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Preface

This book is primarily intended as a textbook introducing to the reader the basic

elements of the quantum theory of the electronic structure of molecular systems,

including in its first two parts the basic axioms of the nonrelativistic quantum

mechanics and rudiments of the wave function and density based theories. Its

remaining two parts, of a more monographic character, contain the Information
Theory (IT) description and some elements of the modern theory of chemical

reactivity, respectively. The basic aim of this book is to present in a single text

alternative outlooks on the molecular electronic structure, including the basic

principles and techniques of the contemporary conceptual and computational quan-

tum chemistry, covering also the insights provided by IT. Together these comple-

mentary perspectives enhance the depth of our understanding of the electronic/

geometric structure of molecules and provide a full “vocabulary” to tackle diverse

conditions, which influence their reactivity behavior. Indeed, only the insights from

several different point of view amount to a real understanding of the problem. The

emphasis is on the concepts involved and the key ideas encountered in these

alternative approaches in the molecular quantum mechanics, and on the interpreta-

tion of calculated results in chemical terms: the bonded atoms and molecular

fragments, the chemical bonds that connect these building blocks of molecules,

and on their responses in a changing environment, which shape the reactivity

preferences of reactants.

Explanation and understanding of chemical phenomena ultimately call for the

quantum mechanical description provided by the modern quantum chemistry. The

latter uses ideas and concepts that differ substantially from their classical analogs. A

precise formulation of these generalized physical concepts, which requires some new

mathematical tools, is the subject of Part I of this book. The depth and rigor of this

physical/mathematical supplement have been dictated by the main didactic purpose

of this text: to introduce all tools necessary for understanding the abstract ideas of the

modern theory of the molecular structure and chemical reactivity. The foundations

of quantummechanics are covered using the familiar axiomatic approach, with only

an introductory summary of the key experiments that led to their formulation.
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The reader can familiarize himself with these novel ideas in the simplest problem

of the stationary (bonded) states of the hydrogen-like atom presented in the part

closing chapter.

The main theories of the molecular electronic structure are presented in Part II.

In its opening chapter it examines available techniques of reducing the complexity

of solving the molecular Schrödinger equation. In particular, the rudiments of the

adiabatic separation of the electronic and nuclear motions are given and the

elements of the approximate perturbational and variational approaches for deter-

mining the electronic quantum states are outlined. This brief overview also covers

the basics of the orbital approximation and the idea of a pseudopotential, which

effectively removes the chemically inactive electrons of the atomic inner shells

from an explicit treatment in molecular calculations. The subsequent exposition of

the principal Wave Function Theories (WFT), in which the system wave-function

(probability amplitude) defines the quantum state of the molecule, covers the

Self-Consistent-Field Molecular Orbital (SCF MO) theory, major Configuration-
Interaction (CI) techniques for dealing with the Coulomb correlation problem, and

rudiments of the Valence Bond (VB) treatment, which gives a more chemical

understanding of molecules compared to its chief rival, the Molecular Orbital
(MO) description and currently experiences a notable revival.

The following presentation of theoretical basis of the modern techniques of the

Density-Functional Theory (DFT), in which the electron density or the density

matrix constitute the system basic state-variables, covers the famous Hohenberg–
Kohn (HK) theorems and some of their refinements/extensions, the basic elements

of the ground-state Kohn–Sham (KS) theory and the associated ensemble approach

to excited states. The theory of the density functional for the exchange-correlation

energy is summarized, including the rudiments of the adiabatic connection and

some more recent developments in the field of the density-matrix and orbital-

dependent functionals, time-dependent DFT and alternative approaches to the

molecular van der Waals (vdW) interactions. This short exposition also introduces

the main concepts of the density-based reactivity theory: the hardness and softness

responses of the electron distribution in molecules in the complementary electron-
following (EF) and electron-preceding (EP) perspectives.

The additional insights from IT are presented in the monographic Part III of this

textbook. Its dominating theme is the electron distribution as a source and carrier of

information in molecules. First, the basic elements are summarized in the part

opening chapter, to be followed by a brief exposition of the information principles

in molecular quantum mechanics. The local IT probes of the presence of the direct

chemical bonds are formulated and the importance of the nonadditive (interference)

information tools is emphasized. In particular, the Electron Localization Function
(ELF) and the Contra-Gradience (CG) bond criterion are used to explore the

molecular electronic structure and the IT variational principles are used to derive

the so called stockholder scheme for dividing the molecular electron density into

the associated atomic pieces. Various Charge Transfer (CT) and Polarization (P)

displacements accompanying the formation of chemical bonds in molecular
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systems are examined, including the equilibrium redistribution of electrons among

the bonded Atoms-in-Molecules (AIM) and the molecular promotion of the latter.

Alternative bond-multiplicity descriptors and the electron localization criteria

are introduced and molecules are interpreted as communication systems. This

concept, developed within the standard SCF MO description, gives rise to the

Orbital Communication Theory (OCT) of the chemical bond (Nalewajski 2010)

an extension of the bond Communication Theory in atomic resolution (Nalewajski

2006). They both use the standard entropic descriptors of information channels in

exploring patterns of the chemical bonds in molecules and their constituent parts, as

well as the bond covalent/ionic composition.

The molecularly promoted AIM are only slightly modified, compared to their

free (separated) analogs, mainly in the outer (valence) shell of electrons. These

“external” electrons are responsible for the AIM chemical behavior and the equi-

librium bonding pattern they exhibit in the field exerted by the framework of the

practically unchanged atomic-cores. This bonding shell of the (delocalized) elec-

trons is also crucial for the propagation of information in the molecule among the

system constituent AIM and the Atomic Orbitals (AO) the latter contribute to the

bonding subspace of the occupied MO, which ultimately determine the system

network of chemical bonds. Using the standard tools of IT (summarized in the

opening chapter of Part III) in treating these information scattering phenomena due

to “communications” via the system chemical bonds provides a novel perspective

on the origins and multiplicity of the system chemical bonds, as well as on the

entropic nature of their covalent and ionic composition. In particular, the IT multi-

plicities of the localized chemical bonds are generated, the bond-coupling phenom-

ena in molecular subsystems are discussed and the interference effects due to the

multiple information scattering in molecules are examined. The new indirect

(through-bridge) bonding mechanism is identified, which complements the familiar

direct (through-space) chemical interactions in molecular systems, and its origins

due to the implicit dependencies between AO in the molecular bonding subspace

are explored.

The chemical concepts are discussed in a more depth in Part IV. It first provides

a survey of alternative perspectives on diverse phenomena conditioning the chemi-

cal reactivity, stressing the importance of the conceptual approaches for a more

chemical understanding of these bond-forming/bond-breaking processes. The dis-

tinction between the “horizontal” (involving displacements of the system electron

density) and “vertical” (for the fixed electron distribution) changes in the molecular

electronic structure is made and the responses of molecular fragments in the

fragment-constrained equilibria are described in terms of the subsystem charge

sensitivities. These perturbation–response relations are summarized for all admis-

sible representations of the molecular/subsystem states, covering both the EF

perspective of the Born–Oppenheimer approximation and the complementary EP

picture, in the spirit of modern DFT. The illustrative case of the bimolecular

reactive system is discussed in a more detail and alternative measures of the

adiabatic coupling between the electronic and geometrical degrees-of-freedom of
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the molecular and reactive systems, including the novel compliant theoretical

framework, are identified and modeled.

Finally, several qualitative approaches to reactivity phenomena are summarized.

They cover recent IT probes of the elementary reaction mechanisms, chemical

reactivity indices provided by the alternative hardness/softness (Fukui function)

descriptors of molecules and their fragments, e.g., reactants in the Donor–Acceptor
(DA) systems, as well as the associated equilibrium and stability criteria of mole-

cules and the maximum hardness and the Hard/Soft Acids and Bases (HSAB)

principles of chemistry. The importance of the complementary internal and external

eigenvalue problem of quantum-mechanical observables for a compact description

of the electronic processes in molecules and reactants is stressed and alternative

hardness-decoupling schemes are examined.

This joint exposition of a variety of perspectives on the electronic structure of

molecular systems, which are usually presented in separate texts, aims at comparing

these diverse philosophies of treating the subject in the unifying language of the

(nonrelativistic) molecular quantum mechanics and IT. Such presentation should

help in uncovering the mutual relations between the specific concepts and techni-

ques of these complementary approaches by extracting their common roots in the

molecular quantum mechanics, in the frameworks of both the molecular states

involved and the associated probability/density distributions.

The book may serve as both the classroom and reference text of the classical and

modern ideas in the field of the chemical bond and reactivity theories. This text has

evolved from teaching both the graduate and undergraduate courses in quantum

chemistry, density-functional and reactivity theories, as well as the IT of molecular

systems. It is intended for graduate and advanced undergraduate students and

chemical researchers interested in the new ways of looking at the subject. It is

hoped that a significant diversity of the student backgrounds have been accommo-

dated in this textbook/monograph of the contemporary ways of thinking about

classical issues in the theory of the electronic structure and reactivity behavior of

molecules.

Cracow Roman F. Nalewajski

June 2011
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Part I

Foundations of Quantum Mechanics



Chapter 1

Sources

Abstract A brief presentation of the experimental origins of quantum mechanics

is given. The key experiments leading to contradictions with accepted physical

theories of matter and radiation, signaling a need for a thorough revision of

classical mechanics and electrodynamics, are surveyed. The early attempts to

resolve these controversies, formulated at the beginning of twentieth century and

often named as the Old Quantum Theory, which mark the genesis of the modern

quantum mechanics, are summarized. The specificity of the classical description

of physical processes is briefly outlined and main suggestions addressed to a more

general mechanics describing the elementary particles, atoms, and molecules are

enumerated. The particle diffraction experiment is examined in some detail to

pinpoint the essence of the wave–particle duality and to identify the key elements

of the quantum description: the initial and final experiments, as well as the free

evolution of the system dynamic state which separates them, without any interfer-

ence from the measuring apparatus. The internal angular momentum of an elemen-

tary particle, called spin, is introduced. The emphasis in this historical background

is on the development of the classical concepts into their more general quantum

counterparts, rather than on their discontinuity in the two theories. On one hand, the

classical (approximate) mechanics, in which some very small quantities such as the

quantum of the physical action – measured by the Planck constant – are approxi-

mated by zero, provides the geometric optics limit of the quantum (exact) mecha-

nics. On the other hand, the quantum description has to use the classical concepts

due to a macroscopic character of the measuring devices, which adds to the intimate

relationship between the two formulations.

1.1 Experimental Origins and Old Quantum Theory

At the current state of our understanding of matter the modern quantum mechanics

plays a fundamental role in describing phenomena and processes in the surrounding

world, particularly at the microscopic level of photons, elementary particles, atoms,

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_1, # Springer-Verlag Berlin Heidelberg 2012

3



and molecules. It should be emphasized, however, that the complete theory of

macroscopic objects, of dimensions perceived by our senses, also requires the

quantum mechanical description of interactions between their constituent atoms

and molecules since the quantum nature of these microscopic particles can be

manifested also at the macroscopic level. Clearly, in the limit of very large masses

and energies of macroscopic objects the predictions of quantum mechanics must

be identical with those resulting from its classical analog. Thus, when supple-

mented by the laws of statistical thermodynamics the quantum mechanics gives

rise to the complete description of the natural world.

It was born in the atmosphere of severe confusion at the beginning of twentieth

century, when the accepted physical theories were challenged by numerous dilemmas

resulting from a series of remarkable new experimental observations, which could

not be explained by the classical mechanics and electrodynamics. The physics at the

end of nineteenth century distinguished the categories of matter and radiation,

and used separate laws to describe them: Newton’s mechanics, to predict motions

of material bodies, and the Maxwell equations of the electromagnetic theory of

radiation, which unites the electric, magnetic, and optical phenomena. We recall at

this point that the so-called wave optics becomes the geometric optics in the limit

of infinitely small wavelength, l ! 0, i.e., for infinitely large frequency, n ! 1,

of the monochromatic radiation.

Let us now briefly summarize the key stages of the development of quantum

ideas in physics (see, e.g., van der Waerden 1968) with the experiment and intuitive

insight ultimately leading to a new philosophy of science (Heisenberg 1949, 1958;

Yourgrau and van der Merve 1979; Bohm 1980) with the exact determinism of

classical predictions being replaced by the statistical determinism of quantum

laws. This “revolution” has also led to a dramatically different way of thinking

about the process of measurement, to a discovery of the universal character of the

particle–wave dualism of both the radiation and matter, and a new definition of the

mechanical state of microscopic systems. The crisis of classical physics was indeed

observed first on the subatomic and atomic/molecular scales, in processes involv-

ing interactions of such objects with electromagnetic radiation, a diffraction of

radiation and elementary particles, etc.

We begin this short survey with the problem of the black-body radiation,

at equilibrium in the given temperature T, which could not be explained by the

classical electrodynamics and eventually led to formulation in 1901 of the famous

Planck’s hypothesis of the energy quantization. The question was this: how much

energy is present as radiation in the given volume of an empty space of a cavity in

an object held at the definite temperature T, and how it is distributed as a function of

the radiation frequency? The quantity describing such a distribution is called the

radiation energy density u(n, T), which measures the energy of the monochromatic

radiation of frequency n per unit volume of the cavity, in thermal equilibrium at

absolute temperature T. The Rayleigh–Jeans law of 1900, u(n, T) / n2T, derived
using the classical electrodynamics and statistical thermodynamics, is correct only

for low frequencies (in the infrared region of the electromagnetic radiation spec-

trum) and it dramatically fails for high frequencies (in the ultraviolet region), where
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the experimental data show a sharp drop in the energy distribution, with u ! 0 in

the geometric optics limit of n ! 1. This classical distribution has been obtained

by first calculating the number of elementary oscillators (cavity standing waves) of

the electromagnetic field, each corresponding to a particular frequency of radiation,

and then ascribing them an average energy kBT, where the Boltzmann constant

kB ¼ 1.381 � 10�23 [J K�1], in accordance with the classical energy equi-partition
principle.

In order to overcome this discrepancy, also known as the ultraviolet catastrophe,
which could not be explained by classical means, Planck has proposed that the

energy of the elementary radiation oscillator of frequency n, is restricted to integral
multiples of the energy quantum, hv � �ho, where the new universal constant h has

a dimension of the mechanical action [energy � time]; here, the radiation angular

frequency o ¼ 2pn [radians/s] and the symbol �h ¼ h=2p. In other words, this finite
“grain” of the oscillator energy constitutes the smallest amount by which the

oscillator energy can be increased or lowered. Hence, the energy absorbed by the

elementary oscillators of the surrounding cavity can also be absorbed or emitted

in integral multiples of such energy quanta, for all frequencies allowed by the

cavity standing-wave boundary conditions, as implied by the condition of a thermal

equilibrium in the black-body radiation problem: DE ¼ hn. This quantum (non-

classical) assumption gives rise to the celebrated Planck’s distribution law:

uðn; TÞ / n3½expðhn=kBTÞ � 1��1; (1.1)

which is in perfect agreement with experimental observations for the Planck

constant (quantum portion of the physical action) h ¼ 6.626 � 10�34 [Js] or �h ¼
h/2p ¼ 1.055 � 10�34 [Js].

It should be emphasized that this assumption was incompatible with the

principles of classical physics. Thus, the agreement with experiment has been

achieved only by introducing into the framework of the contemporary physics, in

which the oscillator energy and mechanical action constitute the continuous

dynamical quantities, the artificial “discrete” quantum condition, incompatible

with the basic principles of the classical theory.

This energy quantization has been generalized in 1905 by Einstein into hypo-

thesis of the elementary, localized (indivisible) portions of the electromagnetic

energy, defining the radiation particles called photons, each containing Planck’s

portion of the energy: E ¼ hn. This assumption provides the complete explanation

of the photoelectric effect discovered by Hertz in 1886 and 1887. Photoelectrons are
produced instantaneously, when the light of a frequency higher than some threshold

value n0 strikes any substance. This phenomenon is governed by the two laws

formulated by Lenard in 1899–1902: (1) the number of photoelectrons is propor-

tional to the intensity of the incident radiation; (2) their maximum velocity v and

hence also the kinetic energy are affected only by the radiation frequency, and not

by its intensity as predicted by the classical, wave theory of radiation. In Einstein’s

hypothesis the photoelectron energy of motion originates entirely from a single
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photon, representing a localized corpuscle of the energy, and satisfies the energy

conservation

1

2
mev

2 ¼ hn� hn0; (1.2)

where me denotes the mass of an electron and the threshold energy F ¼ hn0 mea-

sures the so-called work function of the irradiated substance.

The electromagnetic radiation thus exhibits a dual character. On one hand, in the

diffraction (interference) experiments, it behaves as a wave characterized by the

frequency n [s�1] or wave length l ¼ c/n, where c stands for the velocity of light in
vacuum. On the other hand, as the localized particle of energy, it should be char-

acterized by the linear momentum p. Using the relativistic expression for the energy,
E ¼ mf c

2 ¼ pf c ¼ hn, wheremf stands for the photon mass of motion (its rest mass

vanishes), one obtains the relativistic expression for the photon momentum:

pf ¼ hn=c ¼ h=l or pf ¼ �hð2p=lÞ � �hk; (1.3)

where k [m�1] stands for the photon wave number.

In 1922 this corpuscular nature of radiation has been confirmed experimentally

by Compton in the X-ray photon scattering by electrons. The collisions between

photon (particle of radiation) and electron (particle of matter) have been shown to

be governed by the conservation of the system energy and linear momentum, the

two laws that govern any perfectly elastic collisions, e.g., of the billiard balls in

the macroscopic world. It also follows from this experiment that any measurement

of the particle position, effected by a scattering of light, influences the particle

linear momentum; the more precise is this experiment, i.e., the shorter the wave

of the incident radiation, the more perturbed is the particle motion after collision

with the photon. This implies that in the microscopic world the measuring device

and the object of measurement are not absolutely separable as it is implicitly

assumed in the classical theory.

A second challenge to the established theory came from the atomic physics.

In 1911 Rutherford had demonstrated, by scattering the a-radiation particles (nuclei
of the helium atoms) on thin layers of heavy metals, that each atom contains

the positively charged, heavy nucleus, with the estimated diameter of the order

10�15 [m], surrounded by light, negatively charged electrons, with the estimated

diameter of the atom as a whole of the order 10�10 [m]. He also guessed that

electrons are moving along the circular or elliptic trajectories around the nuclear

attractor. This “planetary” model of an atom was in an obvious conflict with the

accepted classical electrodynamics, which predicted that electrons moving on a cir-

cular orbit, thus being accelerated, should radiate electromagnetic energy and ulti-

mately collapse onto the nucleus. Therefore, the very stability of such a “classical”

atomic model has been put in doubt.

To remove this troubling inconsistency, in 1913 Bohr has followed the Planck

approach of incorporating in the classical theory subsidiary quantum conditions
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which contradicted it. He has achieved an excellent agreement with the available

experimental data for the hydrogen atom by assuming that in the circular motion of

an electron allowed are only specific, stationary orbits, on which the particle energy
remains fixed. These stationary energy levels {En} and corresponding radii {rn} are
identified by the orbit quantum number n ¼ 1, 2,. . .. The energy is emitted/

absorbed in the discrete manner, not continuously as predicted by the classical

electrodynamics, only when electron makes a transition between the two stationary

orbits. Emission takes place when electron “jumps” from an outer orbit, exhibiting

larger radius, to an inner orbit of smaller radius, identified by the higher and lower

values of n, respectively. Accordingly, the inner ! outer transitions are possible

only after absorbing the energy from an incident radiation. Bohr has used Planck’s

relation between the transition energy and frequency of the emitted/absorbed

radiation:

DEn!n0 ¼ En0 � En ¼ hnn!n0 : (1.4)

Bohr’s quantum conditions, which determine the stationary orbits, can be

formulated as those for the allowed, discrete values of the length of the electron

angular momentum ln ¼ rn � pn,

ln ¼ lnj j ¼ mevnrn ¼ n�h; (1.5)

where rn denotes the electron position vector on nth orbit, and pn ¼ mevn stands for
its linear momentum.

This model has been subsequently developed in 1915 and 1916 by Sommerfeld

and Planck, who introduced the elliptic orbits and the spatial quantization of the

angular momentum. This generalized planetary model still gave wrong predictions

already for helium atom (two-electron system), which signaled that this Old Quan-
tum Theory was far from the final formulation of the new, generalized mechanics

of microscopic objects. It should be realized, however, that new physical ideas

are always arrived at by understanding the novel in terms of the familiar. Clearly,

Bohr’s quantization rules, successful as they were, entail assumptions which are in

conflict with the classical physics. For example, the latter predicts that an electron

on the circular orbit should emit radiation and this contradicts the assumed station-

ary character of such a trajectory. Although it was clear already at the time of its

invention that this ad hoc synthesis of the quantum elements with the classical

theory has hardly any future as the consistent physical theory, Bohr’s planetary

model has turned out to be quite successful in explaining the observed series of

spectral lines emitted by hydrogen. The predictive power of the model was quite

limited, however, since – despite later improvements – it dramatically failed to

explain the spectral data of many electron atoms.

Since the micro-objects escape perception by human sense organs, their obser-

vation always requires the measurement devices, the macro-objects which translate
their interactions with the micro-objects in terms of macroscopic quantities. This

points out to a subtle relationship between the quantum mechanics and classical
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physics. In his celebrated Correspondence Principle Bohr has recognized that

quantum mechanics must be consistent with classical mechanics. The classical

limit corresponds to very large energies (quantum numbers), when such minute

quantities as the Planck constant can be formally treated as zeros, in the h ! 0

limit.

In 1924 the quantum condition (1.5) of Bohr’s model has gained a convincing

interpretation in de Broglie’s hypothesis of the universal character of the particle–
wave dualism, which was first observed in the electromagnetic radiation. He

suggested that the relations between corpuscular (E, p) and wave (n, l) attributes
of material particles, which exhibit a nonzero rest mass, are the same as for photons,

for which the rest mass vanishes (1.3). Therefore, there should also be a new,

wave facet of electrons, linked to their more familiar corpuscular aspect by the

associated relations:

Ee ¼ hne; pe ¼ hne=c ¼ h=le: (1.6)

The existence of such matter waves has been confirmed experimentally in 1927

by Davisson and Germer, who diffracted the electron beam on a crystal. This

development has quantitatively verified the preceding relations thus demonstrating

that the particle–wave duality constitutes a universal characteristic of nature, i.e.,

of all objects in the microworld, or the micro-objects for short, rather than being

a monopoly of light. Apparently, in this scale of the linear dimensions 10�8–10�15

[m], the differences between the material and radiation particles are significantly

blurred. The hope was that in the final version of the quantum theory this important

discovery will find a consistent synthesis and a more explicit dynamical expression.

At this time it has not been understood yet as to how de Broglie’s waves propagate

and how they influence the motion of individual particles. They do offer, however,

a solid basis for explaining Bohr’s quantum condition of (1.5). More specifically,

rewriting it in terms of the electron de Broglie’s wavelength of an electron moving

on nth stationary orbit, ln ¼ h/pn (1.6), gives: 2prn ¼ nln. This condition thus

represents the classical criterion for the standing wave along the whole perimeter of

the electron circular orbit. In other words, only on the stationary orbits of Bohr the

constructive interference of de Broglie’s (traveling) waves explains the stability of

the electron distribution. Accordingly, the destructive interference of the de Broglie

waves in an atom disallows any orbit which fails to satisfy this quantum condition.

Since science is concerned only with observable things one has to let the micro-

particle to respond to some outside influence, in order to observe it. As we have

already argued above, when examining the implications of the Compton experiment,

the measurement process inadvertently modifies the state of the micro-object.

A careful examination of the limitations imposed by this influence on the accuracies

Dx and Dpx of the simultaneous determination of the particle position (Cartesian)

coordinate x and its conjugate linear momentum px, respectively, has led Heisenberg
to formulate in 1926 and 1927 his famous Uncertainty Principle, also known as the
Principle of Indeterminacy, which states that the limiting value of the product of
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these two indeterminacies has a very small but finite value of the order of Planck’s

constant:

Dx Dpx � �h: (1.7)

The specific multiple of �h in r.h.s. of the preceding inequality depends on the

adopted measure of the measurement precision. For example, the standard devia-

tion sA of physical quantity A, DA ffi sA ¼ A� Ah ið Þ2
D E1

2 ¼ A2
� �� Ah i2

� �1
2
;

where Ah i is the average, statistical expectation value of A and A2
� �

denotes the

average value of its square, can be used to quantify the accuracy of such measure-

ments. We shall use this familiar descriptor of a random variable later in this book,

when formulating the Uncertainty Principle in terms of concepts of the molecular

wave mechanics.

This limit to the fineness of our power to observe the atomic objects and the

smallness of their accompanying disturbance in an act of measurement introduces

the absoluteness to the distinction between the micro- and macro-objects. This limit

can never be surpassed by an improved technique or increased skill of an observer,

since a fraction of a photon is never observed. It is inherent in natural world and the

dual particle–wave behavior, “anomalous” from the classical perspective, is not

peculiar to light, but it is universally present in all material particles as well.

1.2 Classical–Mechanical Description and a Need for Its

Revision in Generalized Mechanics

A necessity for a departure from the classical mechanics and its causality is thus

clearly demonstrated by the experimental observations. The classical concepts have

been proved to be inadequate to describe the molecular, atomic, and subatomic

events. The uncertainty principle denies an observer the ability to simultaneously

measure the conjugate components of the position and momentum vectors of

micro-objects with arbitrary high precision. This contradicts the basic assumption

of the classical mechanics, in the canonical formulation of the Hamilton equations

of motion, where the exact knowledge of such quantities is required for the very

definition of the particle dynamic state. According to the Heisenberg principle of

indeterminacy such simultaneously (sharply) unobserved quantities are unknow-
able. Therefore, one is forced to resign from the classical concept of the particle

trajectory, e.g., Bohr’s orbit, which is unobservable thus belonging in the micro-

world to a “metaphysical” rather than physical category.

Hence, the precise description of the time evolution of a micro-object, which

requires an exact knowledge of its position and momentum at the given time, is

unavailable in the quantum theory. This restriction does not reflect our technical

inability of a precise measurement, but rather it signifies the incompatibility of the
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two observations involved. Such physical quantities, which cannot be sharply defined

simultaneously, are called the complementary observables. As we shall see later in
the book, besides the complementary pair of the particle position and momentum,

(x, px), there is a number of such relations in quantum physics: energy and time, (E, t),
any two Cartesian components of the angular momentum, e.g., (lx, ly), etc.

The uncertainty relations give rise to statistical predictions of the quantum theory,

in contrast to the deterministic predictions of the classical physics. In the macroscale

of objects perceived by our senses, the statistical distribution of the alternative

outcomes of a measurement, represented by the normal (Gaussian) distribution,

can be made infinitely sharp in the limit of the Dirac delta function (Dirac 1967),

which can be thought of as representing the ordinary Gauss curve of the probability

theory in the limit of its vanishing variance. Therefore, the statistical (multiple-
valued) determinism of quantum mechanics constitutes a natural extension of its

limiting form in the strict (single-valued) determinism of the classical theory.

According to Bohr’sComplementarity Principle both coexisting wave and particle
aspects of all objects in the microworld are essential for their full description.

However, the precise specification of one complementary observable rules out

any specification of the other. Should the particle momentum be known exactly,

Dpx ! 0, one would then have no knowledge of its position whatsoever, Dx ! 1;

accordingly, when the object position is sharply defined, Dx ! 0, one looses all the

knowledge about its momentum: Dpx ! 1. The principle operates not only in

these limiting cases, but it also covers all intermediate, finite precisions of speci-

fying the pairs of complementary observables. The more the precise localization

of an electron (or photon) in space, when its momentum is not well specified, the

more the particle-like behavior. Accordingly, the wave-like character is uncovered,

when the particle localization is not well specified, i.e., when its momentum is

determined more precisely.

As further articulated by Bohr and his Copenhagen School, all physical quan-

tities such as position, momentum, angular momentum, energy, etc., have to be

specified by measurement, which conveys information to our senses. It has to

contain amplification mechanisms by which microscopic effects are translated

into macroscopic effects accessible to our understanding. Indeed, all experiments

in the atomic, nuclear, and subnuclear scales in the final analysis are described in

classical terms, related to attributes of the macroscopic measuring apparatus. This

emphasizes a unique, intimate relationship between the quantum mechanics and

its classical limit, with the former being destined to use the concepts of the latter

to describe the behavior of the micro-objects.

The indeterminacy principle also implies a relativity of the quantum description

with respect to the adopted method of measurement, since the specific experimental

device uncovers its own “projection” of the observed “reality.” This also constitutes

a natural extension of the classical relativity of the description of physical phenom-

ena with respect to the adopted reference frame. This feature signifies a deeper,

fully objective approach, which resigns from the subjective classical idealization

of the exact separability of the observed object and the measuring device. It is

implicitly assumed in the classical theory that the progress of a physical process is
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independent of the experimental observations, which monitor its current stage.

In other words, classical theory claims a lack of interference of the measuring

device into the state of the probed mechanical system, i.e., the absolute separability

of these two subsystems of an experimental arrangement.

Clearly, the physical objects evolve freely when undisturbed by an act of mea-

surement, but finally we have to bring them into contact with the experimental

apparatus to monitor their current (final) state. The progress of classical process is

assumed to be independent whether they are observed experimentally or not, but in

the realm of quantum mechanics the experimental monitoring is not without an

influence, sometimes decisive, on the behavior of the observed micro-object. In the

macroworld this influence can be practically neglected. For example, the pertur-

bation of the airplane trajectory created by the photons of the illuminating radar

radiation is nonexistent for all practical reasons. To summarize, the impression

of the unequivocal determinism in the Newtonian mechanics is created by the very

highmasses and energies of the classical objects. It hardly implies the universality of

this limiting macroconjecture of the absolute separability of the object and measur-

ing device, to also cover the microworld where such small perturbations do matter.

The classical description also assumes the possibility of limitless gathering of

simultaneous measurement information, i.e., the availability of the precise values of

all mechanical properties of all constituent particles at the given time. In other

words, this approach assumes that in principle at a given time all objects can be

absolutely localized in space and their momenta can be determined with arbitrary

precision, as can be any physical property of the dynamical system under consi-

deration. Clearly, for practical reasons only, we are unable to reach this level of

the precise specification of the mechanical microstate of all atoms/molecules in

a macroscopic amount of matter. However, as claimed in the classical statistical

thermodynamics, such detailed data are in principle knowable with arbitrary preci-

sion. Only due to the obvious “technical” difficulties of reaching this goal, and

in view of the implications of the Law of Large Numbers, which renders such

information irrelevant, we resort to familiar methods of the statistical mechanics in

predicting the average descriptors of the system macrostate.

Let us briefly summarize the main suggestions addressed to the generalized

mechanics capable of describing the behavior of micro-objects. As we have already

argued in the preceding section, the relation between this, yet unknown, new

mechanics and its classical analog should be similar to the relation between the

wave- and geometrical optics; the former becomes the latter in the formal short-

wave limit of l ! 0 (n ! 1), which is a characteristic of de Broglie’s wave of

a macro-object, when the free particle would not be diffracted but going along

a straight rectilinear path, just as we expect classically. The new mechanics should

thus include the classical mechanics as its limiting case for very large energies and

hence also large values of its quantum numbers � or equivalently � in the formal

limit of the vanishing quantum of the physical action: h ! 0. This can be argued

more precisely by observing that the wave aspect of matter will be hidden from

our sight, if de Broglie’s wavelength l is much lower than a characteristic length

d involved in describing the motion of a body of momentum p: l=d ¼ h=ðdpÞ � 1.

1.2 Classical–Mechanical Description and a Need for Its Revision 11



Thus, the l ! 0 and h ! 0 limits are equivalent in identifying the range of

applications of the classical mechanics. This postulate is known as Bohr’s Corre-

spondence Principle.

In contrast to old quantum theories, the general quantum theory must be internally

consistent, i.e., all its experimental consequences must follow from the same axiom-

atic basis. It has to be capable of explaining all known experimental facts, rather than

a narrow selection of such data. In the new mechanics we have to refrain from the

classical definition of the system dynamic state, which uses the complementary

observables. The new definition must instead be based only on the strictly knowable

state parameters, which can be simultaneously determined with utmost precision.

Clearly, such a positivistic attitude is a prerequisite of any sound physical theory.

The new definition of the mechanical state must be complete so that the results

of all possible experiments performed on the microsystem can be extracted from it.

In particular, it must offer means to predict the possible outcomes (spectrum) {ai}
of any single measurement of quantity A, as well as the frequencies mi (or proba-

bilities) {pi ¼ mi/m} of these experimentally allowed values of the measured

physical quantity in many repetitions m ¼ ∑imi of the given experiment,

performed on systems in the same dynamical state. This information on a multitude

of measurements performed on replicas of the system then suffices to determine the

statistical expectation value of the measured physical quantity:

Ah i ¼
X

i
pi ai: (1.8)

1.3 Implications from the Particle Diffraction Experiment

Let us consider the double-slit interference of photons or electrons, in analogy with

Young’s optical experiment. In this experimental arrangement the monochromatic

stream of quantum particles falls on the opaque diaphragm with two slitsO1 andO2.

This experiment is crucial for distinguishing whether a perturbation traveling

in space is of the particle or wave character.

The intensities I1(x) and I2(x) of two streams of the noninteracting particles

passing through the openings O1 and O2, respectively, when the other slit is closed,

upon reaching the screen ℰ would produce the sum of such individual inten-

sities (probabilities), I1(x) þ I2(x). The superposition of the corresponding waves

c1(x) ¼ |c1(x)| exp[if1(x)] and c2(x) ¼ |c2(x)| exp[if2(x)],

cðxÞ ¼ c1ðxÞ þ c2ðxÞ; (1.9)

gives rise to the screen intensity distribution exhibiting the interference effects,

IðxÞ¼ cðxÞj j2¼cðxÞc	ðxÞ¼ c1ðxÞj j2þ c2ðxÞj j2þ2 c1ðxÞj j c2ðxÞj jcos½f1ðxÞ�f2ðxÞ�
�½I1ðxÞþI2ðxÞ�þ2½I1ðxÞI2ðxÞ�

1
2cos½f1ðxÞ�f2ðxÞ�� IaddðxÞþInaddðxÞ;

(1.10)
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because of the last, nonadditive (oscillatory) term Inadd(x). Above, we have identi-
fied the intensity of wave by the squared modulus of the scalar wave field c(x),
by analogy to the intensities of the electric, E(x), or magnetic, H(x), fields.

It has been established experimentally that the interference fringes are the statis-

tical result of a very large number of independent particles hitting the screen, when

each particle retains its individuality being finally deposited on a single grain of

the photographic plate of the screen, at apparently random positions, hitting also

the regions no classical particle could reach. The same interference pattern appears

when a beam of particles goes through the slits simultaneously, and when single

particles are scattered, one at a time, with the impact locations being observed

in seemingly random fashion, now here, now there, over a length of time. The

statistical determinism in this scattering of micro-objects, which give the impres-

sion of being truly indeterminable and chaotic, is only revealed after very many

repetitions of such elementary, single-particle experiments, when the interference

pattern finally emerges.

The appearance of interference depends critically on both slits being open, and

it vanishes when one of them is closed, i.e., when a single particle goes definitely

through one slit or the other, giving after many repetitions the separate distributions

I1(x) or I2(x) on the screen. One thus concludes that the observance of interference

denies us the determination of the slit through which the particle has actually

passed. The interference pattern cannot be explained in the corpuscular representa-

tion, as a result of some collective effect of interactions between the beam particles.

More specifically, by diminishing the density of the incident stream of particles,

and hence also the number of particles passing through the slits in unit time, one

changes such interactions, and this should affect the interference pattern on the

screen. However, the experiment does not exhibit any influence of this kind; the

diffraction pattern remains the same even in the limit of a single particle passing

the slits at a time. The attempts to explain this phenomenon in the wave representa-

tion alone also fail, as the interference intensities, i.e., the wave determinism of the

particle distribution is uncovered only after many repetitions of the single-particle

scatterings performed at the specified dynamical conditions of the incident beam.

These apparent contradictions illustrate the wave–particle dualism of the micro-

objects. Indeed, in accordance with the Heisenberg indeterminacy principle, it

is impossible to simultaneously, sharply specify the particle momentum p ¼ h/l,
which implies the knowledge of the interference pattern, and its position, which

presupposes the knowledge of the slit, through which the particle has passed, when

the other slit remains closed.

Therefore, there is a distinct wave causality in this at first glance “random”

scattering of independent particles so that de Broglie’s wave c(x, t), or the wave
(state) function for short, indeed describes in a statistical sense a movement of

a single particle, with the wave intensity I(x, t) ¼ |c(x, t)|2 (1.10) measuring the

chance of finding it hitting the screen at location x at time t. This probabilistic

interpretation of the waves of matter is due to Born, who proposed in 1927 to call

the intensity I(x, t) the probability density of observing the particle at specified

localization at the given time. As we shall see later in the book, in the modern
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quantum mechanics this identification forms a basis for interpreting the system

wave function, which carries the complete information about the dynamic state of

the micro-object. It should also be emphasized that this function itself, the solution

of the Schr€odinger wave equation formulated in 1926, which governs the dynamics

of microsystems, cannot be treated as a measure of the likelihood of finding a

particle at the given position, since for that it should be positive everywhere, being

then incapable of the destructive interference, which is the observed fact.

The double-slit diffraction of microparticles identifies two types of experiments

involved in establishing the classical attributes of quantum systems. Let us examine

the consecutive stages of a general setup in a thought experiment shown in Fig. 1.1.

We denote the initial and final states (wave functions) of the quantum system, at

time t0 � 0 and t > 0, respectively, by c(x, t0) and c(x, t). The classical attributes
of the initial state are determined by performing the so-called initial experiment,
which in fact creates c(x, t0), e.g., the monochromatic beam of particles of the

specified momentum. Thus, this first category of experiment in quantum mechanics

always refers to the future, by preparing the quantum state the time evolution of

which we intend to study.

In the period t0 ! t the system evolves freely, c(x, t0) ! c(x, t), without any
perturbing influence from measuring devices. This wave deterministic process will

be described by the Schr€odinger equation of motion, which in the modern quantum

mechanics replaces the Newton (Hamilton) equations of motion of the classical

theory. As we shall see later in the book, this evolution of the state function in the
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Fig. 1.1 Qualitative diagram of the initial and final experiments involved in preparing the initial

state c(t0) and extracting the classical attributes of the final state c(t) reached after free (undis-

turbed by measurement) evolution in the time interval t0 ! t. The initial experiment arrangement,

including the particle collimating slits and an appropriate velocity selector, transforms the poly-

chromatic electron beam into its monochromatic component, thus preparing the initial state c(t0).
In the time interval t0 ! t the system evolves freely, without any intervention from the measuring

devices, in the specified dynamical conditions, e.g., when the particle motion is influenced by the

force field generated by the external potential v(x), in accordance with the strictly deterministic

laws of quantum dynamics: c(t0) ! c(t). The statistically distributed classical attributes of the

final state c(t) are then extracted by performing the final experiment, using, e.g., the double-slit
arrangement or a crystal as the measuring apparatus, which diffracts electrons to the movable

detector or a photographic plate. This position-extraction experiment is an illustrative example of

a general measurement-event of any physical observable A. The process of extracting the observed
values {ai} (spectrum) of A in the single-particle experiments performed on the final state c(t) has
been symbolically depicted in the diagram as performance of the relevant mathematical operation

Â on c(t), ÂcðtÞ, with the operator Â being specific for the measured quantity A. The observed

spectrum {ai} of A and the associated probabilities {pi ¼ mi/m} can be determined only after

many m ¼ (∑imi) ! 1 repetitions of the single-electron scatterings, with mi denoting the

frequency of observing ai
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specified dynamical conditions is strictly deterministic, with the given initial state

c(x, t0) giving rise to a single final state c(x, t).
The aim of the final experiment is to determine the classical descriptors of the

quantum system in state c(x, t). It should be stressed that after the particle has been
localized on the screen, by using the photographic plate or some clever monitoring

device, its dynamical state has been inadvertently and irreversibly destroyed as

a result of the interaction with such an apparatus. Indeed the particle’s precise

localization denies us of any knowledge about the particle momentum. Thus, the

final experiment can have implications only to the very past event, when the micro-

object reaches the screen.

Due to the particle–wave duality, the link between c(x, t) and possible outcomes

of the final experiment is generally of the “one-to-many” type, thus giving rise to

statistical predictions of specific values of classical descriptors of the system final

state. Indeed, we cannot a priori predict, where the scattered electron hits the screen,

but the final interference pattern, obtained after numerous repetitions of the single-

electron diffractions, uniquely identifies the probability distribution |c(x, t)|2 of the
final state. It should be emphasized that only very numerous repetitions of the

single-particle “experiment” together constitute the complete final experiment in

quantum mechanics.

The preceding discussion prompts us to revise our ideas of causality (Heisenberg

1949, 1958; Born 1964; Bohm 1980; see also: Penrose 1989). Causality applies

only to the micro-objects which are left undisturbed. Therefore, only the free-

evolution in the chain of events depicted in Fig. 1.1 represents the causal stage,

while the final measurement produces a disturbance in the state of the object serious

enough to destroy any causal connection between the separate results of obser-

vations monitoring the object final state.

The statistical predictions and the indeterminism of quantum laws are a property

inherent in nature, and should not be regarded as resulting from our temporary

ignorance, which could be removed by some future theory, better and more

complete. Although the modern quantum theory provides a thoroughly rational,

coherent, and extremely successful description of micro-objects of the subatomic

and atomic/molecular levels, one should not dogmatically rule out its future impro-

vements and extensions, e.g., on the subnuclear level. However, as much as the

quantummechanics was forced upon the modern science by the physical rather than

metaphysical necessity, these developments have to address future experimental

findings, which could not be explained by the quantum theory. Indeed, as history

teaches us, no matter how complete the description of the dynamical state may

seem today, sooner or later new experimental facts will require us to improve the

theoretical model and arrive at an even more general description, more detailed

and usually more complex.

For example, all empirical evidence, including the Stern–Gerlach experiment
and atomic spectra, points to the need for attributing to many elementary particles,

notably electrons, protons, and neutrons, the intrinsic angular momentum, or spin,
and the associated magnetic moment. Therefore, such particles can hardly be

treated as mass points without any internal structure. Hence, for the complete
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specification of their dynamic states one has to provide the relevant spin quantum

numbers, which fix these internal degrees-of-freedom of such micro-objects. These

new dynamical variables of entirely nonclassical origin have to be specified besides

the remaining simultaneously measurable observables.

1.4 Particle Spin

In 1925 Uhlenbeck and Goudsmit hypothesized the existence of yet another internal

attribute of atoms and elementary particles, called spin angular momentum and the

associated intrinsic magnetic dipole moment, which complement such properties of

these micro-objects as mass, electric dipole moment, moment of inertia, electric

charge, etc. This internal state variable has been originally introduced to simplify

the classification of atomic spectra. This goal has been achieved, when one

envisaged the existence of the internal angular momentum s of an electron, called

the spin, the length of which is quantized by the half integral quantum number

s ¼ 1

2
: s ¼ sj j ¼ ½sðs þ 1Þ�12�h (Fig. 1.2).

Confirmation of this experimental conjecture came in 1928 from the relativistic

quantum theory of Dirac. The existence of the electronic spin also transpires from

z

|s|= |s’|= 3/2)

sz = ½ spin-up state

s

y 

x                          sz = − ½ spin-down state

s’

(

Fig. 1.2 The electron spin s can be characterized in quantum mechanics by two simultaneously

observable attributes: its length s ¼ sj j ¼ ½sðs þ 1Þ�12�h ¼ ð ffiffiffi
3

p
=2Þ�h, for the half-integral spin quan-

tum number s ¼ 1
2
, and its projection on the specified axis, say axis “z” of the Cartesian coordinate

system: sz ¼ s�h, where s ¼ 
 s . These two observables do not strictly specify the spin vector, but
rather they define the whole family of admissible vector directions determining the cone surfaces

shown in the diagram. The length and a single projection exhaust the complete list of simulta-

neously observed properties of any angular momentum in quantum mechanics. In other words, the

direction of the angular momentum of the microparticle is not an observable
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the earlier Stern–Gerlach experiment of 1921 in which a beam of silver atoms,

containing a single, outermost spin-unpaired electron, produce two traces corres-

ponding to the spin-up (sz ¼ 1=2�h) and spin-down ðsz ¼ �1=2�hÞ states (Fig. 1.2) of
their valence electron, after being deflected in a nonuniform magnetic field.

These two spin states of a single electron can be uniquely specified by the quantum

numbers determining the two simultaneouslymeasurable attributes of the spin vector:
s , for its length, and s ¼ 
s , for its projection along the specified direction, say the

“z” axis in Fig. 1.2: sz ¼ s�h. They can be symbolically represented as the following

“state vectors,” in which one provides an explicit or symbolic specification of the state

spin quantum numbers within the arrow-like symbol of Dirac:

spin�up state: aj i ¼ s ; s ¼ þsj i ¼ ½;þ½j i ¼ þj i;

spin�down state: bj i ¼ s ; s ¼ �sj i ¼ ½;�½j i ¼ �j i:

1.5 Birth of Modern Quantum Mechanics

The consistent quantum mechanics (see, e.g., Messiah 1961; Davydov 1965; Dirac

1967; Merzbacher 1967; Cohen-Tannoudji et al. 1977; Fock 1986), which explains

the origins of the quantization of the physical observables and introduces the

generalized dynamics of quantum states, has emerged in 1926–1927 in two equiva-

lent forms: the Matrix Mechanics of Heisenberg and the Wave Mechanics of

Schr€odinger. Although using quite different mathematical apparatuses, the matrix

algebra and differential equations, respectively, these two rival theories gave rise

to identical physical predictions, in complete agreement with all experimental data.

It was clear, therefore, that these two approaches represent the same physical

theory, as indeed demonstrated later by Schr€odinger and Dirac (see, e.g., Buckley

and Peat 1979).

Heisenberg discovered the need for a generally noncommutative multipli-

cation of physical quantities in quantum mechanics, which gives rise to the

position–momentum indeterminacy. The analogies with systems in classical

mechanics, which are governed by the linear equations of motion, a consequence

of the superposition relationships between states of vibrating strings or membranes,

have led Schr€odinger to establish the basic equations of the Wave Mechanics. The

resulting equation of state is also linear in the unknowns, because of the assumption

of the quantum superposition principle. In Heisenberg’s approach the quantum

states and physical observables are represented by the matrix vectors and square

matrices, respectively, while in Schr€odinger’s treatment they are accordingly

associated with functions and differential operators. The important contributions

to the final form of the modern quantum theory have also been made by other
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members of the G€ottingen School, Born and Jordan, and by Dirac and Pauli, who

invented the relativistic version of the quantum theory.

These revolutionary departures from principles of the classical theory, and

particularly in the form of the quantum superposition of states demanding indeter-

minacy in the results of observations, are necessary to provide a sensible physical

interpretation and to explain all known experimental facts. These new ideas find

their expression through the introduction of a new mathematical formalisms as well

as novel axioms and rules of manipulation. The two original formulations of the

modern quantum mechanics can be united in a more general and abstract form of

the quantum theory, which includes both the wave mechanics and matrix theory as

its special cases. This “geometric” formulation requires the complex linear vector

space, called the Hilbert space, in which vectors represent state functions. Both

n-dimensional and n ! 1 spaces are invoked, including the indenumerably infi-

nite case of vectors corresponding to continuous variables. The matrix and wave

function theories then appear as corresponding to different choices of the basic

vectors in the Hilbert-space, which define the chosen reference frame for concepts

and equations of quantum mechanics. This is similar to the relationship between the

form of equations in classical physics and the adopted coordinate system in which

they are formulated. With the increased elegance and mathematical abstractness of

this unifying geometric formulation one also gains a great deal of understanding.

The geometric approach using Dirac’s vector notation is the method chosen in

the present short presentation of the principles of quantum mechanics. Its relation

to the two original formulations will be briefly explored, emphasizing their equi-

valence in predicting the possible outcomes of experiments and the dynamical

equation of motion. Since the wave mechanics appears to be conceptually simpler

in chemical applications and directly connecting to the particle–wave dualism,

a stronger emphasis will be made on this (nonrelativistic) version of the quantum

theory. However, for reasons of convenience, in specific problems covered by the

book the matrix theory will also be applied. In this study an emphasis is put on

the conceptual developments rather than specific applications. For the solvable

problems in quantum mechanics and quantum chemistry the reader is referred

to specific textbooks and monographs (e.g., Fl€ugge 1974; Szabo and Ostlund

1982; Atkins 1983; Levine 1983; McQuarrie 1983; Johnson and Pedersen 1986).
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Chapter 2

Mathematical Apparatus

Abstract The mathematical tools of quantum mechanics are summarized. This

overview, which makes no attempt to be mathematically complete and rigorous, is

intended as an introduction for readers unfamiliar with the subject. We begin with

some geometrical analogies of the basic concepts and techniques of the mathemati-

cal formalism used to treat the extended Hilbert space of the quantum-mechanical

states, the abstract vector space spanned by the state vectors or the associated wave
functions of the physical system of interest. Dirac’s vector notation, which greatly

simplifies manipulations on these mathematical objects, and the alternative rep-

resentations of the singular delta “function” are given. The linear operators acting

on the state vectors as well as their adjoints are defined and the basis set rep-

resentations of vectors and operators are introduced. The eigenvalue problem of the

linear self-adjoint (Hermitian) operators is examined in some detail and the com-

plete set of the commuting observables is defined. The two most important (contin-

uous) bases of vectors for representing quantum states of a single particle, defined

by the eigenvectors of the particle position and momentum operators, respectively,

are explored. In particular, the position representation of the momentum operator,

as well as the momentum representation of the position operator, are examined in

some detail. Next, the discrete energy representation is briefly examined and the

unitary transformation of states and operators is discussed. Finally, the functional

derivatives are introduced and the associated Taylor expansion of functionals is

formulated. The localized displacements of the functional argument function

are defined using Dirac’s delta function and the rules of functional differentiation

are outlined stressing analogies to familiar operations performed on functions

of many variables. The chain rule transformations of functional derivatives are

summarized.

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_2, # Springer-Verlag Berlin Heidelberg 2012
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2.1 Geometrical Analogies

The ordinary three-dimensional physical space R3 is spanned by the orthonormal

basis {i, j, k} � e(3) (a row vector of vector elements), consisting of three unit

vectors {ei, i ¼ 1 � x, 2 � y, 3 � z} along the mutually perpendicular axes {x, y, z},
respectively, in the Cartesian coordinate system. The orthogonality of different

basis vectors, i 6¼ j, expressed by the vanishing scalar product ei·ej ¼ 0, and their

unit length (normalization), ei·ei ¼ jeij2 � ei
2 ¼ 1, can be combined into the

orthonormality relations expressed in terms of Kronecker’s delta,

ei � ej ¼ di; j ¼ f1; for i ¼ j; 0; for i 6¼ jg; (2.1a)

defining the three-dimensional, unit-metric tensor represented by the identity

matrix I(3) ¼ {di,j}:

eð3Þ � eð3Þ � eð3ÞTeð3Þ ¼ Ið3Þ; (2.1b)

where e(3)T denotes the transposed (T), column vector of transposed vector elements.

Any vector in R3 can be expanded in this reference system,

A ¼ Ax þ Ay þ Az �
X3
i¼1

Ai ¼ iax þ jay þ kaz �
X3
i¼1

eiai ¼ eð3Það3ÞT; (2.2)

with the row vector of coordinates a(3) ¼ {ai ¼ ei·A} ¼ [ax, ay, az], measuring the

lengths {ai ¼ jAij} of projections {Ai} of A onto the corresponding axes, providing

the matrix representation of A in the adopted basis set: A$a(3).
It should be also observed that in the preceding equation the resolution of A into

its projections {Ai} along the directions of basic vectors e(3) in this coordinate

system can be also interpreted as a result of acting on Awith the projection operator

P̂ðR3Þ onto the whole R3 space,

P̂ðR3Þ ¼
X3
i¼1
ðeiei�Þ �

X3
i¼1

P̂ðeiÞ; (2.3)

defined by the sum of individual projectors fP̂ðeiÞg onto the specified axes. Indeed,
the following identity directly follows from (2.2):

A ¼
X3
i¼1

eiai ¼
X3
i¼1

eiei�
 !

A ¼ P̂ðR3ÞA ¼
X3
i¼1

P̂ðeiÞA �
X3
i¼1

Ai: (2.4)

The preceding relation also implies that the projection of any vector A in R3,

or A(R3) for short, amounts to multiplying it by the unity (identity) operation
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P̂ðR3Þ ¼ 1: P̂ðR3ÞAðR3Þ ¼ A R3ð Þ. Clearly, the sum of projections onto any two

basis vectors P̂ðei; ejÞ ¼ P̂ðeiÞ þ P̂ðejÞ defines the projection onto the plane defined

by these two axes:

P̂ðei; ejÞA ¼ P̂ðeiÞAþ P̂ðejÞA ¼ Ai þ Aj � Aði; jÞ: (2.5)

This overall projection onto the whole physical space allows one to interpret the

scalar product of two vectors A and B in R3 in terms of their coordinates a(3) and
b(3), respectively:

A � B ¼ A � P̂ðR3ÞB ¼
X3
i¼1
ðA � eiÞðei � BÞ ¼

X3
i¼1

aibi ¼ að3Þbð3ÞT: (2.6)

As seen from this example, the coordinate-resolved expression results directly from

placing the identity operator P̂ðR3Þ ¼ 1 between the two vectors in the scalar

product. Obviously, this formal manipulation has no effect on the product value.

The characteristic property of projections is that the effect of a singular projec-

tion is identical to that of the subsequent repetition of the same projection. This

immediately implies the idempotency property of the projection operators,

P̂ðR3ÞP̂ðR3Þ � ½P̂ðR3Þ�2 ¼ P̂ðR3Þ; ½P̂ðei;ejÞ�2 ¼ P̂ðei;ejÞ; ½P̂ðeiÞ�2 ¼ P̂ðeiÞ; (2.7)

where we have identified the square of an operator as a double execution of the

operation it symbolizes. One can straightforwardly verify these identities using the

orthonormality relations of (2.1a, 2.1b), which also imply that the product of

projections into the mutually orthogonal subspaces identically vanishes, e.g.,

P̂ðiÞP̂ðkÞ ¼ P̂ðiÞP̂ð jÞ ¼ P̂ð jÞP̂ðkÞ ¼ P̂ði; jÞP̂ðkÞ ¼ 0: (2.8)

These observations can be naturally generalized into the n-dimensional Euclid-
ean space Rn, spanned by n orthonormal basic vectors e(n) ¼ {ei, i ¼ 1, 2, . . ., n},
e(n)T·e(n) ¼ I(n), also including the n ! 1 limit. In particular, the matrix repre-

sentations of vectors and the coordinate-resolved expression for the scalar product

of vectors A(Rn) and B(Rn) directly follow from applying the projector onto the

whole space Rn,

P̂ðRnÞ ¼
Xn
i¼1
ðeiei�Þ �

Xn
i¼1

P̂ðeiÞ; (2.9)

AðRnÞ ¼ P̂ðRnÞAðRnÞ ¼
Xn
i¼1

P̂ðeiÞAðRnÞ ¼
Xn
i¼1

ei½ei � AðRnÞ�

¼
Xn
i¼1

eiai ¼
Xn
i¼1

Ai ¼ eðnÞaðnÞT; (2.10)
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AðRnÞ � BðRnÞ ¼ AðRnÞ � P̂ðRnÞBðRnÞ ¼
Xn
i¼1
ðA � eiÞðei � BÞ

¼
Xn
i¼1

aibi ¼ aðnÞbðnÞT: (2.11)

In particular, for two identical vectors A(Rn) ¼ B(Rn) one obtains the following

expression for the vector length (norm):

A ¼ jAj ¼
ffiffiffiffiffiffi
A2

p
¼

Xn
i¼1

a2i

 !1=2

� 0: (2.12)

One similarly defines the projection operators into various subspaces in Rn, e.g.,

its complementary, mutually orthogonal parts Pm ¼ fei; i ¼ 1; 2; . . . ;mg � P and

Qn�m ¼ fei; j ¼ mþ 1;mþ 2; . . . ; ng � Q:

P̂ðPmÞ � P̂P ¼
X
i2P

P̂ðeiÞ; P̂ðQn�mÞ � P̂Q ¼
X
j2Q

P̂ðejÞ; P̂P P̂Q ¼ 0;

AðRnÞ ¼ ðP̂P þ P̂QÞAðRnÞ ¼ AP þ AQ ; (2.13)

where AP and AQ stand for the projections of A(Rn) into the Pm and Qn�m

subspaces, respectively.

The scalar product of (2.11) can be also given the (linear) functional interpreta-
tion. In mathematics the linear functional F[’] of the argument ’, e.g. a function or
vector, is a linear operation performed on the argument, which gives the scalar

quantity F, F[’] ¼ F, e.g., the definite integral I f½ � ¼ R
x2

x1

f ðxÞ dx ¼ I. The same

property can be associated with the (discrete) scalar product, say a projection of the

argument vector A � A
!
onto another vector B � B

!
:

B � A ¼ B
! � A! � B

 ½A!�; (2.14)

where B
 ½V!� denotes the functional of the vector argument V

!
giving the value of its

scalar product with the vector B
!
. The latter thus defines the functional B

 ½X� itself,
denoted as the “reversed” vector, by specifying the direction onto which the

argument vector X is to be projected.

It can be then demonstrated that these scalar product functionals also span the

vector space, called the dual space, since any combination of such quantities

represents another linear functional of the same type. Let us examine these

reversed “vector” quantities (functionals) associated with the independent basis

vectors fei ¼ e
!
ig. They represent the dual basis “vectors” fe i½V

!� � e
 
ig of the
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scalar product functionals. Indeed, any combination of them also belongs to this

dual space, e.g.,

Cie
 
i½V
!� þ Cje

 
j½V
!� ¼ ðCie

!
i þ Cje

!
jÞ � V

! � W
! � V! ¼ W

 ½V!�; (2.15)

and to every vector A
!
corresponds its functional analog A

 
in the dual space, since

the vector is uniquely specified by the complete set of its scalar products

(components) with all independent vectors e(n):

A
! ¼

Xn
i¼1

aie
!
i ¼

Xn
i¼1

A
!
i ) A

 ½V!� ¼
Xn
i¼1

aie
 
i½V
!� ¼

Xn
i¼1

A
 
i½V
!�: (2.16)

It also follows from these relations that in Euclidean space this correspondence

is linear: the linear combination of vectors in Rn is represented in the associated

dual space by the associated combination, with the same expansion coefficients, of

the corresponding dual-space functionals.

It should be emphasized that the dual-space elements, the “reversed” vectors,

represent mathematical quantities (functionals of vectors) quite different from the

original (argument) vectors on which they act.

2.2 Dirac’s Vector Notation and Delta Function

In accordance with the Superposition Principle of quantum mechanics (Dirac

1967), any combination of states represents an admissible quantum state of the

given molecular or atomic system. This property is also typical of ordinary vectors,

CA A þ CB B ¼ C, where the numerical coefficients CA and CB determine the

relative participation of both vectors in the combination. We shall use this analogy

in the vector notation of Dirac, in which the quantum statesC and F are denoted as

arrowed “ket” symbols jCi, jFi, . . ., called state vectors. Their linear combination

CCjCi þ CFjFi ¼ jYi determines another state jYi. When these states are

functions of the continuous parameter x∈[x, z ], jCi ¼ jC(x)i � j xi, this summa-

tion of vector states is generalized into its continuous (integral) analog:

jYi ¼
ðz

x

cðxÞ xj i dx: (2.17)

Here, the combination coefficients {c(x), c(x0), . . .} are in general complex since the

quantum states are complex entities. The resultant state jYi of the given combina-

tion is said to be dependent upon the component states {jxi, jx0i, . . .}. These
independent state vectors cannot be expressed as combinations, with nonvanishing

coefficients, of the remaining states in this basis set.
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In the quantum kinematics it is the direction of the state vector jCi that matters

and uniquely identifies the quantum state C. Therefore, the opposite state vectors

along the same direction, e.g., jCi and�jCi, in fact represent the same stateC, and

any combination of the state with itself, C1jCi þ C2jCi ¼ (C1 þ C2) jCi ¼ CjCi
� Meif jCi, where M and f stand for the modulus and phase of the complex

coefficient C, also denote the same state C. As we shall see later in this chapter,

the length (norm) of the state vectors in quantum mechanics will be fixed by the

appropriate normalization requirement resulting from the probabilistic interpreta-

tion of quantum states. In case of the square integrable wave functions it calls for

M ¼ 1, but the phase f will be left undetermined as immaterial and having no

physical meaning.

This property of the quantum superposition rule distinguishes it from the

corresponding classical principle, e.g., that for combining vibrations of a string or

a membrane, in which the combination of a state with itself gives another state

exhibiting different amplitude. There is also another important distinction between

the quantum and classical kinematics: in quantum mechanics the state vector of the

vanishing norm (length), which thus has no specified direction in the vector space of

quantum states, does not exist and thus has no physical meaning, while the classical

vibration of the vanishing amplitude everywhere does in fact represent the real

physical state of rest of a string or a membrane.

It was shown in the preceding section that to any vector space the dual space of

the “reversed” vectors, the entities of quite different mathematical variety

(functionals), can be ascribed through the concept of the scalar product (projection)

of the vectors themselves. The dual space to the ket-space of state vectors {jCii} is
called the bra-space of the reversed “vectors” (functionals) {hCij}, with the one-

to-one (antilinear) correspondence: hCij $ jCii, (hCij þ hCjj) $ (jCii þ jCji),
C*hCj $ CjCi, etc., where C* denotes the complex conjugate of C. In the original

terminology of Dirac the bra- “vector” hCj represents the conjugate-imaginary of
the associated ket-vector jCi. Again, the basic difference between the elements of

the two vector spaces, with the “bras” in fact representing the functionals acting

on “kets,” it is improper to regard the bra-“vectors” as the complex conjugates of
the corresponding ket-vectors.

In Dirac’s notation the bra hFj and ket jCi symbols are examples of an

incomplete “bracket,” while the result of hFj acting on jCi gives the complete
bracket of the scalar product of jCi and jFi, hFjCi � F[jCi], which measures the

projection of jCi on jFi. The complete bracket generates the complex number. This

association also explains the English nomenclature of the “bra” and “ket” symbols.

This definition also implies that in contrast to the Euclidean space the complex

numbers of the projections of jCi on jFi and of jFi on jCi, respectively, are not

equal in general, one representing the complex conjugate of the other:

hFjCi ¼ F½jCi� � hCjFi� ¼ C½jFi��: (2.18)

One also observes that this linear functional of the ket vector:
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F½jC1C1 þ C2C2i� ¼ C1F½jC1i� þ C2F½jC2i�; (2.19)

is antilinear with respect to the bra vector, which determines the direction on which

the projection is made:

hC1F1 þ C2F2jCi ¼ C1
�F1½jCi� þ C2

�F2½jCi�: (2.20)

Any vector in the ket space has its unique analog in the dual space of the bra

“vectors” (functionals). There is a close analogy with the Euclidean space, in which

the scalar product functional has also been used to define the dual “vector”. Indeed

the vector is uniquely defined by its projections on all (independent, orthonormal)

vectors {jXii ¼ jii}, possibly including indenumerable vectors {jX(x)i � jxi} labeled
by the continuous parameter(s) x. The set of projections {hFjXii ¼ hXijFi*} thus

uniquely determines the original ket |Fi associated with the functional F[] ¼ hFj.
The “orthonormality” relations for the continuous basis vectors {|xi} are

expressed in terms of the continuous analog of the Koronecker delta di,j ¼ hijji,
called the Dirac delta “function” d(x0 � x) ¼ hxjx0i. For any function f(x) of the
continuous argument(s) x this kernel satisfies the following “projection” identity:

f ðxÞ ¼
ð
dðx0 � xÞf ðx0Þ dx0: (2.21)

This equation indicates that this singular function represents the kernel of the

integral operator
Ð
dx0d(x0 � x), which acting on function f(x0) generates f(x).

Moreover, since the integral of the preceding equation formally expresses the

functional f(x) ¼ f [f(x0)], Dirac’s delta can also be interpreted as the functional

derivative (see Sect. 2.7):

dðx0 � xÞ ¼ df ðxÞ
df ðx0Þ : (2.22)

We shall discuss other properties of this mathematical entity later in this section.

The Dirac delta function d(x0 � x) of (2.21) represents the unity-normalized,Ð
d(x0 � x)dx0 ¼ 1, infinitely sharp distribution centered at x0 ¼ x, exhibiting

vanishing values at any finite distance from this point. It can be thus envisaged as

the limiting form of the ordinary Gaussian (normal) distribution of the probability

theory in the limit of the vanishing variance:

dðx0 � xÞ ¼ lim
s!0

1ffiffiffiffiffiffiffiffiffiffi
2ps2
p exp �ðx

0 � xÞ2
2s2

 !
: (2.23)

Alternatively, one can use any complete, say discrete, set of orthonormal basis

functions {wi(x)},
Ð
wi
*(x)wj(x)dx ¼ di,j, to generate the analytical representation of

this singular function. Indeed, expanding f(x) in terms of the complete (orthonor-

mal) basis set {wi(x)} gives:
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f ðxÞ ¼
X
i

wiðxÞci ¼
X
i

wiðxÞ½
ð
wi
�ðx0Þf ðx0Þ dx0�

¼
ð �X

i

wi
�ðx0ÞwiðxÞ

�
f ðx0Þ dx0: (2.24)

Hence, comparing the last equation with (2.21) gives the closure relation:

dðx0 � xÞ ¼
X
i

wiðxÞwi�ðx0Þ: (2.25a)

For the continuous orthonormal basis set {ua(x)} labeled by the continuous index
a,
Ð
ua

*(x) ua0 (x) dx ¼ d(a0�a), one similarly finds

dðx0 � xÞ ¼
ð
uaðxÞ ua�ðx0Þ da: (2.25b)

When the complete basis set is “mixed,” containing the discrete and continuous

parts, {wi(x), ua(x)}, with
Ð
ua

*(x) wi(x) dx ¼ 0, this closure relation reads

dðx0 � xÞ ¼
X
i

wiðxÞwi�ðx0Þ þ
ð
uaðxÞ ua�ðx0Þ da: (2.25c)

Another important example of the continuous analytical representation of

Dirac’s delta originates from the Fourier-transform relations, e.g., between the

wave function in the position and momentum representations of quantum mechan-

ics (see Sect. 2.6),

FðkÞ ¼ 1ffiffiffiffiffiffi
2p
p

ð
expð�ikxÞf ðxÞdx and f ðxÞ ¼ 1ffiffiffiffiffiffi

2p
p

ð
expðik0xÞFðk0Þdk0;

i ¼
ffiffiffiffiffiffiffi
�1
p

:

(2.26)

Substituting the second, inverse transformation into the first one then gives

FðkÞ ¼ 1

2p

ð
Fðk0Þ f

ð
exp½ixðk0 � kÞ� dxg dk0 (2.27)

and hence

dðk0 � kÞ ¼ 1

2p

ð
exp½ixðk0 � kÞ� dx: (2.28)

The singular Dirac delta function d(x0 � x) � d(z) satisfies the following

identities:
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dðzÞ ¼ dð�zÞ; zdðzÞ ¼ 0;

dðazÞ ¼ j aj�1dðzÞ; f ðx0Þdðx0 � xÞ ¼ f ðxÞdðx0 � xÞ;
ð
dðx0 � xÞ d x� x00ð Þdx ¼ d x0 � x00ð Þ;

dðx2 � a2Þ ¼ ð2jajÞ�1½dðx� aÞ þ dðxþ aÞ�: (2.29)

Of interest also are the related properties of the derivative of Dirac’s delta

“function,” d 0(z) � dd(z)/dz,

ð
f ðzÞd0ðzÞdz ¼ �f 0ð0Þ or

ð
f ðzÞd0ð�zÞdz ¼ f 0ð0Þ; zd0ðzÞ ¼ �dðzÞ: (2.30)

2.3 Linear Operators and Their Adjoints

The complex number resulting from the scalar product between two state vectors is

the result of applying the functional represented by its bra factor to its ket argument.

When the linear action of a mathematical object on ket results in another ket, i.e.,

when it attributes in the linear fashion the uniquely specified result-vector jC0i to
the given argument-vector jCi, it is said to define the linear operator Â:

ÂjCi ¼ jÂCi � jC0i; ÂjC1C1 þ C2C2i ¼ C1ÂjC1i þ C2ÂjC2i : (2.31)

The operator is defined when its action on every ket is determined; it becomes zero,

Â ¼ 0, when its action on every ket jCi gives zero. Thus, two operators are equal

when they produce equal results when applied to every ket.

The linear operators can be added and multiplied:

ðÂþ B̂ÞjCi ¼ ÂjCi þ B̂jCi; ðÂB̂ÞjCi ¼ ÂðB̂jCiÞ � ÂB̂jCi: (2.32)

In general, they do not commute, giving rise to nonvanishing commutator

½Â; B̂� � ÂB̂� B̂Â 6¼ 0: (2.33)

A multiplication by a number is a trivial case of a linear operation, which commutes

with all linear operators. It can be easily verified that commutators satisfy the

following identities:

½Â; B̂� ¼ �½B̂; Â�; ½Â; B̂þ Ĉ� ¼ ½Â; B̂� þ ½Â; Ĉ�;
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½Â; B̂Ĉ� ¼ ½Â; B̂�Ĉ þ B̂½Â; Ĉ�; ½Â; ½B̂; Ĉ�� þ ½B̂; ½Ĉ; Â�� þ ½Ĉ; ½Â; B̂�� ¼ 0:

(2.34)

Linear operators can also act on the bra vectors, with the latter always put to the

left of the operator, giving other bras. Indeed, the symbol ÂhFj has no meaning of

the bra vector (functional), since its action on the ket vector jCi gives another

operator, (ÂhFjÞjCi ¼ ÂhFjCi ¼ hFjCiÂ, thus representing an alien object in the
present mathematical formalism. However, it can be straightforwardly demon-

strated, again using the scalar product functional as the link to the definition of

(2.31), that hFjÂ ¼ hF0j: Indeed, since Â is linear and the scalar product depends

linearly on the ket, the scalar products F½ÂjCi� ¼ hFjðÂjCiÞ for the specified hFj
and Â, associate with every ket |Ci in the vector space a number which depends

linearly on jCi. This new linear functional thus defines a new bra vector hF0j, which
can be regarded as a result of Â acting on hFj:

hFjðÂjCiÞ ¼ ðhFjÂÞjCi ¼ hF0jCi: (2.35)

Therefore, the linear operators act either on bras to their left or on kets to their

right. In other words, the position of parentheses in the above matrix element of Â is

of no importance:

hFjðÂjCiÞ ¼ ðhFjÂÞjCi ¼ hFjÂjCi: (2.36)

The operation hFjÂ ¼ hF0j is linear, because for arbitrary jCi and hOj ¼
C1hF1j þ C2hF2| one obtains:

ðhOjÂÞjCi ¼ hOjðÂjCiÞ ¼ C1hF1jðÂjCiÞ þ C2hF2jðÂjCiÞ
¼ C1ðhF1jÂÞjCi þ C2ðhF2jÂÞjCi; (2.37)

and hence hOjÂ ¼ C1hF1jÂþ C2hF2jÂ.
It can be directly verified that the product of the ket and bra vectors, jCi hFj,

represents an operator. When acting on ket jXi it generates another ket vector along
jCi, jCi hFjXi ¼ hFjXi jCi, while the result of its action on bra hOj produces
another bra vector (functional), proportional to hFj: hOjCi hFj. It thus defines the
linear operator:

jCi hFjC1X1 þ C2X2i ¼ C1hFjX1ijCi þ C2hFjX2ijCi;

ðC1hO1j þ C2hO2jÞjCi hFj ¼ C1hO1jCi hFj þ C2hO2jCi hFj: (2.38)

In particular, the operator jXii hXij defined by the normalized vector jXii � jii
and its bra conjugate amounts to the projection onto the jii direction:

jii hijCi � P̂ijCi ¼ hijCi jii � Cijii; (2.39)
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whereCi stands for ith component of jCi in the jii ¼ {jii} representation (row

vector). The projector idempotency then directly follows:

P̂i
2 ¼ ij i i j ih i ih j ¼ ij i ih j ¼ P̂i: (2.40)

When this discrete (countable) basis set spans the complete space, the sum of all

such projectors, i.e., the projection on the whole space, amounts to the identity

operation,

P̂ ¼ ij i ih j ¼
X
i

P̂i ¼ 1; (2.41a)

where ih j stands for the column vector of bras associated with the row vector of the

basis kets jii, because then P̂jCi ¼ jCi: Similarly, when the complete basis set

jxi ¼ {jxi} is noncountable in character, with the orthonormality relations

expressed by Dirac’s delta “function” of (2.21), the summation is replaced by the

integral over the continuous parameter(s),

P̂ � xj i xh j ¼
ð

xj i xh j dx ¼
ð
P̂ðxÞ dx ¼ 1; (2.41b)

where we have again interpreted jxi and xh j as the (continuous) row and column

vectors, respectively. Finally, when the complete (mixed) basis contains both the

discrete part jai ¼ {jai} and the indenumerable subspace jyi ¼ {jyi}, jmi ¼ [jai,
jyi] the identity operator of the complete overall projection operator includes both

the discrete and continuous projections:

P̂ � mj i mh j ¼ aj i ah j þ yj i yh j ¼
X
a

P̂a þ
ð
P̂ðyÞdy ¼ 1: (2.41c)

The (antilinear) one-to-one correspondence between kets and bras associates

with every linear operator Â its adjoint (linear) operator Ây by the requirement that

the bra associated with the ket ÂjCi ¼ jÂCi � jC0i is given by the result of action
of Ây on the bra associated with jCi:

hC0j ¼ hÂCj � hCjÂy: (2.42)

Hence, since hFjÂCi ¼ hÂCjFi� one obtains:

Fh jÂC� � Fh jÂ Cij ¼ ÂC
� ��Fi� � Ch jÂy Fj i�: (2.43)

Moreover, because (ÂyÞy ¼ Â and hence hÂyFj ¼ hFjÂ, the adjoint operators can
be alternatively defined by the identity:

hÂyFjCi ¼ Fh jÂ Cij ¼ Fh jÂC�: (2.44)
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Next, it is easy to show that ðlÂÞy ¼ l�Ây and ðÂþ B̂Þy ¼ Ây þ B̂y: To deter-

mine the adjoint of the product of two operators one observes that the ket jOi ¼
ÂB̂ Cj i � Â Yj i is associated with the bra

hOj ¼ hCjðÂ B̂Þy ¼ hYjÂy ¼ hCjB̂y Ây; (2.45)

where we have realized that the bra associated with jYi; hYj ¼ hCjB̂y: Hence,
ðÂB̂Þy ¼ B̂yÂy: This change of order, when one takes the adjoint of a product of

operators, can be generalized to an arbitrary number of them: (ðÂB̂ . . . ĈÞy ¼
Ĉy . . . B̂yÂy: One also observes that the following identity is satisfied for com-

mutators: ½Â; B̂�y ¼ ½B̂y; Ây�:
We can now summarize the mutual relations between the mathematical entities

hitherto introduced in terms of the general Hermitian conjugation denoted by the

adjoint symbol “{”. In the Dirac notation the ket jCi and its associated bra hCj are
said to be Hermitian conjugates of each other: hCj ¼ jCi{ and hCj{ ¼ jCi. More-

over, the operators Â and Ây are also related by the Hermitian conjugation. As we

have observed in the preceding equation the hermitian conjugation of the product

of operator factors changes the order in the product of the adjoint operators. This rule

holds for other entities as well. For example, the Hermitian conjugate of ÂjCi gives:

ðÂjCiÞy ¼ jÂCiy ¼ jCiyÂy ¼ hCjÂy: (2.46)

Similarly,

ðjCi hFjÞy ¼ ðhFjyÞðjCiyÞ¼ jFihCj; ðhFjCiÞy ¼ ðjCiyÞðhFjyÞ ¼ hCjFi;
ðlhFjCijCi hFjÞy ¼ jFihCjhCjFil� ¼ l�hCjFijFihCj; etc: (2.47)

Thus, to obtain the adjoint (Hermitian conjugate) of any expression composed of

constants, kets, bras and linear operators, one replaces the constants by their

complex conjugates, kets by the associated bras, bras by the associated kets,

operators by their adjoints and reverses the order of factors in the products.

However, as we have observed in the last line of (2.47), the position of constants,

l*, hCjFi, etc., is of no importance.

2.4 Basis Set Representations of Vectors and Operators

Selection of the complete (orthonormal) basis of the reference ket vectors in

the vector space of the system quantum-mechanical states, either discrete jii ¼
{jii}, hij ji ¼ di,j, or the continuous infinity of vectors jxi ¼ {jxi}, hxjx0i ¼
d(x0�x), defines the specific representation in which both the vectors and operators
can be expressed. By convention the basis vectors jii and jxi are arranged as the row
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vectors. Accordingly, their Hermitian conjugates define the respective column

vectors of the bra basis: jii{ ¼ hij and jxi{ ¼ hxj.
Using the closure relations of (2.41a), (2.41b) and the above orthonormality

relations for these basis vectors gives the associated expansions of any ket jCi:

jCi ¼
X
i

jii hijCi ¼
X
i

jiiCi ¼ jii hijCi � jiiCðiÞ;

jCi ¼
ð
jxi hxjCi dx ¼

ð
jxiCðxÞ dx � jxi hxjCi � jxiCðxÞ: (2.48a)

The components {Ci } or {C(x), C(x0), . . .}, by convention arranged vertically

as the column vectors,C(i) ¼ hijCi andC(x) ¼ hxjCi, provide the representations
of the ket jCi in the basis sets jii and jxi, respectively. In the mixed basis set case of

(2.41c) the expansion of ket jCi in jmiwill contain both the discrete and continuous
components:

jCi ¼ jmi hmjCi � jmiCðmÞ ¼ jai hajCi þ jyi hyjCi ¼ jai CðaÞ þ jyiCðyÞ

¼
X
a

jai hajCi þ
ð
jyi hyjCi dy:

(2.48b)

The associated expansions of the bra vector hFj in terms of the reference

bra vectors hij, hxj, and hmj, respectively, directly follow from applying the

corresponding unity-projections of (2.41a)–(2.41c) to hFj (from the right):

hFj ¼
X
i

hFjii hij ¼
X
i

F�i hij ¼ hFjiihij � FðiÞyhij;

hFj ¼
ð
hFjxi hxj dx ¼

ð
F�ðxÞ hxj dx ¼ hFjxi hxj � FðxÞy hxj;

hFj ¼ hFjmi hmj � FðmÞyhmj ¼ hFjai haj þ hFjyi hyj � FðaÞyhaj þFðyÞyhyj:
(2.49)

Therefore, the vector components F(i){ ¼ hFjii, F(x){ ¼ hFjxi and [{Fa
*}, F*(y)]

¼ [hFjai, hFjyi], when arranged horizontally as the associated row vectors, con-

stitute the corresponding representations of hFj in these three types of the basis set.
Again, the continuous representation of the bra vector, e.g., the complex conjugate

wave function F*(x) ¼ hFjxi, can also be regarded as the continuous row vector

with components [F*(x), F*(x0), . . .].
In these three types of the basis sets, the linear operator Â is accordingly

represented by the square matrix and/or the continuous kernel, respectively,
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Aði; i0Þ � hijÂji0i ¼ fAi;i0 ¼ hijÂji0ig � AðiÞ;

Aðx; x0Þ � hxjÂjx0i ¼ fAðx; x0Þ ¼ hxjÂjx0ig � AðxÞ;

Aðm;m0Þ � hm ^jAjm0i¼ Aða;a0Þ ¼ ah jÂ a0j i Aða; y0Þ ¼ ah jÂ y0j i
Aðy;a0Þ ¼ yh jÂ a0j i Aðy; y0Þ ¼ yh jÂ y0j i

" #
� AðmÞ:

(2.50)

The adjoint operator Ây is similarly represented by the corresponding Hermitian

conjugates of these “matrices,”

hijÂyji0i¼hÂ iji0i¼ hi0jÂjii� ¼Aði0;iÞ� ¼ ½Aði;i0Þ��T¼Aði;i0Þy �AyðiÞ;

hxjÂyjx0i¼hx0jÂjxi� ¼hxjÂjx0iy ¼Aðx;x0Þy ¼ ½Aðx;x0Þ��T�AyðxÞ;

hmjÂyjm0i¼hm0jÂjmi� ¼hmjÂjm0iy ¼Aðm;m0Þy ¼ ½Aðm;m0Þ��T

¼ Aða;a0Þy ¼ a0h jÂ aj i� Aða;y0Þy ¼ y0h jÂ aj i�
Aðy;a0Þy ¼ a0h jÂ yj i� Aðy;y0Þy ¼ y0h jÂ yj i�

" #
�AyðmÞ: (2.51)

Hence, the Hermitian (self-adjoint) operator Â of the physical observable A,
for which Ây ¼ Â; is represented by the Hermitian matrix/kernel: A{(b) ¼ A(b),

b ¼ i, x, m.

The relations between vectors of (2.31) and (2.42) are thus transformed into the

corresponding equations in terms of the basis set components. For example, (2.31)

then reads:

ÂjCi ¼ jC0i $ AðbÞCðbÞ ¼C0ðbÞ; b ¼ i; x;m; i:e:;
X
i0
Ai;i0 Ci0 ¼ Ci

0;
ð
Aðx; x0Þ Cðx0Þ dx0 ¼ C0ðxÞ;

X
a0
Aa;a0Ca0 þ

ð
Aða; y0Þ Cðy0Þ dy0 ¼ Ca

0 and

X
a0
Aðy; a0ÞCa0 þ

ð
Aðy; y0ÞCðy0Þdy0 ¼ C0ðyÞ: (2.52)

The corresponding basis set transcriptions of (2.42) similarly give:

hC0j ¼ hCjÂy , ðÂjCi ¼ jC0iÞy $ CðbÞyAyðbÞ ¼C0yðbÞ; b ¼ i; x;m; i:e:;
X
i0
Ci0
�Ai0;i

� ¼ C0i �;
ð
Cðx0Þ�Aðx0; xÞ�dx0 ¼ C0ðxÞ�;

X
a0
Ca0

�ðAa0;aÞ� þ
ð
Cðy0Þ� Aðy0; aÞ� dy0 ¼ ðCa

0Þ� and

X
a0

Ca0
�Aða0; yÞ� þ

ð
Cðy0Þ�Aðy0; yÞ� dy0 ¼ C0ðyÞ�: (2.53)
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It should be emphasized that the basis set representations of the state vector

are fully equivalent to the state specification by the vector itself. For example

(see Sect. 2.6), when the continuous basis set is labeled by the position of a

particle in space, x ¼ r, or its momentum, x ¼ p, the associated representations

C(r) � C(r) ¼ hrjCi and C(p) � C(p) ¼ hpjCi, called the wave functions in

the position (r) and momentum (p) representations, respectively, provide alterna-

tive specifications of the quantum state of the particle, which uniquely establish the

direction of the ket jCi in the system Hilbert space.

2.5 Eigenvalue Problem of Linear Hermitian Operators

For the linear operator to represent the physically observable quantity in quantum

mechanics it has to be self-adjoint, i.e., its hermitian conjugate (adjoint) must be

identical with the operator itself: Ây ¼ Â: Only such Hermitian operators can be

associated with the measurable quantities of physics. They satisfy the following

scalar product identity [see (2.43)]:

Fh jÂ Cij ¼ Ch jÂ Fj i� ¼ Fh jÂ Cij y: (2.54)

The projector P̂C ¼ Cj i Ch j provides an example of the Hermitian operator:

P̂
y
C ¼ P̂C. One also observes that the change of order of the adjoint factors in the

Hermitian conjugate of the product of two operators implies that the product of the

commuting Hermitian operators also represents the Hermitian operator. Indeed,

when ½Â; B̂� ¼ 0; ðÂB̂Þy ¼ B̂yÂy ¼ B̂Â ¼ ÂB̂:
In quantum mechanics the eigenvalue problem of the linear Hermitian operator

Â corresponding to the physical quantity A is of paramount importance in deter-

mining the outcomes of its measurement. It is defined by the following equation:

Â Ciij ¼ ai Ciij or Cih jÂy ¼ Cih jai� ¼ Cih jÂ ¼ Cih jai; (2.55a)

where ai denotes ith eigenvalue (a number) and jCii � jaii and hCij � haij stand
for the associated eigen-ket(bra), i.e., the eigenvector belonging to ai. Therefore,
the action of Â on its eigenvector does not affect the direction of the latter, with only

its length being multiplied by the corresponding eigenvalue.

A trivial example is the multiplication by a number a. This operator has just one
eigenvalue, this number itself: any ket is an eigenket and any bra is an eigenbra

corresponding to this eigenvalue. One observes that this number has to be real for

such a number operator to be self-adjoint [see (2.55a)].

In quantum theory the Hermitian operator Â, the eigenvectors of which form a

basis in the state space, is called an observable. The projections onto all such

eigenstates amounts to the identity operations of (2.41a)–(2.41c). The projector

P̂C is an example of the quantum-mechanical observable, which exhibits only two
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eigenvectors. Indeed, for an arbitrary ket jFi the two functions j1i � P̂CjFi and
j0i � ð1� P̂CÞjFi can be shown to satisfy the eigenvalue problem of P̂C:

P̂Cj1i ¼ P̂2CjFi ¼ P̂CjFi ¼ j1i; P̂Cj0i ¼ ðP̂C � P̂2CÞjFi ¼ 0j0i; (2.56)

where we have used the idempotency property of projection operators [(2.40)].

Therefore, the two state vectors {j1i, j0i} are the eigenvectors of P̂C corresponding

to eigenvalues {1, 0}. Since every ket in the state space can be expanded in these

two eigenstates, jFi ¼ j1i þ j0i, they form the basis in the state space, j1ih1j þ
j0ih0j ¼ 1, thus confirming that P̂C is an observable.

The eigenbra problem is similarly defined by the Hermitian conjugate of (2.55a):

hCijÂ ¼ hCijai�: (2.55b)

It then follows from the Hermitian character of Â that all its eigenvalues are real

numbers. It suffices to multiply (2.55a) by hCij (from the left) and (2.55b) by jCii
(from the right), subtract the resulting equations and use (2.54) (forF ¼ C¼Ci) to

obtain the identity:

0 ¼ ðai � ai
�Þ hCijCii ) ai ¼ ai

�: (2.57)

The eigenvalues can be degenerate, when several independent eigenvectors

{jCi,ji} ¼ {jCi,1i, jCi,2i, . . ., jCi,gi} � {jiji, j ¼ 1, 2, . . ., g} belong to the same

eigenvalue ai:

Âji1i ¼ aiji1i; Âji2i ¼ aiji2i; . . . ; Âjigi ¼ aijigi; (2.58)

here the number g of such linearly independent (mutually orthogonal) components

determines the multiplicity of such degenerate eigenvalue. It then directly follows

from the linear character of Â that any combination of such states, say jCi ¼
C1ji1i þ C2ji2i þ . . . Cgjigi, also represents the eigenvector of Â belonging to this

eigenvalue:

ÂjCi ¼ C1Âji1i þ C2Âji2i þ � � � þ CgÂjigi ¼ aijCi: (2.59)

The Hermitian character of the linear operator also implies that eigenvectors

jCii � jii and jCji � j ji, which belong to different eigenvalues ai 6¼ aj, respec-
tively, are automatically orthogonal. Indeed, the associated eigenvalue equations,

Âjii ¼ aijii and hjjÂ ¼ hjjaj; give by an analogous manipulation involving a

multiplication of the former by hjj, of the latter by jii, and a subtraction of the

resulting equations,

0 ¼ ðai � aiÞ hjjii ) hjjii ¼ 0: (2.60)

In the degenerate case, each vector belonging to the subspace {jiki} of eigen-

value ai is thus orthogonal to every vector belonging to the subspace {jjli} of
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eigenvalue aj: hikj jli ¼ 0. Inside each degenerate subspace the vectors can always

be constructed as othonormal, hikjili ¼ dk,l, by choosing appropriate combinations

of the initial independent (normalized but nonorthogonal) state vectors.

For the given representation in the Hilbert space, say, specified by the discrete

orthonormal basis jii, the eigenvalue equation (2.55a) assumes the form of the

separate systems of algebraic equations for each eigenvalue, which can be

summarized in the joint matrix form [see (2.52)]:

AðiÞCðiÞ ¼ aCðiÞ; (2.61)

with the operator represented by the square matrix AðiÞ ¼ fhijÂji0ig; the diagonal
matrix a ¼ fasds;s0 ¼ hCsjÂjCsids;s0 g grouping the eigenvalues {as} corresponding
to eigenvectors jCi ¼ {jCsi � jsi} determined by the corresponding columns

Cs
(i) ¼ hijsi of the rectangular matrix C(i) ¼ {Cs

(i)} ¼ hijCi ¼ {hijsi} grouping
the relevant expansion coefficients (projections).

Moreover, since both jCi and jii form bases in the Hilbert space, the overall

projection jCihCj ¼ jiihij ¼ 1 and hence

CðiÞCðiÞy ¼ hijCi hCjii ¼ hijii ¼ fdi;i0 g ¼ IðiÞ and

CðiÞyCðiÞ ¼ hCjii hijCi ¼ hCjCi ¼ fds;s0 g ¼ IðCÞ: (2.62)

Thus, the basis set components of eigenvectors, C(i), define the unitary matrix:

(C(i)){ ¼ (C(i))�1. Hence, the multiplication, from the right, of both sides of (2.61)

by C(i){ allows one to rewrite this matrix equation as the unitary (similarity)

transformation (“rotation”), which diagonalizes the Hermitian matrix A(i), the

basis set representation of the Hermitian operator Â, to its eigenvector representa-

tion a ¼ hCjÂjCi � AðCÞ:

CðiÞyAðiÞCðiÞ ¼ ðCðiÞÞ�1AðiÞCðiÞ ¼ a: (2.63)

This is the standard numerical procedure, which is routinely applied in the com-

puter programs for the finite basis set determination of eigenvalues of Hermitian

matrices.

When dealing with problems of the simultaneous measurements of physical

quantities in quantum mechanics, one encounters the common eigenvalue problem

of several mutually commuting observables. It can be straightforwardly

demonstrated that the commutation of operators Â and B̂; ½Â; B̂� ¼ 0, implies the

existence of their common eigenvectors, which form the basis in the space of state

vectors. In other words, for the case of the discrete spectrum of eigenvalues {ai} and
{bj} of these two operators, there exist the common eigenvectors {jai, bji} of Â

and B̂, which satisfy the simultaneous eigenvalue problems of these two operators:

Âjai; bji ¼ aijai; bji and B̂jai; bji ¼ bjjai; bji: (2.64)
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Indeed, when jaii denotes the eigenvector of Â; Âjaii ¼ aijaii; and ½Â; B̂� ¼ 0,

applying B̂ to both sides of this eigenvalue equation gives: B̂Âjaii ¼ ÂðB̂jaiiÞ ¼
aiðB̂jaiiÞ: Therefore, B̂jaii is also the eigenvector of Â belonging to the same

eigenvalue ai. Hence, for the nondegenerate eigenvalue ai; B̂jaii must be collinear

with jaii, since there is only one independent eigenstate corresponding to ai,
identified by the direction of jaii. Hence, B̂jaii is then proportional to jaii, thus
also satisfying the eigenvalue equation of B̂,

B̂jaii ¼ bjjaii ) jaii ¼ jai; bji: (2.65)

For the degenerate eigenvalue ai; B̂jaii gives a vector belonging to the subspace

{jaiik} of ai, so that such eigenvalue subspace of Â remains globally invariant under

the action of B̂. One also observes that for such a pair of commuting operators,

the two eigenvectors for different eigenvalues of one operator, say jaii and jaji of
Â; ai 6¼ aj; give the vanishing matrix element of the other operator: haijB̂jaji ¼ 0:

This directly follows from their vanishing commutator which implies

haij½Â; B̂�jaji ¼ ðai � ajÞhaijB̂jaji ¼ 0 ) haijB̂jaji ¼ 0; (2.66)

where we have recognized the Hermitian character of Â.

In fact the commutation of two operators constitutes both the necessary and

sufficient condition for the two operators to have the common eigenvectors. The

above demonstration of the sufficient criterion can be supplemented by the inverse

theorem of the necessary condition that the existence of the common eigenvalue

problem of the two operators implies that they commute. Since the common

eigenvectors {jai, bji} constitute the basis (complete) set one can expand any ket

jCi ¼
X
i;j

ai; bj
�� �

ai; bj
� ��Ci �

X
i;j

ai; bj
�� �

Ci;j: (2.67)

Therefore:

½Â; B̂� Cj i ¼
X
i;j

Ci;j½ÂB̂� B̂Â�jai; bji ¼
X
i;j

Ci;jðaibj � bjaiÞ ai; bj
�� � ¼ 0

) ½Â; B̂� ¼ 0: (2.68)

The minimum set of the mutually commuting observables fÂ; B̂; . . . ; Ĉg; which
uniquely specify the direction of the state vector jCi, is called the complete set of

commuting observables. Hence, there exists a unique orthonormal basis of their

common eigenvectors and the corresponding eigenvalues (ai, bj, . . ., ck) provide
the complete specification of the state under consideration: jCi ¼ jai, bj, . . ., cki.
One should realize, however, that for a given molecular system there exist several

such sets of observables. We shall encounter their examples in the next section.
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2.6 Position and Momentum Representations

Two important cases of the continuous basis sets in the vector space of quantum

states of a single (spinless) particle combine all state vectors corresponding to its

sharply specified position r ¼ (x, y, z) or momentum p ¼ (px, py, pz). These states,
{jri} and {jpi}, respectively, labeled by the respective three continuous coordinates
are the eigenvectors of the particle position and momentum operators, r̂ ¼ ðx̂; ŷ; ẑÞ
and p̂ ¼ ðp̂x; p̂y; p̂zÞ,

r̂ r0j i ¼ r0 r0j i; rh r0j i ¼ dðr0 � rÞ ¼ ur0 ðrÞ;
ð

rj i rh j dr ¼ 1;

p̂ p0j i ¼ p0 p0j i; ph p0j i ¼ dðp0 � pÞ ¼ up0 ðpÞ;
ð

pj i ph j dp ¼ 1: (2.69)

The Dirac deltas fdðr0 � rÞg and fdðp0 � pÞg in these equations define the continu-
ous basis functions {ur0(r)} and {up0(p)} for expanding the particle wave functions

C(r0) ¼ hr0|Ci and C(p0) ¼ hp0|Ci in these two bases:

Cðr0Þ ¼
ð
hr0jrihrjCi dr ¼

ð
ur0
�ðrÞ CðrÞ dr;

Cðp0Þ ¼
ð
hp0jpihpjCi dp ¼

ð
up0
�ðpÞ CðpÞ dp: (2.70)

Indeed, these two equations express the basic integral property of Dirac’s delta

function [(2.21)]:

Cðr0Þ ¼
ð
dðr � r0ÞCðrÞ dr and Cðp0Þ ¼

ð
dðp� p0ÞCðpÞ dp:

They also identify the function “coordinates” as the corresponding projections in

the function space spanned by the bases {ur0(r)} and {up0(p)}, respectively.
The orthogonality relation between quantum states jCi and jFi can thus be

expressed as the isomorphic relations between the corresponding wave functions:

hCjFi ¼
ð
hCjrihrjFi dr ¼

ð
C�ðrÞFðrÞ dr

¼
ð
hCjpihpjFi dp ¼

ð
C�ðpÞFðpÞ dp ¼ 0: (2.71)

It also follows from (2.69) that the basis functions ur0(r) and up0(p) are themselves

wave functions of quantum states with the sharply defined position r ¼ r0 and
momentum p ¼ p0, respectively. There is one-to-one correspondence between

wave functions and the associated state vectors they represent, e.g.,

ur0 ðrÞ , jr0i; up0 ðpÞ , jp0i; CðrÞ , jCi; CðpÞ , jCi: (2.72)
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Of interest also are the relations between the wave functions in the momentum

and position representations. They are summarized by the Fourier transformations

of (2.26), which in three dimensions read in terms of the wave vector k ¼ p/�h,

CðkÞ¼ ð2pÞ�3=2
ð
expð�ik � rÞCðrÞdr or CðpÞ¼ ð2p�hÞ�3=2

ð
expð� i

�h
p � rÞCðrÞ dr;

CðrÞ¼ ð2pÞ�3=2
ð
expðik � rÞCðkÞdk¼ð2p�hÞ�3=2

ð
expð i

�h
p � rÞCðpÞ dp:

(2.73)

Substituting one transform into the other then generates the following analytical

representations of the Dirac deltas [see (2.28)]:

dðr0 � rÞ ¼ ð2p�hÞ�3
ð
exp

i

�h
p � ðr0 � rÞ

� 	
dp;

dðp0 � pÞ ¼ ð2p�hÞ�3
ð
exp

i

�h
ðp0 � pÞ � r

� 	
dr: (2.74)

Hence, by transcribing (2.73) in terms of corresponding state vectors,

CðpÞ ¼ p jCh i ¼
ð

p j ri rh jCh i dr ¼
ð
u�pðrÞCðrÞ dr;

CðrÞ ¼ r jCh i ¼
ð

r j pi ph jCh i dp ¼
ð
u�r ðpÞCðpÞ dp; (2.75)

one identifies the following representation of basis vectors of one representation in

terms of vectors comprised in the other basis set:

upðrÞ ¼ hrjpi ¼ ð2p�hÞ�3=2 expð i
�h
p � rÞ and

urðpÞ ¼ hpjri ¼ upðrÞ� ¼ ð2p�hÞ�3=2 expð� i

�h
p � rÞ: (2.76)

Let us now examine the associated representations of the position and momen-

tum operators in these two continuous basis sets. We first observe that these

operators are the continuous diagonal when represented in the basis set of their

own eigenvectors [see (2.69)]:

r00h jr̂ r0j i ¼ r0 r00h jr0i ¼ r0dðr0 � r00Þ; p00h jp̂ p0j i ¼ p0 p00h jp0i ¼ p0dðp0 � p00Þ: (2.77)

Therefore, the action of the position operator on the wave function in the

position representation amounts to a straightforward multiplication by the position

vector:
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ð
r00h jr̂ r0j i r0h jCi dr0 ¼

ð
r0dðr0 � r00ÞCðr0Þdr0 ¼ r00Cðr00Þ: (2.78)

The action of the momentum operator on the wave function in the momentum

representation similarly represents the multiplication by the momentum vector:

ð
p00h jp̂ p0j i p0h jCi dp0 ¼

ð
p0dðp0 � p00ÞCðp0Þdp0 ¼ p00Cðp00Þ: (2.79)

Next, let us establish the form of the momentum operator in the position
representation. It can be recognized by examining the position representation of

the ket p̂jCi;

rh jp̂ Cj i ¼
ð

rh jpi ph jp̂ Cj i dp ¼ ð2p�hÞ�3=2
ð
exp

i

�h
p � r


 �
pCðpÞ dp: (2.80)

Hence, by comparing the previous equation with the last (2.73) gives:

rh jp̂ Cj i ¼ �i�hrr rh jCi � p̂ðrÞCðrÞ; (2.81)

where the differential vector operator rr ¼ i@ @x= þ j@ @y= þ k@ @z= � @ @r=
stands for the position gradient. Therefore, the action of the momentum operator

in the position representation amounts to performing the differential operation

p̂ðrÞ ¼ �i�hrr on the wave function C(r). Hence, the matrix element Fh jp̂ Cj i in
this representation is determined by the associated integral in terms of the position

wave functions:

Fh jp̂ Cj i ¼
ð

Fh jri rh jp̂ Cj i dr ¼ �i�h
ð
F�ðrÞrrCðrÞ dr: (2.82)

One could alternatively calculate the kernel p̂ðr; r0Þ ¼ rh jp̂ r0j i (the continuous

matrix element) of the momentum operator, in terms of which the operation of

(2.81) reads:

rh jp̂ Cj i ¼
ð

rh jp̂ r0i r0h jCj i dr0 ¼
ð
p̂ðr; r0ÞCðr0Þ dr0: (2.83)

By twice inserting the closure relation into this matrix element, and using the

analytical expression for the Dirac delta (2.74) one then finds:

rh jp̂ r0j i ¼
ðð

rh jpi ph jp̂ p0i p0h jr0j i dp dp0

¼
ðð

u�r ðpÞ pdðp0 � pÞ ur0 ðp0Þ dp0dp

¼ ð2p�hÞ�3
ð
exp

i

�h
p � ðr0 � rÞ

� 	
p dp ¼ i�hrr0dðr0 � rÞ: (2.84)
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Substituting this result to (2.83), after integration by parts [see (2.30)], gives the

same result as in (2.82):

ð
p̂ðr; r0ÞCðr0Þ dr0 ¼ i�h

ð
rr0dðr0 � rÞCðr0Þ dr0:

¼ �i�h
ð
dðr0 � rÞrr0Cðr0Þ dr0 ¼ �i�hrrCðrÞ: (2.85)

One similarly derives the remaining kernel providing the momentum represen-

tation of the position operator,

r̂ðp; p0Þ ¼ ph jr̂ p0j i ¼
ðð

ph jri rh jr̂ r0i r0h jp0j i dr dr0 ¼
ðð

u�pðrÞ rdðr0 � rÞ up0 ðr0Þ dr dr0

¼ ð2p�hÞ�3
ð
exp

i

�h
ðp0 � pÞ � r

� 	
r dr ¼ �i�hrp0dðp0 � pÞ;

(2.86)

where the momentum gradient rp ¼ i@ @px= þ j@ @py
� þ k@ @pz �= @ @p= . It gives

rise to the following momentum representation of the ket r̂|Ci:

ph jr̂ Cj i ¼
ð

ph jr̂ p0i p0h jCj i dp0 ¼
ð
r̂ðp; p0ÞCðp0Þ dp0

¼ �i�h
ð
rp0dðp0 � pÞCðp0Þ dp0 ¼ i�h

ð
dðp0 � pÞrp0Cðp0Þ dr0

¼ i�hrpCðpÞ � r̂ðpÞCðpÞ: (2.87)

Therefore, the action of the position operator in the momentum space coincides

with the differential operation r̂ðpÞ ¼ i�hrp performed on the wave function CðpÞ.
The same result directly follows from inserting the closure identity into the

initial scalar product of the preceding equation:

ph jr̂ Cj i ¼
ð

ph jri rh jr̂ Cj i dr ¼ ð2p�hÞ�3=2
ð
expð� i

�h
p � rÞrCðrÞ dr: (2.88)

Hence, by comparing this expression with the second (2.73) again gives:

ph jr̂ Cj i ¼ i�hrp ph jCi ¼ r̂ðpÞCðpÞ: (2.89)

2.7 Energy Representation and Unitary Transformations

The energy representation of quantum states and operators is defined by the basis

set of the (orthonormal) eigenvectors {jEni} of the system energy operator, the

Hamiltonian Ê � Ĥ,
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Ĥ Enj i ¼ En Enj i: (2.90)

They represent the stationary states, with the sharply specified energy. Here, for

the sake of simplicity we have assumed the discrete spectrum of the allowed energy

levels {En}.

In the position representation j ¼ {jxi, jx0i, . . .} ¼ {jxi}, hx0jxi ¼ d(x � x0),
where x groups the system coordinates, the eigenkets {jEni} of the energy basis set
are represented by the associated wave functions {’En

ðxÞ ¼ hxjEnig ¼ hjjEni of
the continuous column vector, while the corresponding eigenbras define the

associated continuous row vector: {’�En
ðxÞ ¼ hxjEni� ¼ hEnjxig ¼ hEnjji: In this

position basis the Hamiltonian Ĥ is similarly represented by the continuous (diago-

nal) matrix: Ĥ) fĤðx; x0Þ ¼ xh jĤ x0j i ¼ ĤðxÞdðx0 � xÞg: In the position represen-
tation the energy eigenvalue problem of (2.90) reads:

ð
xh jĤ x0i x0h jEnj i dx0 ¼ En xh Enj i (2.91)

or

ð
Ĥðx; x0Þ’En

ðx0Þ dx0 ¼
ð
Ĥðx0Þdðx0 � xÞ’En

ðx0Þ dx0 ¼ ĤðxÞ’En
ðxÞ ¼ En’En

ðxÞ:
(2.92)

The orthonormality of the energy eigenvectors (discrete spectrum), hEnjEni ¼
dEm;En

, can be also expressed in terms of the associated wave functions:

hEmjEni ¼
ð

Emh xi xh jEnj i dx ¼
ð
’�Em
ðxÞ ’En

ðxÞ dx ¼ dEm;En
: (2.93)

Any state vector jCi is thus equivalently represented either by the components

{CEn
¼ hEnjCi ¼

Ð
’�En
ðxÞCðxÞ dxg �CðEÞ in the energy representation or by the

wave function C(x) ¼ hx|Ci � C(j) in the position representation. They are

related via the following transformations:

CðxÞ ¼ hxjCi ¼
X
m

xh Emi Emh jCj i ¼
X
m

’Em
ðxÞ CEm

or CðjÞ ¼ Tðj;EÞCðEÞ;

CEn
¼ hEnjCi ¼

ð
Enh xi xh jCj i dx ¼

ð
’�En
ðxÞCðxÞ dx or CðEÞ ¼ TðE; jÞCðjÞ:

(2.94)

Thus, the energy eigenfunctions f’Em
ðxÞg, with the continuous (discrete) position

(energy) labels, transform the energy representation of the state vector to its

associated position representation. Accordingly, the complex conjugate functions

f’�Em
ðxÞg are seen to define the reverse transformation of the state vector, from its

position representation to the energy representation.
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Therefore, should one regard the coefficients of these mutually reverse trans-

formations as elements of the corresponding transformation matrices identified by

the discrete {En} and continuous {x} indices,

f’Em
ðxÞg � Tðj;EÞ ¼ hjjEi;

f’�Em
ðxÞg � TðE; jÞ ¼ hEjji ¼ Tðj;EÞy; (2.95)

their mutual reciprocity relations imply:

Tðj0;EÞTðE; jÞ ¼ hj0jEi hEjji ¼ hj0jji ¼ dðj � j0Þ
) TðE; jÞ ¼ Tðj;EÞy ¼ Tðj;EÞ�1;

TðE; jÞTðj;E0Þ ¼ hEjji hjjE0i ¼ hEjE0i ¼ dE;E0 ¼ I:

) Tðj;EÞ ¼ TðE; jÞy ¼ TðE; jÞ�1: (2.96)

One thus concludes that each of these mutually inverse transformation matrices is

the Hermitian conjugate of the other thus defining the unitary transformations

(“rotations”) of one orthonormal basis set into another.

To summarize, the system energy, with discrete (or continuous/mixed) set of

eigenvalues, constitutes the independent variable of the energy representation. The

square of the modulus of the component CEn
¼ hEnjCi measures the (conditional)

probability W(EnjC) of observing the system in state jCi at the specified energy:

WðEnjCÞ ¼ jhEnjCij2 ¼ hCjEni hEnjCi;X
n

WðEnjCÞ ¼
X
n

hCjEnihEnjCi ¼ hCjCi ¼ 1: (2.97)

As we have already observed in (2.75) of the preceding section, the wave

functions (2.76) define another pair of such mutually reverse transformations:

urðpÞ ¼ hpjri � tðp; rÞ and upðrÞ ¼ hrjpi � tðr; pÞ;
ð
tðp; rÞ tðr; p0Þdr ¼ dðp� p0Þ;

ð
tðr; pÞ tðp; r0Þdp ¼ dðr � r0Þ: (2.98)

They also define the unitary kernels,

tðp; rÞ ¼ tðr; pÞy ¼ tðr; pÞ�1 and tðr; pÞ ¼ tðp; rÞy ¼ tðp; rÞ�1; (2.99)

of the integral transformations between the position and momentum representations:

ð
tðp; rÞCðrÞ dr � Tðp; rÞCðrÞ ¼CðpÞ or bTðp; rÞCðrÞ ¼ CðpÞ;

ð
tðr; pÞCðpÞ dp � Tðr; pÞCðpÞ ¼CðrÞ or bTðr; pÞCðpÞ ¼ CðrÞ: (2.100)
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Above, T(p, r) represents the integral operator bTðp; rÞ defined by the kernel t(p, r),
which replaces the arguments of the wave function: r ! p, etc.

It follows from the preceding equations that these transformations are unitary:

Tðr; pÞ ¼ Tðp; rÞ�1 ¼ Tðp; rÞy or bT�1ðp; rÞ ¼ bTyðp; rÞ ¼ bTðr; pÞ; (2.101)

where the inverse operator bT�1ðp; rÞ replaces the variables in the wave function

it acts upon in the inverse order: p ! r. Therefore, the reciprocity relations of

(2.98) in fact express the unitary character of the above (integral) transformation

operators,

bT(r;pÞbTyðr;pÞ ¼ bT(r;p)bT(p; rÞ ¼ 1 and

bT(p;rÞbTyðp;rÞ ¼ bT(p;r)bT(r; pÞ ¼ 1; (2.102)

because the double exchange of variables p ! r! p amounts to identity operation

on the wave functionC(p) and the double exchange r ! p!r operation performed

of C(r) leaves it unchanged.
Transitions from one set of independent variables to another are called the

canonical transformations. They have been shown to correspond to unitary

operators, which also transform the matrix representations of the quantum-mechan-

ical operators to a new set of variables. Indeed, by unitary transforming both sides

of the momentum representation of (2.31),

ð
Âðp; p0ÞCðp0Þ dp0 ¼ C0ðpÞ;

and using the identity (2.102) one obtains

½bT(r;pÞÂðp; p0ÞbTyðr0;p0)][bT(r0;p0ÞCðp0Þ� � Âðr; r0ÞCðr0Þ
= bT(r;pÞC0ðpÞ � C0ðrÞ: (2.103)

Hence, the canonically transformed resultant vector C0(p) in the new variables

becomes: bT(r;pÞ C0(p) ¼ C0(r). It results from the transformed vector bT(r0;p0Þ
C(p0) ¼ C(r0) by the action of the transformed operator

bT(r;pÞÂðp; p0ÞbTyðr0;p0Þ ¼ bT(r;pÞÂðp; p0ÞbT�1ðp0;r0Þ ¼ Âðr; r0Þ (2.104)

with the preceding equation thus expressing a general transformation law for

changing representations of linear operators.

Another important type of the unitary operators is represented by the phase
transformation ŜðxÞ ¼ exp½iâðxÞ�. It involves the linear Hermitian operator âðxÞ,
the function of the same list of variables as those of the wave function itself.
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This transformation of C(x) modifies the wave function without affecting its set of

the independent state variables.

All physical predictions of quantum mechanics can be shown to remain unaf-

fected by the unitary transformations of states and operators, since they are related

to specific invariants of such operations. These invariant properties include the

linear and Hermitian character of quantum-mechanical observables, all algebraic

relations between them, e.g., the commutation rules, spectrum of eigenvalues and

the matrix elements of operators.

The diversity of unitary transformations is not limited to those changing a

description of the system quantum-mechanical states at the given time (quantum

kinematics): C(x) ¼ C(x, t ¼ 0). In the next chapter, we shall examine other

examples of unitary transformations of wave functions and operators, which gener-

ate different pictures of the quantum-mechanical dynamics, e.g., the evolution of

quantum states with time in the Schr€odinger picture:

Cðx; tÞ ¼ ÛðtÞCðxÞ; Û
yðtÞÛðtÞ ¼ 1: (2.105)

2.8 Functional Derivatives

The functional of the state vector argument or of its continuous basis

representation – the wave function – gives the scalar. The representative example

of such a mathematical entity is the definite integral, e.g., the scalar product of two

wave functions. It may additionally involve various derivatives of the function

argument. For simplicity, let us assume the functional F of a single function f(x) of
the continuous variable x,

F½f � ¼
ð
L½x; f ðxÞ; f 0ðxÞ; . . .�dx: (2.106)

This functional attributes to the argument function f the scalar F ¼ F[f]. It is
defined by the functional density L½x; f ðxÞ; f 0ðxÞ; . . .�, which in a general case

depends on the current value of x, the argument function itself, f(x), and its

derivatives: f 0ðxÞ ¼ df ðxÞ=dx, etc.
An important problem, which we shall often encounter in this book, is to find the

functional variation dF ¼ F[f þ df]�F[f] due to a small modification of the argu-

ment function, df ¼ eh, where e is a small parameter and h stands for the displace-

ment function (perturbation). The first differential of the functional is the

component of dF that depends on df linearly:

dð1ÞF ¼
ð

dF
df ðxÞ df ðxÞ dx; (2.107)

46 2 Mathematical Apparatus



with the (local) coefficient before df(x) in the integrand defining the first functional
derivative of F with respect to f at point x. It is seen to transform the local

displacements of the argument function into the first differential of the functional.

This expression can be viewed as the continuous generalization of the familiar

differential of the function of several variables: d(1)f(x1, x2, . . .) ¼ ∑i (∂f/∂xi) dxi.
The global shift df in the functional argument can be viewed as composed

of local manipulations on f which are conveniently expressed in terms of the

Dirac delta function: df(x) ¼ Ð df ðx0�xÞ dx0, where df(x0 � x) ¼ df(x0)d(x0 � x) ¼
eh(x0)d(x0 � x) � eh(x0 � x)}. Here, df(x0 � x) stands for the localized displace-

ment of the argument function, centered around x, in terms of which the first

functional derivative, itself the functional of f, reads:

dF
df ðxÞ ¼ lim

e!0

F½f ðx0Þ þ ehðx0 � xÞ�x0 � F½f ðx0Þ�x0
e

� g½f ; x� ; (2.108)

where subscript x0 in the functional symbol symbolizes integration over this argu-

ment [see (2.106)].

One similarly introduces higher functional derivatives, which define the con-

secutive terms in the functional Taylor–Volterra expansion (Volterra 1959; Gelfand

and Fomin 1963):

dF½f � ¼
ð

dF
df ðxÞ df ðxÞ dxþ

1

2

ðð
df ðxÞ d2F

df ðxÞ df ðx0Þ df ðx
0Þ dx dx0 þ . . .

� dð1ÞF½f � þ dð2ÞF½f � þ . . . (2.109)

For example, in the localized perspective on modifying the argument function of

the functional, one interprets its second functional derivative as the limiting ratio:

d2F
df ðxÞ df ðx0Þ ¼

dg½f ; x�
df ðx0Þ ¼ lim

e!0

g½f ðx000Þ þ ehðx000x0Þ; x�x000 � g½f ; x�
e

: (2.110)

In (2.109) it determines the continuous transformation of the two-point
displacements of the argument function, df ðx00 � xÞdf ðx000 � x0Þ, centered around x
and x0, respectively, into the second differential d(2)F[f]. The latter again parallels

the familiar expression for the second differential of a function of several variables:

d(2)f(x1, x2, . . .) ¼ ½∑i∑j (∂
2f/∂xi∂xj) dxi dxj.

The rules of the functional differentiation thus represent the local, function

generalization of those characterizing the differentiation of functions. The func-

tional derivatives of the sum and product of two functionals, respectively, read:

d
df ðxÞ faF½f � þ bG½f �g ¼ a

dF
df ðxÞ þ b

dG
df ðxÞ ;

d
df ðxÞ fF½f �G½f �g ¼ G

dF
df ðxÞ þ F

dG
df ðxÞ : (2.111)

2.8 Functional Derivatives 47



The chain rule transformation of functional derivatives also holds. Consider

the composite functional F½f � ¼ F½f ½g�� � �F½g�. Substituting the first differential of

f (x) ¼ f [g; x],

dð1Þf ½g; x� ¼
ð
df ðxÞ
dgðx0Þ dgðx

0Þ dx0; (2.112)

into d (1)F[f] of (2.108) gives:

dð1Þ �F½g� ¼
ð

d �F
dgðx0Þ dgðx

0Þ dx0 ¼
ð

dF
df ðxÞ

ð
df ðxÞ
dgðx0Þ dgðx

0Þ dx0
	
dx:

�
(2.113)

Hence, the functional derivative of the composite functional follows from the chain

rule

d �F
dgðx0Þ ¼

ð
dF

df ðxÞ
df ðxÞ
dgðx0Þ dx: (2.114)

One similarly derives the chain rules for implicit functionals. When functional

F[f, g] is held constant, the variations of the two argument functions are not

independent, since the relation F[f, g] ¼ const. implies the associated functional

relation between them, e.g., g ¼ g[f]F. The vanishing first differential,

dð1ÞF½f ; g� ¼
ð

@F

@f ðxÞ

 �

g

½df ðxÞ�F þ
@F

@gðxÞ

 �

f

½dgðxÞ�F
" #

dx ¼ 0; or

ð
@F

@f ðxÞ

 �

g

½df ðxÞ�F dx ¼ �
ð

@F

@gðx0Þ

 �

f

½dgðx0Þ�F dx0; (2.115)

is determined by the partial functional derivatives, a natural local extension of the

ordinary partial derivatives of a function of several variables, e.g.,

@F

@f ðxÞ

 �

g

¼ lim
e!0

F½f ðx0Þ þ ehðx0 � xÞ; g�x0 � F½f ; g�
e

: (2.116)

Finally, differentiating both sides of Eq. (2.115) with respect to one of the argument

functions for constant F gives the following implicit chain rules:

@F

@f ðxÞ

 �

g

¼ �
ð

@F

@gðx0Þ

 �

f

@gðx0Þ
@f ðxÞ


 �

F

dx0;

@F

@gðx0Þ

 �

f

¼ �
ð

@F

@f ðxÞ

 �

g

@f ðxÞ
@gðx0Þ

 �

F

dx: (2.117)
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These relations parallel familiar manipulations of derivatives in the classical

thermodynamics.

For the fixed value of the composite functional F[f[u], g[u]] ¼ ~F½u� ¼ const:
one similarly finds:

@gðx0Þ
@f ðxÞ


 �
~F

¼
ð

@gðx0Þ
@uðx00Þ

 �

~F

@uðx00Þ
@f ðxÞ


 �
~F

dx00;

@f ðxÞ
@gðx0Þ

 �

~F

¼
ð

@f ðxÞ
@uðx00Þ

 �

~F

@uðx00Þ
@gðx0Þ


 �
~F

dx00: (2.118)

Let us further assume that functions f(x) and g(x) are unique functionals of each
other, f(x) ¼ f [g; x] and g(x0) ¼ g[f; x0]. Substitution of (2.112) into

dð1Þg½f ; x00� ¼
ð
dgðx00Þ
df ðxÞ df ðxÞ dx; (2.119)

then gives:

dð1Þg½f ; x00� ¼
ð
dgðx00Þ
df ðxÞ df ðxÞdx ¼

ðð
dgðx00Þ
df ðxÞ

df ðxÞ
dgðx0Þdgðx

0Þdx0dx: (2.120)

This equation identifies the Dirac delta function as the functional derivative of the

function at one point with respect to its value at another point, as also implied by

(2.107):

ð
dgðx00Þ
df ðxÞ

df ðxÞ
dgðx0Þdx ¼

dgðx00Þ
dgðx0Þ ¼ dðx00 � x0Þ; (2.121)

where we have applied the functional chain rule. The preceding equation also

defines the mutually inverse functional derivatives:

dgðx0Þ
df ðxÞ ¼

df ðxÞ
dgðx0Þ

 ��1

: (2.122)

Let us assume the functional (2.106) in the typical form including the depen-

dence of its density on the argument function itself and its first n derivatives:

f (i)(x) ¼ di f(x)/dxi , i ¼ 1, 2, . . ., n:

LðxÞ ¼ Lðx; f ðxÞ; f ð1ÞðxÞ; f ð2ÞðxÞ; . . . ; f ðnÞðxÞÞ: (2.123)

The functional derivative of F[ f ] is then given by the following general

expression:
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dF
df ðxÞ ¼

@LðxÞ
@f ðxÞ �

d

dx

@LðxÞ
@f ð1ÞðxÞ

 �

þ d2

dx2
@LðxÞ
@f ð2ÞðxÞ

 �

� � � � þ ð�1Þn dn

dxn
@LðxÞ
@f ðnÞðxÞ

 �

:

(2.124)

The first term in the r.h.s. of the preceding equation defines the so-called variational
derivative. It determines the functional derivative of the local functionals, the
densities of which depend solely upon the argument function itself.

This development can be straightforwardly generalized to cover functionals of

functions in three dimensions. Consider, e.g., the functional of f(r) depending on

the position vector in the physical space: r ¼ (x, y, z). Equation (2.124) can be then
extended to cover the f ¼ f(r) case by replacing the operator d dx= by its three-

dimensional analog – the gradient r � @ @r= . For example, for Lðr; f ðrÞ; rf ðrÞj jÞ
the functional derivative of F[f] is given by the expression:

dF
df ðrÞ ¼

@LðrÞ
@f ðrÞ � r

@LðrÞ
@ rf ðrÞj j

 �

: (2.125)

Similarly, for

~F½f � ¼ F½f � þ
ð
l Df ðrÞð Þ dr �

ð
~L r; f ðrÞ; rf ðrÞj j;Df ðrÞð Þ dr; D ¼ r2;

d ~F
df ðrÞ ¼

dF
df ðrÞ þ D

@~LðrÞ
@Df ðrÞ

 !
: (2.126)
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Chapter 3

Basic Concepts and Axioms

Abstract The postulates of quantum mechanics are formulated using the

mathematical tools of the preceding chapter. First, the axioms related to the

quantum kinematics are summarized, dealing with a variety and physical meaning

of quantum states at the specified time. They include alternative definitions and

interpretations of the wave functions of microobjects as amplitudes of the particle

probability distributions in the configuration or momentum spaces. As an illustra-

tive example the electron densities are then discussed. The superposition principle

is formulated, and the symmetry implications of indistinguishability of identical

particles in quantum mechanics are examined. The links between the quantum

states and outcomes of the physical measurements are then surveyed and the

physical observables are attributed to quantum mechanical operators, linear and

Hermitian, and their specific forms in the position and momentum representations

are introduced. The eigenvalues of the quantum mechanical operator are

postulated to determine a variety of all possible results of a single experiment

measuring the physical property the operator represents, while the operator

expectation value represents the average value of this quantity in a very large

number of repeated measurements performed on the system in the same quantum

state. The eigenstates of the quantum mechanical operator are shown to corre-

spond to the sharply specified value of the physical property under consideration,

while other quantum states exhibit distributions of its allowed eigenvalues. The

statistical mixtures of quantum states are defined in terms of the density operator and

the ensemble averages of physical observables in such mixed states are examined.

The simultaneous sharpmeasurement of several physical observables is linked to the

mutual commutation of their operators and the quantum mechanical formulation of

the general Principle of Indeterminacy is given. Properties of the electron angular

momentum and spin operators are examined.

In the dynamical development, the pictures of time evolution in quantum mecha-

nics are introduced through the alternative time-dependent unitary transformations of

the state vectors/operators. The Schr€odinger equation is explored in some detail, with

the emphasis placed upon the stationary states, time dependence of expectation

values, conservation laws, the probability current, and continuity equation. The

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_3, # Springer-Verlag Berlin Heidelberg 2012
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correspondence between the quantum and classical dynamics is established through

the Ehrenfest principle. Finally, the rudiments of the Heisenberg and interaction

pictures of quantum dynamics are briefly summarized.

3.1 N-Electron Wave Functions and Their Probabilistic

Interpretation

In the canonical formulation of classical mechanics, the system dynamics is

formulated in terms of the Hamilton function E ¼ H(Q, P) expressing the system

energy E in terms of its generalized coordinates Q ¼ {Qa} and their conjugated

momenta P ¼ {Pa}, a ¼ 1, 2, . . ., f, with f denoting the system number of

dynamical degrees of freedom. Together these conjugate dynamical variables

uniquely specify the system mechanical state. Indeed, the knowledge of Q(t) and
P(t) at the specified time t ¼ t0 allows one to determine the exact time evolution of

these state parameters, via the Hamilton equations of motion:

_Qa ¼ dQa

dt
¼ @H

@Pa
; _Pa ¼ dPa

dt
¼ � @H

@Qa
; a ¼ 1; 2; . . . ; f : (3.1)

Since these are the first-order differential equations, their solutions {Q(t), P(t)} are
uniquely specified when the values of these classical state variables are fixed at

t ¼ t0. Thus, knowing the state {Q(t0), P(t0)} of the classical system at this time,

one can in principle predict with certainty the system mechanical state at t 6¼ t0, i.e.,
precisely determine the outcome of any measurement at an earlier or later stage of

the system time evolution.

As we have argued in Chap. 1, this classical specification of the mechanical state

is inapplicable in the quantum theory, due to the simultaneous indeterminacy of

coordinates and momenta of microobjects (the Heisenberg principle). Indeed, since

the state variables must be precisely specified, either the position coordinates or the

components of the canonically conjugated momenta of the system particles should

be used to uniquely characterize its quantum state. Therefore, at the given time t,
which in the simplest (nonrelativistic) formulation of the quantum theory plays the

role of a parameter, the quantum state corresponding to the state vector jC(t)i is
represented by the wave functions in either the position or momentum

representations,

CðQ; tÞ ¼ QjCðtÞh i or CðP; tÞ ¼ PjCðtÞh i; (3.2a)

here, the representation basis sets {jQi} and {jPi} correspond to the position and

momentum eigenstates, respectively, in which these molecular variables are known

precisely. For quantum particles these classical state “coordinates” should be also

supplemented with all nonclassical, internal (spin) degrees of freedom for each
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particle, S ¼ {Sk}. Therefore, the full specification of the mechanical state of the

given quantum system, in either the position-spin or momentum-spin represen-

tations, is embodied in the corresponding wave functions:

CðQ;S; tÞ ¼ Q;SjCðtÞh i or CðP;S; tÞ ¼ P;SjCðtÞh i: (3.2b)

Since the theoretical description of the electronic structure of molecules is the

main objective of this book, in what follows we shall focus on a general (atomic or

molecular) N-electron system, with the list of the (coordinate/momenta)-spin

variables in the Cartesian coordinates:

Q;Sj i � qN
�� � ¼ fqkgj i � QN

�� �
; qk ¼ ðrk; skÞ;

P;Sj i � uN
�� � ¼ fukgj i � PN

�� �
; uk ¼ ðpk; skÞ; k ¼ 1; 2; . . . ;N;

(3.3)

here rk ¼ xk; yk; zkð Þ; pk ¼ ðpxk ; pyk ; pzkÞ and sk, respectively, denote the continuous
position, momentum vectors of kth electron and its discrete spin orientation variable

sk 2 (þ½, �½) (see Fig. 1.2).

Therefore, the vector space of the N-electron system is spanned by all basis

vectors in either the position fjQNig or momentum fjPNig representations. In what
follows we shall call this vector space the molecular Hilbert space. The specific

state of such an N-electron system in time twill be denoted by the ket jCN(t)i. Since
each basis vector is specified by the three position/momentum coordinates and one

spin variable for each electron, the overall dimensionality of either the position-spin
ormomentum-spin spaces is 4N. The basis vectors jQNi and jPNi are then identified
by corresponding points in these configurational spaces. It should be observed that

in the classical mechanics the system state was uniquely specified at the given time

by selecting the point in the 6N-dimensional position–momentum phase space of N
particles.

Moreover, the corresponding position-spin or momentum-spin data for the

atomic nuclei are also required for the complete specification of the molecular

state. However, as we shall argue in Part II of this book, due to a huge difference in

masses between the (light) electrons and (heavy) nuclei, the dynamics of the former

can be to a good approximation described by examining their fast movements in the

effective potential generated by the “frozen” nuclear framework, with the fixed

positions of nuclei playing the role of parameters in the electronic structure theory.

In this adiabatic approximation of Born and Oppenheimer the nuclei, sources

of the external potential in which electrons move, thus determine the assumed

molecular geometry.

After these short preliminaries, we are now in a position to formulate the important

postulate of quantum mechanics, due to Born, which provides the physical interpre-

tation of the wave functions of (3.2a) and (3.2b):

Postulate I: The (normalized) quantum mechanical state of the molecular system

containing N-electrons in time t, hCNðtÞjCNðtÞi � CNðtÞ�� ��2 ¼ 1; where CNðtÞ�� ��
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stands for the norm (“length”) of the state vector, is uniquely specified by the

orientation of the state-vector jCN(t)i in the molecular Hilbert space or equivalently

by its equivalent representations (wave functions) in the position or momentum

basis sets, respectively,

CðQN; tÞ ¼ QNjCNðtÞ� �
or CðPN; tÞ ¼ PNjCNðtÞ� �

: (3.2c)

These in general complex-valued functions determine the probability amplitudes of

simultaneously observing at this time the specified positions/momenta and spin

orientations of all N electrons, with the corresponding probability densities being

determined by the squares of the wave function moduli:

pðQN; tÞ ¼ QN
��CNðtÞ� ��� ��2 ¼ CðQN; tÞ�� ��2 � P½QNjCNðtÞ�;ð

pðQN; tÞ dQN ¼
ð

CNðtÞ��QN
�
QN
� ��CNðtÞ� �

dQN ¼ CNðtÞ ��CNðtÞ� � ¼ 1;

pðPN; tÞ ¼ PN
��CNðtÞ� ��� ��2 ¼ CðPN; tÞ�� ��2 � P½PNjCNðtÞ�;ð

pðPN; tÞ dPN ¼
ð

CNðtÞ��PN
�
PN
� ��CNðtÞ� �

dPN ¼ CNðtÞ ��CNðtÞ� � ¼ 1:

(3.4)

Here, the generalized “integration” symbol
Ð
dQN actually denotes the definite

integrations over the position coordinates and summations over the spin variables

of all electrons:

ð
dQN �

ð
dq1 . . . dqN �

ð
dr1 . . . drN

X
s1

:::
X
sN

; (3.5a)

The related operation in the momentum-spin space similarly reads:

ð
dPN �

ð
du1 . . . duN �

ð
dp1 . . . dpN

X
s1

:::
X
sN

: (3.5b)

In fact, the normalization conditions of this postulate, for the position-spin and

momentum-spin probability densities pðQN; tÞ and pðPN; tÞ, respectively, express
the unit probability of the sure event that at the specified time t all electrons are
located somewhere in the physical or momentum spaces, and assume one of its

allowed spin orientations. We have also indicated in (3.4) that the probability

densities P½QNjCNðtÞ� and P½PNjCNðtÞ� of the particle positions and momenta,

respectively, are conditional upon the specified quantum state. Indeed, these densities

represent the conditional probabilities of observing the basis set events corresponding

to the wave function arguments QN or PN (variables), given the molecular state

jCN(t)i (the parameter): pðQN; tÞ ¼ P½QNjCNðtÞ� and pðPN; tÞ ¼ P½PNjCNðtÞ�. The
normalization relations thus involve the integrations/summations of these conditional
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probabilities over the variable states fjQNig and fjPNig, respectively, for the fixed
parameter state jCN(t)i. The integrands of these sum rules thus provide the associated

probabilities of the particles being simultaneously found in their specified, infinitesi-

mal ranges of coordinates dQN ¼ fdrk; skg or momenta dPN ¼ fdpk; skg, i.e., of the
system particles occupying the corresponding volumes of the position or momentum

spaces for their specified spin orientations.

This physical interpretation of the quantum mechanical wave functions has far

reaching implications for their admissible analytical form. First, the normalization

condition excludes the functions which become infinite over a finite region of space,

since then Born’s interpretation would be untenable. Clearly, the Dirac-delta wave

functions of (2.69), which correspond to precise localizations or momenta of

electrons, are not excluded since their infinite values extend only over the infinitesi-

mal volumes of space, thus giving rise to the finite normalization integral. However,

for the finite, constant probability densities, e.g., pðQN; tÞ ¼ const: > 0, this integral

may become infinite, when the movements of electrons are not confined to finite

regions of space. In such cases, this density provides only a relative measure of

probability.

Another implication of the Born probability interpretation is that the wave

functions must be single valued. Indeed, CðQN; tÞ½or CðPN; tÞ� must generate the

unique representation of the quantum state jCN(t)i. Additional constraints on their

admissible forms are imposed by the form of the quantum mechanical operators.

As we have established in Sect. 2.6, the position operator in the momentum

representation and the momentum operator in the position representation corre-

spond to differential operators (gradients), e.g., p̂ðrÞ ¼ �i�hr. For these operations

to be mathematically meaningful, the wave functions on which these observables

act must be continuous. Sometimes, the additional condition of the continuous first

derivative is also invoked, since the action of the kinetic energy operator of a single

particle in the position representation, T̂ðrÞ ¼ p̂
2ðrÞ=2m ¼ �ð�h2=2mÞD, involves

a double differentiation of the wave function embodied in the Laplacian operator

D ¼ ∇2. However, this condition is too severe, since the expectation value of the

kinetic energy, when transformed by parts,

T ¼ Ch jT̂ Cj i ¼
ð
C�ðrÞT̂ðrÞCðrÞdr ¼ ð�h2=2mÞ

ð
rCðrÞj j2dr; (3.6)

remains well defined even for the discontinuous derivatives of the wave function.

For example, such discontinuity is encountered for some excessively ill-behaved

potentials V(r) of forces acting on the particle, e.g., in the particle-in-the-box
problem, when it jumps from zero to infinity in an infinitesimal distance.

To summarize, in quantum mechanics only such well-behaved wave functions

have the physical meaning of probability amplitudes implied by Postulate I. The Born

interpretation thus imposes a restriction on the “acceptable” solutions of the differ-

ential equations of quantum mechanics, e.g., the crucial Schr€odinger equations for
determining the system stationary states and their quantum dynamics. Only such

well-behaved wave functions may represent the dynamical states of physical systems.
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The constraints of the wave function finiteness, single valuedness, and continuity,

supplemented by the boundary conditions appropriate for the physical problem in

question, give rise to the quantization of physical properties, e.g., the system energy

(see Sect. 2.7). Indeed, only for some energy levels, the eigenvalues {En} of the

system Hamiltonian, it is possible to construct the well-behaved eigenfunction. For

example, in a system with boundaries, when the movement of particles is confined to

some finite region of space, the energy is quantized and the less confining is the

potential, the less separation is predicted between the neighboring energy levels.

As a result of the Heisenberg uncertainty principle the physically admissible

wave functions may penetrate, i.e., exhibit finite values, in the classically forbidden

regions, where the total energy is below the potential energy level, E < V, thus
generating the nonzero probability of finding a particle in such locations. For

example, the motion of the quantum mechanical harmonic oscillator is not confined

to the classical region between the turning points of the parabolic Hooke potential,

and the quantum particles may tunnel through the finite potential barriers. In these

classically-forbidden positions the microparticle formally exhibits the negative

kinetic energy. This does not imply, however, that the average kinetic energy,

represented by the expectation value of (3.6), becomes negative in such states.

Indeed, the average value over both the (dominating) region of space, where the

kinetic energy is positive, and the classically inaccessible (marginal) regions, where

it is negative, is always positive. It should be observed, however, that it would be

meaningless to speak of the precise kinetic energy of the localized particle anyway,

since its momentum is completely unknown!

The electron density r(r) of locating any of the system N electrons at point r can
be obtained from the N-electron probability density pðQN; tÞ of Eq. (3.4) by the

appropriate integration/summation over the remaining arguments of the wave

function, i.e., over all admissible events satisfying the condition rk ¼ r, k ¼ 1, 2,

. . ., N, enforced by the relevant Dirac deltas in the integrand,

rðr; tÞ ¼
XN
k¼1

ð
dðrk�rÞ pðQN; tÞ dQN

�
ð
C�ðQN; tÞ r̂ðrÞCðQN; tÞ dQN ¼ N

ð
dðr1�rÞ pðQN; tÞ dQN:

(3.7)

In the preceding equation we have introduced the electron density operator r̂ðrÞ ¼P
kdðrk � rÞ and recognized that due to the indistinguishability of electrons, i.e.,

impossibility to recognize which electron is which, all contributions in the sum

of the first line of the equation must be identical. Indeed, we cannot follow the

precise trajectories of the separate electrons, due to the incompatibility of its

position and momentum, so that their specific identities (hypothetical labels)

remain unknown. Clearly, the integral of the electron density over all locations in

space must satisfy the sum rule

ð
rðr; tÞdr ¼

ðXN
k¼1

ð
dðrk�rÞdr

� �
pðQN; tÞ dQN ¼ N

ð
pðQN; tÞ dQN ¼ N: (3.8)
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One similarly obtains the corresponding spin densities of electrons, of detecting

at the specified location r electrons with the specified spin s ¼ (�½, +½), the

condition enforced by the corresponding Dirac and Kronecker deltas, which

together identify the point q ¼ (r, s) in the four-dimensional position-spin space:

rðq; tÞ � rsðr; tÞ ¼
XN
k¼1

ð
dðrk�rÞ dsk ;spðQN; tÞ dQN

�
ð
C�ðQN; tÞ r̂ðqÞCðQN; tÞ dQN

¼ Ns

ð
dðrs�rÞ pðQN; tÞ dQN;

rðr; tÞ ¼
X

s
rðq; tÞ;

ð
rðq; tÞ dr ¼ Ns;

ð
rðq; tÞ dq ¼

X
s

ð
rðq; tÞ dr ¼ N;

(3.9)

where Ns stands for the number of electrons exhibiting the spin orientation s.
In a similar manner, one determines the many-electron densities or their respec-

tive spin components and the associated operators in the position representation.

For example, the spinless two-electron density, r2(r, r0; t), of observing one electron
(of all N electrons) at r and another electron (of all the remaining N�1 electrons) at

r0 is given by the following expression:

r2ðr; r0; tÞ ¼
XN
k¼1

X
l 6¼k

ð
dðrk�rÞdðrl � r0ÞpðQN; tÞ dQN

�
ð
C�ðQN; tÞ r̂2ðr; r0ÞCðQN; tÞ dQN

¼ NðN � 1Þ
ð
dðr1�rÞdðr2 � r0ÞpðQN; tÞ dQN;

ðð
r2ðr; r0; tÞ dr dr0 ¼ NðN � 1Þ:

(3.10)

Again, this two-electron distribution can be decomposed into the spin-resolved

components:

r2ðq;q0;tÞ�rs;s
0 ðr;r0;tÞ¼

XN
k¼1

X
l 6¼k

ð
dðrk�rÞdðrl�r0Þdsk ;sdsl;s0pðQN;tÞdQN

�
ð
C�ðQN;tÞr̂2ðq;q0ÞCðQN;tÞ dQN;

r2ðr;r0;tÞ¼
X
s

X
s0

rs;s
0 ðr;r0; tÞ;

ðð
r2ðq;q0;tÞdr dr0 ¼

NsðNs�1Þ; s0 ¼s
NsNs0 ; s0 6¼s

�
;

ðð
r2ðq;q0;tÞdq dq0 ¼

X
s

X
s0

ðð
rs;s

0 ðr;r0;tÞdr dr0 ¼NðN�1Þ: ð3:11Þ
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Of interest also is the pair density in which the permuted two-electron localiza-

tion events (rk ¼ r)∧(rl ¼ r0) and (rk ¼ r0)∧(rl ¼ r) are regarded as physically

identical and thus counted only once:

Gðr; r0; tÞ ¼
ð
C�ðQN; tÞ Ĝðr; r0ÞCðQN; tÞ dQN;

Ĝðr; r0Þ ¼
XN�1

k¼1

XN
l¼kþ1

dðrk � rÞdðrl � r0Þ;
ð ð

Gðr; r0; tÞ dr dr0 ¼ NðN � 1Þ=2 ¼ N

2

	 

:

(3.12)

This distribution of the physically indistinguishable electronic pairs satisfies the

pair normalization of the preceding equation (L€owdin 1955a, b), which differs from
that adopted for the two-electron distribution of (3.10) (McWeeny 1989). This

change in the normalization simplifies the expression for the average electron

repulsion energy,

Ve;eðN; tÞ ¼
ð
C�ðQN; tÞV̂e;eðNÞCðQN; tÞdQN; (3.13)

the expectation value of the associated (multiplicative) operator in position repre-

sentation, V̂e;eðNÞ, which measures the interelectron Coulomb interaction for the

sharply specified locations of all N electrons:

V̂e;eðNÞ ¼
XN�1

k¼1

XN
l¼kþ1

1

rk � rlj j �
XN�1

k¼1

XN
l¼kþ1

gðk; lÞ: (3.14)

In terms of the above two-electron densities, the expectation value of the electron

repulsion energy of (3.13) thus reads:

Ve;eðN; tÞ ¼ 1

2

ð ð
r � r0j j�1r2ðr; r0; tÞ dr dr0

¼
ð ð

r � r0j j�1Gðr; r0; tÞ dr dr0:
(3.15)

Clearly, by using the corresponding Kronecker deltas of the spin variables of

electrons [see (3.11)], one could similarly define the spin components of the pair

density as well.

The extension of these concepts into the corresponding momentum-spin

densities is straightforward. For example, the spinless one- and two-electron
densities in the momentum space of N electrons become:

pðp; tÞ ¼
XN
k¼1

ð
dðpk�pÞ pðPN; tÞ dPN �

ð
C�ðPN; tÞ p̂ðpÞCðPN; tÞ dPN

¼ N

ð
dðp1�pÞ pðPN; tÞ dPN � NPðp; tÞ

ð
pðp; tÞ dp ¼ N; ð3:16Þ
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p2ðp; p0; tÞ ¼
XN
k¼1

X
l 6¼k

ð
dðpk�pÞdðpl � p0ÞpðPN; tÞ dPN

�
ð
C�ðPN; tÞ p̂2ðp; p0ÞCðPN; tÞ dPN

¼ NðN � 1Þ
ð
dðp1�pÞdðp2 � p0ÞpðPN; tÞ dPN;

ð ð
p2ðp; p0; tÞ dp dp0 ¼ NðN � 1Þ:

(3.17)

Consider now the expectation value of the kinetic energy of N-electrons in the

momentum representation,

TeðN; tÞ ¼ CNðtÞ� ��T̂ðNÞ CNðtÞ�� � �
ð
C�ðPN; tÞ T̂ðPNÞCðPN; tÞdPN

¼
ð
TðPNÞpðPN; tÞdPN;

(3.18)

where the (multiplicative) kinetic energy operator T̂ðPNÞ ¼ TðPNÞ measures the

system kinetic energy when the momenta of all N electrons are sharply specified:

T̂ðPNÞ ¼ 1

2m

XN
k¼1

p2k �
XN
k¼1

TðpkÞ ¼ TðPNÞ ¼ NTðpÞ: (3.19)

Therefore, the expectation value of (3.18) is given by the following mean value

expression involving the one-electron density in momentum space:

TeðN; tÞ ¼ N

ð
TðpÞPðp; tÞdp ¼

ð
TðpÞ pðp; tÞdp: (3.20)

3.2 Superposition Principle, Expectation Values,

and Indistinguishability of Identical Particles

The superposition principle of Sect. 2.2 is formally summarized by another basic

axiom of quantum mechanics:

Postulate II: Any combination jCi ¼ ∑i CijCii of the admissible quantum states

{jCii}, where {Ci} denotes generally complex factors, also represents a possible

quantum state of the system under consideration. The squares of moduli of

these expansion coefficients determine the normalized conditional probabilities

{P(CijC) ¼ jCij2} of observing state Ci given the state C: ∑i P(CijC) ¼ 1.
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As an illustration let us consider the basis eigenvectors ji i ¼ {jCii � jaii} of

the quantum observable Â (2.55a), which for reasons of simplicity we assume to

correspond to the discrete spectrum of eigenvalues {ai}. Expanding a general

state vector jCi in this basis set (2.48a) then gives the following components of

its (column) vector representation: C(i) ¼ hijCi ¼ {Ci ¼ hCijCi} � C. Hence
[see (2.39)], the corresponding conditional probabilities read:

PðCijCÞ ¼ jCij2 ¼ CiC
�
i ¼ hCijCihCjCii ¼ hCijP̂CjCii

¼ C�
i Ci ¼ hCjCiihCijCi ¼ hCjP̂ijCi ¼ PðCjCiÞ:

(3.21)

It follows from this equation that the conditional probabilities between two

quantum states can be considered as the expectation values in the variable state

of the projection operator onto the reference state, which plays the role of

a parameter. Their normalization then directly follows from the basis set closure

of (2.41a):

SiPðCijCÞ ¼ hCj
X
i

P̂ijCi ¼ hCjCi ¼ 1: (3.22)

As we shall see in Sect. 3.3, the conditional probabilities of (3.21) also reflect

relative frequencies of possible outcomes fai ¼ hCijÂjCiig of the experiments

measuring the physical quantity A. Indeed, the eigenvector representation of

Â is given by the diagonal matrix A ¼ hijÂjii ¼ fAm;n ¼ hCmjÂjCni ¼ amdm;ng:
Therefore, the statistical average (expectation) value hAi in state jCi is given by the
relevant mean value expression:

hAi ¼ SmPðCmjCÞ am ¼ SmSnC
�
m Am;n Cn ¼ hCjiihijÂjiihijCi ¼ hCjÂjCi:

(3.23)

We have already encountered such a statistical (ensemble) interpretation in (2.97),

when defining the probabilityW(EnjC) of observing the specified energy level En in

the given quantum state jCi.
In the case of a degenerate eigenvalue ai the probability of observing it in state

jCi is given by the sum of contributions P(Ci,jjC) originating from all independent

component states for this eigenvalue, {jCi,ji ¼ jiji, j ¼ 1, 2, g} [see (2.58)]:

P aið Þ ¼ Pg
j¼1

ijjC
� ��� ��2:

The superposition principle can be straightforwardly extended into the continu-

ous basis sets jxi ¼ {jxi}, e.g., the position and momentum representations of Sect.

2.6: any continuous combination [see (2.17)] also represents a possible quantum

state of the system with {P(xjC) ¼ jc(x)j2} now providing the conditional proba-

bility density of observing jxi given jCi, and hence also of all its physical
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observables in the reference state jCi, with the relevant normalization condition

ʃP(xjC) dx ¼ 1. Indeed, since {c(x)} ¼ C(x) ¼ hxjCi (continuous column-vector),

ð
PðxjCÞdx ¼

ð
hCjxihxjCidx ¼ hCjxihxjCi ¼ hCjCi ¼ 1; (3.24)

where we have used the closure relation of (2.41b). Best illustration of this

continuous version of the superposition principle is Postulate I itself. Indeed, as

implied by (2.70) and (3.2c), the wave functions in the position and momentum

representations constitute the expansion coefficients in the basis sets consisting of

the eigenstates of the position and momentum operators, respectively, and hence

the squares of their moduli are in fact the conditional probabilities of observing in

jCN(t)i the sharply specified locations and momenta of the system constituent

particles:

P½QNjCðtÞ� ¼ jCðQN; tÞj2 ¼ pðQN; tÞ; P½PNjCðtÞ� ¼ jCðPN; tÞj2 ¼ pðPN; tÞ:
(3.25)

Consider next the expression for the average kinetic energy (3.6) of a spinless

particle, corresponding to the quantum observable T̂ ¼ p̂
2ðrÞ=2m. The relevant

expansion is again that in terms of the eigenstates {jpi} of the particle momentum

(2.75), c(p) ¼ C(p) ¼ hpjCi, which also mark the eigenstates of T̂ corresponding

to the eigenvalues {T(p) ¼ p2/2m}. The associated conditional probability density

is therefore the momentum density of (3.16), P(pjC) ¼ jC(p)j2 ¼ p(p), which
gives rise to the following mean value expression for the expectation value of the

kinetic energy in state jCi [see also (3.20)]:

hTiC ¼
ð
TðpÞPðpjCÞ dp ¼

ð
TðpÞ pðpÞ dp: (3.26)

In the mixed basis set case, jmi ¼ ({jai}, {jyi}), the expansion is generated by

the identity projector of (2.41c). The squares of expansion coefficients, {Ca ¼
hajCi} and {c(x) ¼ hxjCi}, thus determine the corresponding conditional

probabilities of observing the representation discrete and continuous eigenvalues,

respectively,

PðajCÞ ¼ jhajCij2 and PðyjCÞ ¼ jhyjCij2; (3.27)

with the normalization condition [see the closure relation of (2.41c)]:

X
a

PðajCÞ þ
ð
PðyjCÞdy ¼ hCjmihmjCi ¼ hCjCi ¼ 1: (3.28)
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An important property of the wave functions of identical particles is embodied

in their symmetry properties with respect to the operation exchanging the spin-

position (or momentum-position) variables of two particles. The physical meaning

of the quantum state is not affected by such an operation since the identical

particles, e.g., electrons in a molecule, are indistinguishable due to the basic

inability to follow their classical trajectories in quantum mechanics (the Heisenberg

Principle of Indeterminacy). Therefore, should we mentally associate some labels

distinguishing electrons at the specified time, their identity afterwards would be still

completely unknown. Clearly, the objective laws of quantum mechanics cannot

depend upon such a subjective act of attributing these identity labels to electrons.

This physical invariance with respect to exchanging two identical particles, say

electrons k and l, symbolized by the associated permutation operator X̂ðk; lÞ, is also
reflected by the symmetry of the system Hamiltonian ĤðQNÞwith respect to such an
operation [see (2.104)],

X̂ðk; lÞ ĤðQNÞX̂ðk; lÞ�1 ¼ ĤðQNÞ or
X̂ðk; lÞ ĤðQNÞ ¼ ĤðQNÞ X̂ðk; lÞ:

(3.29)

The conservation in such an operation of the probability densities of Postulate I,

pðq1; . . . qk; . . . ; ql; . . . ; qN; tÞ ¼ pðq1; . . . ql; . . . ; qk; . . . ; qN; tÞ or

pðu1; . . . uk; . . . ; ul; . . . ; uN; tÞ ¼ pðu1; . . . ul; . . . ; uk; . . . ; uN; tÞ;
(3.30)

thus requires preservation of the squares of the moduli of the associated wave

functions. It is assured, when the wave functions themselves are either symmetrical

or antisymmetrical with respect to such a permutation of two identical particles:

X̂ðk; lÞCðQN; tÞ ¼ �CðQN; tÞ � XxCðQN; tÞ or

X̂ðk; lÞCðPN; tÞ ¼ �CðPN; tÞ � XxCðPN; tÞ: (3.31)

Thus, in view of the commutation relation (3.29), [ĤðQNÞ; X̂ðk; lÞ� ¼ 0, the

eigenfunctions of the Hamiltonian of a system of identical particles also satisfy

the simultaneous eigenvalue problem (3.31) (see Sect. 2.5) of the particle exchange

operator X̂ðk; lÞ, which exhibits only two eigenvalues: Xx ¼ �1. This symmetry or

antisymmetry feature of the wave function reflects the identity of the particles

involved. This permutational symmetry of quantum states is conserved in time.

These symmetry properties of the admissible wave functions of identical

particles can be summarized in the following postulate of Pauli:

Postulate III: The physical wave functions of the system of identical particles

must be either symmetric or antisymmetric with respect to the permutation of their

position-spin {qk} or momentum-spin {uk} variables. Those particles for which the
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wave functions are symmetric are called bosons and those for which they are

antisymmetric are called fermions.

Thus, the elementary particles existing in nature are divided into two categories:

the particles corresponding to X ¼ +1, i.e., the symmetric wave functions, called

bosons, and those associated with X ¼ �1, i.e., the antisymmetric wave functions,

called fermions. All currently known particles obey the following empirical rule
related to their spin quantum number S (see Sect. 1.4): particles of half-integral spin
(e.g., electrons, positrons, protons, neutrons, muons) are fermions, while those of

the integral spin (e.g., photons, mesons) are bosons. It also holds for the composite

particles such as the atomic nuclei, which are known to be composed of nucleons

(neutrons and protons), which are fermions. Thus, the spin of the nucleus as

a whole, is reflected by the parity of the number of nucleons: the nuclei with an

even number of fermions, e.g., 4He isotope, are bosons, while those containing

an odd number of nucleons, e.g., 3He isotope, are fermions, since the resultant

spin of such composite particles is integral in the first case and half-integral in the

other case.

There are also macroscopic consequences of the particle spin identity in the

statistical mechanics, which predicts the physical properties of systems composed

of a very large number of particles as averages over the ensembles corresponding

to alternative thermodynamic equilibria. The statistical weight of a macroscopic

state is then proportional to a number of the microscopic states, through which it

can be realized, a variety of which strongly depends on the particle identity.

In the classical, Maxwell–Boltzmann statistics, the identical particles were in

fact treated as if they are different. Indeed, the microscopic states with identical

list of states of individual (identical) particles were considered distinct, when the

permutation of particles among these states was different. In the quantum statistical

mechanics the above symmetrization postulate intervenes, so that an admissible

microscopic state is now solely identified by the enumeration of individual particle

states which form it, their actual ordering being insignificant. This gives rise to

different predictions compared with those resulting from the classical statistical

mechanics.

The consequence of the antisymmetrization rule for the wave function of

fermions implies that two identical fermions cannot “occupy” the same quantum

state, a restriction known as the Pauli Exclusion Principle. There are no such

occupation restrictions implied by the symmetrization rule for bosons, so that an

individual state is accessible to any number of such integral spin particles. Different

statistical averages result: the bosons obey the Bose–Einstein statistics, while

fermions – the Fermi–Dirac statistics, which explains the nomenclature adopted

to distinguish these two categories of quantum particles. Thermodynamic differences

between them are amplified at low temperatures: the Bose condensation is observed

for systems composed of identical bosons, with particles accumulating in the lowest

energy individual states; by the Pauli exclusion rule this effect is prohibited in

systems of identical fermions.

All physical predictions for quantum objects are expressed in terms of the

probability amplitudes (see Postulate I), which represent the scalar products of
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two state vectors, or matrix elements of an operator. The symmetrization require-

ment of Postulate III causes special interference effects between the so-called

“direct” and “exchange” processes, to appear in the conditional probabilities

(see Postulate II) of specific outcomes of experiments performed on systems of

identical particles. The formal postulates related to measurement processes, single

or repeated, performed on quantum systems are the subject of the next section.

3.3 Results of Physical Measurements

In this section, we shall further elaborate on the physical implications of the mathe-

matical concepts of the quantum mechanical description, which has been introduced

in the preceding chapter, by specifically addressing the link between this abstract

formalism and the results of measurements. As in previous sections we shall focus on

the position and momentumwave functions and the associated operators representing

the physical properties of themicrosystems. Inwhat follows both the results of a single

experiment and the average values of a large number of repetitions of the same

experiment performed on systems in the same initial quantum state will be tackled

by the corresponding postulates of quantum mechanics.

3.3.1 Classical Observables in Position and Momentum
Representations

As we have already remarked in Sect. 2.5, each physical quantity A is represented in

quantum mechanics by its linear and Hermitian operator Â, the eigenvalue problem

of which plays the fundamental role in predicting the outcomes of physical

measurements. This correspondence is formalized in terms of the following axiom:

Postulate IV.1: To every mechanical quantity A there corresponds in quantum

mechanics the associated operator Â called an observable. It has to be linear, to

satisfy the requirements of the Superposition Principle (Postulate II), and Hermitian

(self-adjoint), for its eigenvalues to be real. Their eigenvectors form the bases in the

vector space of all quantum states of the physical system.

The prescription for constructing the position/momentum representations of the

quantum mechanical observables are known as the Jordan rules. Consider the classi-
cal quantities, which can be expressed as functions of the particle positions and

momenta, A ¼ A({rk},{pk}), or equivalently in terms of the conjugated Cartesian

coordinates,A ¼ A({xa}, {pb}). The Jordan rules summarize the results of Sect. 2.6 by

attributing to such functions the corresponding functions of the position and momen-

tum operators:

Â ¼ Aðfr̂kg; fp̂kgÞ or Â ¼ Aðfx̂ag; fp̂bgÞ: (3.32)
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In the position representation {rk} ¼ {xa}, the coordinate operator x̂a denotes

the multiplication by xa, x̂a ¼ xa. Similarly for any function of the particle

coordinates, e.g., the position vector r ¼ xi + yj + zk or the potential energy

V({xa}), there corresponds the associated multiplicative operators:

r̂ðrÞ ¼ x̂ iþ ŷ j þ ẑ k ¼ xiþ yj þ zk ¼ r;

V̂ðfxagÞ ¼ Vðfx̂agÞ ¼ VðfxagÞ; etc:
(3.33)

The elementary momentum operators in this representation,

p̂kðrkÞ ¼ �i�hrrk � �i�hrk; p̂aðxaÞ ¼ �i�h@ @xa= ; (3.34)

similarly determine the quantum mechanical operator of any function of the particle

momenta, e.g., the kinetic energy T ¼ T({pk}) ¼ ∑k pk
2/2mk:

T̂ðfrkgÞ ¼ Tðfp̂kðrkÞgÞ ¼ Skp̂
2
kðrkÞ=2mk ¼ �

X
k

�h2

2mk
Dk: (3.35)

These rules are sufficient to generate the quantum operator in the position

representation for any physical quantity encountered in the classical mechanics,

e.g., that of the orbital angular momentum of a single particle:

l ¼ r � p ¼
i j k
x y z
px py pz

������

������
! l̂ðfxagÞ ¼ îlx þ ĵly þ k̂lz

¼ �i�h
i j k
x y z

@ @x= @ @y= @ @z=

������

������
; (3.36)

or the operator attributed to the system Hamilton function Hðfr̂kg; fp̂kðrkÞgÞ ¼
Eðfr̂kg; fp̂kðrkÞgÞ ¼ ĤðfxagÞ, the systemHamiltonian in the position representation:

ĤðfxagÞ ¼ T̂ðfxagÞ þ V̂ðfxagÞ ¼ �
X
k

�h2

2mk
Dk þ VðfxagÞ; (3.37)

where the Laplacian Dk ¼ r2
k ¼ @2 @x2k

� þ @2 @y2k
� þ @2 @z2k

�
.

These rules can be straightforwardly transcribed into the associated prescriptions

for the momentum representation {pk} ¼ {pa}, in which (see again Sect. 2.6) p̂a ¼
pa; or p̂ðpÞ ¼ p̂xiþ p̂y j þ p̂zk ¼ pxiþ py j þ pzk ¼ p, and

x̂aðpaÞ ¼ i�h@ @pa= or r̂kðpkÞ ¼ i�hrpk : (3.38)
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Therefore, in this representation the kinetic energy corresponds to the multipli-

cative operator T̂ fpkgð Þ ¼ T fpkgð Þ ¼ P
kpk

2=2mk, while the potential energy func-

tion generates the associated differential operator:

V̂ðfx̂aðpaÞgÞ ¼ Vðfi�h@ @pa= gÞ: (3.39)

3.3.2 Possible Outcomes of a Single Measurement

In accordance with the discussion in Sect. 2.5 the possible outcomes of individual

measurements of the physical quantity A are related to its quantum mechanical

operator Â via the

Postulate IV.2: The result of a single measurement of the physical quantity A is

one of the eigenvalues {ai} of its observable Â in the eigenvalue problem (2.55a).

In position/momentum representations, it reads:

ÂðfxagÞCiðfxagÞ ¼ aiCiðfxagÞ; ÂðfpagÞCiðfpagÞ ¼ aiCiðfpagÞ; (3.40)

where CiðfxagÞ and CiðfpagÞ denote the corresponding eigenfunctions associated

with the eigenvalue ai.
Since the set of eigenvectors {jCii} of the quantum mechanical observable Â

forms the complete basis in the system vector space (see Sect. 2.5), any state jCi
can be expressed as their combination, with the squares of the moduli of the

expansion coefficients determining the conditional probabilities of observing jCii
in state jCi (Postulate II):

jCi ¼ SijCiihCijCi ¼ SijCiiCi; PðCijCÞ ¼ jCij2 � 1: (3.41)

The P(CijC) ¼ 1, and hence {P(Cj6¼ijC) ¼ 0}, marks the eigenvector itself,

jCi ¼ jCii, when we know with certainty that the eigenvalue ai (nondegenerate)
has been observed. Therefore, a general combination of the preceding equation is

reduced after the measurement of A to a single eigenvector of Â, the one

corresponding to the observed eigenvalue. This “contraction” of jCi into jCii
marks the irreversible intervention of the measuring device. Indeed, as we have

emphasized in Chap. 1, any experiment performed on the microobject inadvertently

modifies its state.

This contraction of a combination of eigenstates into its single member has to be

modified in the case of the degenerate eigenvalue ai of the physical quantity A. Such
a result of the experiment implies that the state immediately after the measurement

is now the normalized projection Ch jP̂ðaiÞ Cj i� 
 �1=2 P̂ðaiÞ Cj i of the initial state

jCi into the eigensubspace associated with ai, {jCi,ji ¼ jiji, j ¼ 1, 2, g}, which is

effected by the subspace projector P̂ðaiÞ ¼
Pg
j¼1

ij
�� �

ij
� ��.
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In quantum mechanics the set of eigenvalues {ai} thus determines the spectrum

of all possible outcomes of the single measurement of A. Since the eigenvalues of
the square of the observable Â

2
are given by the squares of eigenvalues of Â, for the

same set of eigenstates,

Â
2jCii ¼ aiÂjCii ¼ ai

2jCii; (3.42)

the square of the dispersion in A, sA
2 ¼ hA2i � hAi2 [see (3.23)], observed in

the repeated measurements of A in the eigenstate jCii, represented by the

eigenfunctions CiðfxagÞ or CiðfpagÞ, identically vanishes:

sA2 ¼ hA2ii � hAii2 ¼ hCijÂ2jCii � hCijÂjCii2 ¼ ai
2 � ai

2 ¼ 0: (3.43)

Therefore, in the eigenstate of Â the physical quantity A is sharply specified, and

each single measurement of this physical property in this state always gives

the same result ai, as reflected by the conditional probabilities: P(CijCi) ¼ 1 and

P(Cj6¼ijCi) ¼ 0.

As we have already demonstrated in (2.60), the eigenstates corresponding to differ-

ent eigenvalues are automatically orthogonal. However, for the degenerate eigenvalues,

several eigenstates correspond to the same eigenvalue (2.58), so they have to be

orthogonalized to safeguard their linear independence. This orthogonalization is

performed by taking appropriate linear combinations of generally nonorthogonal state

vectors, which satisfy the conditions of their mutual orthogonality.

As schematically shown in Fig. 3.1, the prescription to make any pair of

degenerate state vectors to be mutually “perpendicular” is not unique. Thus, the

specific orthogonalization scheme can be selected for reasons of convenience. For

the sake of simplicity consider two normalized state vectors jaii ¼ {ji1i, ji2i} of the
doubly degenerate eigenvalue ai, g ¼ 2, which define the overlap matrix of their

scalar products:

S ¼ haijaii ¼ fhijjij0 i; j; j0 ¼ 1; 2g � 1 S
S 1

� �
; (3.44)

where for definiteness we assume S > 0. In the (nonsymmetric) Schmidt orthogo-
nalization scheme (see Fig. 3.1) of transforming the original vectors {ji1i, ji2i} to

the mutually orthogonal set j�aii ¼ fj�i1i; j�i2ig, one leaves one of these vectors

unchanged, say j�i1i ¼ ji1i, and “rotates” the other, j�i2i ¼ N2ðji2i þ Cji1iÞ, where
N2 is the normalization constant and C denotes the mixing coefficient, until the

two vectors become mutually orthogonal: hi1j�i2i ¼ 0. This condition then gives

C ¼ �S, while the normalization h�i2j�i2i ¼ 1 impliesN2 ¼ ð1� S2Þ�1=2
, and hence

j�i2i ¼ ð1� S2Þ�1=2ðji2i � ji1iSÞ ¼ N2ðji2i � ji1ihi1ji2iÞ ¼ N2ðji2i � P̂iji2iÞ:
(3.45a)
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This expression can be straightforwardly extended to a general case of the

normalized state vector jci Schmidt orthogonalized with respect to the given

subspace jwi ¼ (j’1i, j’2i, . . ., j’ri) of the orthonormal states:

�c
�� � ¼ N½ cj i �

Xr

i¼1

’ij i ’i j ch i� ¼ N½ cj i � P̂w cj i�: (3.45b)

Alternatively, as also shown in the figure, one could manipulate the two non-

orthogonal vectors simultaneously in a symmetrical way, so that both ortho-

gonalized vectors j~aii ¼ fj~i1i; j~i2ig, strongly resemble their initial, nonorthogonal

analogs. In the L€owdin orthogonalization scheme, this transformation is effected

through the symmetric matrix S�1/2, j~aii ¼ jaiiS�1=2, defined by the eigenvalue

problem of the overlap matrix S, i.e., its diagonalization in the orthogonal

transformation:

OTSO ¼ s ¼ fsmdm;ng, S�1=2 ¼ Os�1=2OT, sk ¼f(smÞkdm;ng, OOT ¼ I: (3.46)

Indeed, the orthogonality of the symmetrically rotated vectors j~aii then directly

follows from the orthogonal transformation O which diagonalizes the overlap

matrix:

h~aij~aii ¼ S�1=2haijaii S�1=2 ¼ S�1=2S S�1=2 ¼ S0 ¼ I: (3.47)

These matrix equations apply to any number of the orthogonalized vectors

or wave functions. In the latter case, the overlap matrix is defined to be the

corresponding integrals between nonorthogonal functions, e.g., x(r) ¼ {wt(r)}
(row vector), when Sx ¼ hxjxi ¼ {Sr,t ¼ ʃwr

*(r)wt(r) dr}: ~xðrÞ ¼ xðrÞSx�1=2.

The specific forms of these matrices for the metric of (3.44) read:

s ¼ 1þ S 0

0 1� S

� �
¼ s1 0

0 s2

� �
; O ¼ 1ffiffiffi

2
p 1 1

1 �1

� �
;

S�1=2 ¼ a b

b a

� �
; a ¼ 1

2

1ffiffiffiffi
s1

p þ 1ffiffiffiffi
s2

p
	 


; b ¼ 1

2

1ffiffiffiffi
s1

p � 1ffiffiffiffi
s2

p
	 


:

(3.48)

3.3.3 Expectation Value of Repeated Measurements
and Heisenberg Uncertainty Principle

The average result of the repeated measurements of A in quantum mechanics,

performed on the system in the same initial quantum state jCi, has already
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been established in (3.23). It can be formally stated in the form of a separate

postulate:

Postulate IV.3: The statistically average result of a very large number m ! 1 of

repeated measurements of the physical quantity A performed on the microsystem in

the same initial state jCi is given by the expectation value of its quantum mechanical

operator Â:

hAiC ¼
X
i

PðCijCÞ ai ¼ hCjÂjCi ¼
ð
C�ðQN; tÞ ÂðQNÞCðQN; tÞ dQN

¼
ð
C�ðPN; tÞ ÂðPNÞCðPN; tÞdPN:

(3.49)

It has been demonstrated in (3.43) that in the eigenstate jCii this quantity is

sharply specified with Ah iCi
¼ ai, A2

� �
Ci

¼ a2i , etc. The same conclusion applies to

all physical observables which commute with Â, since all these operators have a

common set of eigenvectors (see Sect. 2.5). However, in a general quantum state of

(3.41), one will detect a dispersion in the measured values of A, with a statistically

distributed results {ai} appearing with frequencies {mi ¼ mP(CijC)} proportional

to the conditional probabilities {P(CijC)} of observing the specified eigenstates

(see caption of Fig. 1.1).

We are now in a position to provide a general formulation of the Heisenberg

Principle of Indeterminacy in quantum mechanics (see Chap. 1). As specific

measures of the simultaneous accuracies of the physical quantities A and B we

adopt their dispersions (standard deviations), sX ¼ h(X�hXi)2i½ ¼ (hX2i�hXi2)½,
X ¼ A, B, with the corresponding expressions in terms of the quantum mechanical

expectation values:

sX2 ¼ X2
� �

C � Xh i2C¼ hCjðX̂� hXiCÞ2jCi � hCjD̂2
XjCi; X ¼ A;B: (3.50)

| i2 〉
| ~
i2〉

| i2 〉

| i1〉  = | i1〉

| ~
i1〉

Fig. 3.1 The diagrammatic representation of the mutually nonorthogonal state vectors {ji1i, ji2i},
and the two sets of their orthogonalized (mutually “perpendicular”) analogs: the Schmidt

(nonsymmetrically) orthogonalized vectors j�aii ¼ fj�i1i; j�i2ig, and the L€owdin (symmetrically)

orthogonalized vectors j~aii ¼ fj~i1i; j~i2ig. The two sets are related by the unitary (rotation)

transformation U ¼ h�aij~aii: j~aii ¼ j�aiiU
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We further observe that the displacement operators D̂A and D̂B are both Hermitian,

as are the observables Â and B̂ themselves, and the following commutator identity

is satisfied:

½Â; B̂� ¼ ½D̂A; D̂B�; (3.51)

since the average values hXiC (numbers) commute with every operator [see (2.34)].

We shall now demonstrate that the following inequality is satisfied by the

simultaneous indeterminacies of the physical quantities A and B:

sA2sB2 	 � 1

4
Ch j½Â; B̂� Cj i2: (3.52)

It constitutes the quantum mechanical formulation of the Heisenberg Uncertainty

Principle, which indeed predicts the simultaneous sharp specification of the com-

muting observables.

In order to prove this inequality let us introduce the physically meaningful, i.e.,

exhibiting a finite norm, auxiliary state vector jF(l)i depending on real parameter l:

jFðlÞi ¼ ðlD̂A � iD̂BÞjCi: (3.53)

The square of its norm (positive) then determines the quadratic function f(l):

hFðlÞjFðlÞi ¼ FðlÞk k2 ¼ hCjðl D̂A � iD̂BÞyðl D̂A � iD̂BÞjCi
¼ hCjðl D̂A þ i D̂BÞðl D̂A � i D̂BÞjCi
¼ hCjðl2D̂2

A � il ½D̂A; D̂B� þ D̂2
BÞjCi

¼ sA2l
2 � i Ch j½Â; B̂� Cj ilþ sB2

� al2 þ blþ c> 0:

(3.54)

For a ¼ sA
2 > 0 this inequality can be satisfied only when there are no

solutions of the associated quadratic equation al2 + bl + c ¼ 0, i.e., when D ¼
b2 � 4 ac < 0 or

� Ch j½Â; B̂� Cj i2< 4 s2As
2
B; (3.55)

which completes the proof.

Consider the illustrative example of the position–momentum relation (1.7). In

position representation (3.34), Â ¼ x; B̂ ¼ �i�h@ @x= , so that their commutator

acting on the continuous function f(x) gives:

½Â; B̂� f ¼ �i�hxð@f=@xÞ þ i�hxð@f=@xÞ þ i�h f ¼ i�h f or ½x̂; p̂x� ¼ i�h: (3.56)
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Thus, these two physical quantities are incompatible, with the limit of the product

of their lowest (simultaneous) inaccuracies being determined by (3.52):

sxspx >
1

2
�h: (3.57)

These predictions agree with the constant (position-independent) probability of

finding a particle at the specified location in space in the state described by the basis

function up(r) (2.76), corresponding to the sharply specified momentum: sp ! 0.

It indeed implies that all localization events are then equally probable, i.e., we are

then completely ignorant about the particle position: sr ! 1. In accordance with

the Heisenberg principle of (3.57) only the infinite position indeterminacy gives the

finite product when multiplied by the infinitesimal momentum uncertainty sp ! 0.

3.3.4 Ensemble Averages in Mixed States

Only certain idealized systems, isolated from their environment, are completely

described by a single state vector jCi or a single wave function C(x). The wave

function of an isolated system depends only on its internal coordinates x and carries
the maximum information about the state of the microsystem available in quantum

physics. The full specification of quantum state of the microobject is through the

state vector belonging to the basis set of the simultaneous eigenvectors of the

system complete set of the mutually commuting observables fÂ; B̂; . . .g, which
diagonalize the matrix representations of these operators, jCi ∈ {jCni ¼
jak, bl, . . .i}. Their eigenvalues (ak, bl, . . .) then provide the complete identification

of the direction of the state vector jak, bl, . . .i in the molecular Hilbert space.

However, microobjects can be coupled to their surroundings. For example, the

particles at constant temperature are in contact with the thermostat (heat “bath”)

and the open systems, exhibiting fluctuating (fractional, continuously changing)

number of particles, are coupled to the external particle “reservoir(s).” The state of

the closed system interacting with its environment will also depend on the external

degrees of freedom describing the latter. Therefore, the formalism of quantum

mechanics must also admit all intermediate stages of an imprecise definition of

the system state, which cannot be linked to a single state vector (wave function).

Such generalized states are called the mixed states, while the systems with the

specified wave function are said to be in the pure state.
As in statistical mechanics, the incomplete information about the system calls

for the concept of an ensemble of quantum states, in which the admissible pure

states appear with some probability. The ensemble consists of a very large number

of replicas of the same system. For example, a system in the thermodynamic

equilibrium at temperature T has a probability of being in its energy eigenstate

jEni proportional to exp(�En/kBT), where kB is the Boltzmann constant. This

probability describes the frequency of such a state among members of the canonical
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ensemble. Similarly, the systems in the grand-canonical ensemble describing the

system in thermodynamic equilibrium with the heat bath at temperature T and the

particle reservoir characterized by the chemical potential m will exhibit the proba-

bility proportional to exp(mNi�En,i)/kBT of observing the eigenvalue En,i of the

Hamitonian ĤðNiÞ, for the specified (integral) number of electrons Ni.

Therefore, such an imprecise definition of the quantum mechanical state can be

interpreted as the statistical mixture of the admissible states {jc1i, jc2i, . . .} of the
system replicas in the ensemble, which appear with the associated (external)
probabilities {p1, p2, . . .}, ∑a pa ¼ 1. The individual states in the mixture do not

have to be orthogonal, e.g., in the grand ensemble, when we mix eigenstates of

different Hamiltonians, but they are always assumed to be normalized.

The statistical mixture should not be confused with the expansion of a single

wave function jFi in the (orthonormal) basis set, say {jCni},

jFi ¼
X
n

jCnihCnjFi ¼
X
n

jCnicn; (3.58)

where jcnj2 generates the conditional probability P(CnjF) of observing in state jFi
the physical attributes of jCni. Indeed, this does not imply that jFi is the mixture of

jC1i with the probability P(C1jF), and jC2i with the probability P(C2jF), etc. The
square of the modulus of F(x), which generates the probability distribution r(x) ¼
F*(x)F(x), then includes the crucial interference terms between different basis

functions, cn
*cmCn

*(x)Cm(x), which are not present in the statistical mixture of

the same basis functions. Thus, the probability weighted sum of distributions

{rn(x) ¼ Cn
*(x)Cn(x)}, generated by each state in the basis set, rens.(x) ¼ ∑n pn

rn(x), cannot reproduce the true probability density r(x). In other words, it is not

possible to describe a statistical mixture by an “average” state vector in the form of

the combination of states of (3.58): rens.(x) 6¼ r(x).
The two levels of probabilities are thus involved in determining the results of

measurements performed on systems in their mixed quantum states. On one hand,

there is the intrinsic quantum mechanical probability of finding in each (pure) state

jcai a specific eigenvalue ak of the observable Â; ÂjCki ¼ akjCki, given by the

square of the modulus of the expansion coefficient Ck,a ¼ hCkjcai, Pk,a ¼ jCkaj2
(Postulate II), which determines the quantum mechanical expectation value

hAia ¼ hcajÂjcai ¼
X
k

akPk;a: (3.59)

Notice that these eigenstates generate the diagonal representation of Â,

AðCÞ ¼ Am;n ¼ hCmjÂjCni ¼ andm;n
� �

.

On the other hand, the additional level of the external probabilities {pa} of

observing the individual states {jcai} in the ensemble intervenes in the mixed

quantum mechanical states. They define the associated density operator given by

the sum of the externally weighted projections onto the quantum states being mixed,
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D̂ ¼
X
a

jcaipahcaj ¼
X
a

paP̂a; (3.60a)

Its matrix representation in the basis set of eigenstates of Â,

DðCÞ ¼ fDm;n ¼ hCmjD̂jCni ¼
X
a

hCnjcaipahcajCmig; (3.60b)

determines the ensemble average value of A:

Aens: ¼
X
a

pahAia ¼
X
a

paf
X
k

akPk;ag

¼
X
n

X
m

X
a

hCnjcaipahcajCmi
( )

hCmjÂjCni

¼
X
n

X
m

hCnjD̂jCmihCmjÂjCni �
X
n

X
m

Dn;mAm;n

� tr½DðCÞAðCÞ� ¼
X
n

hCnjD̂ ÂjCni � trðD̂ ÂÞ

¼ tr½AðCÞDðCÞ� ¼
X
m

hCmjÂ D̂jCmi ¼ trðÂ D̂Þ:

(3.60c)

The Hermitian (nonidempotent!) density operator D̂ involves the probability

weighted projections {fP̂ag} onto the individual states being mixed, while the trace
operation (tr) denotes the summation of all diagonal elements of the matrix

representations of operators in the adopted basis. It also follows from the definition

of D̂ that its expectation value in state jFi

hFjD̂jFi ¼
X
a

pahcajFihFjcai ¼
X
a

pa PðcajFÞ 	 0; (3.61)

and hence D̂ is a positive operator.

It can be also verified that the trace of the product of operators is invariant with

respect to the cyclic permutations of factors in the product [see (3.60c)],

tr (AB . . .CD) = tr(DAB . . .C), etc:; (3.62)

and to a change C ! F in the (orthonormal) basis set:

tr Â ¼
X
n

hCnjÂjCni � trAC

¼
X
n

X
m

X
m0

hCnjFmihFmjÂjFm0 ihFm0 jCni

¼
X
n

X
m

X
m0

hFm0 jCnihCnjFmihFmjÂjFm0 i

¼
X
m

X
m0

hFm0 jFmihFmjÂjFmi

¼
X
m

hFmjÂjFmi � trAF;

(3.63)
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where we have used the closure relations∑mjFmihFmj ¼ ∑njCnihCnj ¼ 1 and the

orthonormality of basis functions hFm0jFmi ¼ dm,m0. One also observes that

tr D̂ ¼
X
n

hCnjD̂jCni ¼
X
a

X
n

pahcajCnihCnjcai

¼
X
a

pahcajcai ¼
X
a

pa ¼ 1: (3.64)

Obviously, the pure state, e.g., jcai, can be viewed as the limiting case of the

ensemble, when pa ¼ 1 and {pb 6¼a ¼ 0}, so that D̂ ¼ P̂a. Only in the pure quantum

state the density operator is idempotent, D̂
2 ¼ D̂ (idempotency of P̂a), so that

trD̂
2 ¼ trD̂ ¼ 1. The corresponding inequality for the mixed state reads: trD̂

2
<1.

When describing parts of a physical system the concept of the partial trace
emerges. Assume that the global system, (1) + (2), consists of distinct subsystems

(1) and (2), described by their associated Hilbert spaces ℋ(1) ¼ {jCi(1)i} and

ℋ(2) ¼ {jFm(2)i}, the tensor product of which spans the Hilbert space of the

system as a whole:

ℋð1; 2Þ ¼ fjCið1ÞijFmð2Þi � jCið1ÞFmð2Þig ¼ ℋð1Þ 
ℋð2Þ: (3.65)

We now introduce the partial traces of the system density operator D̂, which define

the effective density operators for each subsystem: D̂ð1Þ and D̂ð2Þ. This is effected
by contractions of the matrix representation of D̂ in ℋ(1, 2),

D(1, 2) = fhCið1ÞFmð2ÞjD̂jCi 0 ð1ÞFm0 ð2Þi � Di;m;i 0;m 0(1,2)g, (3.66)

by partial trace summations over m ¼ m0 in one subsystem or i ¼ i0 of the other

subsystem:

Dð1Þ ¼
X
m

hCið1ÞFmð2Þj D̂ jCi0 ð1ÞFmð2Þi � tr2Dð1; 2Þ � f Di;i0(1)g,

Dð2Þ ¼
X
i

hCið1ÞFmð2Þj D̂ jCið1ÞFm0 ð2Þi � tr1Dð1; 2Þ � f Dm;m0 (2)g : (3.67)

Let A(1) be a physical quantity of subsystem (1) with the corresponding observ-

able Âð1Þ acting in ℋ(1), which is represented in ℋ(1, 2) by the matrix:

A1;2(1) ¼ fhCið1ÞFmð2ÞjÂð1ÞjCi0 ð1ÞFm0 ð2Þi � Ai;m;i0;m0 ð1Þ
¼ hCið1ÞjÂð1ÞjCi0 ð1ÞihFmð2ÞjFm0 ð2Þi ¼ Ai;i0 ð1Þdm;m0(2)g
� Að1Þ 
 I(2): (3.68)
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The ensemble average value of A(1) [see (3.60a)–(3.60c)] now reads:

Aensð1Þ ¼ tr½Dð1; 2ÞA1;2ð1Þ�
¼

X
i

X
m

½
X
i0

X
m0

Di;m;i0;m0 ð1; 2ÞAi0;m0;i;mð1Þ�

¼
X
i

X
m

½
X
i0

X
m0

Di;m;i0;m0 ð1; 2ÞAi0;ið1Þdm0;mð2Þ�

¼
X
i

X
i0
½
X
m

Di;m;i0;mð1; 2Þ�Ai0;ið1Þ�

¼
X
i

X
i0
½
X
m

Di;i0 ð1ÞAi0;ið1Þ�

¼ tr½Dð1ÞAð1Þ�: (3.69)

Therefore, the partial trace concept enables one to calculate the ensemble

average of the subsystem quantity A(1) as if this part of the whole physical system
were isolated in the effective mixed state of (1) in the system as a whole, defined

by the density operator D(1), which already involves the partial trace over the states

of the other subsystem.

3.4 Angular Momentum and Spin Operators

In (3.36) we have used the Jordan rules to generate the quantum mechanical

observable l̂ðfxagÞ ¼ �i�hr �r corresponding in the position representation to

the particle angular momentum l ¼ r � p, e.g., that of the electron moving around

nucleus in an atom. This equation also defines the associated component operators,

obtained by expanding the determinant of the vector product:

l̂x ¼ ŷp̂z � ẑp̂y ¼ �i�hðy@ @z= � z@ @y= Þ;
l̂y ¼ ẑp̂x � x̂p̂z ¼ �i�hðz@ @x= � x@ @z= Þ;
l̂z ¼ x̂p̂y � ŷp̂x ¼ �i�hðx@ @y= � y@ @x= Þ:

(3.70)

They give rise to the following commutation relations:

½̂lx; l̂y� ¼ i�ĥlz; ½̂ly; l̂z� ¼ i�ĥlx; ½̂lz; l̂x� ¼ i�ĥly; ½̂l2; l̂x� ¼ ½̂l2; l̂y� ¼ ½̂l2; l̂z� ¼ 0:

(3.71)

It thus follows from the first three relations of this equation that for the finite

angular momentum jlj > 0 its three components cannot be simultaneously deter-

mined precisely; clearly, for jlj ¼ 0 they are all vanishing: lx ¼ ly ¼ lz ¼ 0. The

remaining relations indicate that only the length jlj ¼ (l2)1/2 of the angular
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momentum and one of its components, say lz, can be simultaneously sharply

defined. Indeed, the analysis of the quantized eigenvalue problems of these

operators, which can be found in any textbook of quantum mechanics, gives:

l2 ¼ lðlþ 1Þ�h2; l ¼ 0; 1; 2; . . . ; lz ¼ m�h; m ¼ �l;�lþ 1; . . . ; 0; . . . ; l� 1; l:

(3.72)

The commutation relations can be straightforwardly derived using the commu-

tator identities of (2.34) and the known commutators involving the position fx̂ig
and momentum fp̂ig observables [see (3.56)]:

½x̂i; x̂j� ¼ ½p̂i; p̂j� ¼ 0; ½x̂i; p̂j� ¼ i�hdi;j: (3.73)

For example,

½̂lx; l̂y� ¼ l̂x̂ly � l̂ŷlx ¼ ½ŷp̂z � ẑp̂y; ẑp̂x � x̂p̂z�
¼ ½ŷp̂z; ẑp̂x� þ ½ẑp̂y; x̂p̂z�
¼ ðx̂p̂y � ŷp̂xÞ½ẑ; p̂z� ¼ i�ĥlz:

(3.74)

However, the origin of the spin angular momenta (see Sect. 1.4) is not classical,

so that the Jordan rules do not apply in constructing their operators. Consider a single

electron as an example. We shall now derive the matrix representations of the spin

operator ŝ ¼ îsx þ jŝy þ jŝz in the basis set of the two allowed spin states jji � (jai,
jbi) (see Fig. 1.2) by postulating that these nonclassical angular momentum

operators satisfy the same commutator relations as their classical analogs:

½̂sx; ŝy� ¼ i�hŝz; ½̂sy; ŝz� ¼ i�hŝx; ½̂sz; ŝx� ¼ i�hŝy; ½̂s2; ŝx� ¼ ½̂s2; ŝy� ¼ ½̂s2; ŝz� ¼ 0:

(3.75)

In other words, we again recognize that, as in the classical case, only the length and

one of the components of the spin angular momentum can be simultaneously

specified. This is exactly what is observed in the experiment (see Fig. 1.2).

We first observe that the two spin states of an electron are then represented by the

associated spin wave functions (column vectors):

aðjÞ ¼ hjjai ¼ fhsjaig ¼ 1

0

� �
; bðjÞ ¼ hjjbi ¼ fhsjbig ¼ 0

1

� �
;

hbjai ¼
X
s

hbjsihsjai ¼ byðjÞaðjÞ ¼ 0;

hajai ¼
X
s

hajsihsjai ¼ ayðjÞaðjÞ ¼ hbjbi ¼
X
s

hbjsihsjbi ¼ byðjÞbðjÞ ¼ 1:

(3.76)
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To simplify notation, we introduce the dimensionless Pauli operator,

ŝ ¼ 2ŝ=�h ¼ iŝx þ jŝy þ jŝz; (3.77)

in terms of which the first three commutation relations of (3.75) read:

½ŝx; ŝy� ¼ 2iŝz; ½ŝy; ŝz� ¼ 2iŝx; ½ŝz; ŝx� ¼ 2iŝy: (3.78)

The same relations must be satisfied by the matrix representations of the spin

components fŝig in the basis jji, called the Pauli matrices.

Since ½ŝ2; ŝz� ¼ 0, these two operators are represented by the diagonal matrices

in this basis set jji of their common eigenvectors:

ŝ2 aj i ¼ 3 aj i; ŝ2 bj i ¼ 3 bj i; ŝz aj i ¼ aj i; ŝz bj i ¼ � bj i:

These matrices include the corresponding eigenvalues as diagonal elements:

s2 ¼ jh jŝ2 jj i ¼ 3 0

0 3

� �
and sz ¼ jh jŝz jj i ¼ 1 0

0 �1

� �
: (3.79)

In order to determine the Pauli matrices representing the remaining spin

components,

sx ¼ jh jŝx jj i ¼ a1;1 a1;2
a2;1 a2;2

� �
and sy ¼ jh jŝy jj i ¼ b1;1 b1;2

b2;1 b2;2

� �
; (3.80)

we first use two commutation relations of (3.78):

½sx;sz� ¼ �2isy ) 0 �2a1;2
2a2;1 0

� �
¼ �2i

b1;1 b1;2
b2;1 b2;2

� �
; (3.81)

½sy;sz� ¼ 2isx ) 0 �2b1;2
2b2;1 0

� �
¼ 2i

a1;1 a1;2
a2;1 a2;2

� �
: (3.82)

Hence, a1,1 ¼ a2,2 ¼ b1,1 ¼ b2,2 ¼ 0, b1,2 ¼ �ia1,2, b2,1 ¼ ia2,1. The remaining

two matrix elements then result from the third commutation rule,

½sx;sy� ¼ 2isz ) 2i
a1;2a2;1 0

0 �a1;2a2;1

� �
¼ 2i

1 0

0 �1

� �
; (3.83)

which implies a1,2a2,1 ¼ 1. Therefore, by setting a1,2 ¼ a2,1 ¼ 1, one arrives at the

following explicit forms of the Pauli matrices in (3.80):
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sx ¼ 0 1

1 0

� �
and sy ¼ 0 �i

i 0

� �
: (3.84)

Their nondiagonal character reflects the fact that these observables are not

sharply defined simultaneously with the two spin parameters defining the basis

set jji.
It thus directly follows from these explicit representations of the Pauli operators

that their actions on the spin functions of (3.76) give:

sxa ¼ b; sxb ¼ a; sya ¼ ib; syb ¼ �ia; sza ¼ a; szb ¼ �b: (3.85)

3.5 Pictures of Time Evolution

After establishing the basic concepts of the quantum kinematics, dealing with the

quantum objects at the given time t ¼ t0, we now turn to alternative formulations of

the quantum dynamics, which determines the evolution of the microsystems in

time. The possibility of such different formulations arises because the basic mathe-

matical entities of the theory, such as state vectors and operators, are not directly

accessible to physical measurement. As we have seen in the preceding sections

of this chapter, only the eigenvalues of the quantum observables and the scalar

products of state vectors have direct experimental implications. They respectively

determine the spectrum of all possible outcomes of single measurements of the

physical quantity to which the operator corresponds and their associated

probabilities in a very large number of repetitions of experiments carried on the

same quantum state of the physical system in question. Therefore, as long as these

experimental predictions remain the same, the alternative formulations of the

quantum dynamics, called state pictures, remain acceptable and fully equivalent

physical theories.

As we have seen in Sect. 2.7, the unitary operators Û; for which Û
y ¼ Û

�1
, have

the desired property of not affecting the eigenvalues of the transformed operators

Â0 ¼ ÛÂÛ
y
and the scalar products between the transformed vectors jC0i ¼ ÛjCi

and jF0i ¼ ÛjFi : hF0jC0i ¼ hFjÛyÛjCi ¼ hFjCi. The range of unitary operators
is not limited to their time-independent form, which we have examined in Sect. 2.7,

giving rise to different descriptions of the quantum object at the specified time

t ¼ t0. The unitary transformations can be also used to express a change of quantum

states with time, i.e., the alternative dynamical pictures of quantum mechanics.

For example, in the Schr€odinger (S) picture, when the spectrum of the operator

eigenvalues does not depend on time, one uses the time-independent operators

Â � ÂS so that the evolution of quantum objects in time is embodied in the
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time-dependent state vector jCS(t)i, generated from the initial state jC(t0)i by the

action of the unitary operator Ûðt� t0Þ of the time evolution t0 ! t of jC(t0)i:

jCSðtÞi ¼ Ûðt� t0ÞjCðt0Þi; Ûðt� t0Þy ¼ Ûðt� t0Þ�1 � Ûðt0 � tÞ;
Ûðt� t0ÞÛðt0 � tÞ ¼ 1 and Ûð0Þ ¼ 1;

(3.86)

where the inverse evolution t ! t0 of jCS(t)i recovers the state vector at t ¼ t0:

Ûðt0 � tÞ CSðtÞj i ¼ Cðt0Þj i: (3.87)

It also directly follows from the unitary character of the time evolution operator that

the normalization of state vectors is conserved in time:

hCSðtÞjCSðtÞi ¼ hCðt0ÞjÛðt� t0ÞyÛðt� t0ÞjCðt0Þi ¼ hCðt0ÞjCðt0Þi: (3.88)

In the Heisenberg (H) picture, the state vectors do not change in time, but

the operators become time dependent. Therefore, the operator of the inverse time

evolution in (3.86) marks the unitary transformation of jCS(t)i into the time-

independent vector of the Heisenberg picture: jC(t0)i � jCHi. The time-dependent

operators are then given by the transformation:

ÂHðtÞ ¼ Ûðt0 � tÞÂSÛðt0 � tÞ�1 ¼ Ûðt0 � tÞÂSÛðt� t0Þ: (3.89)

When the quantum object is composed of interacting subsystems, its time-

independent energy operator of the Schr€odinger picture, the Hamiltonian Ĥ, can

be partitioned into the contribution representing the energy of the noninteracting

subsystems, Ĥ0, and their mutual interaction, V̂,

Ĥ ¼ Ĥ0 þ V̂: (3.90)

The quantum dynamics of such composite systems can be best expressed in the

Interaction (I) picture, in which both the state vectors and operators are time

dependent. The relevant time-dependent unitary operator, which transforms these

mathematical entities from the above Schr€odinger picture, depends solely on Ĥ0:

ŜðtÞ ¼ exp
i

�h
Ĥ0t

	 

: (3.91)

Here, the exponential operator is defined by its power series expansion:

B̂ðtÞ � exp Ât
� 
 ¼

X1
n¼0

ðÂtÞn
n!

; (3.92a)
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giving rise to the time derivative:

dB̂ðtÞ
dt

¼
X1
n¼0

ntn�1Â
n

n!
¼ Â

X1
n¼1

ðÂtÞn�1

ðn� 1Þ! ¼ Â
X1
m¼0

ðÂtÞm
m!

¼ ÂexpðÂtÞ: (3.92b)

The state vectors and operators in the I-picture of Quantum Mechanics are defined

by the following transformations of their corresponding S-picture analogs:

jCIðtÞi ¼ ŜðtÞjCSðtÞi; ÂIðtÞ ¼ ŜðtÞÂSŜðtÞ�1: (3.93)

In the remaining part of this chapter we shall explore in some detail the time

evolution of quantum states in the Schr€odinger picture and examine some of its

physical implications. In the final Sect. 3.7 we summarize the related dynamical

equations in the alternative pictures of quantum dynamics.

3.6 Schr€odinger Picture: Dynamics of Wave Functions

and Density Operators

Let us determine the explicit form of the unitary operator Ûðt� t0Þ of (3.86). The
relevant equation of motion for quantum states in this dynamical picture is the

subject of

Postulate V: The time evolution of the state vector jCS(t)i � jC(t)i is governed
by the Schr€odinger equation:

i�h
d CðtÞj i

dt
¼ Ĥ CðtÞj i; (3.94)

where the Hamiltonian Ĥ is the observable associated with the system total energy.

The corresponding wave equations, either in the position-spin or the momentum-

spin representations, determine the dynamics of the associated wave functions:

i�h
dCðQN; tÞ

dt
¼ ĤðQNÞCðQN; tÞ or i�h

dCðPN; tÞ
dt

¼ ĤðPNÞCðPN; tÞ: (3.95)

Substituting (3.86) into (3.94) gives:

i�h
dÛðt� t0Þ

dt
� Ĥ Ûðt� t0Þ

� �
Cðt0j i ¼ 0 or i�h

dÛðt� t0Þ
dt

¼ Ĥ Ûðt� t0Þ: (3.96)
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The formal solution of this differential equation is thus given by the following

evolution operator [see also (3.92a) and (3.92b)]:

Ûðt� t0Þ ¼ exp � i

�h
ðt� t0ÞĤ

	 

� exp � i

�h
t Ĥ

	 

� ÛðtÞ: (3.97)

Hence, the operator of the reverse evolution, from t to t0,

ÛðtÞy ¼ ÛðtÞ�1 ¼ exp
i

�h
t Ĥ

	 

¼ Ûð�tÞ: (3.98)

It can be easily verified by the differentiation with respect to time, using the

derivative (3.92b) of the exponential operator (3.92a), that the action of this unitary

operator is equivalent to the dynamical Schr€odinger equation (3.94).

We now briefly examine the implications of Schr€odinger’s time evolution for

the mixed states. The unitary character of the time evolution operator then directly

implies that if the system at the initial time t ¼ t0 has probability pk of being

in the state jcai ¼ jca(t0)i, then, at a subsequent time t, it has the same probability

of being in the evolved state jca(t)i. Indeed, the density operator at time t [see
(3.60a)–(3.60c)],

D̂ðtÞ ¼
X
a

paðtÞjcaðtÞihcaðtÞj ¼
X
a

paðtÞP̂aðtÞ; (3.99)

gives

paðtÞ ¼ hcaðtÞjD̂ðtÞjcaðtÞi ¼ hcajD̂jcai ¼ pa; (3.100)

since the matrix elements of operators are invariants of the unitary transformations.

Before we examine the equation of motion for D̂ðtÞ ¼ P
apaP̂aðtÞ let us first

derive it for the projection operator P̂aðtÞ onto the pure state jca(t)i. Using the

Schr€odinger equation (3.94) for jca(t)i and its Hermitian conjugate gives:

d

dt
P̂aðtÞ ¼ d caðtÞj i

dt

	 

caðtÞh j þ caðtÞj i d caðtÞh j

dt

	 


¼ 1

i�h
Ĥ caðtÞj i caðtÞh j � caðtÞj i caðtÞh jĤ� 
 ¼ 1

i�h
½Ĥ; P̂aðtÞ�:

(3.101)

Multiplying the preceding equation by pa(t) ¼ pa and summing over all states in

the statistical mixture of D̂ðtÞ gives the related dynamics of the density operator

itself:

i�h
d

dt
D̂ðtÞ ¼ ½Ĥ; D̂ðtÞ�: (3.102)
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3.6.1 Energy Representation and Stationary States

The explicit form of the time-dependent wave function

CðQN; t� t0Þ � CðQN; tÞ ¼ exp � i

�h
ĤðQNÞt

	 

CðQN; t0Þ; (3.103)

can be obtained in the energy representation of Sect. 2.7, i.e., for the orthonormal

basis set of the eigenfunctions cnðQNÞ ¼ QN
�� cn

� �� �
of the system Hamiltonian

ĤðQNÞ ¼ QN
� ��Ĥ QN

�� �
:

ĤðQNÞ cnðQNÞ ¼ En cnðQNÞ: (3.104)

Indeed, by expanding the wave function in this energy basis set,

CðQN; t0Þ ¼
X
n

Cn cnðQNÞ;

Cn ¼ cn j Cðt0Þh i ¼
ð
c�
nðQNÞCðQN; t0Þ dQN;

(3.105)

and using the power series for the exponential evolution operator (3.92a) and its

derivative (3.92b), one finds the wave function after the time interval t ¼ t�t0:

CðQN; tÞ ¼
X1
k¼0

1

k!
� i

�h
ĤðQNÞ t

	 
k X
n

Cn cnðQNÞ

¼
X
n

Cn cnðQNÞ
X1
k¼0

1

k!
� i

�h
Ent

	 
k

¼
X
n

Cnexp � i

�h
Ent

	 

cnðQNÞ

�
X
n

unðtÞcnðQNÞ �
X
n

Cn CnðQN; tÞ:

(3.106)

In the preceding expansion, the time-dependent wave function is expressed in

terms of the time-dependent eigenfunctions of the Hamiltonian,

CnðQN; tÞ ¼ cnðQNÞ exp � i

�h
Ent

	 

� cnðQNÞ exp �iontð Þ

¼ QN
�� CEn

ðtÞ� �
; (3.107)

which represent the stationary states of the system, for its sharply specified energies

{En}. Such states are given by the product of the time-independent amplitude

cnðQNÞ, determined by the eigenvalue problem of (3.104), and the time-dependent
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phase factor exp �iontð Þ, which does not contribute to the associated (time inde-

pendent) probability distribution,

pnðQN; tÞ ¼ cnðQnÞ exp � i

�h
Ent

	 
����
����
2

¼ cnðQnÞj j2 ¼ c�
nðQnÞcnðQnÞ; (3.108)

which is seen to be determined solely by the state amplitude.

The time-dependent coefficients funðtÞ ¼ cn j CðtÞh i ¼ Cnexpð�iontg in

(3.106) provide the energy representation of state jC(t)i. Since the conditional

probability P(cnjC(t)) ¼ jun(t)|2 ¼ jCnj2, we thus conclude that the time evolution

of the state vector in the S-picture represents its “rotation” in the Hilbert space,

which conserves in time the probabilities of observing the system stationary states.

We also observe that for the combination of (3.106) to retain the stationary

character it must be limited only to the subspace corresponding to a single degen-

erate eigenvalue En, with all its components thus exhibiting the same phase factor.

To summarize, the stationary states, in which the system energy is sharply

defined, are distinguished by several special features. The energy determines

uniquely the time-dependent factor of the wave function, so that the probability

distribution and its current (see Section 3.6.3) are time independent. Moreover, the

expectation values of any physical observable ÂðQNÞ, which does not depend on

time explicitly, are conserved:

Ah i¼
ð
C�

nðQN;tÞÂðQNÞCnðQN;tÞdQN¼
ð
c�
nðQNÞÂðQNÞcnðQNÞdQN¼ const:

(3.109)

These average values thus become sharply defined, equal to a single eigenvalue

of ÂðQNÞ, hAi ¼ ai, when the latter commutes with the system Hamiltonian.

Also, when these two observables do not commute, the conditional probability

P(’jjCn) of finding a given eigenvalue aj, where ’jðQNÞ represents the eigenstate of
ÂðQNÞ,

ÂðQNÞ’kðQNÞ ¼ ak ’kðQNÞ ; (3.110)

given by the square of the modulus of the relevant expansion coefficient, the

projection of Cn into ’k, also remains constant in time:

Pð’jjCnÞ ¼
ð
’�
j ðQNÞCnðQN; tÞ dQN

����
���� 2 ¼ const: (3.111)

The Schr€odinger equation emphasizes the crucial role of the system energy

operator in determining the system dynamics, similar to that played by the

Hamilton function in classical mechanics [see (3.1)]. In general, the precise
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specification of the system energy does not identify the stationary quantum state

uniquely. Indeed, for this to be the case one also requires the eigenvalues a ¼ {ai}
of the complete set of the commuting observables fÂig, which also commute with

the system Hamiltonian (see Sect. 2.5):

½Ĥ; Âi� ¼ ½Âi; Âj� ¼ 0; i; j ¼ 1; 2; . . . ; s: (3.112)

Together with the sharply defined energy En they provide the complete description

of their common eigenvectors:

Ĥ En; aj i ¼ En En; aj i; fÂi En; aj i ¼ ai En; aj ig: (3.113)

It follows from (3.102) that in the energy representation the dynamics of the

diagonal elements of the density operator D̂ðtÞ;Dn;nðtÞ ¼ cnh jD̂ðtÞ cnj i, represent-
ing the population of state jcni in the ensemble, predicts:

i�h
d

dt
Dn;nðtÞ ¼ cnh jĤD̂ðtÞ � D̂ðtÞĤ cnj i ¼ En cnh jD̂ðtÞ � D̂ðtÞ cnj i ¼ 0: (3.114)

For its off-diagonal matrix element Dm;nðtÞ ¼ cmh jD̂ðtÞ cnj i, representing

coherences between states jcmi and jcni in the ensemble, one similarly finds:

i�h
d

dt
Dm;nðtÞ ¼ cmh jĤD̂ðtÞ � D̂ðtÞĤ cnj i

¼ ðEm � EnÞ cnh jD̂ðtÞ cnj i
¼ ðEm � EnÞDm;nðtÞ

(3.115a)

or

d

dt
½lnDm;nðtÞ� ¼ � i

�h
ðEm � EnÞ: (3.115b)

Therefore, in the stationary-state representation Dn;nðtÞ ¼ const: and

Dm;nðtÞ ¼ exp � i

�h
ðEm � EnÞt

	 

Dm;nð0Þ: (3.116)

In the remaining part of this section we shall explore some physical implications

of the dynamical Schr€odinger equation.
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3.6.2 Time Dependence of Expectation Values
and Ehrenfest Principle

Since the Schr€odinger equation (3.94) is of the first order in t, the state jC(t)i at any
subsequent time t > t0 is uniquely determined given the initial state jC(t0)i.
Therefore, there is no indeterminacy in the free evolution of quantum systems.

The irreversibility arises only in an act of measurement, which unpredictably

modifies the system state. Thus, between the two measurements the evolution of

quantum states is perfectly deterministic.

It also follows from the linear and homogeneous character of this equation that

its solutions are linearly superposable. More specifically, the linear combination

at the initial time jC(t0)i ¼ C1jC1(t0)i + C2jC2(t0)i becomes jC(t)i ¼
C1jC1(t)i + C2jC2(t)i at t > t0, so that the correspondence between jC(t0)i and

jC(t)i is marked by preservation of the coefficients before their components during

time evolution. Another manifestation of this property is the conservation in time of

the ensemble probabilities (3.100).

Next, let us examine the time evolution of the mean (expectation) values of the

physical observables. As we have already observed in (3.88), the preservation in

time of the state normalization is assured by the unitary character of the time

evolution operator of (3.86). Thus, in the mean value of the physical quantity

A, which in general case may explicitly depend on time, Â ¼ ÂðtÞ, only the explicit
time dependency of the wave function and that of the observable do matter, since

the implicit dependence through the coordinates (or momenta) has already been

eliminated by integration in the expectation value of (3.109). Using the relevant

Hilbert space expression and the Schr€odinger equation (3.94) then gives:

d CðtÞh jÂðtÞ CðtÞj i
dt

¼ d

dt
CðtÞh j

	 

Â CðtÞj iþ CðtÞh jÂ d

dt
CðtÞj i

	 

þ CðtÞh j@Â

@t
CðtÞj i

¼1

ih�
CðtÞh j½Â;Ĥ� CðtÞj iþ CðtÞh j@Â

@t
CðtÞj i�1

ih�
½Â;Ĥ�� �þ @Â

@t

* +
:

(3.117)

Therefore, for the physical observables, which do not depend explicitly on time,

d Ah i
dt

¼ i

�h
½Ĥ; Â�� �

; (3.118)

and hence the observable commuting with the Hamiltonian represents the system

constant of motion.
Consider the illustrative example of a motion in one dimension, in the potential

V(x), of the spinless particle described by the Hamiltonian ĤðxÞ ¼ VðxÞ þ p̂2x=2m.
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We first examine the time dependence of the particle average position hxi. Using
(2.34) and (3.56) in the preceding equation gives:

d xh i
dt

¼ i

�h
½Ĥ; x̂�� � ¼ i

2m�h
½p̂2x ; x̂�
� � ¼ i

2m�h
½p̂x½p̂x; x̂� þ ½p̂x; x̂�p̂xh i ¼ pxh i

m
: (3.119)

Therefore, the relation between the expectation values of the position and momen-

tum is the same as that between their classical analogs: vx ¼ dx/dt ¼ px/m.
One similarly arrives at the second Newton’s law of classical dynamics,

dpx/dt ¼ Fx ¼ �dV(x)/dx, where Fx stands for the force acting on the particle, by

examining the time evolution of pxh i:

d pxh i
dt

¼ i

�h
½Ĥ; p̂x�
� � ¼ i

�h
½VðxÞ; p̂x�h i ¼ i

�h
i�h
@V

@x

� �
¼ � @V

@x

� �
¼ Fxh i: (3.120)

Accordingly, for the movement of a quantum particle in three dimensions, in the

potential V(r) generating the classical force field F(r) ¼ �∇V(r), one finds

d ph i
dt

¼ � rVh i ¼ Fh i: (3.121)

This correspondence between the quantum relations in terms of the expectation

(mean) values of physical quantities and the associated equations of classical

mechanics expresses the Ehrenfest principle of quantum mechanics. In any quan-

tum state jCi the time dependencies of the expectation values of the position and

momentum operators are seen to follow the corresponding relations between the

associated classical quantities. This rule complements the related Correspondence

Principle of Bohr (see Chap. 1) that the quantum description becomes classical in

the limit of high energies and very large quantum numbers, when one can safely

neglect the finite value of the quantum of action: �h ! 0.

3.6.3 Probability Current and Continuity Equation

Let us again assume the system composed of a single (spinless) particle. In the

position representation, the state jc(t)i is represented by the normalized wave

function c(r; t) ¼ hrjc(t)i which generates the probability density

pðr; tÞ ¼ jcðr; tÞj2 ¼ hcðtÞjrihrjcðtÞi � hcðtÞjr̂ðrÞjcðtÞi ¼ rðr; tÞ: (3.122)

It directly follows from the Schr€odinger equation (3.94) that the square of the norm
of the wave function, i.e., the integral of p(r, t) over the whole physical space,

remains constant in time and equal to 1 for the normalized quantum state. This does
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not imply, however, that p(r, t) is also locally conserved over time. Indeed, the

stream of probability may transport the particles from one region of space to

another. It is our goal in this section to establish the appropriate expression for

the local probability current.

It should be recalled that in the electromagnetism the charge (volume) density

rel(r; t) is linked to the flux of the vector current density Jel(r; t) through the local

continuity equation,

@

@t
relðr; tÞ ¼ �r � Jelðr; tÞ; (3.123)

where the left-hand part of the equation expresses the net change of the density in

the fixed, infinitesimal volume around r, and the right-hand part represents the flux

across the surface, which defines this volume element. We are now searching for

an analogous equation expressing the local probability balance in the quantum

mechanics, i.e., the appropriate definition of the probability current j(r; t). The
negative divergence of this yet unknown vector will then measure the flux of

particles leaving the local volume element.

The system Hamiltonian in the position representation,

ĤðrÞ ¼ VðrÞ þ p̂
2ðrÞ
2m

¼ VðrÞ � �h2

2m
D; (3.124)

with the real potential VðrÞ for ĤðrÞ to be Hermitian, gives the dynamical

Schr€odinger equation in the form:

i�h
@cðr; tÞ

@t
¼ VðrÞcðr; tÞ � �h2

2m
Dcðr; tÞ: (3.125)

Multiplying, from the left, both sides of this equation by c*(r; t), and of the complex

conjugate Schr€odinger equation by c(r; t), subtracting the resulting equations and

dividing by i�h then give:

@½c�c�
@t

¼ � �h

2mi
½c�Dc� cDc��: (3.126)

This equation can be then transformed into the continuity-type equation (3.123),

@

@t
pðr; tÞ ¼ �r � jðr; tÞ; (3.127)

with the probability current
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jðr; tÞ ¼ �h

2mi
½c�ðr; tÞrcðr; tÞ � cðr; tÞrc�ðr; tÞ�

¼ 1

m
Re½c�ðr; tÞ �h

i
rcðr; tÞ�;

(3.128)

r � j ¼ �h

2mi
½ðrc�Þ � ðrcÞ þ c�ðr2cÞ � ðrcÞ � ðrc�Þ � cðr2c�Þ�

¼ �h

2mi
½c�Dc� cDc��:

The form of the probability current (3.128) indicates that it is determined by the

expectation (mean) value in state jc(t)i of the Hermitian operator

ĵðrÞ ¼ 1

2m
rj i rh jp̂þ p̂ rj i rh j½ �; (3.129)

which represents the symmetrized product of operators for the probability density,

r̂ðrÞ ¼ jrihrj, and particle velocity, v̂ ¼ p̂=m. Indeed, such a product is also

associated with the physical meaning of the current density vector of a classical

fluid.

To conclude this section, let us express the complex wave function c(r, t) in
terms of its (real) modulus R(r; t) and phase F(r; t):

cðr; tÞ ¼ Rðr; tÞ exp½iFðr; tÞ�: (3.130)

It then directly follows from (3.122) and (3.128) that

pðr; tÞ ¼ R2ðr; tÞ and

jðr; tÞ ¼ �h

m
R2ðr; tÞrFðr; tÞ ¼ pðr; tÞr½�h

m
Fðr; tÞ�:

(3.131)

3.7 Heisenberg and Interaction Pictures of Quantum Dynamics

We conclude this short outline of the formal framework of quantum dynamics with

a summary of the relevant equations of motion in the H- and I-pictures of Sect. 3.5.
As we have already indicated in (3.89) the operators fÂHg in the Heisenberg picture
generally depend on time, even if their analogs in the Schr€odinger picture {ÂS}

do not. However, for the conservative system, the Hamiltonian ĤS of which does

not depend on time, and an observable ÂS representing a constant of motion
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(commuting with ĤS), the evolution operator Ûðt� t0Þ � ÛðtÞ of (3.97) commutes

with ÂS so that

ÂHðtÞ ¼ Û
�1ðtÞÂSÛðtÞ ¼ Û

�1ðtÞÛðtÞÂS ¼ ÂS: (3.132)

The operators for such physical properties are thus equal in both dynamical

pictures, and in particular ĤH ¼ ĤS.

For an arbitrary observable ÂSðtÞ one finds using (3.96), its adjoint, and (3.89):

d

dt
ÂHðtÞ ¼ 1

i�h
Û

�1ðtÞÂSðtÞĤSðtÞÛðtÞ � Û
�1ðtÞĤSðtÞÂSðtÞÛðtÞ

h i

þ Û
�1ðtÞ dÂSðtÞ

dt
ÛðtÞ:

(3.133)

Inserting next the unity factor ÛðtÞÛ�1ðtÞ ¼ 1 between ĤS and ÂS in the first two

terms of the right hand side in the preceding equation finally gives

d

dt
ÂHðtÞ ¼ 1

i�h
½Û�1ðtÞÂSðtÞÛðtÞ� ½ Û�1

ĤSðtÞÛðtÞ�
n

�½Û�1ðtÞĤSðtÞÛðtÞ� ½ Û�1ðtÞÂSðtÞÛðtÞ�
o
þ Û

�1ðtÞ dÂSðtÞ
dt

ÛðtÞ
(3.134)

and hence

i�h
d

dt
ÂHðtÞ ¼ ½ÂHðtÞ; ĤHðtÞ� þ i�h

d

dt
ÂSðtÞ

	 


H

: (3.135)

It was Schr€odinger who first discovered the dynamical equation bearing his

name. The subsequent Heisenberg picture has established the evolution of matrices

representing operators fÂHðtÞg, hence the nameMatrix Mechanics (see Chap. 1), to
be later shown to be fully equivalent to the Schr€odinger Wave Mechanics.

For the physical observables ÂS, which do not depend explicitly on time, the last

term in (3.135) vanishes. Moreover, since the expectation value is invariant to the

unitary transformation linking the two pictures,

AðtÞh i ¼ CSðtÞh jÂS CSðtÞj i ¼ CHh jÂHðtÞ CHj i: (3.136)

Since in the last term only the operator depends on time
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d

dt
AðtÞh i ¼ CHh j dÂHðtÞ

dt
CHj i ¼ 1

i�h
CHh j½ÂHðtÞ; ĤHðtÞ� CHj i

¼ 1

i�h
CSðtÞh j½ÂS; ĤS� CSðtÞj i ¼ i

�h
½Ĥ; Â�� �

S
;

(3.137)

where we have again recognized that commutators and expectation values are

invariants of the unitary transformation between the two pictures.

We have thus recovered (3.118) for the time evolution of expectation values in

the Schr€odinger dynamics. Notice, however, that (3.135) is more general than

(3.118), providing the relation between operators, instead of their expectation
values. Indeed, an advantage of the Heisenberg picture is that it gives rise to

equations which are formally similar to those in classical mechanics. For example,

the Heisenberg picture generalization of the Ehrenfest principle relations of (3.119)

and (3.120) reads:

dx̂HðtÞ
dt

¼ p̂x;HðtÞ
m

and
dp̂x;HðtÞ

dt
¼ � @Vðx̂H; tÞ

@x̂H
: (3.138)

Finally, let us examine the equation of motion in the interaction picture introduced

in Sect. 3.5, with the unitary operator of (3.91), determined by the noninteracting

Hamiltonian Ĥ0, now transforming the vectors and operators of the Schr€odinger
picture into their interaction picture analogs. Substituting the reverse transformation

to that of (3.93),

jCSðtÞi ¼ Ŝ
�1ðtÞjCIðtÞi ¼ exp � i

�h
Ĥ0t

	 

jCIðtÞi; (3.139)

into the Schr€odinger equation (3.94) gives the corresponding dynamical equation in

the I-picture:

i�h
d CIðtÞj i

dt
¼ V̂I CIðtÞj i; (3.140a)

with the time evolution now governed by the transformed interaction part V̂ of the

Hamiltonian (3.90):

V̂I ¼ ŜðtÞV̂Ŝ�1ðtÞ ¼ exp
i

�h
Ĥ0t

	 

V̂ exp � i

�h
Ĥ0t

	 

: (3.140b)

Therefore, in the interaction picture, the time dependence of operators (3.93)

reads:

ÂIðtÞ ¼ ŜðtÞÂSŜ
�1ðtÞ ¼ exp

i

�h
Ĥ0t

	 

Â exp � i

�h
Ĥ0t

	 

; (3.141)
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where the observable Â ¼ ÂS is time independent. It can be also expressed by the

equivalent expression obtained by the differentiation with respect to time of the

preceding equation [see also (3.92a) and (3.92b)]:

i�h
d

dt
ÂIðtÞ ¼ ½ÂIðtÞ; Ĥ0�: (3.142)

Therefore, in the interaction picture both state vectors and operators are chang-

ing with time: the time evolution of the former is described by the Schr€odinger-like
(3.140a) and (3.140b), while the latter evolve in time in accordance with the

Heisenberg-like (3.142). This form of quantum dynamics thus represents an inter-

mediate level between the Schr€odinger and Heisenberg pictures in treating dynam-

ics of quantum objects. Operators depend on time as do operators in the Heisenberg

picture for the noninteracting physical system described by the noninteracting

Hamiltonian Ĥ0, while the Schr€odinger-like time dependence of the state vectors

(or wave functions) is determined solely by the interaction operator V̂I.
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Chapter 4

Hydrogen-Like Atom

Abstract As an illustration of the basic principles of the Schr€odinger wave mecha-

nics presented in the preceding chapter the bonded (stationary) states and the

corresponding energy levels of the one-electron (hydrogenic) atom are determined

analytically. First, the Hamiltonian of this two-particle, central-potential system is

separated into parts describing the free movement of the Center-of-Mass (CM) and

the internal motion of electron relative to nucleus, respectively. In the Cartesian

CM coordinates R ¼ (X, Y, Z) the eigenstates of the CM problem are the plane
waves representing the common eigenvectors with the operator of the system

overall momentum P. The separation of the spherical coordinates R ¼ (R, y, f)
allows one to uniquely specify the spherical-waves of the CM motion as simulta-

neous eigenvectors of the compatible attributes of the CM angular momentum L,
viz., the square of its length (L2) and the selected coordinate (Lz), thus express-

ing them as products of the associated spherical harmonic (angular part) and the

spherical Bessel function (radial part). The analogous separation of the internal
spherical coordinates r ¼ (r, #, ’) expresses the eigenvectors (orbitals) of the

relative-motion Hamiltonian as products of the angular functions representing the

simultaneous eigenfunctions of the compatible (commuting) observables l2 and lz
associated with the electron orbital angular momentum l, called the orbital spherical
harmonics (the associated Legendre polynomials), and the corresponding radial

functions (the Laguerre polynomials). Selected properties of these stationary states

and the atomic shell structure they determine are discussed, the relation to Bohr’s

model of the Old Quantum Theory is examined and the system of atomic units

(a.u.), convenient in molecular applications, is introduced.

4.1 Separation of Hamiltonian and Center-or-Mass Motion

The hydrogen-like atom consists of an electron of mass me in position re, which
exhibits the elementary negative charge �e, moving around the positively charged

nucleus +Ze of mass Mn in position Rn. It represents one of the very few prototype

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_4, # Springer-Verlag Berlin Heidelberg 2012
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systems, the stationary states of which can be determined analytically by solving

the associated eigenvalue problem of the system Coulombic Hamiltonian.

It is convenient to separate the movement of the Center-of-Mass (CM) of this

two-particle system, M ¼ me þ Mn, with the coordinates R ¼ (mere þ MnRn)/M
and momentum P ¼ pe þ Pn, where pe and Pn denote the momenta of its two

constituent parts, from the internal motion described by the electron position rela-

tive to nucleus, r ¼ re � Rn, and the associated relative momentum p ¼ (Mnpe �
mePn)/M � mr ffi pe, where the system reduced mass m ¼ meMn/M ffi me, due to

the dominant mass of the heavy nucleus. This allows one to separate the

contributions due to these two sets of coordinates/momenta in the classical Hamil-

tonian function combining the kinetic energies of individual particles and the

potential energy due to their Coulomb interaction, V(r) ¼ �e2/r, which depends

only on the interparticle distance r ¼ |r|:

Hðre; pe;Rn;PnÞ ¼ 1

2me
p2e þ

1

2Mn
P2
n �

e2

r

¼ 1

2M
P2 þ 1

2m
p2 � VðrÞ

� �
¼ HCMðPÞ þ hðp; rÞ;

(4.1)

It should be observed that the CM movement is free (there is no potential of forces

acting on CM in HCM) so that P is conserved in time.

These additive contributions to the classical Hamiltonian function give rise

to the corresponding energy operators in the position representation [see (3.35)

and (3.37)]:

ĤðR; rÞ ¼ P̂
2ðRÞ
2M

þ p̂
2ðrÞ
2m

þ VðrÞ
� �

¼ ��h2

2M
DR þ ��h2

2m
Dþ VðrÞ

� �

� ĤCMðRÞ þ ĥðrÞ: (4.2)

Here, the separate Hamiltonians ĤCMðRÞ and ĥðrÞ, respectively, denote the energy

operators of the free movement of CM and of the relative motion of the electron in

the field of its nuclear attractor.

Therefore, the stationary Schr€odinger equation (3.104)

ĤðR; rÞFðR; rÞ ¼ EFðR; rÞ; (4.3a)

where the amplitude wave function is given by the product

FðR; rÞ ¼ CCMðRÞcðrÞ (4.3b)

which separates the two sets of coordinates, reduces into two simpler eigenvalue

problems for the two additive energy components:

ĤCMðRÞCCMðRÞ ¼ ECMCCMðRÞ and ĥðrÞcðrÞ ¼ ecðrÞ: (4.4)
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The system total energy is then given by the sum of their eigenvalues,

E ¼ ECM þ e; (4.3c)

measuring the sharply defined kinetic energy ECM of the free motion of the system

as a whole, and the internal energy e of the relative motion of electron around

nucleus.

Obviously, in the Cartesian coordinate system R ¼ (X, Y, Z) the kinetic energy
operator ĤCMðRÞ commutes with the system overall momentum operator P̂ðRÞ,
since the square of an operator commutes with the operator itself. Therefore, the

solutions of the first of these two Schr€odinger equations can be sought as

eigenfunctions of P̂ðRÞ, i.e., as the states corresponding to the sharply specified

momentum, represented by the plane waves of (2.76):

CCMðRÞ ¼ ð2p�hÞ�3=2
expðiK � RÞ; K ¼ P=�h; ECM ¼ �h2K2=ð2MÞ: (4.5)

Indeed, operators ĤCM and P̂ constitute one of the complete sets of observables for

the free motion of this CM “particle,” with their common eigensolutions

thus providing the full description of this global movement state in quantum

mechanics.

4.2 Free Motion in Spherical Coordinates

The alternative set of the complete set of observables commuting with ĤCMðRÞ
involves the compatible pair of operators associated with the system overall angular

momentum L ¼ R � P, say L̂
2
and L̂Z, [L̂

2
, L̂Z] ¼ 0 [see (3.71)], which can also

be shown to commute with the CM Hamiltonian:

½L̂2
; ĤCM� ¼ ½L̂Z; ĤCM� ¼ 0: (4.6)

Expressing L ¼ |L| in terms of the lengths of the two defining vectors and the angle

a between them gives:

L2 ¼ ðRP sin aÞ2 ¼ R2P2½1� ðcos aÞ2� ¼ R2P2 � ðR � PÞ2 � R2ðP2 � PR
2Þ; (4.7)

where PR ¼ (R/R)�P � eR�P measures the radial component of the total momen-

tum P, i.e., its projection onto the unit vector eR ¼ R/R. It can then be verified that

the kinetic energy of the CM

HCMðPÞ ¼ 1

2M
P2 ¼ 1

2M
P2
R þ

1

2MR2
L2: (4.8)
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Let us further recall that all quantum mechanical observables must be Hermitian.

Therefore, as the momentum operator does not commute with eR [see (3.56)],

in forming the quantum operator corresponding to PR, one has to symmetrize the

defining product, PR ¼ ½(eR�P + P�eR), which assures the Hermitian character of

the associated operator for the radial component of the overall momentum in the

position representation:

P̂RðRÞ ¼ 1

2
½eR � P̂ðRÞ þ P̂ðRÞ � eR� ¼ � i�h

2
ðeR � rR þrR � eRÞ: (4.9)

The first part in parentheses measures the component of P̂ðRÞ in direction R, which
in the spherical coordinates R ¼ (R, y, f) amounts to the radial differentiation

operator

eR � P̂ðRÞ ¼ �i�h
R

R
� @

@R
¼ �i�h

@R

@R
� @

@R
¼ �i�h

@

@R
: (4.10)

Therefore, the action of P̂RðRÞ on the continuous function f(R) gives:

P̂Rf ¼ � i�h

2

@f

@R
þ eR � rRf þ f rR � eR

� �
¼ �i�h

@f

@R
þ f

R

� �

¼ �i�h
1

R

@

@R
R

� �
f ; (4.11)

thus identifying the radial momentum operator

P̂RðRÞ ¼ �i�h
1

R

@

@R
R: (4.12)

To summarize, in the adopted spherical coordinates the CM Hamiltonian, which

represents in quantum mechanics the physical quantity of (4.8) reads:

ĤCMðR; y;fÞ ¼ ��h2

2M
DR ¼ 1

2M
P̂
2

R þ
1

2MR2
L̂
2
: (4.13)

Using next the explicit form of the Laplacian in spherical coordinates,

DR ¼ r2
R ¼ 1

R

@

@R
R

� �2

þ 1

R2

1

sin y
@

@y
sin y

@

@y

� �
þ 1

sin2y
@2

@f2

� �
; (4.14)

one identifies

L̂
2ðy;fÞ ¼ ��h2

1

sin y
@

@y
sin y

@

@y

� �
þ 1

sin2y
@2

@f2

� �
: (4.15)
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In addition, by a straightforward chain-rule transformation of derivatives in (3.70),

one finds:

L̂ZðfÞ ¼ �i�h
@

@f
: (4.16)

Therefore, it directly follows from (4.13) and (4.15) that the first commutation

relation of (4.6) indeed holds, L̂
2
; ĤCM

h i
¼ 0, since L̂2 commutes with itself and

does not act on the radial coordinate R, thus also commuting with the first, radial

part of ĤCMðR; y;fÞ. The second commutation relation of (4.6) directly follows

from the commutation relations between observables representing the Cartesian

components of L [see (2.34)]:

½L̂2
; L̂Z� ¼ ½L̂2

X þ L̂
2

Y þ L̂
2

Z; L̂Z� ¼ ½L̂2

X þ L̂
2

Y ; L̂Z� ¼ ½L̂2

X; L̂Z� þ ½L̂2

Y ; L̂Z�
¼ L̂X½L̂X; L̂Z� þ ½L̂X; L̂Z�L̂X þ L̂Y ½L̂Y ; L̂Z� þ ½L̂Y ; L̂Z�L̂Y

¼ �i�hðL̂XL̂Y þ L̂YL̂XÞ þ i�hðL̂YL̂X þ L̂XL̂YÞ ¼ 0; (4.17)

where we have used the elementary commutators of (3.71):

½L̂X; L̂Z� ¼ �i�hL̂Y and ½L̂Y ; L̂Z� ¼ i�hL̂X:

It thus follows from (4.6) that the eigenfunctions CðR; y;fÞ of ĤCMðR; y;fÞ
should also satisfy the following simultaneous eigenvalue problems:

ĤCMðR; y;fÞCðR; y;fÞ ¼ ECMCðR; y;fÞ; ECM ¼ �h2K2=ð2MÞ;
L̂
2ðy;fÞCðR; y;fÞ ¼ L2CðR; y;fÞ and

L̂ZðfÞCðR; y;fÞ ¼ LZCðR; y;fÞ: (4.18)

Hence, these common eigenfunctions can be written as products of the radial factor

fK,l(R) and one of the angular momentum eigenfunctions fYm
l ðy;fÞg, called the

spherical harmonics,

CCMðR; y;fÞ ¼ fK;lðRÞYm
l ðy;fÞ: (4.19a)

The latter represent the common eigenfunctions of the two compatible angular

momentum observables:

L̂
2ðy;fÞYm

l ðy;fÞ ¼ lðlþ 1Þ�h2Ym
l ðy;fÞ; l ¼ 0; 1; 2; . . . ;

L̂ZðfÞYm
l ðy;fÞ ¼ m�h Ym

l ðy;fÞ; m ¼ �l;�lþ 1; . . . ; l� 1; l; (4.20)

where the integral quantum numbers l and m determine the allowed spectrum of

these physical quantities: L2 ¼ l(l þ 1)�h2 and LZ ¼ m�h.
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Inserting the product function of (4.19a) into the Schr€odinger equation (4.18) for
the CM motion gives the following radial equation for fK,l(R):

� 1

R

d2

dR2
R

� �
þ lðlþ 1Þ

R2

� �
fK;lðRÞ ¼ K2fK;lðRÞ; (4.21)

where we have used the identity

1

R

d

dR
R

� �2
¼ 1

R

d2

dR2
R: (4.22)

Upon substituting z ¼ KR, this differential equation is transformed into the spheri-
cal Bessel equation,

d2fK;lðzÞ
dz2

þ 2

z

dfK;lðzÞ
dz

þ 1� lðlþ 1Þ
z2

� �
fK;lðzÞ ¼ 0; (4.23)

the regular solutions of which define the spherical Bessel functions:

jlðKRÞ ¼ � R

K

� �l
1

R

d

dR

� �l
j0ðKRÞ; j0ðKRÞ ¼ sinðKRÞ

KR
; (4.24)

satisfying the following orthogonality relation for the continuous spectrum of K:

ð1

0

jlðKRÞjl0 ðK0RÞR2dR ¼ p
2K2

dðK � K0Þdl;l0 : (4.25)

To summarize, it is natural in the spherical coordinate system to specify the

stationary states of the free motion of the CM in the hydrogen-like atom as product

of the spherical Bessel function and the spherical harmonic:

CCMðR; y;fÞ ¼ jlðKRÞYm
l ðy;fÞ: (4.19b)

4.3 Eigenfunctions of Angular Momentum Operators

The spherical harmonics can be similarly factorized into eigenfunction of L̂ZðfÞ,

FmðfÞ ¼ ð2pÞ�1=2
expðimfÞ; (4.26)
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and the remaining factor Ym
l ðyÞ:

Ym
l ðy;fÞ ¼ Ym

l ðyÞFmðfÞ: (4.27)

Substituting this expression into (4.20) and using the explicit form (4.15) of the

operator L̂
2ðy;fÞ then give the following differential equation for Ym

l ðyÞ:

1

sin y
@

@y
sin y

@Ym
l ðyÞ
@y

� �
þ lðlþ 1Þ � m2

sin2y

� �
Ym

l ðyÞ ¼ 0: (4.28)

The subsequent substitution �1 � x ¼ cosy � 1 then transforms the previous

equation into a more familiar form of the differential equation defining the

associated Legendre polynomials,

d

dx
ð1� x2Þ dY

m
l ðxÞ
dx

� �
þ lðlþ 1Þ � m2

1� x2

� �
Ym

l ðxÞ ¼ 0: (4.29)

For m ¼ 0 it reduces to the differential equation defining the Legendre polynomials
of order l; Y0

l ðxÞ � PlðxÞ,

d

dx
ð1� x2Þ dPlðxÞ

dx

� �
þ lðlþ 1ÞPlðxÞ ¼ 0: (4.30)

Its solutions can be written in the compact (Rodrigues) form:

PlðxÞ ¼ 1

2ll!

dl

dxl
ðx2 � 1Þl: (4.31)

The remaining associated Legendre polynomials of degree l and order |m| � l,

Ym
l ðxÞ � Nl;mP

mj j
l ðxÞ, which satisfy (4.28) for m 6¼ 0, can then be obtained from

these polynomials by repeated differentiations with respect to x:

P
mj j
l ðxÞ ¼ ð�1Þ mj jð1� x2Þ mj j=2 d mj jPlðxÞ

dx mj j : (4.32)

The normalization constant Nl,m reflecting the proportionality between Ym
l ðxÞ and

P
mj j
l ðxÞ is to be determined from the following condition:

ð1

�1

Ym
l ðxÞ

� �2
dx ¼ 1 ) Nl;m ¼ ð2lþ 1Þðl� mj jÞ!

2ðlþ mj jÞ!
� �1=2

: (4.33)
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The spherical harmonics fYm
l ðy;fÞ � Ym

l ðOÞg satisfy the usual orthonormality

conditions,

ðp

0

sin y dy
ð2p

0

dfYm	
l ðy;fÞ Ym0

l0 ðy;fÞ ¼
ð
Ym	
l ðOÞ Ym0

l0 ðOÞ dO ¼ dl;l0dm;m0 ; (4.34)

involving the integration over the whole range of 4p steradians of the solid angle O,
i.e., over all possible directions of the unit vector in the physical space:

ðp

0

sin y dy
ð2p

0

df ¼
ð1

�1

d cos y
ð2p

0

df ¼
ð
dO ¼ 4p: (4.35)

They are automatically satisfied when the two factors in (4.27) are chosen to obey

the associated partial relations:

ðp

0

sin y dyYm
l ðyÞYm

l0 ðyÞ ¼ dl;l0 and

ð2p

0

dfF	
mðfÞFm0 ðfÞ ¼ dm;m0 : (4.36)

Clearly, the same type of spherical functions describes the eigenstates of

the internal (orbital) angular momentum l ¼ r � p, associated with the relative

motion of electron around the atomic nucleus. The corresponding internal spherical

harmonics now depend on the angular coordinates specifying the direction of the

relative position vector r ¼ (r, #, ’) of the system electron,

Ym
l ð#; ’Þ ¼ Ym

l ð#ÞFmð’Þ; (4.37)

and satisfy the associated eigenvalue problems of the compatible operators of the

orbital angular momentum of (3.70) and (3.71):

l̂
2ð#; ’ÞYm

l ð#; ’Þ ¼ lðlþ 1Þ�h2Ym
l ð#; ’Þ; l ¼ 0; 1; 2; . . . ;

l̂zð’ÞYm
l ð#; ’Þ ¼ m�h Ym

l ð#; ’Þ; m ¼ �l;�lþ 1; . . . ; l� 1; l; (4.38)

The associated commutation relations are given by (3.71) and those involving

the internal Hamiltonian ĥðrÞ ¼ ĥðr; #; ’Þ:

½̂l2; ĥ� ¼ ½̂lz; ĥ� ¼ 0; (4.39)

where in full analogy to (4.13)

ĥðr; #; ’Þ ¼ ��h2

2m
Dðr; #; ’Þ þ VðrÞ ¼ 1

2m
p̂2r þ

1

2mr2
l̂
2ð#; ’Þ þ VðrÞ; (4.40)
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here, the operator of the radial component of the orbital momentum [see (4.12)],

p̂rðrÞ ¼ �i�h
1

r

@

@r
r; (4.41)

and the operators of the orbital angular momentum in the spherical coordinates of

the system electron read [see (4.15) and (4.16)]:

l̂
2ð#; ’Þ ¼ ��h2

1

sin#

@

@#
sin#

@

@#

� �
þ 1

sin2#

@2

@’2

� �
; l̂zð’Þ ¼ �i�h

@

@’
: (4.42)

It thus follows from (4.39) that the eigenfunctions of the internal Schr€odinger
equation (4.4) can be factorized in the form analogous to that in (4.19a):

cn;l;mðr; #; ’Þ ¼ Rn;lðrÞYm
l ð#; ’Þ: (4.43)

These functions represent the simultaneous eigenstates of the associated three

(internal) commuting observables:

ĥðr; #; ’Þcn;l;mðr; #; ’Þ ¼ encn;l;mðr; #; ’Þ
l̂
2ð#; ’Þcn;l;mðr; #; ’Þ ¼ lðlþ 1Þ�h2cn;l;mðr; #; ’Þ; l ¼ 0; 1; 2; . . . ;

l̂zð’Þcn;l;mðr; #; ’Þ ¼ m�hcn;l;mðr; #; ’Þ; m ¼ �l;�lþ 1; . . . ; l� 1; l:

(4.44)

4.4 Radial Eigenfunctions and Energy Levels

To obtain the radial functions {Rn,l(r)} and the admissible energy levels {en} of the
bonded, stationary states of the internal motions of the electron around the nucleus

in the hydrogen-like atom, when en < 0, one substitutes the product function of

(4.43) into the first eigenvalue problem of the preceding equation. This gives the

radial Schr€odinger equation in the form [compare (4.21)]:

� �h2

2m
1

r

d2

dr2
r

� �
þ �h2lðlþ 1Þ

2mr2
� Ze2

r
þ enj j

� �
Rn;lðrÞ ¼ 0: (4.45)

It can be subsequently simplified by the substitution Un,l(r) ¼ rRn,l(r) and by

the introduction of the redefined coefficients in this differential equation: the

energy parameter kn
2 ¼ 2m|en|/�h

2, the energy-scaled (dimensionless) radial dis-

tance rn ¼ 2knr, and a reduced measure of the nuclear charge zn ¼ Z/(kna0),
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where a0 ¼ �h2/(me2) ¼ 0.5292 � 10�10 m denotes the radius of the first Bohr’s

orbit in the hydrogen atom,

d2Un;lðrnÞ
dr2n

� lðlþ 1Þ
r2n

Un;lðrnÞ þ
zn
rn

� 1

4

� �
Un;lðrnÞ ¼ 0: (4.46)

In the asymptotic region of very large distances rn ! 1 it thus reduces to a

simple differential equation

d2Un;lðrnÞ
dr2n

¼ Un;lðrnÞ
4

; rn ! 1; (4.47)

the general solution of which reads: Un,l(rn) ~ Aexp(�rn/2) þ Bexp(rn/2), where
A and B are integration constants. For this radial function to be finite in this limit

B ¼ 0, so that Un,l(rn) ~ Aexp(�rn/2) (rn ! 1).

In the other extreme region of rn ! 0 the radial equation (4.46) becomes

d2Un;lðrnÞ
dr2n

¼ lðlþ 1Þ
r2n

Un;lðrnÞ; rn ! 0: (4.48)

Inserting into the preceding equation the trial function Un,l(rn) ¼ rn
x then gives the

following quadratic equation for the critical exponent x:

xðx� 1Þ ¼ lðlþ 1Þ ) fx1 ¼ �l; x2 ¼ lþ 1g; (4.49)

thus predicting the general solution near the nucleus in the form Un,l(rn) ~ A0rn
�l þ

B0rn
l+1. The well-behaving (finite) solution thus results only for A0 ¼ 0:

Un,l(rn) ~ B0rn
l+1 (rn ! 0).

The above analysis suggests the following general form of the radial wave

function,

Un;lðrnÞ ¼ expð�rn=2Þrnlþ1VðrnÞ; (4.50a)

which automatically guarantees the correct behavior in both these asymptotic

regions, including the additional (finite) factor V(rn) defined by the power series:

VðrnÞ ¼
X1
i¼0

airin: (4.50b)

Its substitution into (4.46) gives the following differential equation for determining

this unknown radial factor:

rn
d2

dr2n
þ ð2lþ 2� rnÞ

d

drn
� ðlþ 1� znÞ

� �
VðrnÞ ¼ 0: (4.51)
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As V(rn) represents the power series this differential equation effectively deter-

mines the (energy dependent) recursive relation between the coefficients {ai}.
Indeed, the left-hand side of this equation also constitutes the power series which

vanishes only when coefficients at all powers of rn are simultaneously equal to

zero. This requirement generates the following recursion relation between the

neighboring coefficients in (4.50b) for the representative term rn
k:

akþ1

ak
¼ ðk þ lþ 1Þ � zn

ðk þ 1Þðk þ 2lþ 2Þ : (4.52)

This power series thus begins with the constant term a0 6¼ 0 and it must terminate at

some finite maximum power. Indeed, if it failed to do so, in the limit of very large

values of k, i.e., k ! 1, ak+1/ak ! 1/k, which is characteristic of the power series

expansion of the function expðrnÞ ¼
P1
i¼0

1
i! r

i
n. Thus, should the power series in

(4.50b) fail to terminate, the radial wave function Un,l(rn) would become infinite

(ill-behaved) at rn ! 1, diverging as exp(rn/2).
Therefore, the truncation of this series into the polynomial is the crucial require-

ment for the radial wave function to well behave at large distances. A reference

to (4.52) shows that the series will indeed become the polynomial of degree k ¼ j
when aj+1/aj ¼ 0, which takes place only for

ðjþ lþ 1Þ � n ¼ zn or n2 ¼ zn
2 ¼ Z2=ðkn2a02Þ ¼ Z2�h2=ð2mjenja02Þ: (4.53)

As, by definition, j is a non-negative integer and l ¼ 0, 1,. . . [see (4.44)], the

principal quantum number n, which identifies the electronic “shells,” must also be a

positive integer n ¼ 1, 2, . . .. It is subject to the restriction n > l, since the degree
of the polynomial after which the series expansion terminates j ¼ n � (l þ 1) 
 0,

V(rn) ¼ Vn,l(rn), so that there are n values of the angular momentum quantum

number l consistent with the given n: l ¼ 0, 1, . . ., n � 1.

To summarize, the radial wave function of the internal states of the one-electron
atom reads:

Un;lðrnÞ¼An;lexpð�rn=2Þrnlþ1Vn;lðrnÞ¼An;lexpð�rn=2Þrnlþ1
Xn�l�1

i¼0

airin; (4.54)

where An,l stands for the appropriate normalization constant. The polynomials

Vn,l(rn), the solutions of the differential equation (4.51), are known as the

associated Laguerre polynomials:

Vn;lðrnÞ ¼ L2lþ1
n�l�1ðrnÞ ¼

Xn�l�1

i¼0

ð�1Þi½ðnþ lÞ!�2
i!ðn� l� 1� iÞ!ð2lþ 1þ iÞ! r

i
n: (4.55)
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Again, the associated Laguerre polynomials LqpðrnÞ of degree p and order q, are
compactly represented by the following formulas of Rodrigues in terms of the

Laguerre polynomials LpðrnÞ of degree p:

Lq¼0
p ðrnÞ ¼ LpðrnÞ ¼ expðrnÞ

dp

drpn
½rpn expð�rnÞ�; (4.56)

LqpðrnÞ ¼ ð�1Þq dq

drqn
LqþpðrnÞ: (4.57)

Thus, the condition of the well-behaved wave function at infinity gives rise to a

quantization of the internal energy en ¼ �|en| of electron in the hydrogen-like atom:

enj j ¼ Z2

2n2
me4

�h2

� �
ffi Z2

2n2
mee

4

�h2

� �
� Z2

2n2
hartrees � Z2

n2
rydbergs, (4.58)

1 hartree = 2 rydbers = 2je0j ¼ 27:21161 eV = 4:359814� 10�18 J; (4.59)

where we have introduced two popular units of energy used in atomic and mole-

cular physics. For Z ¼ 1 this energy spectrum reproduces that following from the

historically first quantum model of the hydrogen atom proposed by Bohr in the Old

Quantum Theory. One also observes that the scaling factor kn ¼ Z/(na0) of

the radial distance rn is shell-specific.

4.5 Orbital Degeneracy and Electron Distribution

The energy spectrum of (4.58) becomes very dense for large values of the principal

quantum number, with e1 ¼ 0, and becomes continuous for the nonbonded (scat-

tering) states, for e > 0, when the electron can exhibit the infinite separation from

the nucleus. Therefore, such energy-continuum states of the hydrogen-like atom

describe the ionization processes, involving a removal of the system electron.

The wave functions of (4.43) define the admissible (linearly independent)

bonded states of electron in the hydrogen-like atom. Since the value of the allowed

internal energy of (4.58) depends solely on the principal quantum number n
the number of combinations of the remaining quantum numbers, the secondary
(orbital) quantum number l and magnetic (azimuthal) quantum number m, which
are consistent with the given value of n, determines the system overall orbital

degeneracy. For each value of the quantum number associated with the length of

the orbital angular momentum, l ¼ 0, 1,. . ., n � 1, which identifies specific atomic

“subshells,” there are 2l þ 1 admissible values of the azimuthal quantum number

m (4.44) determining the spatial orientation of the angular momentum vector

(Fig. 1.2). Hence, the total orbital degeneracy gn of the given eigenvalue en in
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hydrogen-like atom, i.e., the number of independent stationary (bonded) electronic

states belonging to this energy level:

gn ¼
Xn�1

l¼0

ð2lþ 1Þ ¼ n2: (4.60)

This orbital-degeneracy is doubled if the two spin states of an electron, a(s) or b(s),
depending on the discrete spin variable s ¼ (�½, ½), are taken into account, as

each Atomic Orbital (AO) cn;l;mðr; #; ’Þ can be combined with any of these spin

functions into the corresponding Spin Orbitals (SOs)

cs
n:l;mðr; #; ’; sÞ ¼

cþ
n;l;mðr; #; ’; sÞ ¼ cn;l;mðr; #; ’ÞaðsÞ

c�
n;l;mðr; #; ’; sÞ ¼ cn;l;mðr; #; ’ÞbðsÞ

(
: (4.61)

Hence, in hydrogen-like atom all energy levels with n > 1 exhibit some orbital
degeneracy, while the ground 1s state,

c1;0;0ðr; #; ’Þ ¼
Z3

pa30

� �1=2

expð�Zr=a0Þ; (4.62)

exhibits only the double spin degeneracy.

The appearance of the degenerate quantum states can be often ascribed to

some apparent symmetry in the physical system. For example, the degeneracy

with respect to the magnetic quantum number m reflects the central potential
feature of the one-electron atom. It originates from the absence of the preferred

spatial direction and hence from the invariance with regard to rigid rotations

about the origin. The degeneracy of states corresponding to different values of l
consistent with the given n is peculiar to the Coulomb potential. Any departure

from the strict 1/r dependence, e.g., in many-electron atoms, will remove this

(“accidental”) degeneracy.

The atomic orbitals of (4.43) are complex for m 6¼ 0, because of the Fm(’)
factor in Ym

l ð#; ’Þ (4.37), with only m ¼ 0 functions,

cn;0;0ðrÞ � ns; cn;1;0ðr; #Þ � npz; cn;2;0ðr; #Þ � ndz2 ; etc:; (4.63)

which do not depend on the spherical angle ’, are automatically real. However, one

can always transform the pair of the complex–conjugate orbital factors Fmð’Þ ¼
F	

�mð’Þ for m > 0 into two real combinations by extracting their real and imagi-

nary parts:

Re½Fmð’Þ� ¼ 1

2
½Fmð’Þ þ F�mð’Þ� ¼ cosðm’Þ;

Im½Fmð’Þ� ¼ 1

2i
½Fmð’Þ � F�mð’Þ� ¼ sinðm’Þ: (4.64)
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Since such real combinations involve functions with the same length of the angular

momentum, this physical quantity still remains sharply specified in these combined

states. However, the real orbitals are no longer eigenfunctions of the z-component

of the angular momentum, as they combine functions with different eigenvalues of

this observable. Therefore, in a single measurement of lz, one has probability ½ of

observing either lz ¼ m�h or lz ¼ �m�h and hence lzh i ¼ 0 in such linear

combinations cn;l;�m of the complex orbitals cn;l;m.

The AO parity, i.e., the symmetry (g) or antisymmetry (u) property of cn;l;m with

respect to the inversion operator î, which reverses the internal Cartesian

coordinates, îðx; y; zÞ ¼ ð�x;�y;�zÞ, is determined solely by the associated prop-

erty of the spherical harmonic factor Ym
l ð#; ’Þ, since such operation of reversing

directions of the coordinate system does not affect the radial distance r. Indeed, in
the spherical coordinates îðr; #; ’Þ ¼ ðr; p� #; ’þ pÞ and hence the action of î on
Fm(’) gives:

î expðim’Þ ¼ ½expðipÞ�m expðim’Þ ¼ ð�1Þ mj j
expðim’Þ: (4.65)

Thus, the magnetic quantum number m itself determines the parity of Fm(’), which
is symmetric (g) [antisymmetric (u)] with respect to inversion for the even (odd)

values of m.
Next, let us examine the parity of the other, #-dependent part of the angular

function, Ym
l ðxÞ � Nl;mP

mj j
l ðxÞ, x ¼ cos#. Since î cos# ¼ cosðp� #Þ ¼ � cos#

and the associated Legendre polynomial of degree l and orderm, P
mj j
l ðxÞ, is obtained

by differentiating (l þ |m|)-times the even function (x2 � 1)l of the argument x in

(4.31) and (4.32), the action of the inversion operation on this angular factor of the

wave function gives:

îP
mj j
l ðcos#Þ ¼ ð�1Þlþ mj j

expðim’ÞP mj j
l ðcos#Þ: (4.66)

It thus follows from the preceding two equations that the overall parity of the

angular function is determined by the parity of the orbital quantum number l:

îYm
l ð#; ’Þ ¼ ð�1Þlþ2 mj jYm

l ð#; ’Þ ¼ ð�1ÞlYm
l ð#; ’Þ: (4.67)

Atomic orbitals posses a number of nodal surfaces on which cn;l;m ¼ 0, as

indeed required to satisfy the orthogonality relations, which guarantee the linear

independence of AO. For this purpose it is customary to examine the spatial

properties of the real AO (4.64),

cn;l;�mðr; #; ’Þ / rl expðknrÞL2lþ1
n�l�1ð2knrÞPm

l ðcos#Þ
cosðm’Þ
sinðm’Þ

�

¼ Rn;lðrÞYxa;yb;zc

l ; (4.68)
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e.g., cn;1;�1 ¼ npx; npy
	 


; cn;2;�1 ¼ ndxz; ndyz
	 


; cn;2;�2 ¼ fndxy; ndx2�y2g, etc.

The angular functions Yxa;yb;zc

l of the real AO are simple functions of the respective

integer powers {a, b, c} of the electron Cartesian coordinates, which are indicated

in their symbolic notation.

By examining the individual factors in the preceding expression, one first

realizes that there are l � m values of # for which Pm
l ðcos#Þ vanishes and the

real/imaginary parts of (4.64) vanish at m values of the azimuth. Moreover, the

associated Laguerre polynomial vanishes at n � l � 1 values of r; for l 6¼ 0

the radial factor rl has also the “node” at r ¼ 0. Hence, disregarding the latter,

the total number of nodal surfaces in AO at finite distances is n � 1, including

n � l � 1 radial and l angular surfaces.
It thus follows from these considerations that only the l ¼ n � 1 AO, e.g., 1s,

2p, 3d, 4f, etc., have zero radial nodal-surfaces, thus exhibiting only one maximum

in their radial probability density, which is customarily used to represent the dis-

tribution of electrons in atoms. More specifically, using the probability density of

finding the electron at point r ¼ (r, #, ’) ¼ (r, O),

rn;l;mðr; #; ’Þ ¼ jcn;l;mðr; #; ’Þj2 ¼ R2
n;lðrÞ Ym

l ð#; ’Þ
�� ��2; (4.69)

one finds from (4.34) the associated radial probability of locating the electron in the

infinitesimal radial range, between the concentric spheres of radii r and r þ dr,

Pn;lðr; drÞ ¼ r2R2
n;lðrÞ dr

ð
Ym
l ðOÞ

�� ��2dO ¼ r2R2
n;lðrÞ dr; (4.70)

where we have recognized the angular normalization of (4.34). Hence, the radial
probability density reads:

rrad:n;l ðrÞ �
dPðr; drÞ

dr
¼ r2R2

n;lðrÞ: (4.71)

For example, for the ground state of the hydrogen-like atom (4.62), for which

R1,0 (r) / exp(�Zr/a0) and hence rrad:1;0 ðrÞ / r2 expð�2Zr=a0Þ, the maximum of

the radial distribution is observed at rmax.(Z) ¼ a0/Z. This radial probability density
also predicts the following average values of r and r2:

rðZÞh i ¼
ð1

0

rrrad:1;0 ðrÞdr ¼ 4
Z

a0

� �3 ð1

0

exp � 2Zr

a0

� �
r3dr ¼ 3

2

a0
Z
; (4.72)

r2ðZÞ� 
 ¼
ð1

0

r2rrad:1;0 ðrÞdr ¼ 4
Z

a0

� �3 ð1

0

exp � 2Zr

a0

� �
r4dr ¼ 3

a0
Z

� �2

; (4.73)

where we have used the typical integral
Ð1
0

yn expð�byÞ dy ¼ n!=bnþ1. Hence, the

square of the dispersion sr in the radial distance of this one-electron atom reads:
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s2r ¼ r2ðZÞ� 
� rðZÞh i2 ¼ 3

4

a0
Z

� �2

or sr ¼
ffiffiffi
3

p

2

� �
a0
Z

� �
: (4.74)

Therefore, in the hydrogen atom the maximum radial probability is found at

rmax.(Z ¼ 1) ¼ a0 as already predicted by Bohr. It should be emphasized, however,

that the latter model has invoked the classical (“flat”) planetary picture of the

electron movements around the nucleus, while the quantum-mechanical perspec-

tive predicts the correct spherical distribution of the electron probability density

around the nucleus.

The radial densities for the remaining AO in this prototype atomic system are well

known and available in practically every textbook of quantum chemistry or elemen-

tary quantum mechanics. Let us only recall here that with the increasing principal

quantum number n ¼ 1, 2, 3, which determines the successive electronic shells, the

average distance from the nucleus increases. The atomic subshells, identified by the

alternative values of the orbital quantum number l consistent with the given principal
quantum number n, exhibit the decreasing trend with increasing l in their most

probable and average distances from the nucleus, e.g., r3dh i< r3p
� 


< r3sh i. This
observation reflects the intervention of the orthogonality constraints with respect to

the stationary states exhibiting the same symmetry and lower energy, for which the

electron is on average distributed closer to the nucleus. These requirements effectively

shift the probability of the outer subshells away from the nucleus. Indeed, the 3s
orbital must be orthogonal to both 1s and 2s states, the 3p state is only constrained by
its orthogonality to the 2p subshell, while 3d orbital has no lower-lying analog.

Therefore, in the given electronic shell n, the l ¼ n � 1 and l ¼ 0 subshells always

exhibit the minimum and maximum average distance from the nucleus, respectively.

These prototype analytical solutions for the one-electron atom can be also regarded

as determining a general pattern of the shell structures inN-electron atoms (N > 1), in

which electrons, occupying N lowest SO, are moving in the effective potential due to

the nucleus and the remaining electrons. As this effective attraction by the “screened”

nucleus is then no longer of the 1/r type, the accidental degeneracy of the hydrogen-
like atom is lifted and the subshell energies inmany-electron atoms depend on both n
and l, e ¼ en,l. In such atomic systems the configuration of the outer-most (most

polarizable) valence shell electrons is decisive for determining the atom propensity to

form chemical bonds with other atoms. In such bond-forming processes the

distributions of the inner-shell electrons remain practically unaffected (“frozen”).

It should be finally observed that these “exact” solutions of the Schr€odinger
equation for the one-electron atom, also determining the gross features of the elec-

tronic structure of many-electron systems, still require several corrections which

must be taken into account to relate theoretical predictions to the experimental data.

For example, corrections are due to the coupling between the spin and orbital

angular momenta and the high speed of the electron, which call for the relativistic

approach, the hyperfine structural effects reflect the magnetic properties of the

nucleus, and the Lamb shift accounts for the interaction between the electron and

electromagnetic field.
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4.6 Atomic Units

When describing objects and processes in the atomic scale, it is convenient to use

the system of atomic units (a.u.), which greatly simplify equations and expressions

in molecular quantum mechanics [see (4.58), (4.72), (4.73)]. For example, the

proportionality constant in the Coulomb Law determining the potential V(r) of

(4.1), kC ¼ (4pe0)
�1, where e0 stands for the electric permittivity of the free space,

becomes unity in a.u., kC ¼ 1 a.u. so that V(r) ¼ �kCZe
2/r ¼ �Ze2/r ¼ �Z/r

(a.u.), where we have recognized that the magnitude of the electronic charge

(proton charge) determines in a.u. the unit of electric charge: e ¼ 1. Thus the a.u.

of electric permittivity equals 4pe0, or the vacuum permittivity e0 ¼ (4p)�1 a.u.

This system will be used in the remaining part of the book, unless specified

otherwise. It is based upon the underlying units of length, mass, time, and electric

charge, which subsequently determine the associated units of the remaining physi-

cal quantities, e.g., energy, physical action, angular momentum, etc. Some of these

units are summarized in Table 4.1, where the expressions in terms of the universal

constants and corresponding values in the Système International d’Unités (SI) are
also given.

Table 4.1 Atomic units

Property Unit Symbol SI value

Action and angular

momentum

Planck’s constant �h 1.0546 � 10�34 J s

Electric charge Charge of proton e 1.6022 � 10�19 C

Electric permittivity 4pe0 e2/(Eh a0) 1.1127 � 10�10 F m�1

Energy Hartree, double magnitude

of the ground-state

energy of hydrogen

atom for m ¼ me, i.e.,

Mn ! 1

Eh ¼ kC e2/a0
¼ kC

2me e
4/�h2

4.3598 � 10�18 J

kC Constant in Coulomb

Law

kC ¼ Eh a0/e
2 8.9875 � 109 J m C�2

Length The first Bohr’s radius a0 ¼ �h2/(kC mee
2) 5.2918 � 10�10 m

Mass Rest mass of electron me 9.1095 � 10�31 kg

Probability density a0
�3 6.7483 � 1030 m�3

Time Time in which one

electron on the first

Bohr’s orbit travels

the angle distance

of 1 radian

t0 ¼ a0/v0
¼ �h3/(kC

2mee
4)

2.4189 � 10�17 s

Velocity Speed of electron on

the first Bohr’s orbit

v0 ¼ a0/t0
¼ �h/(mea0)
¼ kC e2/�h

2.1877 � 106 m s�1
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Chapter 5

ApproximatingMolecular Schr€odinger Equation

Abstract Theoretical basis of the approximate perturbational and variational
approaches in quantum chemistry is outlined and the adiabatic separation of the

fast (electronic) motions from slow (nuclear) movements in molecular systems is

established. The rudiments of the Ritz method, a linear variant of the variational

treatment, are summarized and the criteria for an effective mixing of quantum states

are formulated. The illustrative applications of the perturbative and variational

methods to helium atom are discussed and compared. The elements of the orbital
approximation of the many-electron wave functions are introduced and selected

properties of the Slater determinant, defined by the antisymmetrized product of the

occupied spin orbitals, are examined in the context of the Pauli exclusion principle.
The relevant expression for the expectation value of the electronic energy in orbital

theories is derived and the Slater–Condon rules for matrix elements of the elec-

tronic Hamiltonian between determinantal wave functions are given. The additional

possibilities of reducing the complexity of the molecular electronic Schr€odinger
equation by using the pseudopotentials are briefly outlined. These core potentials

reflect a resultant influence of the “frozen” (chemically inactive) inner-shell elec-
trons and the system nuclei in the effective Schr€odinger equation for the (chemi-

cally active) valence shell electrons of constituent atoms, coordinates of which are

treated explicitly in the approximate wave functions.

5.1 Rudiments of Perturbational and Variational Approaches

The stationary (time-independent) Schr€odinger equation, i.e., the eigenvalue prob-
lem of the system Hamiltonian, can be solved analytically only for simple model

systems. The quantum mechanical determination of the electronic structure of

molecules, and particularly the complicated systems of interest in contemporary

chemistry, requires adequate approximate methods of sufficient accuracy. In recent

decades a remarkable progress of applying quantum mechanics to diverse problems

in physics, chemistry, and molecular biology was possible due to spectacular

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_5, # Springer-Verlag Berlin Heidelberg 2012
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developments in the approximate theories of molecular electronic structure, cover-

ing original and sometimes ingenious new concepts and efficient algorithms, as

well as a steadily increasing capability of modern computers and new software

techniques of the advanced computational tools of modern quantum chemistry and

solid state physics.

It is the main purpose of this chapter to summarize the main strategies used in

reducing the complexity of the molecular Schr€odinger equation and approximating

its electronic wave function. It is intended to provide an overview of the successive

levels of reducing the immense computational complexity of treating the coupled

N-electron and m-nuclei problem of the molecular quantum mechanics. These

perturbational and variational methods use the adiabatic, Born–Oppenheimer
(BO) separation of the electronic and nuclear motions in molecules, as well as the

orbital (Slater determinant) approximation of the trial N-electron wave functions,

which automatically satisfy the requirements of the Pauli exclusion principle.

5.1.1 Perturbation Theory

It is the often encountered scenario in quantum theory that we have to estimate

solutions of the Schr€odinger equation for a more complicated (perturbed) real
system from the known solutions of a simpler (unperturbed) model system, e.g.,

the stationary states and the associated energy levels of an anharmonic oscillator

from the known (analytical) results for the harmonic oscillator. This goal

summarizes the basic purpose of the perturbation theory (PT), which has also

been used in classical mechanics. Its simplest variant within the Rayleigh–

Schr€odinger theory, for the nondegenerate energy levels and time-independent

perturbations, will be summarized below.

Let us assume that the Hamiltonian Ĥ of the real (perturbed) system can be

expressed as the sum of the simpler, model Hamiltonian Ĥ0, representing the

associated unperturbed system the eigensolutions of which are assumed to be

available, and the perturbation ĥ � lĥ’ including weak interactions compared

with those already comprised in Ĥ0. The perturbation approach can be then used

to generate corrections to eigensolutions of Ĥ0, due to a presence of the perturba-

tion, to approximate the exact eigensolutions of Ĥ. Formally, this assumption of a

relative “smallness” of ĥ can be expressed by the condition involving the perturba-

tion parameter l, lj j � 1,

Ĥ ¼ Ĥ0 þ lĥ0 ¼ Ĥ0 þ ĥðlÞ � ĤðlÞ: (5.1)

It controls the order of corrections to the known unperturbed solutions,

Ĥ0
��nð0Þ� ¼ Eð0Þ

n

��nð0Þ�; n ¼ 0; 1; 2; . . . ;
�
nð0Þ

�� mð0Þ� ¼ dn;m; (5.2)

114 5 Approximating Molecular Schr€odinger Equation



for the nondegenerate energy levels E
ð0Þ
0 < E

ð0Þ
1 < E

ð0Þ
2 < :::, with n ¼ 0

corresponding to the ground state of the model system, introduced to approximate

the unknown stationary states of the perturbed system:

ĤðlÞ nðlÞj i ¼ EnðlÞ nðlÞj i; n ¼ 0; 1; 2; . . . ; nðlÞ j mðlÞh i ¼ dn;m: (5.3)

These corrections appear as coefficients in the corresponding power series

expansions of the perturbed eigenstates and the associated eigenvalues,

nðlÞj i ¼
X1
i¼0

��nðiÞ�li ���nð0Þ�þ
X1
i¼1

��DnðiÞ�;

EnðlÞ ¼
X1
j¼0

EðjÞ
n lj �Eð0Þ

n þ
X1
j¼1

DEðjÞ
n ; (5.4)

which define the kth-order corrections to the nth unperturbed state,

jDnðkÞi ¼ lkjnðkÞi and DEðkÞ
n ¼ lkEðkÞ

n ; k¼ 1; 2; . . .

They can be determined by substituting these expansions into (5.3):

X1
i¼0

liðĤ0 þ lĥ0Þ��nðiÞ� ¼
X1
i¼0

X1
j¼0

liþjEðjÞ
n

��nðiÞ�: (5.5)

Indeed, by comparing the coefficients at the given power k of the enhancement

parameter l in both sides of the preceding equation, one arrives at the following

system of equations determining the corrections to the nth unperturbed state and its
energy:

l0 : Ĥ
0��nð0Þ� ¼ Eð0Þ

n

��nð0Þ�;
l1 : Ĥ

0��nð1Þ�þ ĥ0
��nð0Þ� ¼ Eð0Þ

n

��nð1Þ�þ Eð1Þ
n

��nð0Þ�;
l2 : Ĥ

0��nð2Þ�þ ĥ0 nð1Þ
�� � ¼ Eð0Þ

n nð2Þ
�� �þ Eð1Þ

n nð1Þ
�� �þ Eð2Þ

n

��nð0Þ�;

lp : Ĥ
0��nðpÞ�þ ĥ0

��nðp�1Þ� ¼
Xp

j¼0

EðjÞ
n

��nðp�jÞ�: (5.6)

As expected, the l0-equation repeats the eigenvalue problem (5.2) of the unper-

turbed Hamiltonian. The subsequent elimination of corrections from these

equations recognizes the completeness of the unperturbed solutions nð0Þ
�� �� �

,

which allows one to expand any state of the system, including all unknown

corrections nðpÞ
�� �� �

or DnðpÞ
�� �� �

, in this basis set.
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For example, one can expand the first-order correction jn(1)i,

��nð1Þ� ¼
X1
j¼0

�� jð0Þ� cð1Þj;n ¼
X
j6¼n

�� jð0Þ� cð1Þj;n ; c
ð1Þ
j;n ¼ �

jð0Þ
��nð1Þ�; (5.7)

or the resultant state ĥ0 nð0Þ
��� :

ĥ0
��nð0Þ� ¼

X1
j¼0

�� jð0Þ�hj;n; hj;n ¼
�
j ð0Þ

��ĥ0��nð0Þ�: (5.8)

In (5.7) we have recognized that c
ð1Þ
n;n ¼

�
n
ð0Þ��nð1Þ� ¼ 0, since the direction of the

unperturbed state vector jn(0)i can be modified only by combining this state with the

remaining states {j j(0)i, j 6¼ n}, which are orthogonal to jn(0)i.
Projecting l1-equation (5.6) onto jn(0)i and jk(0)i, k 6¼ n, respectively, gives the

associated equations for determining the first-order corrections we seek:

�
nð0Þ

��Ĥ0��nð1Þ�þ �
nð0Þ

��ĥ0��nð0Þ� ¼ Eð0Þ
n

�
nð0Þ

��nð1Þ�þ hn;n ¼ hn;n

¼ Eð0Þ
n

�
nð0Þ

��nð1Þ�þ Eð1Þ
n

�
nð0Þ

��nð0Þ� ¼ Eð1Þ
n ; (5.9)

�
kð0Þ

��Ĥ0��nð1Þ�þ �
kð0Þjĥ0��nð0Þi ¼ E

ð0Þ
k

�
kð0Þ

��nð1Þi þ hk:n ¼ E
ð0Þ
k c

ð1Þ
k;n þ hk;n

¼ Eð0Þ
n

�
kð0Þ

��nð1Þi þ Eð1Þ
n

�
kð0Þ

��nð0Þi ¼ Eð0Þ
n c

ð1Þ
k;n: (5.10)

A straightforward rearrangements of these equations then give the following

explicit expressions for the first-order corrections to E
ð0Þ
n ,

Eð1Þ
n ¼ �

nð0Þ
��ĥ0��nð0Þ� ¼ hn;n or DEð1Þ

n ¼ �
nð0Þ

��ĥ��nð0Þ�; (5.11)

and to jn(0)i:

c
ð1Þ
k;n ¼ hk;n=½Eð0Þ

n � E
ð0Þ
k � or

��Dnð1Þ� ¼
X
k 6¼n

�
kð0Þjĥ��kð0Þ�

E
ð0Þ
n � E

ð0Þ
k

��kð0Þ�: (5.12)

When determining the second-order corrections one similarly expands

��nð2Þ� ¼
X1
j¼0

�� jð0Þ� cð2Þj;n ¼
X
j 6¼n

�� jð0Þ� cð2Þj;n ; c
ð2Þ
j;n ¼ �

jð0Þ
��nð2Þ�; (5.13)

again realizing that c
ð2Þ
n;n ¼ nð0Þ

��n 2ð Þ� � ¼ 0. The corresponding projections of the

l2-equation (5.6) onto jn(0)i and jk(0)i, k 6¼ n, respectively, gives the relevant
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equations determining the expansion coefficients fcð2Þj;n g and the second-order
energy:

�
nð0Þ

��Ĥ0��nð2Þ�þ �
nð0Þ

��ĥ0��nð1Þ� ¼ Eð0Þ
n

�
nð0Þ

��nð2Þ�þ
X
l 6¼n

c
ð1Þ
l;n

�
nð0Þ

��ĥ0��lð0Þ�

¼
X
l6¼n

c
ð1Þ
l;n hn;l ¼ Eð0Þ

n

�
nð0Þ

��nð2Þ�þ Eð1Þ
n

�
nð0Þ

��nð1Þ�þ Eð2Þ
n

�
nð0Þ

��nð0Þ� ¼ Eð2Þ
n ;

(5.14)

�
kð0Þ

��Ĥ0��nð2Þ�þ �
kð0Þ

��ĥ0��nð1Þ�¼ E
ð0Þ
k

�
kð0Þ

��nð2Þ�þ
X
l 6¼n

c
ð1Þ
l;n

�
kð0Þ

��ĥ0��lð0Þ�

¼ E
ð0Þ
k c

ð2Þ
k;n þ

X
l6¼n

c
ð1Þ
l;n hk;l

¼ Eð0Þ
n

�
kð0Þ

��nð2Þ�þEð1Þ
n

�
kð0Þ

��nð1Þ�þEð2Þ
n

�
kð0Þ

��nð0Þ�

¼ Eð0Þ
n c

ð2Þ
k;n þEð1Þ

n c
ð1Þ
k;n:

(5.15)

Subsequent substitution to (5.14) of the known first-order solutions gives the

following expression for the second-order correction to E
ð0Þ
n :

Eð2Þ
n ¼ �

nð0Þ
��ĥ0��nð1Þ� ¼

X
l 6¼n

hn;lc
ð1Þ
l;n ¼

X
l6¼n

hn;lhl;n=½Eð0Þ
n � E

ð0Þ
l � or

DEð2Þ
n ¼ �

nð0Þ
��ĥ��Dnð1Þ� ¼

X
l 6¼n

���nð0Þ��ĥ��lð0Þ���2=½Eð0Þ
n � E

ð0Þ
l �: (5.16)

A similar rearrangement of (5.15) gives the expansion coefficients

c
ð2Þ
k;n ¼

1

E
ð0Þ
n � E

ð0Þ
k

�X
l 6¼n

hk;lhl;n

E
ð0Þ
n � E

ð0Þ
l

� hk;nhn;n

E
ð0Þ
n � E

ð0Þ
k

�

determining the associated correction to jn(0)i:

��Dnð2Þi ¼
X
k 6¼n

X
l 6¼n

�
kð0Þjĥ��lð0Þi�lð0Þjĥ��nð0Þi

ðEð0Þ
n � E

ð0Þ
l ÞðEð0Þ

n � E
ð0Þ
k Þ

�
�
kð0Þjĥ��nð0Þi�nð0Þjĥ��nð0Þi

ðEð0Þ
n � E

ð0Þ
k Þ2

0
@

1
A��kð0Þi:

(5.17)

Obviously, one could similarly extract the higher order corrections, but the

above explicit expressions for the first- and second-order corrections are sufficient
for most applications included in this book.
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5.1.2 Variational Method

The alternative variational method of determining the approximate solutions of the

time-independent Schr€odinger equation guarantees that the successive approxi-

mations of increasing accuracy approach from above the exact energy level E0 of

the molecular ground state jc0i. In other words, this exact eigenvalue represents the
lower bound of all approximate estimates of the system average energy: hEi � E0.

Indeed, the eigenstates {jcni} of the system Hamiltonian (the quantum mechan-

ical observable),

Ĥ cnj i ¼ En cnj i; n ¼ 0; 1; 2; . . . ; E0 � E1 � E2 � . . . ; (5.18)

form the basis of the energy representation (see Sect. 2.7) in the molecular Hilbert

space, so that any approximate state jfi can be expanded in this set:

jfi ¼
X
n

jcnihcnjfi ¼
X
n

jcniCn; (5.19)

with jCnj2 ¼ P(cnjf) measuring the conditional probability of observing En in state

jfi (see Postulate II of Sect. 3.2). Hence, any approximate estimate of the system

average energy can be expressed as the mean value of the exact energy levels (see

also Postulate IV.3 of Sect. 3.3.3):

hEif ¼ hfjĤjfi ¼
X
n

PðcnjfÞEn;
X
n

PðcnjfÞ ¼ 1:

We thus conclude that hEif ¼ E0 can be reached only for P(c0jf) ¼ 1 and

{P(cn>0jf) ¼ 0}, and hence jfi ¼ jc0i. Any deviation from this exact solution

implies a finite probability of observing one of the higher (excited) energy levels,

and hence hEif > E0. These deductions constitute the essence of the Rayleigh–Ritz

variational principle of quantum mechanics: for any approximate state jfi the

average energy

hEif � E0: (5.20)

Thus, the more accurately jfi approximates jc0i, the lower hEif level, and hence

the smaller hEif � E0 error gap.

This general statement gives rise to the efficient computational technique, the

variational method, which dominates the modern quantum mechanical calculations

of molecular electronic structure. The main idea behind this computational tool is to

use the parametrically defined trial state including several variational parameters
l ¼ {lt, t ¼ 1, 2, . . ., s}, jfi ¼ jf(l1, l2, . . ., ls)i. The domain of their admissible

values then determines the whole range of the approximate (variational) states.

In accordance with the variational principle, the best approximation of the
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molecular ground state in this family of trial states is then obtained for the optimum

values of variational parameters lopt. which correspond to the minimum of the

system average energy EðlÞh if ¼ fh jðlÞ Ĥ�� ��fðlÞi:

min
l
hEðlÞif ¼ hEðloptÞif � E0 or

@ EðlÞh if
@lt

����
lopt:

¼ 0; t ¼ 1; 2; . . . ; s: (5.21)

Both linear and nonlinear parameters l are used to provide the trial state vectors

or the associated wave functions exhibiting a sufficient variational flexibility, so

that they are capable to adjust to the interactions embodied in the system Hamilto-

nian, in order to lower the energy, and thus to resemble the most the true ground

state of the molecular system in question. The former, e.g., the coefficients

multiplying the adopted set of the (“frozen”) basis functions, are more easily

handled, giving rise to a system of linear secular equations for determining the

optimum values of the expansion coefficients. The latter, e.g., the exponents of the

Slater-type orbitals (STO) or Gaussian-type orbitals (GTO), the popular analytical
functions used to approximate the atomic or molecular orbitals, although relatively

more efficient in modifying the trial wave functions, are more difficult to handle,

requiring more advanced, nonlinear optimization techniques.

Consider the illustrative application of this procedure to the hydrogen-like atom

of Chap. 4, for simplicity adopting a.u. of Sect. 4.6. Suppose that we take the trial

wave function in the general form of a parametric family of the spherically

symmetric, exponentially decaying functions defined by a single nonlinear varia-

tional parameter l, f(r, #, ’; l) ¼ N(l) exp(�lr), with N(l) standing for the

appropriate normalization factor [see (4.62)]: N(l) ¼ (l3/p)1/2. It gives rise to the

average electronic energy, the expectation value of the Hamiltonian (4.40),

EðlÞ ¼ 1

2
l2 � lZ: (5.22)

The optimum value of l, which identifies the best approximation to the ground

state, is then obtained for the minimum of E(l), dE(l)/dljopt. ¼ lopt. � Z ¼ 0, or

lopt. ¼ Z, thus correctly predicting the true ground state of (4.62).

Not knowing the true asymptotic behavior of the ground state at large distances

from the nucleus, one could alternatively try the spherical Gaussian function ’(r, #,
’; x) ¼ N(x) exp(�xr2) as an approximate representation of the ground state wave

function in this one-electron atom, which gives:

EðxÞ ¼ 3

2
x�

ffiffiffiffiffi
8x
p

r
Z; xopt: ¼ 8

9p
Z2; Eðxopt:Þ ¼ 4

3p
Z2 ffi � 0:424 Z2: (5.23)
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Therefore, on the basis of the variational criterion one concludes that the exponen-

tial form of the variational wave function provides a better representation of the

electronic wave function in the one-electron atom, since it generates lower energy

compared with that resulting from the optimum Gaussian state.

The linear variant of the variational approach is known as the Ritz method. The
trial state j’i is then given as the linear combination of the adopted basis states

jxi ¼ {jwpi, p ¼ 1, 2, . . ., w} (row vector) defined by the expansion coefficients

C ¼ hxj’i ¼ {Cp} (column vector):

’j i ¼
Xw
p¼1

wp
�� �

Cp � xj iC: (5.24)

However, since w basis functions define w linearly independent combina-

tions wj i ¼ fj’ðsÞi; s ¼ 1; 2; . . . ;wg (row vector), we can generalize the above

expression:

��’ðsÞ� ¼
Xw
p¼1

wp
�� �

Cp;s ¼ xj iCðsÞ � ’s�1j i; s ¼ 1; 2; . . . ;w; (5.25)

or in the joint, matrix notation:

wj i ¼ xj iC; C¼ ðCð1ÞjCð2Þj . . . jCðsÞj . . . jCðwÞÞ � ðC0jC1j . . . jCs�1j . . . jCw�1Þ: (5.26)

In general, the basis vectors give rise to a nonunit metric tensor defined by the

overlap matrix S ¼ hxjxi ¼ {Sp,q ¼ hwpjwqi}, while the Hamiltonian is

representated by the energy matrix H ¼ xh jĤ xj i ¼ Hp;q ¼ wp
� ��Ĥ wq

�� �� �
.

In what follows we shall assume that the optimum combinations are ordered in

accordance with their increasing energies EðsÞ� � ¼ ’ðsÞ� ��Ĥ ’ðsÞ�� � � Es�1h i� �
:

½hEð1Þi � hE0i� � ½hEð2Þi � hE1i� � . . . � ½hEðwÞi � hEw�1i�: (5.27)

The optimum combination j’(1)i ¼ j’0i corresponding to the lowest energy

hE(1)i � hE0i will then approximate the system ground state jc0i, while the

remaining orthonormal combinations will approach the corresponding excited

states.

In the last three equations, we have relabeled the upper indices of the

eigenvectors, the associated columns in the (w 	 w) square matrix C grouping

the combination coefficients, the linear variational parameters of the Ritz method,

and the associated energy estimates into the corresponding subscripts conforming

to the customary labeling of the molecular energy levels of (5.18), with j’0i and hE0i
denoting the ground state approximations and the remaining states corresponding to

successive excited states:

j’ðsÞi � ’s�1j i; C = f CðsÞ � Cs�1g; fhEðsÞi � hEs�1ig:
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Let us first consider a single combination of (5.24). The expectation value of the

system energy in state |’i reads: hEi ¼ ~’
�� Ĥ��~’

D E
¼ ’h jĤ ’j i ’ ’jh i= , where the

denominator ’ j ’h i ¼ Pw
p¼1

Pw
q¼1

C

pSp;qCq ¼ C{SC is due to the normalization con-

stant of j’i in the normalized trial state ~’j i ¼ ’ j’h i�1=2 ’j i. Hence,

hEih’j’i ¼ Eh i
Xw
p¼1

Xw
q¼1

C

pSp;qCq ¼ h’jĤj’i: (5.28)

One further observes that the expansion coefficients C are in general complex

numbers. Therefore, the unknowns in this linear variational problem consist of

their real and imaginary parts, C ¼ Re(C) + iIm(C), where: Re(C) ¼ (C + C*)/

2 and Im(C) ¼ (C � C*)/2i. Thus, one can alternatively designate the coefficients

C and their complex conjugates C* as independent variational parameters, since

they uniquely identify both parts of C. In fact, due to the Hermitian character of H

and the symmetrical character of the metric S, the secular equations for the

optimum values of the linear variational parameters derived from the independent

variations of C* and C, respectively, are identical.
The optimum solutions must minimize the system energy function hE(C*, C)i

[see (5.21)]:

@ EðC
;CÞh i
@C


p

�����
min

¼ 0 and
@ EðC
;CÞh i

@Cp

����
min

¼ 0; p ¼ 1; 2; . . . ;w: (5.29)

Differentiating (5.28) with respect to Cp
* and taking into account the condition of

the energy minimum of (5.29) then gives:

@ EðC
;CÞh i
@C


p

Xw
p¼1

Xw
q¼1

C

pSp;qCq þ Eh i

Xw
q¼1

Sp;qCq ¼ Eh i
Xw
q¼1

Sp;qCq ¼
Xw
q¼1

Hp;qCq or

Xw
q¼1

Hp;q � Eh iSp;q

 �

Cq ¼ 0; p ¼ 1; 2; . . . ;w: (5.30)

This system of the secular (linear, homogeneous) equations has in fact only w � 1

independent unknowns. The additional, nonhomogeneous equation required to

specify C uniquely is provided by the normalization condition for the combination

in question:

h’j’i ¼
Xw
p¼1

Xw
q¼1

C

pSp;qCq ¼ CySC ¼ 1: (5.31)

It then directly follows from the Cramer rules of Algebra that the necessary

condition for the physically meaningful, nontrivial solutions C 6¼ 0 of these secular
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equations is the vanishing determinant of coefficients before the unknowns in these

homogeneous equations, called the secular determinant:

H1;1 � Eh iS1;1 H1;2 � Eh iS1;2 ::: H1;w � Eh iS1;w
H2;1 � Eh iS2;1 H2;2 � Eh iS2;2 ::: H2;w � Eh iS2;w
:::::::::::::::::::::: :::::::::::::::::::::: ::: ::::::::::::::::::::::

Hw;1 � Eh iSw;1 Hw;2 � Eh iSw;2 ::: Hw;w � Eh iSw;w

���������

���������
� Hp;q � Eh iSp;q

�� �� ¼ 0:

(5.32)

Hence, by expanding the determinant one arrives at the equation of degree w for the

unknown Eh i. Its ordered solutions EðsÞ� � � Es�1h i� �
(5.27) approximate the exact

energy levels of the system ground and the first (w � 1) excited states (5.18).

To summarize, one first solves (5.32) for the approximate energy levels {hE(s)i},
the knowledge of which is required to uniquely specify the coefficients of the

secular equations (5.30) supplemented by (5.31). Selecting hEi ¼ hE(s)i in these

equations gives the coefficients C(s) determining j’(s)i, etc.
Fortunately, this rather cumbersome procedure in terms of determinants can be

recast in the form of the standard matrix diagonalization problem, which is easily

handled in computer calculations. For this purpose, we arrange the energy estimates

{hE(s)i} as diagonal elements of the eigenvalue matrix E ¼ {Es,s0 ¼ hE(s)ids,s0} and
rewrite the secular equations (5.30) for sth combination of (5.25):

Xw
q¼1

Hp;q � EðsÞ
D E

Sp;q

� 

Cq;s ¼

Xw
q¼1

Hp;qCq;s �
Xw
q¼1

Xw
s0¼1

Sp;qCq;s0Es0;s ¼ 0 or

HC¼SCE: (5.33)

This equation must be supplemented by the matrix equation combining the relevant

orthonormality requirements for the optimum combinations, which are summarized

by the requirement of the unit metric tensor defined by wj i ¼ xj iC;

wh wj i ¼ Cy x j xh iC ¼ CySC ¼ I: (5.34)

As already shown in Sect. 3.3.2, the nonorthogonal basis vectors jxi can

be transformed into the symmetrically orthogonalized analogs ~xj i ¼ xj i S�1=2 of

L€owdin, strongly resembling the original basis vectors jxi, which can be subse-

quently “rotated” in the unitary transformationU to the final optimum combinations

we seek:

wj i ¼ xj iC � xj iS�1=2
� 


U ¼ ~xj iU; UUy¼UyU ¼ I: (5.35)

This way of arriving at orthonormal combinations thus automatically satisfies

(5.34). In this L€owdin orthogonalized representation the only unknown part of
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C ¼ S�1/2U is its U ¼ S1/2C factor, where we have used the relation S�1/2S1/2 ¼
S0 ¼ I (3.47). A straightforward transcription of (5.33) multiplied from the left by

S�1/2 then gives:

ðS�1=2HS�1=2ÞðS1=2CÞ � ~HU ¼ ðS�1=2SÞCE ¼ ðS1=2CÞE ¼ UE: (5.36)

Hence, by multiplying the preceding equation from the left by U{ finally gives:

Uy ~HU ¼ E: (5.37)

The determination of the optimum coefficients C, the linear variational parameters

of the Ritz method, and of the associated average energy estimates E is thus

simultaneously accomplished by the diagonalization in the unitary transformation

U of the Hermitian matrix ~H ¼ S�1=2HS�1=2. The latter constitutes the matrix

representation of the Hamiltonian in the symmetrically orthogonalized basis set ~xj i,
~H ¼ ~xh jĤ ~xj i ¼ S�1=2 xh jĤ xj i S�1=2 ¼ S�1=2HS�1=2; (5.38)

where we have observed that ~xh j ¼ xj iS�1=2
� 
y

¼ S�1=2 xh j, since S�1/2 is the real,

symmetric matrix. This linear variational procedure thus amounts to the standard

algorithmic problem in the matrix algebra.

We conclude this section by examining general criteria for an effective mixing

of quantum states in the linear combination of (5.24). In textbooks on quantum

chemistry such an analysis is carried out in the context of mixing AO into Molecu-
lar Orbitals (MO), when the prototype chemical bond is being formed, say between

atoms A and B. To simplify these qualitative considerations, we reduce the problem

to two AO states jxi ¼ (jAi, jBi), originating from atoms A and B, respectively,

which are assumed to be normalized but nonorthogonal (overlapping):

S ¼ 1 S
S 1

� �
; H ¼ aA b

b aB

� �
; (5.39)

where for definiteness we put S ¼ A j Bh i> 0 and aA¼ Ah jĤ Aj i � aB ¼
Bh jĤ Bj i< 0 (Fig. 5.1). The (negative) Coulomb integrals {ap} reflect the energy

levels associated with the individual AO and hence the corresponding negative

ionization potentials (see the Koopmans theorem of Sect. 6.1.2 and the Janak

theorem of Sect. 7.3.6), ap ffi �Ip, p ¼ A, B, while the resonance integral b ¼
Ah jĤ Bj i ¼ Bh jĤ Aj i measures their mutual interaction (coupling) in the bond for-

mation process. In the semiempirical theories of the molecular electronic structure,

it was adequately approximated as being proportional to the AO overlap integral S
and an average value (Av), arithmetic, geometric, or harmonic, of

the corresponding diagonal elements of the Hamiltonian: b / SAv(aA; aBÞ
� S ah i � �SAv(IA; IBÞ< 0.

It then directly follows from the eigenvalue equation (5.32)
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aA � Eh i b� Eh iS
b� Eh iS aB � Eh i
����

���� ¼ 0 or (aA � hEiÞðaB � hEiÞ ¼ ðb� hEiSÞ2 > 0; (5.40)

that the two AO energy levels “repel” each other as a result of their quantum

mechanical coupling into MO. More specifically, the preceding equation allows the

two optimum MO energies, which are simultaneously either above or below both

AO energies:

½aA � hEi> 0 and aB � hEi> 0� ) hEi ¼ Eb < aA or

½aA � hEi< 0 and aB � hEi< 0� ) hEi ¼ Ea > aB:

As a result the two MO energy estimates are obtained: the bonding level

hE(b)i ¼ Eb < aA and the antibonding level hE(a)i ¼ Ea > aB, which are also

shown in the schematic diagram of Fig. 5.1.

For a general case of nonequal AO energy levels, the secular equation (5.40)

gives the following expression for the bonding energy:

aA � Eb ¼ ðb� EbSÞ2=ðaB � EbÞ; (5.41)

which satisfies the following inequalities:

0< aA � Eb < ðb� EbSÞ2=ðaB � aAÞ; (5.42)

since aB � Eb > aB � aA > 0 (see Fig. 5.1).

We thus conclude from the preceding equation that the larger the difference

between the energy levels of the mixed states the smaller the bonding effect of their

interaction. Indeed the strongest bonding results for aB ¼ aA ¼ a when

Eb ¼ ðaþ bÞ=ð1þ SÞ< a; j’bi ¼ ðjAi þ jBiÞ=ð2þ 2SÞ�1=2

Ea ¼ ða� bÞ=ð1� SÞ> a; j’ai ¼ ðjAi � jBiÞ=ð2� 2SÞ�1=2: (5.43)

It follows from these equations that for the overlapping AO the antibonding

effect Ea � a always exceeds its bonding companion a � Eb. This explains why no

Ea > aB 

aB

aA

Eb < aA

Fig. 5.1 A qualitative diagram of the chemical interaction between two AO
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net chemical bonding results in this simple orbital description from the interaction

between the two fully occupied AO, e.g., in He2 and Be2. Moreover, due to an

approximate proportionality relation b / Shai, the r.h.s. of (5.42), which marks the

upper limit of the bonding effect,

aA � Eb < ðb� EbSÞ2=ðaB � aAÞ � S2ðhai � EbÞ2=ðaB � aAÞ;
identically vanishes, when there is no overlap between AO. For example, at finite

separations between atoms, this can be due to the symmetry restrictions in the

valence shell or the “narrowness” of electron distributions in the inner shells of both
atoms. Together with the nucleus these chemically inactive electrons of the inner
shells define the atomic “core,” which remains largely unaffected by the chemical

bonds formed in the valence shell. At very large internuclear distances, in the

separated atoms limit, the AO overlap also vanishes, so that no chemical interaction

is predicted. We thus conclude that a large AO overlap is conducive for a strong

chemical bonding originating from the orbital interaction in a molecule.

Let us next consider the squared secular equation for the unknown coefficients

of the combination:

ðaA � hEiÞCA þ ðb� hEiSCB ¼ 0 ) ðaA � hEiÞ2C2
A ¼ ðb� hEiSÞ2C2

B: (5.44)

Using the expression for (b � hEiS)2 from (5.40) gives the following ratio of the

squares of coefficients, reflecting a relative participation (conditional probability)

of AO in the combination,

C2
A=C

2
B ¼ ðaB � hEiÞ=ðaA � hEiÞ ¼ jaB � hEij=jaA � hEij: (5.45)

Indeed, for aB ¼ aA both AO participate equally in MO and CA ¼ �CB, in accor-

dance with (5.43). In a general case of Fig. 5.1, one predicts for hEi ¼ Eb: aB �
Eb > aA � Eb, so that orbital jAi dominates the bonding combination j’bi: CA

2 >
CB

2. One similarly predicts a stronger similarity of j’ai to jBi for hEi ¼ Ea, since

then jaB � Eaj < jaA � Eaj. Therefore, with increasing gap aB � aA of the AO

energies the bonding combination j’bi more strongly resembles jAi and the anti-

bonding combination j’ai becomes more like jBi.

5.2 Adiabatic Separation of Electronic and Nuclear Motions

To a good approximation, when describing the state of (light) electrons in a

molecule, one can treat the system (heavy) nuclei as being at rest, in view of the

drastic difference in masses of these two micro-objects. Indeed, the motions of the

former are very fast compared with the slow movements of the latter. This physical

intuition suggests that for the nuclear dynamics the instantaneous positions of

electrons are unimportant, with only the average effect of their fast motions

influencing the forces acting on nuclei in the molecular system under consideration.
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The formal basis of this separation of the electronic and nuclear degrees of freedom

in the molecular (stationary) quantum mechanics is the familiar adiabatic approxi-
mation of Born and Oppenheimer (1927).

Consider the molecular wave function C(q, Q) of N electrons at positions

r ¼ {ri} exhibiting the spin orientations s ¼ {si}, or in the combined notation

q � (r, s) ¼ {ri, si} � {qi}, and m nuclei of masses {Ma} and charges {Za} in

positions R ¼ {Ra} with spins S ¼ {Sa}, which determine the corresponding

position-spin variables Q � (R, S) ¼ {Ra, Sa} � {Qa}. It generates the asso-

ciated probability distribution of the joint, electronic-nuclear events: P(q, Q) ¼
|C(q, Q)|2, which satisfies the relevant overall and partial normalizations:

ðð
Pðq;QÞ dq dQ ¼

ð
pðQÞ dQ ¼

ð
rðqÞ dq ¼ 1; (5.46)

where p(Q) and r(q) denote the partially integrated nuclear and electronic proba-

bility distributions, respectively.

The essence of the adiabatic approximation lies in extracting from this joint

distribution the probability density of the heavy (slow) nuclei as the reference

(parameter) distribution:

Pðq;QÞ ¼ pðQÞPðq;QÞ
pðQÞ � pðQÞpðqjQÞ;

ð
pðqjQÞ dq ¼ 1: (5.47)

In the conditional probability density of electrons, p(qjQ), the nuclear variables

thus play the role of parameters, as indeed reflected by the above normalization

condition. This further implies the associated factorization of the system wave

function in terms of the nuclear, w(Q), and electronic, ’(qjQ), functions,

Cðq;QÞ ffi wðQÞ’ðqjQÞ: (5.48)

They accordingly represent the nuclear and (conditional) electronic amplitudes of

the associated probability distributions:

pðQÞ ¼ wðQÞj j2 and pðqjQÞ ¼ ’ðqjQÞj j2: (5.49)

Therefore, in the Born–Oppenheimer (BO) approximation, the nuclear wave func-

tion is not explicitly dependent upon the electronic positions, while the electronic

state ’(qjQ) is defined for the fixed geometry of the molecular system, defined by

specified, parametric positions of the nuclei. The relevant orthonormality relations

satisfied by different adiabatic states {wi} and {’r} thus read:

ð
w
i ðQÞwjðQÞ dQ � wi

�� wj
� �

Q
¼ di;j and

ð
’

r ðqjQÞ’tðqjQÞ dq � ’rðQÞ j ’tðQÞh iq ¼ dr;t: (5.50)
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The molecular (Coulombic) Hamiltonian in the position representation,

Ĥðq;QÞ ¼ T̂nðQÞ þ ½T̂eðqÞ þ Vneðq;QÞ þ VeeðqÞ þ VnnðQÞ�
� T̂nðQÞ þ Ĥeðq;QÞ � T̂nðQÞ þ Ĥ

eðq;QÞ þ VnnðQÞ; (5.51)

groups operators of the following (dominating) contributions to the molecular

energy (a.u.):

kinetic energy of nuclei: T̂nðQÞ ¼ � Pm
a¼1

1
2Ma

Da; Da ¼ r2
Ra
;

kinetic energy of electrons: T̂eðqÞ ¼ � 1
2

PN
j¼1

Dj; Dj ¼ r2
rj
;

nuclear-electron attraction energy: Vneðq;QÞ¼�PN
j¼1

Pm
a¼1

Za
Ra�rjj j

� �
�PN

j¼1

vðrj;QÞ;

electron repulsion energy:VeeðqÞ¼
PN�1

i¼1

PN
j¼iþ1

1

ri�rjj j�
PN�1

i¼1

PN
j¼iþ1

gði;jÞ; g i; jð Þ¼1=ri;j;

nuclear repulsion energy: VnnðQÞ ¼ Pm�1

a¼1

Pm
b¼aþ1

ZaZb

Ra�Rbj j ¼
Pm�1

a¼1

Pm
b¼aþ1

ZaZb
Ra;b

:

Above, v(r, Q) denotes the external potential for an electron in position r due to the
nuclei in their “frozen” positions {Ra}.

The electronic Hamiltonian Ĥeðq;QÞ defined in (5.51) groups all these terms

except the nuclear kinetic energy operator. Since the nuclear repulsion energy does

not affect the electronic states, representing just the irrelevant additive constant in

Ĥeðq;QÞ, it is sometimes neglected in the Schr€odinger equation for electrons,

defined by the eigenvalue problem of the redefined electronic Hamiltonian

Ĥeðq;QÞ � Ĥeðq;QÞ � VnnðQÞ.
Therefore, in the BO approximation of (5.48), the molecular states Cr,k(q,Q) ¼

’r(qjQ)wk(Q) must satisfy the stationary Schr€odinger equation:

½T̂nðQÞ þ Ĥeðq;QÞ�’rðqjQÞwkðQÞ ¼ Er;k’rðqjQÞwkðQÞ; (5.52)

where Er,k stands for the molecular energy in the adiabatic state combining rth
electronic and kth nuclear states. Since both factors depend, at least parametrically,

on the nuclear positions the action of the nuclear kinetic energy operator on

adiabatic wave function gives:

T̂nð’rwkÞ ¼ �
Xm
a¼1

1

2Ma
½wkðDa’rÞ þ 2ðra’rÞ 
 ðrawkÞþ’rðDawkÞ�

¼ ðT̂n’rÞwk �
Xm
a¼1

1

Ma
ðra’rÞ 
 ðrawkÞþ’rðT̂nwkÞ: (5.53)
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The adiabatic approximation assumes that the kinetic energy operator T̂nðQÞ
constitutes a minor perturbation compared with the electronic Hamiltonian

Ĥeðq;QÞ. One can therefore envisage the perturbation approach constructed on

the basis of the unperturbed Hamiltonian Ĥ0 ¼ Ĥeðq;QÞ, in which there are no

gradient operations with respect to nuclear positions. Therefore, in zeroth order

approximation the nuclear positions are treated as parameters and one neglects the

second term in r.h.s. of (5.53) as negligible, eventually to be taken into account in

higher orders of PT. In other words, one assumes that nuclear gradient of the

electronic wave function is generally small compared with the associated action

of the electronic Hamiltonian. One could also neglect the first (small) Laplacian

term, as in the original BO approach, but this contribution can be easily accounted

for without any serious complication of the emerging formalism.

Therefore, neglecting only the second term in (5.53), which involves the scalar

product of the nuclear gradients of both factors in the adiabatic form of the

molecular wave function, multiplying from the left (5.52) by ’r
*, and “integrating”

the result over the electronic position-spin variables q, denoted by hiq, then give the
following effective Schr€odinger equation for the nuclear function wk(Q):

½T̂nðQÞ þ ’rðq Qj Þh Ĥeðq;QÞ�� ��’rðq Qj Þiq þ ’rðq Qj Þh T̂nðQÞ�� ��’rðq Qj Þiq�wkðQÞ
� fT̂nðQÞ þ ½Ee

rðQÞ þ Tn
r ðQÞ�gwkðQÞ � ½T̂nðQÞ þ Uadiab:

r ðQÞ�wkðQÞ
¼ Er;kwkðQÞ: (5.54)

This equation contains the effective adiabatic potential in the electronic state ’r,

Uadiab:
r ðQÞ, the dominant component of which is the average electronic energy, the

associated expectation value of the electronic Hamiltonian:

Ee
rðQÞ ¼ ’rðq Qj Þh Ĥeðq;QÞ�� ��’rðq Qj Þiq; (5.55)

called the Potential Energy Surface (PES). It parametrically depends on nuclear

positions (molecular geometry) and carries the influence of the average electronic

distribution on the system nuclei. It follows from (5.54) that adiabatic potential also

includes a (small) diagonal correction due to T̂nðQÞ in state ’r,

Tn
r ðQÞ ¼ ’rðq Qj Þh T̂nðQÞ�� ��’rðq Qj Þiq; (5.56)

which has been neglected in the original, crude-adiabatic BO approximation.

It thus follows from the nuclear Schr€odinger equation (5.54) that it requires the

knowledge of the whole electronic PES Ee
rðQÞ of electrons in the specified adiabatic

state ’r(qjQ), the eigenfunction of the electronic Schr€odinger equation:

Ĥeðq;QÞ’rðq Qj Þ ¼ Ee
rðQÞ’rðq Qj Þ: (5.57)
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Clearly, the parametric dependence of the electronic energy on nuclear coordinates

can be extracted only from a very large number of solutions of the preceding

equation, for a sufficient multitude of the fixed nuclear configurations {Q(i)},

by an analytical interpolation of the known energies fEe
rðQðiÞÞg, points on the

resulting PES.

To summarize, solving the molecular Schr€odinger equation in the adiabatic (BO)
approximation first involves solving the fixed-nuclei, electronic eigenvalue problem
for a large number of molecular geometries, in order to extract the effective

potential of forces acting on the system nuclei, averaged over the instantaneous

positions of the fast-moving electrons. In the second, nuclear stage one uses this

effective adiabatic potential to solve the nuclear Schr€odinger equation (5.54), which
generates the amplitude functions of the nuclear probability distributions and the

molecular energy levels containing the kinetic energy of the slowly moving nuclei.

As we have already mentioned earlier in this section, the nonadiabatic effects

can be accounted for in the higher order of the perturbation theory in which the

kinetic energy of nuclei represents the perturbation to the unperturbed, electronic

Hamiltonian. Therefore, the electronic states {’r(qjQ)} span the complete basis of

the zeroth order solutions [see (5.57)], in terms of which the nonadiabatic states can

be expanded. Consider the dominating, first-order corrections to the adiabatic

electronic state ’r(qjQ) (see Sect. 5.1):

D’ð1Þ
r ðq jQÞ ¼

X
t 6¼r

c
ð1Þ
t;r ðQÞ ’tðq jQÞ: (5.58)

It follows from (5.12) that this expansion coefficient is given by the following ratio:

c
ð1Þ
t;r ðQÞ ¼ ’tðq Qj Þh T̂nðQÞ�� ��’rðq Qj Þiq

Ee
rðQÞ � Ee

t ðQÞ : (5.59)

The adiabatic approximation is thus adequate only, when the numerator in this

expression is small compared with the denominator. Indeed, the degeneracy or

near-degeneracy of electronic states (small value of the denominator) would

generate a large nonadiabatic correction thus contradicting the basic assumption

of the adiabatic approximation. The same would be true for a large value of the

numerator, signifying a strong nuclear-motion coupling between electronic states.

Therefore, the adiabatic approximation breaks down when for some molecular

geometries several electronic states exhibit very close values of the electronic

energy. This is the case in the familiar Jahn–Teller effect (removal of the electronic

degeneracy by spontaneous distortion of the molecule) and the related Renner

effect, due to the vibronic coupling between electronic and nuclear motions,

which have profound structural and spectroscopic implications. Let us recall that

the Jahn–Teller theorem states that in any nonlinear system there exists some

vibrational mode that removes the degeneracy of an electronically (orbitally)

degenerate state by lowering the system symmetry. The vibronic coupling between
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the degenerate electronic states of linear molecules and the deformation (bending)

vibrations of the nuclei are responsible for splitting these energy levels in the

Renner effect. A proper quantum mechanical description of these processes calls

for an explicit dependence of electronic states on nuclear coordinates in the

nonadiabatic molecular wave functions, which are customarily represented as linear

combinations of several adiabatic states [see (5.58)]. The nuclear motions, of the

paramount importance for molecular dynamics (e.g., Murrell et al. 1984; Murrell

and Bosanac 1989) and spectroscopy (e.g., Longuet-Higgins 1961), are not covered

by this book.

5.3 Orbital Approximation of Electronic Wave Functions

The quantum theory of electronic structure of molecules is based upon the one-
electron approach to electronic functions of many-electron systems, known as the

orbital approximation. It has greatly influenced the existing terminology of quan-

tum chemistry and the chemical concepts used in interpretations of diverse chemi-

cal processes. It ascribes to each electron in the system the one-electron function

called the spin orbital (SO, see Sect. 4.5).
Let us recall that the internal stationary state of the hydrogen-like atom discussed

in Chap. 4 has been described by a single SO, c(q) ¼ ’(r)z(s), given by the

product of the spatial function, the orbital ’(r), and one of the two admissible

spin functions z(s) ¼ {a(s) ¼ hsjai, b(s) ¼ hsjbi} of an electron [see (3.76)].

When the same orbital is used to generate two SO, thus describing a pair of

electrons with the opposite spin orientations, as in (3.76), one adopts the so-called

spin-restricted version of the orbital approximation. Accordingly, in the spin-
unrestricted description of such two spin-paired electrons, one uses different

orbitals for different spins:

fcþðqÞ � ’aðrÞaðsÞ; c�ðqÞ � ’bðrÞbðsÞg: (5.60)

Let us now examine the Slater (1929, 1931, 1960) method of constructing in the

orbital approximation the N-electron wave functions C(qjQ) � C(N), which auto-

matically satisfy the basic requirement of the Fermi–Dirac statistics, the Pauli

postulate of their antisymmetry with respect to an exchange of any two indistin-

guishable fermions. Should the electronic states be exactly independent, the

N-electron wave function would then be exactly given by the product of N ortho-

normal SO attributed to each particle,

CðNÞ ¼
YN
i¼1

ciðqiÞ �
YN
i¼1

ciðiÞ ¼ c1ð1Þc2ð2Þ . . .ciðiÞ . . .cjð jÞ . . .cNðNÞ: (5.61)
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Indeed, the N-electron probability distribution would then be given by the product

of distributions of independent one-electron events:

pðNÞ ¼ jCðNÞj2 ¼
YN
i¼1

ciðiÞj j2 ¼
YN
i¼1

piðiÞ: (5.62)

Obviously, due to a finite electric charge, electrons repel each other, so that this

independent particle approximation can at best be considered only as a first step in a

more adequate treatment, which recognizes the dependence (correlation) between

their instantaneous positions. Besides this Coulomb correlation the electron

probabilities must also reflect the constraints imposed by the antisymmetry princi-

ple of Pauli, thus additionally exhibiting the Fermi (exchange) correlation, which
severely conditions the simultaneous probability distributions of the spin-like

electrons in the physical space.

The product trial function of (5.61), which has been used as the variational wave

function in the Hartree (1928) method, clearly violates this antisymmetry require-

ment, since each electron is distinguished by the identity of the SO to which it

has been individually ascribed. Thus, the permutation P̂ði; jÞ of electrons i and j, of
exchanging the wave function arguments qi and qj, instead of changing only the

sign ofC(N) transforms it into an entirely different function, in which electrons are

attributed to different SO:

P̂ði; jÞCðNÞ ¼ c1ð1Þc2ð2Þ . . .cjð iÞ . . .ciðjÞ . . .cNðNÞ 6¼ �CðNÞ: (5.63)

This shortcoming can be remedied by the appropriate antisymmetrization oper-

ation Â performed on the product function of (5.61). It is effected by combining all

product functions obtained by permuting all N electrons between all N occupied

SO. Each permutation P is now identified by the list of electrons

lðPÞ ¼ fliðPÞg ¼ ½l1ðPÞ; l2ðPÞ; . . . ; lNðPÞ�; liðPÞ 2 ð1; 2; . . . ;NÞ;

attributed to orbitals ci in the ordered list {ci} ¼ (c1, c2, . . ., cN). Thus, the

permutation l(P) ¼ (4, 2, . . ., 1) symbolizes the product function c1(4) c2(2) . . .
cN(1), etc. One could alternatively identify the current permutation P by the list of
orbitals {cj(P)}, identified by their labels

kðPÞ ¼ fkjðPÞg ¼ ½k1ðPÞ; k2ðPÞ; . . . ; kNðPÞ�; kjðPÞ 2 ð1; 2; . . . ;NÞ;

which are attributed to the ordered list of electrons {j} ¼ (1, 2, . . ., N). Thus, the
permutation k(P) ¼ (4, 2, . . ., 1) stands for the product function c4(1) c2(2) . . .
c1(N).

For the chosen type of permuting the products of SO, one then introduces the

appropriate sign convention for each of N! permutations in the antisymmetrized

combination. In order to enforce the change of sign of the wave function, when the
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current permutation is obtained by an odd number of elementary replacements of

pairs of electrons in the ordered permutation P0 ¼ (1, 2, . . ., N) of (5.61), one
introduces the permutation parity p(P), which counts the number of such pair

exchanges required to bring the current permutation P to the initial permutation

P0, with p(P0) ¼ 0, and puts the sign (�1)p(P) before the associated product

function.

The antisymmetric combination of such N! product functions corresponding to

either all permutations of electrons among the ordered list of SO, or all

permutations of SO among the ordered list of electrons, thus determines the Slater

determinant:

CAðNÞ ¼ ÂCðNÞ ¼ 1ffiffiffiffiffi
N!

p
X
P

ð�1ÞpðPÞc1 l1ðPÞð Þ c2 l2ðPÞð Þ . . .cN lNðPÞð Þ

¼ 1ffiffiffiffiffi
N!

p
X
P

ð�1ÞpðPÞck1ðPÞð1Þck2ðPÞð2Þ . . .ckNðPÞðNÞ

¼ 1ffiffiffiffiffi
N!

p

c1ð1Þ c1ð2Þ ::::::: c1ðNÞ
c2ð1Þ c2ð2Þ ::::::: c2ðNÞ
::::::: ::::::: ::::::: :::::::

cNð1Þ cNð2Þ ::::::: cNðNÞ

���������

���������
� jc1c2 . . .cNj � detðc1c2 . . .cNÞ: (5.64)

Here, the constant before the determinant assures the normalization for the ortho-

normal set of SO:
Ð
c

i ðqÞcjðqÞ dq ¼ i j jh i ¼ di;j. Since exchanging two electrons

amounts to the permutation of two columns in this determinantal wave function, the

correct result of a change of sign ofCA(N) is obtained, P̂ði; jÞCAðNÞ ¼ �CAðNÞ, as
indeed required by the Pauli antisymmetry postulate for fermions. One also

observes that this form of wave function automatically satisfies the Pauli exclusion

principle that two electrons cannot be described by identical SO. More specifically,

should this be the case, the two rows in the Slater determinant would then be

identical, thus automatically implying CA(N) ¼ 0.

A more subtle implication also follows, when two spin-like electrons near-

coalesce in the same position, when qi ffi qj. This limiting proximity of two elec-

trons exhibiting the same spin orientation gives rise to two identical columns in

CA(N), thus again predictingCAðNÞ ffi 0. In other words, the probability of such an

event becomes very small indeed. This implies that spin-like electrons are statisti-

cally correlated, avoiding nearby positions in space. This effect is called the Fermi
or exchange correlation between electrons. It should be emphasized that no such

restrictions on the instantaneous positions of electrons intervene for the electrons

with opposite spins, since then spatial coalescence of two electrons does not imply

equality of their position-spin variables: qi ¼ ðr; "Þ 6¼ qj ¼ ðr; #Þ. Therefore,

electrons with different orientations of their spins exhibit only the Coulomb corre-

lation, resulting from their electric charge, while the movements of the spin-like

electrons are influenced by both the Fermi and Coulomb correlations.

132 5 Approximating Molecular Schr€odinger Equation



Thus, in the orbital approximation of the Slater determinant (5.64), the spin-like

electrons are not independent, being already Fermi correlated by the exchange

symmetry of the electronic wave function. It should be emphasized, however,

that this variational wave function ignores completely the Coulomb correlation of

all electrons. Therefore, the latter effect should be relatively more important in

interactions between electrons exhibiting different spin states, since the spin-like

electrons have already been Fermi correlated. It could be also expected that

accounting for this missing effect within the spin-restricted approach should most

influence the simultaneous probabilities of two electrons occupying the same

orbital, the movements of which are confined to the same part of space, probed

by the square of their common spatial function (orbital).

It should be observed that the correct symmetry of the analogous orbital wave

function for the set of N identical bosons would call for the related symmetrization

operation Ŝ performed on the product wave function:

CSðNÞ ¼ ŜCðNÞ ¼ 1ffiffiffiffiffi
N!

p
X
P

c1½l1ðPÞ�c2½l2ðPÞ� . . .cN½lNðPÞ�

¼ 1ffiffiffiffiffi
N!

p
X
P

ck1ðPÞð1Þck2ðPÞð2Þ . . .ckNðPÞðNÞ: (5.65)

Indeed, this symmetrical combination of the permuted product functions satisfies

the symmetry postulate for bosons, P̂ði; jÞCSðNÞ ¼ CSðNÞ, since such an operation

only exchanges two product functions in the sum of all N! terms of CS(N).
It should be realized that the set c of singly occupied SO defining the Slater

determinant is not unique. Indeed, any unitary transformation c0 ¼ cT, TT{ ¼ I,

which preserves the orbital orthonormality, replaces the rows {ci} of the original

determinant (5.64), CA ¼ det(c), with their combinations {ck
0 ¼ ∑jcjTj,k} in the

transformed determinant CA
0 ¼ det(c0). It thus follows from the elementary

properties of determinants that these two functions are identical: CA
0 ¼ CA. The

two sets of SO which define them are called the equivalent orbitals.
One thus encounters various types of molecular orbitals (MO) in the theory of

electronic structure, selected for their numerical or interpretative convenience. For

example, in the two most popular computational methods, formulated within the

Hartree–Fock (HF) (Fock 1930) and Kohn–Sham (KS) (Kohn and Sham 1965)

theories, the two canonical sets of orbitals are introduced, which are delocalized

throughout the whole molecule and reflect the system spatial symmetry. They

provide a useful orbital picture of the spectroscopic and electron ionization phe-

nomena, satisfying important theorems linking their energies and decay behavior

with the molecular ionization potentials. The Natural Orbitals (NO) of the Config-
uration Interaction (CI) theory similarly generate a compact representation of the

Coulomb correlation effects. Finally, the Localized Orbitals (LO), describing

the diatomic chemical bonds and lone electronic pairs, are useful in providing the

orbital interpretations of the near-additivity of several molecular properties and in

explaining the remarkable invariance of the given type of s bonds in different
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molecular environments. It should be also noticed that the very criteria for the

orbital localization are not unique either, so that a variety of alternative sets of the

physically equivalent LO have been reported in scientific literature (e.g., Boys and

Foster 1960; Edmiston and Ruedenberg 1963), which generate the same determi-

nantal wave function of the molecular system as a whole.

The orbital approximation provides a firm basis for the classification and under-

standing of electronic states and configurations in atomic and molecular systems.

Since to a good approximation the length of the resultant spin S of all electrons and

its z-component Sz are sharply defined simultaneously with the system electronic

energy Ee, the electronic wave functions are required to be eigenfunctions of the

associated quantum mechanical operators Ŝ
2
and Ŝz, which commute with the

electronic Hamiltonian. In the spin-unrestricted form the Slater determinant does

not generally satisfy this requirement, while the spin-restricted functions

CAðN ¼ 2pÞ ¼ ’þ
1 ’

�
1 ’

þ
2 ’

�
2 . . .’þ

p ’
�
p

���
���; (5.66)

CAðN ¼ 2pþ qÞ ¼ ’þ
1 ’

�
1 ’

þ
2 ’

�
2 :::’

þ
p ’

�
p ’

þ
pþ1’

þ
pþ2:::’

þ
pþq

���
���; (5.67)

are eigenfunctions of these two resultant-spin operators, corresponding to the

quantum numbers S and MS determining the associated eigenvalues: jSj2 ¼
S(S þ1)�h2 and Sz ¼ MS�h, MS ¼ �S, �S + 1, . . ., S �1, S. Hence, the state spin-

multiplicity 2S + 1 determines the overall degeneracy of the electronic state with

respect to alternative orientations of the resultant spin. For example, the

multiplicities of the representative wave functions of (5.66) and (5.67), which

correspond to S ¼ 0 and S ¼ q/2, respectively, are 1 and q + 1.

The occupation numbers of shells and orbitals define the system electron
configuration. When the (doubly occupied) spin-restricted orbitals of (5.66) involve

all symmetry-related (degenerate) orbitals of each electronic subshell, this wave

function is said to describe the closed-shell state of the molecule. Accordingly the

open-shell state is either characterized by the singly occupied MO, as in (5.67), or it

involves doubly occupied subset of the symmetry-related (degenerate) orbitals of

the occupied electronic subshell(s).

5.4 Matrix Elements of Electronic Hamiltonian

in Orbital Approximation

In order to apply the Slater determinants in the variational determination of the

approximate electronic states, we have to derive the associated expression for the

expectation value of the system electronic energy in the orbital approximation.

Moreover, when mixing different determinantal wave functions in a more accurate

CI variant, capable of accounting for the Coulomb correlation between electrons,
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one needs the related expressions for the matrix elements of the electronic Hamil-

tonian in such a basis set of N-electron functions. A short derivation of these

missing elements in the independent electron approximation is the main goal of

this section.

Let us first verify the normalization constant of the Slater determinant.

Expanding the CA and CA
* determinants in the normalization integral gives:

hCAjCAi ¼
ð
. . .

ð
C


AðqÞCAðqÞ dq

¼ 1

N!

X
P

X
P0

ð�1ÞpðPÞþpðP0Þ YN
j¼1

kjðPÞ
�� kjðP0Þ� �

: (5.68)

Therefore, for the orthonormal orbitals {ck(q) ¼ ’k(r)zk(s) � hqjki}, when hkjli ¼
dk,l, one obtains a nonvanishing contribution in this sum only when for all electrons

kj(P) ¼ kj(P
0), i.e., when the lists of orbitals {kj(P)} and {kj(P

0)} in permutations P
and P0 are identical, i.e., when P ¼ P0, and hence

hCAjCAi ¼ 1

N!

X
P

ð�1Þ2pðPÞ ¼ N!

N!
¼ 1;

where we have recognized that there are N! distinct permutations involved in the

Slater determinant of (5.64).

Let us now separately combine all one- and two-electron contributions in the

electronic Hamiltonian of (5.51):

Ĥeðq;QÞ ¼
XN
i¼1

ĥðiÞ þ
XN�1

i¼1

XN
j¼iþ1

gði; jÞ � F̂ðq;QÞ þ ĜðqÞ

� F̂ðNÞ þ ĜðNÞ; (5.69)

here, the one-electron Hamiltonian ĥðiÞ groups the operators of the kinetic energy
of ith electron and its attraction energy to all nuclei in their specified, fixed

positions, which generate the external potential v(i) (5.51),

ĥðiÞ ¼ � 1

2
Di þ vðiÞ; (5.70)

while the multiplicative operator gði; jÞ corresponds to the Coulomb repulsion

between the indicated pair of electrons. Thus, the expectation value of the
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electronic energy in the state (5.64) is determined by the trivial nuclear-repulsion

contribution and the sums of one- and two-electron contributions in the N-electron
system:

Eeh iCA
¼ CA

�� Ĥe

��CA

� � ¼ CA

�� Ĥe��CA

D E
þ Vnn � Eeh iCA

þ Vnn;

Eeh iCA
¼ CA

��� F̂
���CA

D E
þ CA

�� Ĝ��CA

D E
� F̂

D E
CA

þ Ĝ
D E

CA

: (5.71)

Consider first the one-electron energy Fh iCA
. Expanding the two determinants as

in (5.68) gives:

Fh iCA
¼ 1

N!

X
P

X
P0

ð�1ÞpðPÞþpðP0ÞXN
i¼1

kiðPÞ
�� ĥðiÞ��kiðP0Þ� �Y

j 6¼i

kjðPÞ
��kjðP0Þ� �

: (5.72)

Again, a nonvanishing product of the overlap integrals in this expression can appear

only when the two permutations are identical: P ¼ P0. One also realizes that due to
indistinguishability of N electrons in the Slater determinant, each of them gives the

same contribution as the representative electron “1” so that the above expression

can be further simplified:

Fh iCA
¼ N

N!

X
P

ð�1Þ2pðPÞ k1ðPÞ
�� ĥð1Þ��k1ðPÞ

� � ¼ 1

ðN � 1Þ!
X
P

�hk1ðPÞ;k1ðPÞ: (5.73)

The above summation over permutations can be replaced by the equivalent sum-

mation over N different choices of spin orbital ck1 describing electron 1, which

defines the matrix elements f�hk1;k1g in the SO basis. These one-electron integrals

should be then multiplied by their multiplicity in all permutations P, equal to the

number (N � 1)! of all permutations of the remaining (N � 1) occupied SO {kj 6¼
k1} among (N � 1) electrons (2, 3, . . ., N). Hence,

Fh iCA
¼ ðN � 1Þ!

ðN � 1Þ!
XN
k¼1

�hk;k ¼
XN
k¼1

�hk;k: (5.74)

One similarly arrives at the corresponding expression for the two-electron
energy Gh iCA

. Expanding the determinantal wave functions and taking into account

the indistinguishability of electrons give:
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Gh iCA
¼ 1

N!

X
P

X
P0

ð�1ÞpðPÞþpðP0Þ XN�1

i¼1

XN
j¼iþ1

kiðPÞkjðPÞ
�� gði; jÞjkiðP0ÞkjðP0Þ� �

	
Y
l6¼ði;jÞ

klðPÞ j klðP0Þh i

¼ 1

2ðN � 2Þ!
X
P

X
P0

ð�1ÞpðPÞþpðP0Þ
k1ðPÞk2ðPÞ j gð1; 2Þjk1ðP0Þk2ðP0Þh i

	
Y

l6¼ð1;2Þ
klðPÞ j klðP0Þh i;

where we have recognized that each of the N(N � 1)/2 electronic pairs gives the

same contribution as the representative pair (1, 2). A subsequent examination of

the overlap integrals in the product indicates that all SO for remaining electrons

l 6¼ (1, 2) in permutations P and P0 must be identical for electrons (3, 4, . . ., N).
Therefore, the nonvanishing contributions arise only when the two permutations are

identical, P ¼ P0, or when they differ only in orbitals describing electrons 1 and 2:

P ¼ P̂ð1; 2ÞP0. In the former case, the parities of both permutations are equal,

giving rise to factor (�1)p(P)+p(P
0) ¼ (�1)2p(P) ¼ 1, while in the latter case they

differ by one exchange of two electrons, so that (�1)p(P)+p(P
0) ¼ �1. Moreover, for

each choice of the two SO describing electrons 1 and 2, we thus have (N � 2)!

permutations of the remaining (N � 2) orbitals {kl 6¼ (k1, k2)} among (N � 2)

electrons (3, 4, . . ., N). Therefore, the preceding expression can be expressed in

terms of contributions from two-electron integrals:

Gh iCA
¼ ðN�2Þ!

2ðN�2Þ!
XN
k¼1

XN
l¼1

�
kð1Þlð2Þ jgð1;2Þjkð1Þlð2Þh i� kð1Þlð2Þ jgð1;2Þjlð1Þkð2Þh i�

� 1

2

XN
k¼1

XN
l¼1

�
klh jg klj i� klh jg lkj i� � 1

2

XN
k¼1

XN
l¼1

�ðkkjllÞ�ðkljlkÞ�

� 1

2

XN
k¼1

XN
l¼1

�Jk;l� �Kk;l

� �¼
XN�1

k¼1

XN
l¼kþ1

�Jk;l� �Kk;l

� �
: (5.75)

The two-electron integrals for the specified pair of SO describing the states of the

representative electrons “1” and “2,”

�Jk;l½ck;cl� ¼ kð1Þlð2Þ j gð1; 2Þjkð1Þlð2Þh i ¼
ðð

ckð1Þj j2gð1; 2Þ c2
l ð1Þ

�� ��2dq1dq2
� �Jk;l;

�Kk;l½ck;cl� ¼ kð1Þlð2Þ j gð1; 2Þjlð1Þkð2Þh i
¼

ðð
c

kð1Þclð1Þgð1; 2Þc


l ð2Þckð2Þdq1dq2 � �Kk;l; (5.76)
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are called the Coulomb and exchange integrals, respectively. The former is indeed

seen to measure the Coulomb interaction between the charge distributions of

electrons occupying SO ck and cl, respectively.

Since two-electron “integrations” involve summation over spin variables, the

exchange integrals identically vanish for the two electrons with opposite spins, due

to orthogonality of their spin functions (3.76),

�Kk;l½ck;cl� ¼
ðð

’

kðr1Þ’lðr1Þgðr1; r2Þ’


l ðr2Þ’kðr2Þdr1dr2
� � X

s1

z
kðs1Þzlðs1Þ
" #

	
X
s2

z
l ðs2Þzkðs2Þ
" #

¼ Kk;l½’k; ’l�dzk ;zl � Kk;ldzk ;zl ; (5.77)

where Kk,l stands for the exchange integral defined by the specified pair of the

spatial functions (orbitals).
It should be observed that no such restriction intervenes in calculating the

Coulomb integrals:

�Jk;l½ck;cl� ¼
ðð

’kðr1Þj j2gðr1; r2Þ ’2
l ðr2Þ

�� ��2dr1dr2
� � X

s1

zkðs1Þj j2
" # X

s2

zlðs2Þj j2
" #

¼ Jk;l½’k; ’l� � Jk;l; (5.78)

where the sums in the square brackets are both equal to 1 by the normalization

condition of the spin states [see (3.76)]:

hajai ¼
X
s

hajsihsjai ¼
X
s

jaðsÞj2 ¼ hbjbi ¼
X
s

hbjsihsjbi

¼
X
s

jbðsÞj2 ¼ 1: (5.79)

It also follows from (5.77) and (5.78) that Jk,k ¼ Kk,k, Jk,l ¼ Jl,k, and Kk,l ¼ Kl,k,

since the value of the electron repulsion energy must be independent of the

subjectively assigned labels of electrons. This justifies the final expression in

(5.75), involving only the off-diagonal terms in the double summation ∑k < l .

The same is true for the one-electron integrals �hk;k � �hk;k½ck�:

�hk;k½ck� ¼
ð
c

kðqÞ ĥðrÞckðqÞ dq ¼

ð
’

kðrÞ ĥðrÞ’kðrÞ dr

� � X
s

zkðsÞj j2
" #

¼ hk;k½’k� � hk;k: (5.80)
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For example, for the wave function (5.66), one obtains the following functional

for the expectation value of the electronic energy:

Eeh iCA
¼ 2

Xp

i¼1

hi;i þ
Xp

i¼1

Xp

j¼1

ð2Ji;j � Ki; jÞ: (5.81)

Clearly, its numerical value depends on the shapes of the p doubly occupied orbitals
defining the associated one- and two-electron integrals. In the closed-shell ground

state configuration [1s2] of the helium atom, one thus finds

EeðHeÞh iC0
¼ 2h1s;1s þ J1s;1s; (5.82)

while for the ground state of beryllium, defined by configuration [1s22s2], one
predicts

EeðBeÞh iC0
¼ 2h1s;1sþ2h2s;2sþJ1s;1sþJ2s;2sþ4J1s;2s � 2K1s;2s: (5.83)

The same result can be heuristically derived by summing the elementary one-
electron energies of all N electrons, the expectation values of the Hamiltonian

(5.70), and the repulsion energies in each of the N(N � 1)/2 different electronic

pairs. Indeed, the average interaction energy between two (indistinguishable)

electrons (1, 2) occupying spin orbitals ci and cj is given by the expectation value

of the g(1, 2) in the Slater determinant CA(2) ¼ |cicj| ¼ 2�1/2[ci(1)cj(2) �
ci(2)cj(1)]:

hCAð2Þjgð1; 2ÞjCAð2Þi ¼ �Ji;j � �Ki;j ¼ Ji;j; for different spin states

Ji;j � Ki;j; for identical spin states

�
:

Thus, for the two spin-paired electrons in He atom, when �Ki;j ¼ 0, one reproduces

the result of (5.82). It can be also easily verified that for beryllium atom in the

ground state CA(4) ¼ |1s+1s�2s+2s�|, one recovers (5.83).
The expectation value CA

�� Ĥe��CA

D E
¼ C0

�� Ĥe��C0

D E
(5.71) represents a par-

ticular, ground state case of a general diagonal matrix element of the electronic

Hamiltonian, Cn

�� Ĥe��Cn

D E
, for any antisymmetric electronic state (Slater deter-

minant) Cn specified by alternative choices of N occupied, orthonormal SO. The

same energy formulas also apply to excited electron configurations Cn>0 obtained

by replacing some of the SO occupied in C0, by the virtual orbitals, unoccupied in

C0. Thus, given the modified list of SO occupied in Cn, occd.[n] � [n], a general
formula for the expectation value of the electronic energy remains unaffected:

Eeh iCn
¼ Cn

�� Ĥe��Cn

D E
¼
X½n�

k

�hk;k þ 1

2

X½n�

k

X½n�

l

�Jk;l � �Kk;l

� �

�
X½n�

k

�
kh jĥ kj i þ

X½n�

l

klh jg kl� lkj i�; hCnjCni ¼
Y½n�

i

i j ih i ¼ 1: (5.84)

5.4 Matrix Elements of Electronic Hamiltonian in Orbital Approximation 139



Finally, let us examine the off-diagonal matrix elements Cn

�� Ĥe��Cn0
D E

between two electron configurations, differing in the list of the occupied SO. Due

to the orthogonality of SO such configurations can be shown to be also automati-

cally orthogonal: Cn j Cn0h i ¼ 0 [see (5.68)]. The sets of the occupied SO in these

two states may still exhibit some common SO, be it in different positions (rows) of

two determinantal functions. Therefore, for definiteness, we assume that by appro-

priate exchange of rows in one of these two Slater determinants, the two

configurations have been brought to the maximum coincidence form, in which the

rows of the common SO of both configurations appear in the same positions in both

determinants. We already know from the properties of the Slater determinant that

such exchanges can at best change the sign of the wave function, which can be

diagnosed from the known number of the row permutations in the original Slater

determinant required for reaching this maximum coincidence. This sign can then be

used to multiply the matrix element obtained from the maximum coincidence rules.

There are three general types of differences between such prearranged lists of SO

in both Slater determinants, giving rise to the associated expressions for the matrix

element of the electronic Hamiltonian. They can be derived in a way analogous

to that used to derive the diagonal element, by expanding both determinants in terms

of the permuted products of SO, applying the SO orthonormality relations, and

recognizing the indistinguishability of electrons. The relevant cases are summarized

by the following Slater–Condon rules (Slater 1929; Condon 1930):

1. ConfigurationsCn andCn0 differ only in a single SO, with cp of the former being

replaced by cr in the latter, as a result of the electron excitation cp ! cr,

�
Cn

�� Ĥe��Cn0
� ¼ ph jĥ rj i þ

X½n�

j

pjh jg rj� jrj i;

hCnjCn0 i ¼ p j rh i
Y½n�

i6¼p

i j ih i ¼ 0; (5.85)

2. Configurations Cn and Cn0 differ only in two SO, as a result of the double

excitation (cp ! cr, cq ! cs) or (cp, cq) ! (cr, cs),

�
Cn

�� Ĥe��Cn0
� ¼ pqh jg rs� srj i;

hCnjCn0 i ¼ p j rh i q jsh i
Y½n�

i 6¼ðp;qÞ
i j ih i ¼ 0: (5.86)

3. Configurations Cn and Cn0 differ in more than two SO, thus reflecting the triple

or higher excitations,

�
Cn

�� Ĥe��Cn0
� ¼ 0; hCnjCn0 i ¼ 0: (5.87)
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To summarize, the determinantal functions corresponding to the system ground

and excited configurations, in which electrons have been excited from some

C0-occupied to the corresponding C0-virtual SO of the molecule, form the ortho-

normal basis of N-electron functions. The Slater–Condon rules allow one to express

their average energies and the coupling matrix elements between them in terms of

the elementary one- and two-electron integrals involving SO, the elementary one-
electron functions of the orbital approximation.

5.5 Example: Helium Atom

As an illustration we shall now apply the approximate methods to estimate the

ground state energy of the helium atom, when its two electrons occupy the lowest

orbital 1s, from the known solutions for the one-electron atom [(4.58) and (4.62)].

The a.u. are used throughout.

5.5.1 Perturbation Approximation

The internal (Coulomb) Hamiltonian of two electrons moving in the field of the

helium nucleus (Z ¼ 2) determines the perturbed Hamiltonian (a.u.),

Ĥðr1; r2Þ ¼ Ĥ
0ðr1; r2Þ þ ĥðr1; r2Þ; ĥðr1; r2Þ ¼ gð1; 2Þ ¼ jr1 � r2j�1 ¼ r1;2

�1;

Ĥ
0ðr1; r2Þ ¼ Ĥ1ðr1Þ þ Ĥ2ðr2Þ; ĤiðriÞ ¼ � 1

2
Di � Z

ri
; i ¼ 1; 2;

(5.88)

with the electron repulsion operator representing the perturbation and the separable
Hamiltonian Ĥ0ðr1; r2Þ given by the sum of the hydrogen-like operators fĤiðriÞg
of two electrons determining the unperturbed Hamiltonian. This assumption thus

defines the unperturbed solutions:

E
ð0Þ
0 ¼ �Z2 ¼ �4; Cð0Þ

0 ðr1; r2Þ ¼ c1sðr1Þc1sðr2Þ ¼
Z3

p
exp½�Zðr1 þ r2Þ�; (5.89)

since the hydrogen-like solutions for each electron read:

c1sðriÞ ¼
ffiffiffiffiffi
Z3

p

r
exp �Zrið Þ; ĤiðriÞc1sðriÞ ¼ � Z2

2
c1sðriÞ; i ¼ 1; 2: (5.90)

This energy estimate should be compared with the experimental value E0 ¼
�2.9037.

The first correction to this crude estimate [see (5.11)] determines the expectation

value in state Cð0Þ
0 of the repulsion energy operator (perturbation):
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DEð1Þ
0 ¼ Cð0Þ

0

D ���ĥ Cð0Þ
0

���
E
¼

ðð
c

1sðr1Þc


1sðr2Þ
1

r1;2
c1sðr1Þc1sðr2Þ dr1 dr2: (5.91)

To calculate this integral we first assume the spherical coordinates of electron “1”

relative to the nucleus, r1 ¼ (r1, #1, ’1), adopt the relative spherical coordinates of

electron “2” with respect to electron “1,” r1,2 ¼ r2 � r1 ¼ (r1,2, y, f), and

use Carnot’s cosine formula to express the inter-electron separation:

r1;2 ¼ ðr21 þ r22 � 2r1r2 cos yÞ1=2: (5.92)

Hence, the first-order correction of (5.91) reads:

DEð1Þ
0 ¼ Z6

p2

ðp

0

sin#1 d#1

ð2p

0

d’1

0
@

1
A

ð2p

0

df

0
@

1
A

	
ð1

0

r21e
�2Zr1

ð1

0

r22e
�2Zr2

ðp

0

ðr21 þ r22 � 2r1r2 cos yÞ�1=2
sin y dy dr1dr2

0
@

1
A:

(5.93)

We then substitute x ¼ cosy:

ðp

0

ðr21 þ r22 � 2r1r2 cos yÞ�1=2
sin y dy ¼

ð1

�1

ðr21 þ r22 � 2r1r2xÞ�1=2
dx

¼ � 1

r1r2

ðr1;2ðx¼1Þ

r1;2ðx¼�1Þ

dr1;2 ¼
2
r1
; r1 > r2

2
r2
; r1 < r2

(
:

(5.94)

Using this result and typical integral
Ð1
0

yn expð�ayÞdy ¼ n!=anþ1in (5.93) gives:

DEð1Þ
0 ¼ 16Z6

ð1

0

r21e
�2Zr1

1

r1

ðr1

0

r22e
�2Zr2dr2 þ

ð1

r1

r2e
�2Zr2dr2

0
@

1
A dr1

¼ 4Z3

ð1

0

r21e
�2Zr1

1

r1
� Z þ 1

r1

� �
e�2Zr1

� �
dr1 ¼ 5Z

8
: (5.95)

Thus, in the first order of the perturbation theory, one estimates the ground state

energy of the helium atom as being much closer to the experimental value,

E
ð1Þ
0 ¼ �Z2 þ 5Z=8 ¼ �2:75: (5.96)
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5.5.2 Variational Estimates

The simplest trial wave function of this two-electron system in the spin-restricted

(R) approximation is given by the product function of (5.89), when one replaces Z
with an effective nuclear charge z, a nonlinear variational parameter,

Fðr1; r2; zÞ ¼ z3

p
exp½�zðr1 þ r2Þ� ¼ c1sðr1; zÞc1sðr2; zÞ � FRðr1; r2; zÞ; (5.97)

where the normalized trial orbital c1sðri; zÞ satisfies the energy eigenvalue equation
for the one-electron atom described by Hamiltonian Ĥðr; zÞ ¼ � 1

2
D� z

r ,

c1sðri; zÞ ¼
ffiffiffiffiffi
z3

p

s
exp �z rið Þ; Ĥðri; zÞc1sðri; zÞ ¼ � z2

2
c1sðri; zÞ; i¼ 1; 2: (5.98)

Since each electron in the helium atom experiences a diminished attraction com-

pared with that in He+, due to a partial screening of the nucleus by the other

electron, one expects the optimum value of this variational parameter to be in the

range 1 < z < 2.

In order to express the average electronic energy, the expectation value of the

Hamiltonian Ĥðr1; r2Þ (5.88), we first express the latter in terms of the effective

one-electron Hamiltonians fĤðri; zÞg:

Ĥðr1; r2Þ ¼ Ĥðr1; zÞ þ Ĥðr2; zÞ þ ðz� ZÞðr�1
1 þ r�1

2 Þ þ r�1
12 : (5.99)

Hence, using the eigenvalues of (5.98) and the electron repulsion energy of (5.95)

for Z ¼ z, gives

EðzÞ ¼
ðð

F
ðr1; r2; zÞĤðr1; r2ÞFðr1; r2; zÞ dr1dr2

¼ z6

p2

ðð
e�2zðr1þr2Þ½�z2 þ ðz� ZÞðr�1

1 þ r�1
2 Þ þ r�1

12 � dr1dr2
¼ �z2 þ 2ðz� ZÞzþ 5z=8 ¼ z2 � 27z=8: (5.100)

The optimum value of the effective nuclear charge is then determined by the

variational condition:

dEðzÞ
dz

����
zopt:

¼ 2zopt: � 27=8 ¼ 0 or zopt: ¼ 27=16 ffi 1:69 < Z: (5.101)

It gives the following estimate of the helium ground state energy (Hylleraas 1828):
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Eðzopt:Þ ¼ �ð27=16Þ2 ffi �2:848>E0 ¼ �2:9037: (5.102)

It should be realized that the full electronic wave function for the helium atom in

the spin-restricted variant also includes the spin singlet function of two electrons,

C½ðr1;s1Þ; ðr2; s2Þ� ¼ CRðq1; q2Þ

¼ FRðr1; r2Þ 1ffiffiffi
2

p ½aðs1Þbðs2Þ � bðs1Þaðs2Þ�: (5.103)

In the spin-unrestricted (U) approximation, using different orbitals for different

spins, the spatial function depends on two nonlinear variational parameters:

FUðr1; r2; z1; z2Þ ¼
1ffiffiffi
2

p ½c1sðr1; z1Þc1s0 ðr2; z2Þ þ c1s0 ðr1; z2Þc1sðr2; z1Þ�: (5.104)

Its symmetrization with respect to the exchange of the position vectors of two

electrons is required by the Pauli exclusion principle. The product of the spatial

(symmetric) wave function and the singlet (antisymmetric) spin function is then

antisymmetric with respect to the permutation of two electrons. The optimum

values of these exponents of the two 1s orbitals, z1
opt. ¼ 1.19 and z2

opt. ¼ 2.18,

give E(z1
opt., z2

opt.) ¼ �2.876 < E(zopt.) thus offering a better approximation

(variational flexibility) of the ground state wave function compared with the spin-

restricted analog.

Indeed, it follows from (5.104) that two electrons in the spin-unrestricted state

correlate (radially) their movements around the nucleus: when one electron

occupies a more compact orbital, thus being on average closer to the nucleus, the

other electron occupies the more diffuse orbital, thus exhibiting larger average

separation from the nucleus. Therefore, the average inter-electron distance in the

spin unrestricted state is expected to be larger compared with that in the spin-

restricted case, in which both electrons are kept within confines of the same orbital.

5.6 Idea of a Pseudopotential

As we have already observed at the end of Sect. 5.1.2, the atomic cores are

predicted to remain largely inactive (invariant) in the chemical processes of the

bond forming and/or bond breaking. Indeed, it directly follows from the AO-mixing

criteria that the system chemical bonds must be shaped by the valence shells of

constituent atoms. This observation is particularly important for heavy many-
electron atoms, in which the number of the inner-shell electrons (n) is much larger

than the complementary number of the chemically active, valence shell electrons:

N � n � n. It is thus tempting to formulate the chemical bond theory focused

solely on the quantum states of the valence electrons, since such a reduction of
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the problem gives rise to a significant conceptual and mathematical simplification

while still retaining all significant sources of the chemical binding in molecular

systems.

It is evident from the orthogonality relations between orbitals, which generate

the familiar nodal structure of valence orbitals in the regions of atomic cores, that

any change of the orbitals in one set affects the shapes of orbitals in the other set.

Therefore, such constraints appear to prevent any formulation of the “valence-only”

theory, in which the optimized valence orbitals satisfy the orthogonality constraints

to the “frozen” core orbitals. However, the Pauli antisymmetrization postulate for

fermions (Sect. 5.3) is automatically satisfied by the determinantal wave function,

no matter whether the orbitals defining the Slater determinant are mutually orthog-

onal or not. Thus, the requirement that the valence orbitals be orthogonal to the

core orbitals is not actually needed to satisfy the exclusion principle. The

pseudopotential theory makes use of this very property in designing the “valence-

only” theory of molecular electronic structure.

Achieving this goal calls for a nontrivial replacement of the valence core

orthogonality requirement by an equivalent theoretical concept, which turns out

to represent an additional (nonclassical) operator or the associated local potential

term in the effective Hamiltonian of the valence electron, called the pseudo-
potential (Hellmann 1935; Gombas 1967; Slater 1960, 1974; Szasz 1985). It

explicitly depends on the shapes and energies of the core orbitals. The pseudo-
orbitals, the eigenfunctions of this effective Hamiltonian, are determined as if the

core did not exist at all, its presence being felt exclusively through the pseudo-

potential. The lowest pseudoorbital exhibits no nodes in the atomic core regions and

generates the maximum probability density in the system valence shell.

The first attempt in this direction was made by Hellmann (Hn) (Hellmann 1935),

who introduced the very idea of replacing the orthogonality requirement by the

pseudopotential within the statistical Thomas–Fermi (TF) model (Thomas 1927;

Fermi 1928; Gombas 1949; March 1975). He also proposed the use in atomic and

molecular calculations of the model atomic potential for the valence electron, say

in Na atom, including the Coulomb attraction Vq(r) due to the core net charge

q ¼ Z � n and the model pseudopotential Vp(r):

VHnðrÞ ¼ VqðrÞ þ VpðrÞ ¼ � q

r
þ A

expð�krÞ
r

: (5.105)

Here, the adjustable parameters A and k are determined by fitting the predicted

eigenvalues of the associated effective Hamiltonian for the valence electron,

ĤHnðrÞ ¼ �ð1=2ÞDþ VHnðrÞ � Ĥval:
Na ð1Þ; (5.106)

to the atom experimental energy spectrum in the valence shell regime.

Notice that the pseudopotential part of this effective potential generates at small

distances from the nucleus the repulsive wall, which prevents the valence orbital

(nodeless in the core range) to assume large values in the region occupied by the
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inner-shell electrons. In other words, this repulsive barrier prevents the valence

electron from falling into the core, despite the lack of the core–valence orthogonal-

ity. Thus, in the pseudopotential approach, the usual geometrical constraints of the
orbital orthogonality are replaced by equivalent physical barriers preventing the

valence orbitals to collapse into the inner-shell region.

Hellmann has applied the same idea to atoms with many valence electrons. For

example, by determining the model potential of (5.105) to fit as accurately as

possible the valence energy spectrum of Mg+, containing a single valence electron,

one writes the valence-only Hamiltonian for the neutral atom, containing two

valence electrons, in the following form:

Ĥval:
Mg ð1; 2Þ ¼ ĤHnð1Þ þ ĤHnð2Þ þ 1=r12: (5.107)

The molecular applications, e.g., to Na2 ¼ NaA � NaB, is also valid. Since Na+

cores do not participate in this s bond, the effective Hamiltonian for the two valence

electrons in the molecular sodium can be simplified as follows:

Ĥval:
Na2

ð1; 2Þ ¼
X2
i¼1

� 1

2
Di þ VHnðriAÞ þ VHnðriBÞ

� �
þ 1

r12
; riX ¼ ri � RXj j: (5.108)

The pseudopotential method generates the exact “valence only” formalism for

atoms and molecules. It can be formulated either as a model (semiempirical)

procedure or as the ab initio theory in the spirit of the Phillips and Kleinman

(PK) (Phillips and Kleinman 1959, 1960) treatment, which defines the local
pseudopotential corresponding to the pseudopotential operator representing the

Pauli exclusion principle (core–valence orthogonality). The latter aspect will be

addressed in Sect. 6.1.5.

Having outlined the basic idea of the local pseudopotential, without attempting

at this stage to present the ab initio theory in a comprehensive way, let us complete

this section with just a short comment on some of the method’s most attractive

aspects. The effects of the exclusion principle and orbital orthogonality have been

shown to be exactly representable in the form of the associated effective local

pseudopotential. This localization of operators in the PK theory is very much in

spirit of that later used in the semiempirical methods of quantum chemistry and

in the modern DFT, to establish the effective Hamiltonian determining the KS

orbitals. The local pseudopotentials are more suitable for an analytical representa-

tion, in the form of model potentials, both semiempirical and those having ab

initio justifications as their background. It brings a deeper, physical understanding

of the core–valence separation problem. Indeed, the local pseudopotential has

permitted a plausible physical interpretation and opened the way to wide range of

applications and modeling. It has provided the causal picture of the quantum states

of valence electrons in atomic or molecular systems, as moving in the resultant

potential generated by atomic cores, including both their electrostatic potentials and

the “Pauli” term mimicking the valence–core orthogonality constraint.
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The pseudopotential theory was first applied in 1930 and 1940 to problems of the

solid state physics, to build up the quantum theory of metals, and then – starting

from 1960 – it has been developed as an alternative theory of atoms and molecules.

This conceptually appealing approach is mathematically coherent and elegant,

particularly in its ab initio formulation. Its conceptual simplicity, still combined

with remarkable accuracy, facilitates a subsequent modeling of atomic and molec-

ular phenomena. These models also include those derived from the ab initio theory.

A good exposition of the method origins and capabilities is given in the monograph

by Szasz (1985), the chief proponent of the molecular applications of the pseudo-

potential theory.
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Chapter 6

Wave Function Methods

Abstract A hierarchy of the Self-Consistent Field (SCF) theories of the molecular

electronic structure is surveyed. First, the rudiments of the Hartree approach using

the trial wave function in the form of the product of the occupied Molecular

Orbitals (MO) describing independent one-electron states and providing the refer-

ence in defining the electron exchange-correlation effects are given. The

Hartree–Fock (HF) method adopting the Slater determinant (antisymmetrized

product) as the variational wave function, which constitutes a natural reference

for determining the electron Coulomb correlation effects, and its analytical imple-

mentation in the finite basis set of AO, called SCF LCAO MO theory, are

summarized. The Koopmans theorem is discussed and the concepts of Slater’s

transition state (TS) in electronic excitations and of the local pseudopotential of
Phillips and Kleinman (PK) are introduced. Typical errors in SCF calculations are

identified and the electron correlation problem is formulated in terms of the

conditional two-electron densities and the associated correlation holes, the sum-

rules of which are examined. Alternative Configuration Interaction (CI) strategies

for determining the static and/or dynamic Coulomb correlation effects, formally

based upon the MO expansion theorem for molecular electronic states, are

reviewed. Both the Single-Reference (SR) SCF (HF) and Multireference (MR)

SCF (MR SCF) or Multiconfigurational (MC) SCF (MC SCF) and the Complete-
Active-Space (CAS) SCF (CAS SCF) wave functions can be used to generate the

excited configurations to be included in the subsequent CI expansion, giving rise to

SR CI and MR CI approaches, respectively. Several single- and multi reference CI
methods are identified, including the alternative variants using either the full CI
(FCI) or a limited expansion in terms of the single (S), double (D), triple (T),

quadruple (Q), and in general n-tuple electron excitations from the HF/SCF or MR

SCF wave functions, e.g., the variational SR techniques: CID, CISD, CISTQ, etc.

The size-consistency and size-extensivity requirements of such approximate varia-

tional treatments are commented upon and the problem of choosing an effective

orbital set for subsequent CI calculations is addressed. The reduced density matri-

ces are introduced and the associated concepts of the correlated one- and two-

electron functions, called the Natural Orbitals (NO) and Natural Geminals (NG),

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_6, # Springer-Verlag Berlin Heidelberg 2012
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respectively, are defined together with their pseudoapproximations in the limited CI

approaches.

The simplest variant of theMany-Body Perturbation Theory (MBPT), theMøller–
Plesset (MP) theory, is examined and the Brillouin and McDonald theorems are

formulated. A hierarchy of expressions for the electron correlation energy and

CI coefficients in the intermediate-normalization representation is derived. The

CI theories of the correlated electronic pairs are summarized, including several

separated-pair approximations, e.g. the Independent Electron Pair Approximation
(IEPA), and that using the Antisymmetrized Product of Strongly Orthogonal
Gemminals (APSG), as well as selected coupled-pair approaches, e.g., the Coupled
Electron Pair Approximation (CEPA), the related Coupled-Pair Many Electron
Theory (CPMET), and the Coupled Cluster (CC) approximation. The second-

quantization formalism of the electron correlation theory, in terms of the electron

creation and annihilation operators or their local field analogs, acting in the

molecular Fock space is introduced and the associated representations of the one-

and two-electron terms in the molecular electronic Hamiltonian are examined.

The cluster expansion of many-electron wave functions is introduced and the

simplest case of the CC method is examined.

This overview of the standard ab initio MO theories is then followed by the

elements of the chemical quantum theory of molecular systems provided by the

modern Valence Bond (VB) methods originating from the classical Heitler–
London (HL) treatment of the hydrogen molecule. The origins of the theory and

a variety of the covalent and ionic VB structures constructed directly from the

valence-shell AO’s of constituent atoms, are traditionally presented using the

illustrative case of H2. The importance of the electron pairing and of the VB

exchange integral in terms of AO for the interpretation of the origins of the

chemical bonding is emphasized, various physical factors shaping the optimum

orbitals are examined, and the associated estimates of the bonding energy of

H2 are summarized. The equivalence of the VB and CID theories in the mini-
mum basis description of the hydrogen molecule is demonstrated and the AO-

expansion theorem is formulated, which provides a formal basis for the VB treat-

ments of general molecular systems. The semilocalized AO’s of Coulson

and Fischer are introduced. They are shown to absorb in the covalent HL-type

function the effects due to ionic resonant structures. The Perfect Pairing Approx-
imation (PPA) of the Generalized VB (GVB) approach of Goddard et al.,

corresponding to a single (dominant) Lewis structure, is introduced and the use

of Rumer diagrams in selection of the linearly independent (canonical) set of VB

structures from a multitude of admissible spin couplings in a molecule is

illustrated for the p-electron systems in butadiene and benzene. Finally, a brief

summary of the modern ab initio VB methods is given. Both single- and many-
reference techniques of determining the optimized orbitals are surveyed. The

former include the GVB method using both the Perfect-Pairing (PP) wave

function (GVB-PP) and the Spin-Coupled (SC) algorithm, which makes no prior
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assumptions about the dominant spin-coupling pattern. Both schemes can be

subsequently improved by adding the (nonorthogonal) CI stage, e.g., within the

Correlation Consistent CI (CCCI) extension of GVB approach and the SCVB

generalization of the SC method. The MR VB theories, using different orbitals for

different structures, e.g., the Resonating GVB (RGVB) or Breathing Orbital VB
(BOVB) variants, are introduced; they are essential to adequately describe some

molecular states in terms of the broken symmetry VB functions.

6.1 Self-Consistent Field Theories

First variational theories of electronic structure of the N-electron atomic or mole-

cular system described by the electronic Hamiltonian (5.69) have used as trial

wave functions either the product of SO (5.61), describing the independent (dis-

tinguishable) spinless particles, or the Slater determinant (5.64), describing the

exchange-correlated (indistinguishable) fermions. The former approach marks

the Hartree theory (Hartree 1928), historically first quantum mechanical appro-

ach to many-electron systems, which still serves as the reference for defining the

overall (Coulomb þ Fermi) electron correlation effects, while the latter approach

gives rise to the Hartree–Fock (HF) theory (Fock 1930; Froese-Fischer 1977),

which constitutes the reference in extracting the Coulomb correlation energy. The

analytical (Ritz) realization of the HF method, originally proposed by Roothaan

and Hall, is known as SCF MO theory. In this section, we provide a short over-

view of the basic elements of these theories, including the relevant Euler equa-

tions for the optimum orbitals and, in the final part, the rudiments of the PK

pseudopotential theory.

6.1.1 Hartree Method

The expectation value of the electronic Hamiltonian in the product state

(5.61) defined by the N-lowest (singly occupied) SO {ci(qi) ¼ ci(i) ¼
’i(ri)zi(si)}, with the spatial parts {’i(r)} � w(r) defining the associated

(orthonormal) MO,

h’ij’ji � ijjh i ¼
ð
’�
i ðrÞ’jðrÞ dr ¼ di;j; (6.1)

and electronic spin states {zi(si)∈ [ai(si), bi(si)]}, can be expressed in terms of the

corresponding one- and two-electron integrals (5.73)–(5.75)]:
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EeðNÞh iC¼hCðNÞ��ĤeðNÞ��CðNÞi¼
YN
k¼1

ckðkÞ
* �����

XN
i¼1

ĥðiÞþ
XN�1

i¼1

XN
j¼iþ1

gði; jÞ
YN
l¼1

clðlÞ
�����

+

¼
XN
i¼1

ciðiÞh jĥðiÞ ciðiÞj i
Y
k 6¼i

ckðkÞjckðkÞh i

þ
XN�1

i¼1

XN
j¼iþ1

�
ciðiÞcjðjÞ

��gði; jÞ ciðiÞcjðjÞ
�� � Y

k 6¼ði;jÞ
ckðkÞjckðkÞh i

¼
XN
i¼1

�hi;i½ci�þ
XN�1

i¼1

XN
j¼iþ1

�Ji;j½ci;cj��EH½c�

¼
XN
i¼1

hi;i½’i�þ
1

2

XN
i¼1

XN
j¼1

ð1�di;jÞJi;j½’i;’j��EH½w�: ð6:2Þ

Again, due to the normalization of spin functions (5.79), the integrals in terms

of SO c(q) are equal to those in terms of their spatial functions (MO) [see (5.78)

and (5.80)]: �hi;i½ci� ¼ hi;i½’i� and �Ji;j½ci;cj� ¼ Ji;j½’i; ’j�. For example, for N ¼ 2p,
i.e., p doubly occupied orbitals {’i(ri), i ¼ 1, 2, . . ., p} of the spin-restricted

approximation [compare (5.66)],

CðNÞ ¼ ’þ
1 ðr1Þ’�

1 ðr2Þ’þ
2 ðr3Þ’�

2 ðr4Þ . . . ’þ
p ðrN�1Þ’�

p ðrNÞ; (6.3)

one finds [compare (5.81)]:

EH½w� ¼ 2
Xp

i¼1

hi;i½’i� þ
Xp

i¼1

Xp

j¼1

ð2� di;jÞJi;j½’i; ’j�: (6.4)

In accordance with the variational principle of quantum mechanics, the optimum

Hartree (H) orbitals wH have to minimize the auxiliary energy functional including

the Lagrange terms associated with conditions of their orthonormality,

d EH½w0� �
Xp

i¼1

Xp

j¼1

lk;l
��
’i

0 j ’j
0�� di;j

�
( )

wH

�� � dEH½wH;l� ¼ 0; (6.5)

where l ¼ {li,j} groups the Lagrangian multipliers enforcing these constraints.

Examining the complex conjugate of the preceding equation then reveals that

l�i;j enforces the subsidiary condition
�
’j

0j’i
0� ¼ dj;i, and hence l�i;j ¼ lj;i;

or l = ly. Thus, the Lagrangian multipliers define the Hermitian matrix which

can be diagonalized in the unitary transformation: U{lU ¼ «H ¼ {eidi,j}, U
{U ¼

UU
{ ¼ I. In this representation of the canonical orbitals wH ¼ w’U ¼ {’k}, the

variation principle of (6.5) reads:
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d
�
EH½w� �

Xp

k¼1

ek ’k j ’kh i� � dEH½wH; «H� ¼ 0: (6.6)

We also recall at this point that for generally complex orbitals the variations dw*

and dw ultimately represent the independent displacements of the real and imagi-

nary parts of MO (see also Sect. 5.1.2). Moreover, due to the Hermitian character of

the electronic Hamiltonian the corresponding Euler equations for the optimum

shapes of MO resulting from these two variations must be identical. Therefore, in

what follows we assume that in taking the variation of EH w; «H½ �, to derive

equations to be satisfied by the optimum orbitals, the complex-conjugate orbitals

are being infinitesimally modified: w* ! w* + dw*.

The integral Jk,l[’k, ’l] [see (5.78)] in the average electronic energy of (6.4) in

the canonical representation wH stands for the average Coulomb repulsion between

one electron in state ’k and another electron in state ’l,

Jk;l½’k; ’l� ¼
ð ð

’kð1Þj j2 1

r1;2
’lð2Þj j2dr1dr2 ¼

ð ð
rkð1Þ

1

r1;2
rlð2Þdr1dr2

� kð1Þlð2Þh jg kð1Þlð2Þj i1;2
¼
ð
’�
kð1Þ

ð
’�
l ð2Þ

1

r1;2
’lð2Þdr2

	 

’kð1Þdr1 ¼

ð
rkð1Þ

ð
rlð2Þ
r1;2

dr2

	 

dr1

� kð1Þh ĵJlð1Þ kð1Þj i1: (6.7)

In the preceding equationwe have introduced the (multiplicative)Coulomb operator

Ĵlð1Þ, which measures the average electrostatic potential in the position of electron

“1” due to the probability distribution rl ¼ j’lj2 of electron “2.” Obviously,

interchanging the orbital indices or electronic labels, which only name the integra-

tion variables of the definite integrals, has no effect on the value of the integral itself:

Jk;l½’k; ’l� ¼ kð1Þh ĵJlð1Þ kð1Þj i1 ¼ lð1Þh ĵJkð1Þ lð1Þj i1 ¼ Jl;k½’l; ’k�: (6.8)

The stationary condition of (6.6), that the variation dEH w; «H½ � linear in dw*

vanishes for the optimum canonical orbitals w ¼ wH, marks the local extremum of

this MO functional:

XN
k¼1

dkð1Þh jĥð1Þþ
XN
l¼1

ð1� dk;lÞĴlð1Þ � ek kð1Þj i1 ¼ 0: (6.9)

Since variations {hd’kj} are arbitrary, this equation can be satisfied only when

f½ĥð1Þ þ
XN
l¼1

ð1� dk;lÞĴlð1Þ� � ekg kð1Þj i � fF̂Hð1Þ � ekg kð1Þj i ¼ 0; (6.10)
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where we have defined the effective one-electron Hamiltonian F̂Hð1Þ of the Hartree
method. Its eigenvalue problem,

F̂Hð1Þ’kð1Þ ¼ ek ’kð1Þ; k ¼ 1; 2; . . . ;N; (6.11)

thus determines the optimum canonical orbitals wH ¼ {’k}, which define the best

approximation of the system electronic wave function in the family of N-electron
functions delineated by the variational product of (5.61).

It also follows from this effective one-electron Schr€odinger equation that the

Lagrangian multiplier

ek ¼ ’kh jF̂H ’kj i ¼ kð1Þh j½ĥð1Þ þ
XN
l¼1

ð1� dk;lÞ̂Jlð1Þ kð1Þj i1

¼ hk;k½’k� þ
XN
l¼1

ð1� dk;lÞJk;l½’k; ’l� (6.12)

measures the corresponding orbital energy of an electron occupying kth MO,

moving in the effective external potential

VHðrÞ ¼ vðrÞ þ
XN
l¼1

ð1� dk;lÞĴlð1Þ � vðrÞ þ vHðrÞ; (6.13)

which combines the external potential v(r) due to the system nuclei and the resultant

electrostatic potential (ESP) vH(r) ¼ vH[r; wH] generated by the remaining elec-

trons, averaged over their instantaneous positions.

Since the Hartree effective Hamiltonian depends upon the MO themselves, F̂H ¼
F̂H½wH�, the Hartree equations (6.11) have to be solved iteratively by using the

optimum orbitals w
ðnÞ
H from the previous iteration to define the next approximation

of the Hartree operator, F̂H w
ðnÞ
H

h i
, which generates better orbitals w

ðnþ1Þ
H , etc.,

. . . ! w
ðnÞ
H

o
! F̂H w

ðnÞ
H

h i
! w

ðnþ1Þ
H

n o
! F̂H w

ðnþ1Þ
H

h i
! . . .

n
;

until the field of electronic interactions is self-consistent, vH r; w
ðmþ1Þ
H

h i
ffi

vH r;w
ðmÞ
H

h i
, or w

ðmþ1Þ
H ffi w

ðmÞ
H , to within the assumed tolerance threshold.

The average electronic energy in theHartree limit (Hl), for an infinite variational
flexibility of orbitals wHl in the product function describing the independent,

spinless particles, EHl ¼ EHl[wHl], then determines the reference for extracting

the overall electron correlation energy. In the next section we shall examine the

related Hartree–Fock (HF) approximation, using the Slater determinant as varia-

tional wave function, thus describing the exchange-correlated fermions. Clearly,
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the optimum canonical Hartree–Fock orbitals wHF, already reflecting the exchange

correlation between electrons, will slightly differ from their corresponding Hartree

analogs wH, but these two sets strongly resemble one another: wH ffi wHF.

6.1.2 Hartree–Fock Theory

For the determinantal variational wave function, the average electronic energy is

given by the known functional of the (orthonormal) occupied SO c (see Sect. 5.4):

Ee½c�h iCA
¼
XN
i¼1

�hi;i½ci� þ
1

2

XN
i¼1

XN
j¼1

ð�Ji;j½ci;cj� � �Ki;j½ci;cj�Þ � EHF½c�; (6.14)

where the exchange integral �Ki;j½ci;cj� ¼ Ki;j½’i; ’j�dzi;zj of (5.77) identically

vanishes when the two SO involve different spin states of the two electrons. The

best variational approximation of the system ground state is thus obtained by the

optimum SO which minimize this average electronic energy subject to the ortho-

normality constraints of MO [see (6.5)]:

d
�
EHF½c� �

Xp

i¼1

Xp

j¼1

vk;l
�
ci j cj

�� di;j
� 
�

� dEHF½c; n� ¼ 0: (6.15)

For simplicity, in what follows the closed-shell configuration of (5.66) is assumed,

for which [see (5.81)]

EHF½c� ¼ EHF½w� ¼ 2
Xp

i¼1

hi;i½’i� þ
Xp

i¼1

Xp

j¼1

ð2Ji;j½’i; ’j� � Ki;j½’i; ’j�Þ: (6.16)

Turning now to the canonical representation of HF orbitals, wHF ¼ wU ¼ {fk},

in which the matrix of Lagrangian multipliers enforcing the orthonormality con-

straints becomes diagonal, U{nU ¼ e ¼ {eidi,j}, U
{U ¼ UU{ ¼ I, the relevant

variational principle becomes:

d
�
EHF½wHF� �

Xp

k¼1

ekð fk j fkh i
�

� dEHF½wHF; e� ¼ 0: (6.17)

Again, to facilitate a compact expression for the linear variation of the system

electronic energy corresponding to the variation dw�
HF of the complex-conjugate

orbitals one formally expresses the exchange integral as the expectation value of the

effective exchange operator [compare (6.7)] defined by the following result of its

action on the one-electron function f(r1) � f(1):
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K̂lð1Þf ð1Þ �
ð
f�
l ð2Þ

1

r1;2
f ð2Þdr2

� �
flð1Þ: (6.18)

It follows from this definition that this integral operator exchanges two electrons in

the product of the nonconjugate orbitals, fl(2)f(1) ! fl(1)f(2), which explains its

name. The exchange integral can be then expressed as the expectation value:

Kk;l½fk;fl� ¼
ð ð

f�
kð1Þf�

l ð2Þ
1

r1;2
flð1Þfkð2Þdr1dr2 ¼ kð1Þlð2Þh jgð1; 2Þ lð1Þkð2Þj i1;2

¼ kð1Þh jK̂lð1Þ kð1Þj i1 ¼ lð1Þh jK̂kð1Þ lð1Þj i1: ð6:19Þ

Finally, calculating the variation dEHF wHF; e½ � corresponding to dw�
HF gives the

following condition for the local extremum of the auxiliary functional of (6.17),

Xp

k¼1

dkð1Þh jĥð1Þþ
Xp

l¼1

½2Ĵlð1Þ � K̂lð1Þ� � ek kð1Þj i ¼ 0: (6.20)

For arbitrary variations of MO it can be satisfied only when

½ĥð1Þ þ
Xp

l¼1

½2Ĵlð1Þ � K̂lð1Þ�
( )

fkð1Þ � F̂ð1Þfkð1Þ ¼ ekfkð1Þ;

k ¼ 1; 2; . . . ; p:

(6.21)

Again, since the effective Fock operator

F̂ðrÞ ¼ � 1

2
Dþ vðrÞ þ

Xp

l¼1

½2ĴlðrÞ � K̂lðrÞ�g � ĥðrÞ þ ĴðrÞ � K̂ðrÞ

� � 1

2
Dþ ½vðrÞ þ vHFðrÞ� � � 1

2
Dþ VHFðrÞ; (6.22)

depends on the orbitals it is supposed to determine, F̂ ¼ F̂½wHF�, one has to solve the
above HF equations iteratively:

. . . ! w
ðnÞ
HF

o
! F̂ w

ðnÞ
HF

h i
! w

ðnþ1Þ
HF

n o
! F̂ w

ðnþ1Þ
HF

h i
! . . .

n
;

until one reaches the self-consistent field (SCF) of the two-electron contribution

vHF(r) to the effective external potential VHF(r), called the Coulomb-exchange

potential:

vHF r;w
ðmþ1Þ
HF

h i
ffi vHF r;w

ðmÞ
HF

h i
or w

ðmþ1Þ
HF ffi w

ðmÞ
HF :
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The physical meaning of the diagonal Lagrangian multiplier ek is again revealed
by multiplying (6.21) from the left by f�

kð1Þ and integrating over positions of

electron “1”:

ek ¼ fkh jF̂ fkj i ¼ kð1Þh j ½ĥð1Þ þ
Xp

l¼1

½2Ĵlð1Þ � K̂lð1Þ� kð1Þj i1

¼ hk;k½fk� þ
Xp

l¼1

ð2Jk;l½fk;fl� � Kk;l½fk;fl�Þ: (6.23)

This orbital energy of kth MO in HF theory thus combines the corresponding

kinetic and nuclear attraction energies, given by the expectation value of the one-

electron operator ĥð1Þ, and the effective Coulomb-exchange interactions with all

remaining electrons. It should be observed that in (6.23) the self-interaction of the

electron with itself is exactly eliminated by the identity Jk,k ¼ Kk,k, whereas in

(6.12) it is removed by the Kronecker-delta factor.

The Koopmans theorem links the approximate estimate of the system ionization

potentials Ik, the energy required to remove the electron occupying fk,

IHFk ¼ Eþ
k ½wþ� � E0½w0�; (6.24a)

with the orbital energy ek; here w+ denotes the optimum MO of the HF method

occupied in the cation Xþ
k , the (N � 1)-electron system in state fþ

1 f
�
1 . . . fþ

k . . .
��

fþ
p f

�
p j, and w0 groups the optimumMO of the neutral N-electron system X0 in state

fþ
1 f

�
1 . . . fþ

k f
�
k . . . fþ

p f
�
p

���
���. By assuming that the HF MO w0 of the neutral

system X0 are to a good approximation preserved after ionization, w+ � w0, i.e.,

neglecting the orbital relaxation accompanying the ionization process, one can

express the electronic energy Eþ
k ½w0� of the resulting cation in terms of the same

one- and two-electron integrals hk;k f0
k

� �� �
; Jk;l f

0
k ;f

0
l

� �� �
, and Kk;l f

0
k ;f

0
l

� �� �
as

those used for expressing the energy E0½w0� of the neutral system. Their difference

then approximates the HF ionization potential of (6.24a):

IHFk � Eþ
k ½w0� � E0½w0� � DEk Dnk;w0

� � ¼ �ek½w0�; (6.24b)

where n ¼ {nk} groups the MO occupation numbers and Dnk ¼ (0, . . ., Dnk ¼ �1,

0, . . ., 0) reflects a removal of the electron occupying fk.

It should be observed that since in this ionization process a change in the occupa-

tion number of fk, Dnk ¼ �1, the above formulation of the Koopmans theorem can

be also interpreted as the finite-difference approximation of the energy derivative

with respect to the system occupation number of fk, or the overall number of

electrons, dN ¼ dnk,

@DEk Dnk;w0
� �

=@nk � DEk Dnk;w0
� �

=Dnk ¼ ek: (6.25)
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Thus, the canonical orbital energy approximately measures the slope of the elec-

tronic energy with respect to the MO occupation number.

In addition to the Coulomb correlation neglected in the orbital approximation of

the HF theory, the Koopmans theorem does not account for the orbital relaxation.

Fortunately, there is a substantial cancelation of these errors in electron removal

process, since the magnitude of correlation energy increases monotonically with

a growing number of electrons. Thus, the sum of a diminished correlation and the

(neglected) orbital relaxation energy in the cation roughly reproduces a larger corre-

lation error in the neutral system. The orbital relaxation error gradually disappears in

large systems, for large N, when the removal of a single electron causes a relatively

minor perturbation of the whole system. In such cases, the change in the Coulomb

correlation of electrons is also relatively small. Accordingly, these errors become

relatively large in the two-electron systems, e.g., the helium atom and hydrogen

molecule. This cancelation of the orbital relaxation and electron Coulomb correlation

errors in the electron removal processes explains a surprisingly good performance of

Koopmans’ theorem in the closed-shell systems. It also provides a physical justifica-

tion for calling the canonical MO of HF method the spectroscopic orbitals.
The molecular electron density [see (3.7)] is the sum of the corresponding

MO contributions:

rðrÞ ¼
XN
k¼1

fkðrÞj j2 ¼
XN
k¼1

rkðrÞ

¼
X
s¼";#

XNs

l¼1

flsðrÞj j2
" #

¼
X
s¼";#

XNs

l¼1

rlsðrÞ
" #

�
X
s¼";#

rsðrÞ; (6.26)

where flsðrÞ denotes lth orbital describing the electron with the spin orientation

s ¼"; #; rsðrÞ stands for the corresponding spin density (3.9), and Ns ¼
R
rsðrÞdr

is the overall number of electrons with spin s,
X
s¼";#

Ns ¼ N:

Compared with the system promolecule M0, the hypothetical combination of

all constituent (free) atoms in their molecular positions, it exhibits an accumulation

of the electronic probability density in the bonding regions of the molecule M,

between the nuclei of the bonded AIM. The promolecular reference can be used to

extract the effects due to the bond formation, e.g., in form of the density difference
function

DrðrÞ ¼ rðrÞ � r0ðrÞ; (6.27)

where r0 denotes the promolecular electron density.

The delocalized (canonical) MO, which reflect the molecular geometry, have

been widely used in physical interpretations of the bonding patterns of molecular
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systems, their structural preferences, and in rationalizing diverse phenomena of

electronic spectroscopy. They are also successfully applied in diagnosing trends in

chemical reactivity, particularly in organic chemistry. The most important in these

applications are the Frontier Orbitals (FO), including the Highest Occupied
MO (HOMO) and the Lowest Unoccupied MO (LUMO). The former roughly

determines how the energetically most accessible (first) ionization process, the

electron removal to the system environment when the system acts as the chemical

base (electron donor), affects its electron distribution, whereas the latter gives an

approximate representation of the charge redistribution accompanying the electron

addition to the system in molecular complexes or in the electron affinity phenomena

when the system acts as the chemical acid (electron acceptor).

The normalized responses of the molecular electron density to an addition/

removal of a single electron are known as the Fukui function (FF) descriptors

(Parr and Yang 1984). It follows from these intuitive considerations that they

are dominated by the topology of the corresponding FO densities. In the donor–
acceptor interactions between molecules the FO of both reactants also play a

crucial role in shaping their reactivity preferences.

To conclude this section, we observe that the HF equations for the optimum shapes

of orbitals can be also derived through the functional derivatives of Sect. 2.8. As we

have observed in Sect. 6.1.1, there are two groups of independent functions to be

optimized when determining the extremum of the auxiliary energy functionals of

(6.14) and (6.16), wHF ¼ {fl} and w�
HF ¼ f�

k

� �
, since they are linearly related to

independent components Re(wHF) and Im(wHF) of the (complex) canonical orbitals.

This calls for the separate optimizations of w�
HF and wHF, each giving the same

set of equations for the optimum solutions. It can be easily verified that the vanishing

functional derivative of the auxiliary functional of (6.17), EHF½wHF; e� ¼ EHF w�
HF;

�
wHF; e�, with respect to, say, f�

k , directly gives the HF equation for this MO:

dEHF w�
HF;wHF; e

� �
=df�

kðrÞ ¼ dEHF w�
HF;wHF; e

� �
=df�

kðrÞ � ekd fkjfkh i=df�
kðrÞ

¼ ĥðrÞfkðrÞ þ
XN
l¼1

ĴlðrÞ � K̂lðrÞ
� �

fkðrÞ � ekfkðrÞ

� ½ĥðrÞ þ ĴðrÞ � K̂ðrÞ�fkðrÞ � ekfkðrÞ
¼ F̂ðrÞfkðrÞ � ekfkðrÞ ¼ 0: ð6:28Þ

In the ground state of the N-electron system, only N lowest SO are occupied,

with the remaining higher (empty) SO determining the system virtual orbitals. The
latter have no physical meaning, since they do not contribute to the self-consistent

field of electronic interactions and to expectation values of physical properties of

the molecule. Thus, the ground state virtual orbitals become “physical”, when they

are fully or partly occupied, e.g., in the electronically excited states or in the CI

description of the ground state. Notice that when one uses the LUMO as a probe

in the electron-absorbing phenomena, one mentally populates this orbital in the

intermolecular interactions with at least a fraction of an electron, thus making it

physically meaningful in reactivity descriptions.
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6.1.3 Transition-State Concept

The HF equations (6.21) can be compactly written in terms of the system electron

density r(r) (6.26) and the spin components fgsðr; r0Þg of the overall (spinless) one-
electron density matrix:

gðr; r0Þ ¼
XN
k¼1

fkðrÞf�
kðr0Þ ¼

X
s¼";#

XNs

l¼1

flsðrÞf�
lsðr0Þ

" #
¼
X
s¼";#

gsðr; r0Þ: (6.29)

Indeed, a straightforward transformation of HF equations for the optimum orbitals

of spin s gives:

ĥðrÞ þ
X
s¼";#

XNs
l¼1

ĴlsðrÞ
" #

flsðrÞ �
XNs
l¼1

K̂lsðrÞflsðrÞ

� ½ĥðrÞ þ ĴðrÞ � K̂sðrÞ�flsðrÞ

¼ �r2

2
þ vðrÞ þ

ð
rðr0Þ
r� r0j jdr

0
� �

flsðrÞ �
ð
gsðr; r0Þ
r� r0j j flsðr0Þdr0 ¼ elsflsðrÞ;

s ¼";# :
(6.30)

Any set of N occupied orthonormal orbitals {fls} that satisfy these equations

makes the total energy stationary. The energy expression (6.14) refers to the special

case of the ground state (full) occupation pattern of N lowest orbitals, ng.s, ¼
[(1,1, . . ., 1,) 0, 0, . . .] ¼ {nls}, of the whole (infinite) set of orbitals wHF ¼ [(f1,

f2, . . ., fN), fN+1, fN+2, . . .] ¼ {fls}, arranged in such a way that e1 � e2 � e3
� . . ., including the infinite set of virtual SO {fN+1, fN+2, . . .}, which are not

occupied in the ground-state configuration. Hence, for any fixed vector n of electron

occupations obtained via the associated electron excitations from the ground state

occupied to virtual subspaces, with

X1
k¼1

nk¼
X
s¼";#

X1
l¼1

nl;s¼
X
s¼";#

Ns¼N;

rðnÞðrÞ¼
X1
k¼1

nk f
ðnÞ
k ðrÞ

���
���
2

�
X1
k¼1

nkr
ðnÞ
k ðrÞ¼

X
s¼";#

X1
l¼1

nls fðnÞ
is ðrÞ

���
���
2

" #
¼
X
s¼";#

rðnÞs ðrÞ;

gðnÞðr;r0Þ¼
X1
k¼1

nkf
ðnÞ
k ðrÞfðnÞ�

k ðr0Þ�
X1
k¼1

nkg
ðnÞ
k ðr;r0Þ

¼
X
s¼";#

X1
l¼1

nlsf
ðnÞ
ls ðrÞfðnÞ�

ls ðr0Þ
" #

¼
X
s¼";#

gðnÞs ðr;r0Þ;

(6.31)
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the HF electronic energy is given by the following expression in terms of the self-

consistent canonical orbitals for the specified electron occupation vector n, w nð Þ ¼
fðnÞ
k ¼ fðnÞ

ls

n o
, the associated electron density r(n)(r), spin densities frðnÞs ðrÞg, and

spin density matrices fgðnÞs ðr; r0Þg:

EHFðnÞ ¼ � 1

2

X1
k¼1

nk

ð
fðnÞ�
k ðrÞDfðnÞ

k ðrÞ dr þ
ð
rðnÞðrÞ vðrÞ dr

þ 1

2

ð ð
rðnÞðrÞrðnÞðr0Þ

r � r0j j dr dr0 � 1

2

X
s¼";#

ð ð
gðnÞs ðr; r0ÞgðnÞs ðr0; rÞ

r � r0j j dr dr0:

(6.32)

In the ordinary ground state (g.s.) HF calculations in each iterative step only the

orbitals withN-lowest energies are used to form the Slater determinant, but one is by

no means restricted to this choice: any occupation vector for which the procedure

converges will determine the self-consistent solutions defining the determinantal

approximation of an excited state (e.s.) of the N-electron system under consider-

ation. It should be stressed, however, that the Slater determinants corresponding to

different occupation vectors are not orthogonal, since they represent eigenfunctions

of different Fock operators, with their effective electron interactions being defined

by different sets of canonical MO. For the same reason the optimum, self-consistent

orbitals in different electron configurations are not identical: fðnÞ
k 6¼ fðn0Þ

k .

The generalized self-consistent HF energy of (6.32), with the fully relaxed

orbitals for the assumed occupation vector n ¼ {nk � nks}, thus becomes a func-

tion of the continuous occupation variables {0 � nk � 1}. As first shown by Slater

the partial derivative of this function with respect to the orbital occupation gives

exactly its orbital energy for the assumed occupation vector [compare the approxi-

mate Koopmans’ relation of (6.25)]:

@EHFðnÞ
@nk

����
n

¼ ekðnÞ¼ @EHFðnÞ
@nks

����
n

¼ eksðnÞ

¼�1

2

ð
fðnÞ�
k ðrÞDfðnÞ

k ðrÞdrþ
ð
rðnÞk ðrÞvðrÞdr

þ
ð ð

rðnÞk ðrÞrðnÞðr0Þ
r� r0j j drdr0 �

ð ð
gðnÞks ðr;r0ÞgðnÞs ðr0;rÞ

r� r0j j drdr0: (6.33)

This relation has been subsequently rediscovered and somewhat extended by Janak

(1978) in the framework of KS DFT.

It is tempting to use two independent SCF calculations, for the ground state

occupations ng.s. ¼ n0 and the singly excited electron configuration ne.s. ¼ np!q

corresponding to an electron transfer from the ground state occupied orbital fp to

ground state virtual orbital fq, to calculate the approximate excitation energy as the

difference of the corresponding total electronic energies,
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DEp!q � EHFðnp!qÞ � EHFðn0Þ; (6.34)

where:

Cg:s:ðNÞ ¼ detðf1; . . . ;fp�1;fp;fpþ1; . . . ;fNÞ � C0ðNÞ;
Ce:s:ðNÞ ¼ detðf1; . . . ;fp�1;fpþ1; . . . ;fN;fqÞ ¼ Cp!qðNÞ � Cq

pðNÞ: (6.35)

However, besides requiring two separate SCF calculations, this recipe is not sound

numerically, since the two states are not orthogonal anyway and it determines the

small quantity of the excitation energy as difference of two approximate large

numbers.

Slater’s (1974) concept of the transition state (TS) allows one to determine the

approximate p ! q excitation energy in a single SCF calculation as the difference of
orbital energies (small numbers) for the hypothetical system exhibiting the half

occupations of the twoMO involved in the p ! q transition and the full occupations
of the remaining orbitals defining the Slater determinant Cp!q(N) in (6.35):

nTS ¼ f : 1 . . . p� 1 p pþ 1 . . . N q
nf : 1 . . . 1 1=2 1 . . . 1 1=2

	 

: (6.36)

The electron density of TS is thus given by the following expression,

rTSðrÞ ¼
XN

l 6¼p

flðrÞj j2 þ 1

2
½ fpðrÞ
�� ��2 þ fqðrÞ

�� ��2� ¼ 1

2
½r0ðrÞ þ rp!qðrÞ�; (6.37)

where r0ðrÞ and rp!qðrÞ denote the electron densities in the ground and excited

states, respectively.

Therefore, rTS(r) does not correspond to a single Slater determinant. Indeed, it

represents the ensemble average (see Sect. 3.3.4) of the electron densities in the

initial and final electronic states of this electron excitation [see (6.35)],

corresponding to the density operator (3.60a)

D̂TS ¼ C0j i 1
2

C0h j þ Cp!q

�� � 1
2

Cp!q

� ��: (6.38)

Slater’s TS thus represents an ensemble, i.e., the statistical mixture of two elec-

tronic states, and not the pure (single) quantum mechanical state.

Since this concept invokes the continuous orbital occupations of orbitals p and

q, which are involved in this electron transfer, linked by the closure relation

np þ nq ¼ 1 or � dnp ¼ dnq ¼ dn ¼ 1/2, one can expand the HF energies in

the initial and final electronic states involved in this electron excitation as the

corresponding power series in the associated TS vector of displacements in

the orbital occupations,
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dnTS ¼ nTS � n0

¼ f : 1 . . . p� 1 p pþ 1 . . . N q
dnf : 0 . . . 0 �1=2 0 . . . 0 þ1=2

	 

; (6.39)

with n0 ¼ nTS � dnTS and np!q ¼ nTS þ dnTS. Thus, expanding the electronic

energies of these two states around the TS configuration nTS generates the follow-
ing Taylor series expressions for these two self-consistent energies:

EHFðn0Þ ¼ EHFðnTS � dnTSÞ ¼ EHFðnTSÞ � dn
@EHF

@nq

����
nTS

� @EHF

@np

����
nTS

 !

þ ðdnÞ2
2

@2EHF

@n2p

�����
nTS

� 2
@2EHF

@np@nq

����
nTS

þ @2EHF

@n2q

�����
nTS

8<
:

9=
;þ . . . ;

EHFðnp!qÞ ¼ EHFðnTS þ dnTSÞ ¼ EHFðnTSÞ þ dn
@EHF

@nq

����
nTS

� @EHF

@np

����
nTS

 !

þ ðdnÞ2
2

@2EHF

@n2p

�����
nTS

� 2
@2EHF

@np@nq

����
nTS

þ @2EHF

@n2q

�����
nTS

8<
:

9=
;þ . . . ;

(6.40)

A subsequent subtraction of these expansions and use of (6.33) finally give:

DEp!q ¼ EHFðnp!qÞ � EHFðn0Þ ¼ @EHF

@nq

����
nTS

� @EHF

@np

����
nTS

þ Oðdn3TSÞ

¼ eqðnTSÞ � epðnTSÞ þ Oðdn3TSÞ: (6.41)

To summarize, the p ! q excitation energy can be estimated, neglecting very

small terms of order dn3TS, as the difference of energies of two orbitals involved

in the transition, obtained from a single SCF calculation for the TS occupations nTS
of (6.36).

6.1.4 Analytical Realization of Hall and Roothaan

In atoms, for which the angular parts of AO are given by the spherical harmonics,

the radial self-consistent field can be determined numerically. However, in all

molecular applications the analytical realization of the HF method, which adopts

the Ritz variant of the variational method (Sect. 5.1.2) to determine the optimum

MO approximated as linear combinations (LC) of the fixed basis set of the AO

functions. For example, the canonical AO of the system constituent AIM are
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selected as basis functions in the LCAO MO approach, or some arbitrary functions

selected for reasons of numerical convenience, e.g., the exponential Slater-type
orbitals (STO) or Gaussian-type orbitals (GTO), are used to expand MO in the

associated LCSTO (e.g., Harris 1967; Clementi and Roetti 1974) and LCGTO (e.g.,

Shavitt 1963; Boys 1968; Pople 1976; Dunning and Hay 1977; Huzinaga et al.

1984; Poirier et al. 1985) calculations, respectively. The former,

sl;ms;a ðraÞ ¼ N expð�zsraÞ Ym
l ðy; ’Þ; (6.42a)

where N stands for the normalization constant, ra ¼ r � Ra ¼ xaiþ yaj þ zak ¼
ðra; y; ’Þ is the position vector of an electron relative to the atomic nucleus a in the
fixed position Ra ¼ Xaiþ Ya j þ Za k (BO approximation), provide more compact

expansions, since they exhibit generally correct analytical properties at both ra ! 0

(cusp at nucleus) and ra ! 1 (exponential decay). The latter,

gk;l;ms;a ðraÞ � Nxkay
l
az

m
a expð�msr

2
aÞ; (6.42b)

exhibit incorrect behavior in both these limits, so that several GTO are required to

adequately represent a single STO. However, GTO give rise to analytical

expressions for the crucial (muticenter) electron repulsion integrals, for which Slater

orbitals require a time-consuming numerical integration. For this reason the SCF

LCGTOMOcalculations dominate all molecular applications of the HF theory. This

Hall–Roothaan analytical realization is customarily denoted as the SCF method.

Thus, in the SCF LCAOMO approach, the fixed set of basis functions of the Ritz

method, x ¼ (w1, w2, . . ., ww), represents the AO of constituent AIM, themselves

represented as combinations of either the primitive GTO centered on atomic nuclei

or their formal contractions combining subsets of primitive GTO, defined to limit

the computational effort and maximize the variation flexibility of MO. The basis

functions available in standard programs for molecular calculations range from the

minimum set, of AO occupied in the ground states of all constituent (free) atoms, to

extended basis sets, including the split valence contractions of the valence shell

orbitals and some polarization functions corresponding to higher values of the

orbital quantum number l, compared with those characterizing the AO functions

of the minimum set. Such extended bases generate the required variety of both

the radial (m) and angular exponents (k, l, m) of the primitive GTO (6.42b), thus

allowing for the radial expansion/contraction of bonded atoms in the molecular

environment and their angular deformations (polarizations) in presence of the

remaining AIM. It should be emphasized that in each of these variants several

GTO-expansions of each AO/SO can be selected, which adds to the range of the

basis set options available in modern software systems of the ab initio calculations

(e.g., GAMESS, GAUSSIAN).

The HF orbitals are thus expanded in the adopted basis set x, wHF ¼ xC, which
also determines the associated overlap matrix S ¼ xjxh i ¼ fSs;t ¼ wsjwth ig, defin-
ing the metric tensor of this function space. In accordance with the development of
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Sect. 5.1.2, in order to formulate the relevant secular equations for the optimum

LCAO MO coefficients C ¼ {Cs,k} one also requires the energy (Fock) matrix

F ¼ xh jF̂ xj i ¼ fFs;t ¼ wsh jF̂ wtj ig, the basis set representation of the Fock operator

[(6.22) and (6.28)], which defines the effective one-electron Hamiltonian of the HF

method. For the closed-shell configuration of (5.66) expressing the matrix element

Fs,t in terms of the elementary one- and two-electron integrals in the chosen AO

basis set,

hs;t ¼ wsð1Þjĥð1Þjwtð1Þ
� �

1

� �
and

ðstjuvÞ � wsð1Þwuð2Þjgð1; 2Þjwtð1Þwvð2Þh i1;2
n o

; (6.43)

then gives:

Fs;t ¼ wsð1Þjĥð1Þjwtð1Þ
� �

1
þ
Xp

k¼1

wsð1Þh j2Ĵkð1Þ � K̂kð1Þ wtð1Þj i1

¼ hs;t þ
Xw
u¼1

Xw
v¼1

2
Xp

k¼1

Cv;kC
�
u;k

 !
ðstjuvÞ � 1

2
ðsvjutÞ

	 


� hs;t þ
Xw
u¼1

Xw
v¼1

Pv;uðst k uvÞ: (6.44)

In the preceding equation we have introduced the elements of the charge and-
bond-order (CBO, density) matrix,

PðCoÞ ¼ fPv;ug ¼ 2CoC
y
o ¼ CnCy; (6.45)

where the rectangular (w 	 p) matrix Co groups the expansion coefficients of the p
(doubly) occupiedMO, i.e., the first p columns of C ¼ (Co, Cv) with the remaining

columns Cv corresponding to the virtual (empty) MO, and the diagonal matrix of

MO occupations n ¼ {nkdk,l} with nk ¼ 2 for occupied MO and nk ¼ 0 for virtual

MO in the spin-restricted HF (RHF) theory. They are the only component of the

Fock matrix F(Co) ¼ F(P), which changes from one iteration to another, while

the overlap matrix and the elementary integrals of (6.43) are calculated once at

the beginning of the SCF procedure and used in all iterations to construct the

current Fock matrix F(C(k)) ¼ F(P(k)).

We also recall that in the basis set of the L€owdin orthogonalized functions

(see Sect. 5.1.2),

~x¼xS�1=2; wHF ¼ðxS�1=2ÞU¼ ~xU; U¼ ~xjwHFh i; UUy ¼UyU¼ I; (6.46)

the transformed Fock matrix ~F ¼ ~xjF̂j~x� � ¼ S�1=2FS�1=2 defines the eigenvalue

problem for determining the optimum (canonical) HF solutions in the form of the

diagonalization of ~F in the unitary transformation U [see (5.37)]:
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Uy~FU ¼ e ¼ ðekdk;lÞ; C ¼ S�1=2U: (6.47)

Therefore, in each iteration the new Fock matrix is constructed using the CBO

matrix obtained in the previous iteration; it is then transformed to the orthogonal

representation and diagonalized, to determine the next approximation of the LCAO

MO coefficients and hence also of the CBO matrix, the orbital energies, etc. The

time-determining step in the SCF calculations is the calculation of all electron-

repulsion integrals {(stjuv)}, the number of which dramatically increases with the

dimension of the basis set. It scales like O(N4) with the number of electrons.

It also follows from the preceding equation that

P ¼ CnCy ¼ ðS�1=2UÞ n ðUyS�1=2Þ
¼ S�1=2 ~xjwHFh i n wHFj~xh iS�1=2 ¼ S�1 xjwHFh i n wHFjxh iS�1

¼ 2S�1 xjwoh i wojxh iS�1 ¼ 2S�1 xjP̂owjx
D E

S�1: (6.48)

Thus, for the orthogonalized AO basis set, when S ¼ S�1/2 ¼ S�1 ¼ I, the CBO

matrix constitutes the AO representation of the projector into the bonding subspace
consisting of all (doubly) occupied MO wo or the (singly) occupied SO {wo,s} for

both spin orientations of an electron:

P̂
o

w¼ woj i woh j¼
X

s
wo;s

�� �
wo;s

� ��¼ P̂
a
wþP̂

b
w:

6.1.5 Local Pseudopotential

The pseudopotentials, representing in the valence-only calculations the presence of

atomic cores which practically do not participate in the bond-forming/breaking

processes, have been introduced in Sect. 5.6. Here, we present the PK idea of the

local pseudopotential (Phillips and Kleinman 1960), for the simplest case of the

N ¼ n + 1 electron system with a single valence electron occupying the normalized

pseudoorbital c, nonorthogonal to the core orbitals, moving in the effective field

due to the nuclei and n inner-shell electrons occupying the normalized and mutually

orthogonal orbitals wc ¼ ð’1; ’2; . . . ; ’nÞ; h’ij’ji ¼ di;j:
We first observe that the “frozen” core scenario calls for the Schmidt orthogo-

nalization (Sect. 3.3.2) of the outer-shell pseudoorbital describing the valence

electron with respect to all inner-shell orbitals wc, which does not affect these

“frozen” reference states. This way of making the core (closed) shells being “felt”

by the valence electrons has also been used by Herring (1940) within the

Orthogonalized Plane Wave (OPW) method for determining the wave function of

valence electrons in crystals. Following Phillips and Kleinman we Schmidt-orthog-

onalize the pseudoorbital [see (3.45b)] into the new valence electron state:
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’¼N c�
Xn
i¼1

’i ’i jch i
" #

�N c�
Xn
i¼1

’iai

" #
; N ¼ 1�

Xn
i¼1

aij j2
 !�1=2

: (6.49)

In the framework of HF theory, the (orthogonal) canonical MO w ¼ (wc,

’ � ’n+1) satisfy the Fock equations (6.21), F̂’i ¼ ei’i; i ¼ 1; 2; . . . ; nþ 1,

with e � en+1 denoting the orbital energy of the valence electron. It should be

observed that in action of the Fock operator on the valence orbital ’ the Coulomb

and exchange operators due to ’ exactly cancel each other, since Ĵ’’ ¼ K̂’’,
and hence

F̂½w�’ ¼ ĥ’þ
Xn
i¼1

ð̂Ji�K̂iÞ’ ¼ F̂½wc�’: (6.50)

Therefore, inserting (6.49) into the eigenvalue problem for the canonical valence

MO, F̂’ ¼ e’, gives the equivalent (effective) Schr€odinger equation for the

pseudoorbital c,

fF̂½wc� þ Vpgc ¼ ec; (6.51)

including the local pseudopotential

VpðrÞ ¼
Xn
i¼1

aiðe� eiÞ’iðrÞ
cðrÞ : (6.52)

Thus, the valence shell electron can be rigorously described by the (non-

orthogonal to the core) pseudoorbital, provided that the effective potential VHF

of (6.22) will be supplemented with the pseudopotential Vp, which replaces the

valence-core orthogonality requirement, thus making the presence of the inner shell

electrons felt by the valence electron. This ab initio formulation can be extended

into a general case of many valence electrons, including the correlated treatment of

both the inner and outer electrons (Szasz 1985).

The equivalence of both descriptions is also directly seen when one compares

the associated Slater determinants: det(’1, ’2, . . ., ’n, ’) and det(’1, ’2, . . ., ’n, c).
Indeed, since c in the second determinant constitutes the linear combination of

functions defining the first determinant (6.49) it then directly follows from the

known invariance properties of determinants that both these functions in fact

determine the same state of all N ¼ n þ 1 electrons.

6.2 Beyond HF Theory: Electron Coulomb Correlation

The HF theory, which can be also formulated in the relativistic version, exactly

accounts for the exchange (x) correlation between the spin-like electrons, i.e., that

part of the interdependence between the particle instantaneous positions, which
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originates from the Fermi statistics. However, since the product function of the truly

independent particle approximation constitutes the source of the Slater determinant

of (5.64), by acting on it with the antisymmetrizer Â, the HF method totally neglects

the Coulomb (c) correlation between all electrons, due to a finite electronic charge.

Since the spin-like, statistically correlated electrons already “avoid” each other in

the determinantal wave function, the Pauli principle of the wave-function

antisymmetry effectively accounts also for a large portion of their Coulomb corre-

lation. Hence, the largest error of this missing correlation effect can be expected to

originate from electrons exhibiting the opposite spin orientations, which remain

statistically uncorrelated at the HF level, e.g., from electron pairs occupying the

same spatial orbitals in the spin-Restricted HF (RHF) approach.

In atoms one distinguishes both the radial and angular correlation effects. The

former has already been observed in the spin-Unrestricted HF (UHF), variational

treatment of helium atom (Sect. 5.5.2). Namely, when one electron occupied the

more compact spherical (1s) orbital’2 (z2 ¼ 2.18), distributed closer to the nucleus,

the other electron preferred to occupy a more diffused orbital ’1 (z1 ¼ 1.19),

exhibiting a larger average distance from the nucleus. Therefore these two spin-

paired electrons, which are not correlated by the Fermi statistics, indeed exhibit

a distinct effect of avoiding each other radially, due to their mutual Coulomb

repulsion. This effect explains the observed lowering of the total UHF electronic

energy, EUHF
0 ¼ �2:876 a.u:, compared with the corresponding RHF energy level,

ERHF
0 ¼ �2:848 a.u., where both electrons are constrained to occupy the same AO:

’1 ¼ ’2 ¼ ’ (z ¼ 1.69).

However, the exact value of the ground state energy in He, E0 ¼ �2.904 a.u.,

indicates that if we neglect a very small relativistic correction, |DErel.| ¼ 0.0001 a.u.,

there still remains a substantial angular correlation, which has not been accounted

in the above spherical UHF approach. Indeed, due to the mutual repulsion the two

electrons at their fixed radial distances should prefer the opposite positions relative

to the nucleus. This effect can be accounted for when one lifts the spherical, 1s-type
constraints [(5.90) and (5.98)] of the two AO ’1 and ’2, which define the spatial

part (5.104),

FUHFðr1; r2Þ ¼ 1ffiffiffi
2

p ½’1ðr1Þ’2ðr2Þ þ ’1ðr2Þ’2ðr1Þ�; (6.53)

of the singlet UHF wave function (5.103). For example, one can approximate these

orbitals by the mutually orthogonal sp-type hybrids along the z axis:

hz ¼ N 1ð’1 þ CpzÞ; h�z ¼ N 2ð’2 � CpzÞ; pz ¼ N zz expð�zrÞ; (6.54)

whereN 1,N 2, andN z stand for the corresponding normalization constants. One

observes that the symmetric combination of the associated product functions,

hzðr1Þh�zðr2Þ þ hzðr2Þh�zðr1Þ, then contains the previous (spherical) FUHF(r1, r2)
function of (6.53) and the p2z

� �
configuration, pz(1)pz(2).
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However, in order to keep the helium atom spherically symmetrical, we have to

treat the three axes of the coordinate system on equal footing, which calls for the

following trial function of the UHF approximation, extended by the Configuration
Interaction (CI) between the ground state electron configuration [’1’2] and the

doubly excited configurations ð’1’2Þ ! ðp2Þ ¼ p2x
� �þ p2y

h i
þ p2z
� �n o

, in which

the two electrons occupy the ground-state–virtual 2p orbitals,

FUHF=CIðr1;r2Þ¼N FUHFðr1; r2Þ�2C2

3
½pxðr1Þpxðr2Þ þ pyðr1Þpyðr2Þ þ pzðr1Þpzðr2Þ�

� �

¼N FUHF½1s;1s0�� 2C2

3
F p2x
� �þ F p2y

h i
þ F p2z

� �� 
� �
;

(6.55)

where N denotes the overall normalization factor, containing only two variational

parameters: the linear coefficient C and the nonlinear exponent z of 2p orbitals.

This angularly correlated wave function gives the best variational estimate of

the ground state energy E
UHF=CI
0 ¼ �2:895 a.u. Therefore, this relatively simple

trial wave function is already capable of accounting for almost 80% of the Coulomb

correlation energy: (2.862 � 2.895)/(2.862 � 2.904) ¼ 0.79, where we have used

the known energy level in the RHF limit, ERHFL
0 ¼ �2:862 a.u:, representing the

energy estimate for the “saturated,” very large basis set, which practically generates

the full variational flexibility of the atomic orbital.

This example suggests a systematic way for including the Coulomb correlation

through CI. One first creates the orthonormal excited configurations by replacing in

the HF Slater determinant the selected ground state occupied SO by the equinumerous

list of the ground state virtual SO (see the Slater–Condon rules of Sect. 5.4), and then

mixes them with the ground state determinant in the variational wave function of the

CI theory, which combines the N-electron wave functions for the ground and excited
configurations, all of them derived from the fixed set of the optimum orbitals deter-

mined in a single (ground state) SCF calculation. For example, in the RHF approach

to helium atom, for which ’1 ¼ ’2 ¼ ’ ¼ 1s, the radial correlation effect in He can
be introduced to the ground-state HF wave function FRHFðr1; r2Þ ¼ ’ðr1Þ’ðr2Þ �
F½1s2� by mixing it with the doubly excited function F½2s2� ¼ fðr1Þfðr2Þ;f ¼ 2s,
resulting from the excitation of the spin-paired electrons occupying 1s orbital into
the virtual 2s state: (’+,’�) ! (f+,f�). Furthermore, to account for the angular

correlation, one should also include the doubly excited configurations F p2i
� �

;

i ¼ x; y; z; ð’þ; ’�Þ ! ðpþi ; p�i Þ:

FRHF=CI ¼ N 0 F½1s2� þ C1F½2s2� þ C2 F½p2x � þ F½p2y � þ F½p2z �
� 
n o

: (6.56)

The RHF approach often fails to properly describe the dissociation of chemical

bonds, e.g., in H2 or F2. This so-called static (near-degeneracy) correlation error
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can be corrected by an inclusion in the FRHF/CI wave function of the excited

configuration F s2u
� �

, obtained by exciting two valence electrons occupying the

bonding sg MO in FRHF
0 ¼ F s2g

h i
to the antibonding MO su, nearly degenerated

with sg at very large internuclear separations: sþg ; s
�
g

� 

! sþu ; s

�
u

� �
.

The formal basis for expanding the exact wave function of N electrons in terms

of Slater determinants involving all SO, both the ground state occupied and virtual,

comes from the so-called expansion theorem of quantum theory, which forms the

basis for several methods in computational quantum chemistry. When the basis

set of one-electron functions x(r) of the SCF MO method is nearly complete, the

associated (orthonormal) MO, w(r) ¼ x(r)C, determine a practically complete set

of SO in the RHF theory, fckðr; sÞg ¼ fwðrÞaðsÞ;wðrÞbðsÞg ¼ fckðqÞg, in terms

of which any one-electron wave function can be expanded. For example, for the

exact quantum state of a single electron, one obtains the familiar expansion:

Cð1Þ ¼
X

k
ck ckð1Þ; ck ¼

ð
c�
kðq1ÞCðq1Þ dq1 � ckð1ÞjCð1Þh i1 (6.57)

The same procedure can be repeated for expanding the exact state of two

electrons,

Cð1; 2Þ ¼
X

k
ckð2Þ ckð1Þ;

ckð2Þ ¼
ð
c�
kðq1ÞCðq1; q2Þ dq1 � ckð1ÞjCð1; 2Þh i1; (6.58)

followed by the expansion of the coefficient function

ckð2Þ ¼
X

l
dk;l clð2Þ; dk;l ¼

ð
c�
l ðq2Þckðq2Þ dq2 � clð2Þjckð2Þh i2: (6.59)

Substituting (6.59) into (6.58) finally gives:

Cð1; 2Þ ¼
X

k

X
l
dk;lckð1Þclð2Þ; (6.60)

with the proper exchange symmetry for fermions subsequently enforced by the

antisymmetrizer Â of (5.64):

CAð1; 2Þ ¼
X

k

X
l
dk;lÂfckð1Þclð2Þg ¼

X
k

X
l
dk;l detðck clÞ: (6.61)

The two-electron wave function can be thus exactly expanded in terms of two-

electron Slater determinants constructed from the complete set of SO, thus giving

credence to the CI expansion of the exact quantum state in He or H2.
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This expansion procedure can be straightforwardly extended to a general

N-electron case:

CAð1; 2; . . . ; NÞ ¼
X
k1

X
k2

. . .
X
kN

dk1;k2;:::;kN Âfck1ð1Þck2ð2Þ . . . ckN ðNÞg

¼
X
k1

X
k2

. . .
X
kN

dk1;k2;:::;kNdetfck1ck2 . . . ckNg: (6.62)

Therefore, the exact state ofN-electron systems can be always expanded as linear

combination of Slater determinants ofN electrons built from the complete set of SO.

There is no guarantee, though, that such an expansion is fast convergent. Indeed,

much of the effort in the formal CI theory (L€owdin 1959; Shavitt 1977) has been

devoted to improve a generally slow convergence of this determinantal expansion.

6.2.1 Errors in SCF MO Calculations

Although the effects neglected in the HF approximation amount to a very small

fraction (of the order of 1%) of the system total electronic energy, they may be crucial

for even qualitatively correct prediction of the energy differences of chemical interest,

e.g., energies of the ionization, dissociation, activation, and isomerization processes

or conformational barriers. Indeed, this relatively minute correlation error often

results in incorrect conclusions regarding dissociation energies, electronic spectra,

and energy differences on PES. Such applications of the quantum theory call for the

chemical accuracy, of the order of 1 kcal/mole � 1.6 m Hartree, which escapes the

approximations present in the SCF method. Fortunately, the theory systematic errors

cancel in some energy differences, so that even at this low level of the theory one

obtains quite satisfactory predictions of many molecular properties, e.g., selected

conformational barriers, structural parameters (bond lengths and angles), and molec-

ular bonding patterns. Indeed, one encounters quite frequent examples, where small

basis sets and modest studies can provide important chemical insights.

In this section we identify the main sources of errors in SCF method, which

effectively limit a range of its adequate applications. As shown in Fig. 6.1, the

analytical SCF method using a finite number of basis functions exhibits the basis set
error, relative to the HF limit (HFl) corresponding to the complete (infinite) basis

set, i.e., the full variational flexibility of the function space in the Ritz method:

DEbasis ¼ EHFl � ESCF < 0. In general, the minimum basis set, consisting of AO

occupied in the ground states of constituent (free) atoms, has several interpretative

advantages and generates the most physical net charges of bonded atoms predicted

from Mulliken’s populational analysis (Mulliken 1935, 1955, 1962). However,

this small basis set often favors some conformations of molecular systems, thus

introducing a nonsystematic errors in predicted energy barriers. Splitting the

valence AO into the independent short- and long-range contractions in the extended
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basis set properly describes the radial polarization of bonded atoms, while an

additional inclusion of polarization functions allows for their angular adjustments

in the molecular framework.

The basis set superposition error can also falsify the interaction energies between
molecules at finite distances, since the basis functions of one reactant improves the

quality of the basis function of the other reactant. To minimize this effect in

the predicted interaction energy, given by the difference between the energy of the

molecular complex (“supermolecule”) and the sum of energies of both molecular

reactants, the counterpoise correction of Boys and Bernardi (1970) is applied

in estimating the reference energy of the two separated molecules, by using the

full molecular basis set of both reactants when determining the energy of both

the interacting and nearly separate reactants.

As we have already remarked in the preceding section, the other important

source of error in the SCF calculations is the neglected correlation between

electrons, due to their finite electric charges. This Coulomb correlation error,

DEcorr. ¼ ENREL � EHFl < 0, is to a good approximation constant, when one com-

pares the energies of conformations preserving the number of electronic pairs, and

even more so, when the number of neighboring pairs of electrons is conserved. The

main Coulomb correlation error is due to the spin-paired electrons confined to the

same space occupied by the localized MO. Therefore, by preserving the number of

such strongly correlated electronic pairs, one roughly preserves the overall correla-

tion error, which then cancels out in the energy difference as the method systematic

deviation. Good examples are provided by the inversion of ammonia and the “free”

rotation around a single (s) C–C bond in ethane, for which the number of the

electronic pairs occupying the localized MO is the same at each stage of the

conformation change.

ESCF SCF  (finite basis) 

ΔEbasis Basis-set error

EHFl Hartree-Fock limit (infinite basis)

ΔEcorr. Coulomb-correlation  error

ENREL  Non-relativistic limit 

ΔErel. Relativistic corrections

Ee. Exact (“experimental”) electronic energy

Fig. 6.1 Main sources of errors in SCF MO calculations
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This correlation error manifests itself strongly, when the pair-number criterion is

not satisfied, e.g., in the electron ionization/attachment processes and the bond-

breaking phenomena, e.g., in the bond dissociation or the “hindered” internal

rotation in ethylene. It should be also observed that the RHF theory cannot explain

the stability of F2 molecule, giving the negative sign of the predicted bond dissoci-

ation energy. This is because it neglects the dynamic (avoidance) Coulomb corre-

lation between the congested electronic pairs in the valence shell and fails to

properly describe the Separated Atoms Limit (SAL), F0 + F0, giving instead a

mixture of the SAL and the ion pair F+ + F� state. The same static correlation

deficiency of the RHF variant is observed in its description of the H2 dissociation.

Finally, the relativistic corrections, not covered by this book, are defined as the

difference between the exact (experimental) value of the electronic energy and that

in the nonrelativistic limit (NREL): DErel. ¼ Ee � ENREL < 0. It combines several

small energy contributions originating from the week interactions missing in the

Coulombic molecular Hamiltonian of (5.51), e.g. spin–orbit or spin–spin inter-

actions, of great importance for both the fine structure of atomic spectra and NMR

and ESR experiments, the dependence of the particle mass on its speed, etc. They

all require the relativistic formulation of quantum theory, in the form of the Dirac

equation of state or the Pauli approximation to the Breit equation, which constitutes

an approximate generalization of the Dirac equation to many-electron systems. The

relativistic generalization of the SCF theory is known as the Dirac–Hartree–Fock

(DHF) approach. Clearly, various terms in the Breit–Pauli Hamiltonian, which

naturally follow from the relativistic extension of the quantum theory, can be also

applied as perturbations to the nonrelativistic energy operator, and the standard

perturbation theory can be then used to determine the associated corrections to the

system energy.

In atoms the average correlation error per electron, Decorr. ¼ DEcorr./N, stays
roughly preserved with N: Decorr. � –0.05 a.u. The magnitude of the overall rela-

tivistic correction increases with the atomic number. For example in helium atom

|DErel.(Z ¼ 2)| ¼ 0.0001 a.u. << |DEcorr.(Z ¼ 2)| ¼ 0.0420 a.u., but starting from

silicon atom it exceeds the correlation energy: |DErel.(Z ¼ 14)| ¼ 0.584 a.u. >
|DEcorr.| ¼ 0.494 a.u. In most energy differences in chemistry, e.g., in conforma-

tional energy barriers, the relativistic energy is less important, since it is dominated

by the inner-shell electrons of atomic cores, which remain practically unaffected by

the bond-forming/breaking processes taking place in the valence shell. Therefore,

neglecting the relativistic terms has only a minor effect on the energetical des-

criptors of bond dissociations or conformational changes. For example, the rela-

tivistic correction to the dissociation energy of F2, De ¼ 0.062 a.u., has been

estimated asDDe,rel. ¼ 0.001 a.u. Similarly, for the dissociation of NaCl,De¼ 0.16

a.u., the relativistic correction DDe,rel. ¼ 0.002 a.u. is much below the correlation

error DDe,corr. ¼ 0.04 a.u. However, the relativistic effects may strongly influence

other physical properties of atoms and molecules, e.g., the bonding energies of the

core electrons and atomic radii and bond lengths, particularly in systems containing

heavy atoms.
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6.2.2 Static and Dynamic Correlation

The spatial RHF wave function for the ground state of H2 ¼ HA–HB,F
RHF
0 ðA� BÞ ¼

fbðr1Þfbðr2Þ, in which the spin-paired electrons occupy the bonding MO,

fb ¼ sg ¼ Nbð1sA þ 1sBÞ; Nb ¼ ð2þ 2h1sAj1sBiÞ�1=2
, is not capable of a proper

description of the dissociation into separated atoms, HA + HB, described by the

spatial wave function Fatom:
0 ð1Þ ¼ 1

ffiffiffi
2

p�� �
1sAðr1Þ1sBðr2Þ þ 1sAðr2Þ1sBðr1Þ½ �.

Indeed, expressing the occupied MO in terms of both AO gives in the SAL:

FRHF
0 ðA� BÞ ¼ 1

2
f½1sAðr1Þ1sBðr2Þ þ 1sAðr2Þ1sBðr1Þ� þ ½1sAðr1Þ1sAðr2Þ

þ 1sBðr1Þ1sBðr2Þ�g ¼ 1ffiffiffi
2

p ½Fatom:
0 ð1Þ þ Fion:

0 ð1Þ�: (6.63)

It follows from this limiting RHF wave function that it describes the equal

mixture of the dissociation into atoms, represented by Fatom:
0 ð1Þ, and into ionic

pair: ðH�
A þ Hþ

B Þ or ðH�
B þ Hþ

A Þ, represented by Fion:
0 ð1Þ, thus giving ERHF

0 ð1Þ
distinctly above E0(1) ¼ �1 a.u. The UHF approximation, which already includes

a fraction of the Coulomb correlation, correctly predicts the dissociation into atoms

in this limit.

The crucial configuration, which remedies this shortcoming of the RHF treat-

ment in the improved CI wave function is the double excitation to the antibonding

MO fa ¼ su ¼ Nað1sA � 1sBÞ;Nb ¼ ½2� 2h1sAj1sBi��1=2
:

FCI
0 ðA� BÞ ¼ CCI

1 fb

þ
fb

�����
����þ CCI

2 fa

þ
fa

�����
����: (6.64)

In fact, at large internuclear distances, the HF configuration fþ
b f

�
b

�� �� and the doubly
excited state fþ

a f
�
a

�� �� become degenerate, thus exhibiting comparable participation

in this CI combination. Therefore, inclusion of both these functions in the CI

expansion appears to be crucial for the correct description of the dissociation of

this covalent bond. At shorter bond lengths R � Re, where the equilibrium internu-

clear distance Re ffi 1.4 a.u., this degeneracy is removed and hence CCI
1

�� �� � 1 and

CCI
2

�� �� � 0, which explains a good description of the hydrogen molecule already in

the RHF approximation.

This long-range, near-degeneracy Coulomb correlation is called static, since it is
more related to the symmetry requirement of the wave function, rather than the

instantaneous interaction between electrons. It calls for the inclusion of the missing

fþ
a f

�
a

�� �� configuration in addition to the RHF determinant fþ
b f

�
b

�� ��. This static

correlation error introduces a substantial deviation of the bonding energy,

DEbondðReÞ ¼ EeðReÞ � Eeð1Þ � �De < 0; (6.65)
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overestimated relative to ERHF
e ð1Þ dissociation limit by about 6.4 eV, compared

with the experimental value reproduced exactly by the theoretical calculations of

Kołos and Wolniewicz (KW) (1964, 1965, 1968): DEexp:
bondðRexp:

e ¼ 1:4006Þ ¼
DEKW

bondðRKW
e ¼ 1:4006Þ ¼ �0:1745 a.u. This error of the RHF wave function is

already drastically reduced at the minimum CI level of (6.64), in which this energy

difference is underestimated by only 1 eV. The CI expansion involving 28 most

important excited configurations gives still better prediction: DECIð28Þ
bond ð1:40Þ ¼

�0:1672 a.u. The bonding energy predicted in the HFL, DEHFL
bondð1:40Þ ¼

�0:1336 a.u:, allows one to estimate the overall Coulomb correlation error in H2

for DEbond
rel: ffi 0 at about DEbond

corr: ffi �0:041 a.u: ¼� 1:116 eV:
The concept of the dynamical correlation refers to the instantaneous avoidance

of electrons due to a strong Coulomb repulsion between them in atoms and

molecules, thus resulting in their tendency to assume positions, which maximize

the instantaneous distances between them. This dynamical effect gives rise to both

the radial and angular correlation effects in atoms, which we have discussed before.

To account for this phenomenon rather extensive CI has to be included in the ab

initio (first principle) calculations. This dynamic correlation error is crucial for the

adequate determination of the atomic electron affinities measured by the difference

between the energy of the neutral atom X(0) and its anion X(�1): AX ¼ EX(0) � EX

(�1). For example, the HF prediction for oxygen, AHF
O ¼ �0:54 eV ð!Þ, is qualita-

tively incorrect, predicting the neutral atom to be more stable than the anion; the

experimental value Aexp:
O ¼ 1:46 eV can be reproduced only by the trial wave

functions of both species using large CI expansions.

The dynamical correlation also explains the failure of the SCF method to predict

the stability of the F2 molecule, DESCF
bond ðF2Þ ¼ 1:37 eV(!), the result qualitatively

incorrect compared with DEexp:
bond ðF2Þ ¼ �1:68 eV. The reason for this failure is the

dynamical correlation between the electrons of the lone-pairs on both atoms

and the bonding pair of electrons. Only using the multideterminant trial function

and the extended basis sets including all orbitals up to g(l ¼ 4) AO, one can

reproduce theoretically this experimental value with the chemical accuracy.

Large dynamical correlation error should be also present in all multiple bonded

molecules, e.g., in N2: D
RHF
e ðN2Þ ¼ 5:3 eV, compared with Dexp:

e ðN2Þ ¼ 9:9 eV.
Again, using the extended basis set (to g-functions) and the adequate level of CI

required for the correct description of the dissociation into atoms, and reopti-

mization of orbitals in the CI formalism within the so-called multiconfiguration
SCF (MC SCF or MR SCF) procedure gives the satisfactory value of the dissocia-

tion energy:DMCSCF
e ðN2Þ ¼ 9:8 eV. The minimum level of CI, to account for the

dynamical correlation between the outer electrons involved in the metal–ligand

chemical bonds, is generally required also in complexes of the transitional metal

ions, since the coordination bonds in these compounds involve different shells of

the central atom: nd, (n + 1)s, and (n + 1)p. .

The variational determinantal function(s), for which the orbitals determining

the subsequent CI expansion are optimized in the relevant SCF procedure, deter-

mine the so-called reference functions. This set includes either a single Slater
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determinant, e.g., in the standard HF method for the closed-shell states, called
the single-reference (SR) SCF, or several determinants, e.g., in the HF approach to

the open-shell states or in MC SCF method, in which the MO are optimized for the

CID-type combination of Slater determinants, including the ground state configu-

ration and the most important double excitations from it. The latter approach can be

thus called the multi-reference (MR) SCF (MR SCF) or multiconfigurational SCF
(MC SCF) technique. Accordingly, the CI expansions of the Coulomb-correlated

wave functions can be also classified as either SR CI, when they originate from the

SR SCF orbitals, and MR CI, when the MR SCF orbitals are used to generate the

excited configurations (Shavitt 1977).

The MR approaches are crucial for the correct description of the open-shell

states to generate the correct orbital and spin symmetry of the trial wave function,

in view of the degeneracy of orbitals and the alternative spin orientations

of electrons in the open shells. In the MR variant, in which the ground state

orbitals are optimized for a combination of several Slater determinants fF0
i g;

FMCSCF
0 ¼P

i

CMCSCF
i;0 F0

i , the excited configurations derived from one determinant

may repeat the configurations generated from another determinant, so that a careful

selection of the independent configurations is required. One of the popular variants
of the MC SCF method is the Complete Active Space SCF (CAS SCF) technique

(Roos and Siegbahn 1977). In this CI method the reference set fF0
i g contains all

configurations involving the complete set of orbitals active (populated) at each

stage of the chemical reaction under consideration, thus determining the subset of

the active MO in this process, i.e., exhibiting fractional electron occupations. The

remaining part of the fully occupied MO determines the subset of the reaction

inactive orbitals of the CAS SCF wave function. One also delineates within some

appropriately chosen “energy window” the external orbitals, the excitation to

which should be vital to represent the most important changes in the Coulomb

correlation between electrons. The independent excited configurations originating

from all occupied MO, active and inactive, to these external MO are then used in the

associated (limited) MR CI expansion.

The number nc of all configurations in the given basis set grows dramatically

with the basis set size w > N, which also marks the number of all MO determined at

the SCF stage giving rise to 2w SO. The former is thus equal to the number of

alternative choices of N occupied SO from the overall set of 2w functions, given by

the familiar combinatorial formula

nc ¼ 2w
N

� �
¼ ð2wÞ!

N!ð2w� NÞ! : (6.66)

For example, already for rather small system containing only N ¼ 10 electrons,

say water molecule, and 14 SO derived from its 7 (doubly occupied) MO obtained

in the minimum basis set, w ¼ 7, one obtains nc ¼ 1,001, while the moderately

extended, split valence basis, for w ¼ 13MO, i.e., 26 SO, generates nc ¼ 5 311 735

configurations. Therefore, the Full CI (FCI) calculations, involving all admissible
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excitations in the adopted basis set, are possible only for small molecules.

The limited CI realizations of the method assume the excited configurations in

the given energy window around the HOMO and LUMO (Fig. 6.2) and require

rather stringent selection of the most important configurations, probed using stan-

dard perturbational techniques.

One also realizes that a direct diagonalization of the CI Hamiltonian matrix,

HCI ¼ FsðNÞh jĤeðNÞ FtðNÞj i ¼ HCI
s;t

n o
;

is impossible, due to a limited size of the operational memory of contemporary

digital computers. The special, sometimes ingenious algorithms for extracting CI

eigenvectors and eigenvalues for a small number of the lowest electronic states

have been designed to achieve this goal when millions of configurations are

included in the limited CI expansion (Shavitt 1977; Roos and Siegbahn 1977).

However, cutting the value of the excitation energy and a variety/multiplicity of

excitations included in the variational CI theory using the chosen subset of

configurations introduces the so-called size consistency error into the predicted

interaction energies, which has to be properly compensated for. The alternative

Møller–Plesset (MP) theory (Møller and Plessett 1934), in which the limited CI

coefficients are determined from PT, is free from this shortcoming. We shall discuss

such typical CI approaches in detail in other sections of this chapter, limiting the

present discussion to a general survey of problems encountered in practical

realizations of such advanced numerical procedures.

In general, a single Slater determinant does not exhibit the proper spatial and

spin symmetry required of an adequate description of spectroscopic states. The CI

wave functions CCI
S;MS

should correspond to the sharply specified length and the

projection of the resultant spin S, satisfying the associated eigenvalue problems for

the overall spin of N electrons:

Ŝ
2
CCI

S;MS
¼ SðSþ 1Þ�h2CCI

S;MS
; ŜzCCI

S;MS
¼ MS�hCCI

S;MS
;

MS ¼ �S;�Sþ 1; . . . ; S� 1; S: (6.67)

Therefore, the CI expansion of the given spin state should be limited to con-

figurations exhibiting the same spin characteristics, given by the appropriate com-

binations of determinantal functions. This severely limits the “length” of the

expansion itself but requires advanced algorithms for generating such spin-adapted
configurations. Examples of such spin-adapted configurations generated by the FO

are shown in Fig. 6.2.

For the Coulomb (spin-independent) Hamiltonian, the (2S þ 1) states

corresponding to different values of the (orientation) quantum number MS for to

the specified value of the (length) spin quantum number S, are degenerate so it

suffices to consider a single state, say CCI
S;S, to determine the corresponding energy.
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Fig. 6.2 Energy window determining the range of electron excitations in the limited CI

approaches (Panel a) and the singlet/triplet configurations involving excitations between the

Frontier MO: HOMO ! LUMO (Panel b)
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This additionally limits the number of the spin-adapted configurations, which have

to be considered explicitly in order to extract the spectroscopic energy levels.

One similarly uses the spatial symmetry to limit the length of the CI expansion.

More specifically, only configurations of the same symmetry type can mix, with the

subsets of the (space-spin)-adapted configurations of the same symmetry type

determining the nonvanishing diagonal blocks of HCI, with the off-diagonal blocks
corresponding to two subsets of different symmetries identically vanishing. Thus,

each subset can be considered separately, which radically lowers the number of

secular equations to be solved simultaneously by the diagonalization of the

associated diagonal block of the CI energy matrix.

Finally, an extra reduction of the configuration number results from using the

perturbation theory in determining how effective a given configuration really is in

improving the electronic state of interest. This preliminary exploration allows one

to remove inefficient excitations and focus solely on those, which strongly couple

to the state to be determined. Indeed, in addition to the spin and spatial symmetry

restrictions one can directly probe the importance of the current configuration Fs in

the CI expansion of the ground state wave function,CCI
0 ðNÞ ¼Ps C

CI
s;0FsðNÞ, using

the first-order estimates from the Ryleigh–Schr€odinger PT (5.12):

C
CIð1Þ
s;0 ¼ HCI

s;0= HCI
0;0 � HCI

s;s

� 

; (6.68)

giving rise to the second-order (correlation energy) contribution [see (5.16)]:

DEð2Þ
s;0 ¼ HCI

s;0

���
���
2

= HCI
0;0 � HCI

s;s

� 

: (6.69)

Both these probes are inversely proportional to the excitation energy measured

by the denominator in these expressions. Therefore, by appropriate choice of the

energy window for such excitations one can a priori eliminate configurations that

most likely generate a minor energy lowering, in advance of the diagonalization

step of the HCI block grouping only the most important configurations.

It should be also observed that the traditional routines for the diagonalization of

HCI can be applied only to relatively short and medium CI expansions, e.g., in MC

SCF method, while mixing millions of configurations calls for special algorithmic

solutions often dictated by the “architectural” designs of the computers themselves

(see: Shavitt 1977). For example, the integral-driven technique of Roos (Roos

1972; Roos and Siegbahn 1977), called the direct CI, maximizes the effects of

a single, time-consuming readout of a large number of two-electron integrals from

the external memory device to the operational memory of the computer. This is

achieved by simultaneously determining the integral contributions to all currently

needed elements of the energy matrix. In fact, the full Hamiltonian matrix HCI,

required to determine simultaneously all eigenvectors, is never generated in this

procedure. Instead, each eigenvector of interest is determined separately and this

reduced problem requires the knowledge of only a small part of HCI.
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6.2.3 Correlation Holes

The essence of the correlation phenomenon lies in an interdependence between the

instantaneous, relative positions of electrons. It can be quantified in terms of the

corresponding simultaneous (or conditional) density or probability distributions of

two electrons, which we have introduced in Sect. 3.1. We first observe that for the

independent (ind.) distributions of the two distinguishable electrons, say electron

“1” located at r occupying the orbital ’1, and the electron “2” at r0 occupying the

orbital ’2, the simultaneous two-electron probability pind:2 ðr; r0Þ ¼ p1ðrÞp2ðr0Þ,
where p1ðrÞ ¼ j’1ðrÞj2 and p2ðrÞ ¼ j’2ðrÞj2. Hence, the conditional probability

density of detecting the “dependent” electron 2 at r0, when the “reference” electron
1 is known to be located at r, then reads:

pind:ðr0jrÞ ¼ pind:2 ðr; r0Þ=p1ðrÞ ¼ p2ðr0Þ;
ð
pind:ðr0jrÞ dr0 ¼ 1: (6.70a)

Similar result follows when one treats two particles in this hypothetical N ¼ 2

electron system as indistinguishable. The overall one-electron distributions,

pðrÞ ¼ ½p1ðrÞ þ p2ðrÞ�=2 ¼ rðrÞ=2;
ð
pðrÞ dr ¼ 1;

ð
rðrÞ dr ¼ 2;

then generate the simultaneous probability/density of two electrons:

pind:2 ðr; r0Þ ¼ pðrÞpðr0Þ ¼ rðrÞrðr0Þ=4 ¼ rind:2 ðr; r0Þ=2;ð ð
pind:2 ðr; r0Þ dr dr0 ¼ 1;

ð ð
rind:2 ðr; r0Þ dr dr0 ¼ 2;

and the associated conditional distributions of detecting one (dependent) electron at

r0 when another (reference) electron is at r:

pind:ðr0jrÞ ¼ pind:2 ðr; r0Þ=pðrÞ ¼ pðr0Þ;
ð
pind:ðr0jrÞ dr0 ¼ 1;

rind:ðr0jrÞ ¼ rind:2 ðr; r0Þ=rðrÞ ¼ rðr0Þ=2;
ð
rind:ðr0jrÞ dr0 ¼ 1: (6.70b)

This independent conditional probability/density provides the reference against

which the exchange- and/or Coulomb-correlated distributions are compared in

order to extract the displacements (“holes”) due to the two-electron correlation.

For a general N-electron system in the Hartree approximation of Sect. 6.1.1,

one obtains the following expression for the one- and two-electron densities

[see (3.7) and (3.10)]:
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rHðrÞ ¼ CðNÞh jr̂ðrÞ CðNÞj i ¼
XN
k¼1

’kðrÞj j2;

rH2 ðr; r0Þ ¼ CðNÞh jr̂2ðr; r0Þ CðNÞj i

¼ rHðrÞ rHðr0Þ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kðr0Þj j2
" #

� rHðrÞrHðr0 rj Þ � rHðrÞ rHðr0Þ þ hSIH ðr0 rj Þ
� �

: (6.71)

It thus follows from the above expression that the Hartree method of Sect. 6.1.1

involves the self-interaction (SI) hole:

hSIH ðr0 rj Þ ¼ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kðr0Þj j2; (6.72)

by which the Hartree conditional probability, rHðr0 rj Þ ¼ rH2 ðr; r0Þ=rHðrÞ, differs
from the product reference value rind:ðr0 rj Þ ¼ rHðr0Þ, which marks the truly inde-

pendent (SI-contaminated) distributions of two electrons. One also observes that the

integration of the SI-hole over positions of the dependent electron gives:

ð
hSIH ðr0 rj Þ dr0 ¼ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kh j’ki ¼ �1: (6.73)

Therefore, in this approximation, the SI-hole density effectively eliminates one

dependent electron from the surroundings of the reference electron.

Moreover, using (3.15) one expresses the electron repulsion energy in the

Hartree method in terms of the classical interaction between independent charge

distributions and the self-repulsion correction term involving the SI-hole:

VH
e;eðNÞ¼

1

2

ð ð
rH2 ðr;r0Þ
r� r0j j drdr

0 ¼ 1

2

ð ð
rHðrÞrHðr0Þ

r� r0j j drdr0 þ1

2

ð ð
rHðrÞhSIH ðr0 rj Þ

r� r0j j drdr0

¼ J½rH�þESI½rH;hSI� ¼ 1

2

XN
k¼1

XN
l¼1

Jk;l�1

2

XN
k¼1

Jk;k:

(6.74)

It is seen to be given by the difference between the classical Coulomb repulsion

energy of the electronic charge density rH, J[rH], and the SI-correction term

ESI[r
H, hSI] representing the interaction between this charge distribution and the

SI-hole. It should be also observed that this expression exactly reproduces the two-

electron part of the energy expectation value of (6.2).

6.2 Beyond HF Theory: Electron Coulomb Correlation 181



Next, let us examine the corresponding hole concept in HF theory, in which the

state function satisfies Pauli’s antisymmetrization postulate. The relevant electron

distributions now read:

rHFðrÞ ¼ CAðNÞh jr̂ðrÞ CAðNÞj i ¼
XN
k¼1

fkðrÞj j2;

rHF2 ðr; r0Þ ¼ CAðNÞh jr̂2ðr; r0Þ CAðNÞj i

¼ rHFðrÞ rHFðr0Þ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �( )

� rHFðrÞrHFðr0 rj Þ � rHFðrÞ rHFðr0Þ þ hxðr0 rj Þ
� �

:

(6.75)

Again, the HF conditional density rHFðr0 rj Þ ¼ rHF2 ðr; r0Þ=rHFðrÞ differs from

the associated reference rHFðr0Þ of the independent distribution, which does not

eliminate SI, by the exchange (Fermi) hole:

hxðr0 rj Þ ¼ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �
: (6.76)

Its integration over positions of the dependent electron again gives:

ð
hxðr0 rj Þ dr0 ¼ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
fl j fkh i

¼ � 1

rHFðrÞ
XN
k¼1

f�
kðrÞ

�� ��2 ¼ �1; (6.77)

where we have recognized the orthonormality relations hfljfki ¼ dl,k.
The above expression for the two-electron density in this approximation thus

gives the following partition of the electron repulsion energy:

VHF
e;e ðNÞ ¼

1

2

ð ð
rHF2 ðr; r0Þ
r � r0j j dr dr0

¼ 1

2

ð ð
rHFðrÞrHFðr0Þ

r � r0j j dr dr0 þ 1

2

ð ð
rHFðrÞhxðr0 rj Þ

r � r0j j dr dr0

¼ J½rHF� þ Ex½rHF; hx� ¼ 1

2

XN
k¼1

XN
l¼1

Jk;l� 1

2

XN
k¼1

XN
l¼1

Kk;l: (6.78)

The second term Ex rHF; hx½ �, called the exchange energy, which corrects the

classical energy J½rHF� for the Fermi correlation effects, also removes the self-
interaction since Jk,k ¼ Kk,k. Indeed, by separating in the exchange hole of (6.76),
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the orbital-diagonal, SI-part from the remaining interorbital (IOE), exchange
contribution,

hxðr0 rj Þ ¼ � 1

rHFðrÞ
XN
k¼1

fkðrÞj j2 fkðr0Þj j2 þ
X
k;l 6¼k

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �( )

� hSIHFðr0 rj Þ þ hIOEHF ðr0 rj Þ;
(6.79)

the exchange energy in (6.78) can be partitioned into the intraorbital SI- correction,

and the IOE energy, respectively:

Ex½rHF; hx� ¼ 1

2

ð ð
rHFðrÞhSIHFðr0 rj Þ

r � r0j j dr dr0 þ 1

2

ð ð
rHFðrÞhIOEHF ðr0 rj Þ

r � r0j j dr dr0

� ESI rHF; hSIHF
� �þ EIOE rHF; hIOEHF

� � ¼ � 1

2

XN
k¼1

JHFk;k �
XN�1

k¼1

XN
l¼kþ1

Kk;l:

(6.80)

One similarly introduces the concept of the resultant exchange-correlation (xc)
hole, combining changes in the conditional two-electron density due to both the

Fermi and Coulomb correlations,

hxcðr0 rj Þ ¼ hxðr0 rj Þ þ hcðr0 rj Þ: (6.81)

It determines the displacements of the fully correlated two-electron density, e.g.,

that determined from CI calculations, relative to the independent electron reference:

rCI2 ðr; r0Þ ¼ CCIðNÞ� ��r̂2ðr; r0Þ CCIðNÞ�� �

� rCIðrÞrCIðr0 rj Þ � rCIðrÞ rCIðr0Þ þ hCIxc ðr0 rj Þ
� �

; (6.82)

where rCIðrÞ ¼ CCIðNÞ� ��r̂ðrÞ CCIðNÞ�� �
is the electron density in state CCIðNÞ.

It follows from the normalization of rCI2 ðr; r0Þ[see (3.10)],
ð ð

rCI2 ðr; r0Þ dr dr0 ¼ NðN � 1Þ ¼ N2 þ
ð
rCIðrÞ

ð
hCIxc ðr0 rj Þ dr0

	 

dr; (6.83)

that this equation can be satisfied only when the integral in square brackets gives

ð
hCIxc ðr0 rj Þ dr0 ¼ �1: (6.84)

Therefore, since the hxcðr0 rj Þ satisfies the same sum rule as its exchange contribu-

tion (6.77), the corresponding “normalization” of the Coulomb hole requires:
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ð
hcðr0 rj Þ dr0 ¼ 0: (6.85)

The corresponding expression for the electron repulsion energy then reads:

VCI
e;eðNÞ ¼

1

2

ð ð
rCI2 ðr; r0Þ
r � r0j j dr dr0 ¼ 1

2

ð ð
rCIðrÞrCIðr0Þ

r � r0j j dr dr0

þ 1

2

ð ð
rCIðrÞhCIxc ðr0 rj Þ

r � r0j j dr dr0 ¼ J½rCI� þ Ee;e
xc rCI; hCIxc
� �

; (6.86)

where Ee;e
xc rCI; hCIxc
� �

stands for the exchange-correlation contribution to the repulsion

energy between electrons, expressed as functional of the resultant correlation hole.

It should be observed that this energy component is in fact determined by the

spherically averaged hole. Define the relative separation between the reference

and dependent electrons in the local spherical coordinate system centered at

r: u ¼ r0 � r ¼ (u, yu, ’u) � (u, Ou), and introduce the spherically averaged hole:

hCIxc ðu rj Þ ¼ 1

4p

ð
hCIxc ðr þ u rj Þ dOu: (6.87)

The functional Ee;e
xc rCI; hCIxc
� �

of (6.86) can be then transformed into the associated

functional of hCIxc ðu rj Þ:

Ee;e
xc rCI; hCIxc
� � ¼ 1

2

ð ð
rCIðrÞhCIxc ðr þ u rj Þ

uj j dr du

¼ 2p
ð1

0

u

ð
rCIðrÞ hCIxc ðu rj Þ dr du: (6.88)

The spin-resolved correlation hole can be expressed in terms of the elementary

spin-dependent contributions:

hCIxc ðq0 qj Þ ¼ hCIx ðq0 qj Þ þ hCIc ðq0 qj Þ � hs;s
0

xc ðr0 rj Þ ¼ hs;s
0

x ðr0 rj Þ þ hs;s
0

c ðr0 rj Þ; (6.89)

where hs;s
0

x ðr0 rj Þ ¼ hs;sx ðr0 rj Þds;s0 . They define the corresponding spin contributions
to the two-electron density [see (3.11)]:

rCI2 ðq; q0Þ ¼ CCIðNÞ� ��r̂2ðq; q0Þ CCIðNÞ�� �

¼ rCIðqÞrCIðq0 qj Þ � rCIðqÞ rCIðq0Þ þ hCIxc ðq0 qj Þ� �

� rs;s
0

2 ðr; r0Þ ¼ rsðrÞrs;s0 ðr0 rj Þ � rsðrÞ rs
0 ðr0Þ þ hs;s

0
xc ðr0 rj Þ

h i
; (6.90)
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with the correlated spin density (3.9):

rCIðqÞ¼ CCIðNÞ� ��r̂ðqÞ CCIðNÞ�� �� rsðrÞ;
ð
rsðrÞdr¼Ns;

X
s
Ns ¼N: (6.91)

It then follows from the alternative expressions for rCI2 ðr; r0Þ,

rCI2 ðr; r0Þ ¼ rCIðrÞ rCIðr0Þ þ hCIxc ðr0 rj Þ
� � ¼

X
s

X
s0

rs;s
0

2 ðr; r0Þ

¼
X
s

X
s0

rsðrÞ rs
0 ðr0Þ þ hs;s

0
xc ðr0 rj Þ

h i

¼ rCIðrÞrCIðr0Þ þ
X
s

X
s0

rsðrÞhs;s0xc ðr0 rj Þ; (6.92)

that the spinless hole is given by the following combination of the spin-resolved

components:

hCIxc ðr0 rj Þ ¼
X
s

X
s0

rsðrÞ
rCIðrÞ h

s;s0
xc ðr0 rj Þ: (6.93)

The relevant sum rules for the exchange spin holes read:

ð
hs;s

0
x ðr0 rj Þ dr0 ¼

ð
hs;s

0
xc ðr0 rj Þ dr0 ¼ �ds;s0 or

X
s0

ð
hs;s

0
xc ðr0 rj Þ dr0 ¼

ð
hCIxc ðq0 qj Þ dq0 ¼

X
s0

ð
hs;s

0
x ðr0 rj Þ dr0 ¼

ð
hCIx ðq0 qj Þ dq0 ¼ �1;

(6.94)

while the overall normalization of the correlation spin holes requires:

X
s0

ð
hs;s

0
c ðr0 rj Þ dr0 ¼

ð
hCIc ðq0 qj Þ dq0 ¼ 0: (6.95)

Moreover, since the pair density r2ðq; q0Þ is symmetrical with respect to exchang-

ing the spin-position coordinates of two (indistinguishable) electrons, r2ðq; q0Þ ¼
r2ðq0; qÞ this invariance property must be also reflected by its hole contributions:

rðqÞhlðq0jqÞ ¼ rðq0Þhlðqjq0Þ or rsðrÞhs;s0l ðr0jrÞ ¼ rs
0 ðr0Þhs0;sl ðrjr0Þ;
l ¼ xc; x; c: (6.96)

The hole distribution hðr0jrÞ ¼ r2ðr; r0Þ=rðrÞ introduces a nonsymmetrical treat-

ment of the “reference” electron at r and the “dependent” electron at r0. Alterna-
tively, one can use the pair correlation function,
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f ðr; r0Þ ¼ r2ðr; r0Þ=½rðrÞrðr0Þ�; (6.97)

in which both electrons are treated symmetrically. Hence, from the equality

r2ðr; r0Þ ¼ f ðr; r0ÞrðrÞrðr0Þ ¼ rðrÞ½rðr0Þ þ hðr0jrÞ�, one finds:

hðr0jrÞ ¼ rðr0Þ½f ðr; r0Þ � 1� or f ðr; r0Þ ¼ 1þ hðr0jrÞ=rðr0Þ: (6.98)

The spherically averaged pair correlation function reads:

f ðr; uÞ ¼ 1

4p

ð
f ðr; r þ uÞ dOu: (6.99)

In terms of the corresponding spin-resolved distributions,

fxcðq; q0Þ ¼ r2ðq; q0Þ
rðqÞrðq0Þ � f s;s

0
xc ðr; r0Þ ¼ rs;s

0
2 ðr; r0Þ

rsðrÞrs0 ðr0Þ
¼ fxðq; q0Þ þ fcðq; q0Þ � f s;s

0
x ðr; r0Þ þ f s;s

0
c ðr; r0Þ; (6.100)

the spinless pair correlation function of (6.97) then reads:

f ðr; r0Þ ¼
X
s

X
s0

1

rðrÞ r
s;s0
2 ðr; r0Þ 1

rðr0Þ ¼
X
s

X
s0

rsðrÞ
rðrÞ f s;s

0 ðr; r0Þ r
s0 ðr0Þ
rðr0Þ : (6.101)

As shown by Kato (1957) the Coulomb interaction between the two electrons

implies in the near coalescence limit r0 ! r, or u ! 0, the condition of the so-called

correlation cusp:

f 0ðr; rÞ � @f ðr; uÞ
@u

����
u¼0

¼ f ðr; rÞ: (6.102)

This condition supplements the nuclear cusp relation, for the coalescence of

electron and the nucleus, when ra ¼ r � Ra ¼ (ra , Oa ) ! 0, where Ra stands for

the position of nucleus a, exhibiting the electric charge Za (a.u.), formulated in

terms of the spherically averaged electron density

rðraÞ ¼ 1

4p

ð
rðraÞ dOa; (6.103)

r0ðra ! 0Þ � @rðraÞ
@ra

����
ra¼0

¼ �2Zrðra ¼ 0Þ: (6.104)

Consider, for example, the ground state of the hydrogen-like atom (4.62), for which

the spherically symmetrical density r(r) ¼ (Z3/p)exp(�2Zr) and hence
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r0ðr ! 0Þ � @rðrÞ
@r

����
r¼0

¼ �2Zrðr ¼ 0Þ ¼ � 2Z4

p
: (6.105)

In terms of the spin components of the exchange and correlation distribution

functions, the correlation cusp reads:

fx
0½ðr; sÞ; ðr; s0Þ� ¼ 0; fc

0½ðr; sÞ; ðr; s0Þ� ¼ ð1� ds;s0 Þfc½ðr; sÞ; ðr; s0Þ�: (6.106)

Thus, it is the Coulomb correlation between electrons which constitutes the exclusive

origin of the correlation cusp of the pair correlation function. Indeed, it directly

follows from the Pauli antisymmetrization principle that the near-coalescence events
of two electrons with the parallel spins are excluded, thus giving rise to the vanishing

cusp in the exchange contributions to the pair correlation function. Moreover, the

nonvanishing cusp is seen to appear only for electrons exhibiting the antiparallel

spins. This is also in accord with the above implications of the exclusion principle,

since as a result of the requirements of the Fermi statistics the near-coalescence
of two electrons with identical spins cannot occur due to the exchange correlation.

6.3 Configuration Interaction Techniques

In Sect. 6.2. we have hinted upon a systematic way to include the effects of the

Coulomb correlation in the variational N-electron wave function by mixing the HF

determinant with the excited configurations obtained by replacing a single or

several HF SO by orbitals which remain unoccupied in the ground state. The formal

basis for such beyond-HF, SR CI approach was also given in the form of the

associated expansion theorem: any N-electron state can be expanded as a combina-

tion of all Slater determinants, which can be formed by distributing N electrons

among different subsets of the complete basis of SO. Therefore, the FCI scheme in

principle offers the exact description of all stationary states of molecular systems,

should the set of AO in SCF calculations be large enough to generate a nearly

complete basis of MO.

Such first principle (ab initio) theories using the CI expansion of many-electron
wave functions can be developed in both the perturbational and variational

formulations. The former methods fall into the category of the Many-Body Pertur-
bation Theory (MBPT) (Møller and Plessett 1934; Mattuck 1976; Szabo and

Ostlund 1982), while the latter methods are classified as the Configuration Interac-
tion (CI) theories (L€owdin 1959; Shavitt 1977). The MBPT variants were shown by

Brueckner and Goldstone, using the diagrammatic representation of Feynmann, to

be size consistent at any order of the truncation (e.g., Brandow 1967; Freed 1971;

Manne 1977; Bartlett 1981, Paldus and Čižek 1975). Both these approaches, at least

in principle, are capable to deliver the calculated values of the physical observables

to any desired accuracy. We shall briefly summarize in this section some of the
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most popular variational realizations of the CI techniques, which use a limited CI

expansion, truncated due to numerical difficulties involved in the FCI scheme (see

Sect. 6.2.2). The necessity to use a limited variety of electron excitations immedi-

ately arises, when one intends to apply these methods to large molecules of interest

in the contemporary chemistry. For an overview of the wave function techni-

ques of tackling the Coulomb correlation problem the reader is also referred

to monographs by Szabo and Ostlund (1982), Christoffersen (1989), and

McWeeny (1989).

The SR CI approach relies on the expansion of the current nth electronic state of
interest,CCI

n ðNÞ, n ¼ 0, 1, 2, . . ., in terms of the system orthonormal configurations

{Fs(N), s ¼ 1, 2, . . ., nc} [see (6.66)],

CCI
n ðNÞ ¼

Xnc
s¼1

FsðNÞCCI
s;n; Fs j Fth i ¼ SCIs;t ¼ ds;t; (6.107)

grouping in the FCI scheme all nc antisymmetrized products (Slater determinants)

{Fs(N) ¼ det[ws(N)} of alternative choices of N one-electron functions (SO),

{ws(N) ¼ (f1,s, f2,s, . . ., fN,s}, from the whole set of w canonical MO, w ¼ {f1,

f2, . . ., fw}, determined in the SCF MO calculations in the basis set of the same

size, w ¼ xC, x ¼ {w1, w2, . . ., ww} (6.66).

This expansion may also involve appropriate linear combinations of these

determinants, the eigenfunctions of Ŝ
2
and Ŝz [see (6.67) and Fig. 6.2] or functions

of the specified spatial symmetry type. Indeed, the true configuration functions

of the appropriate spatial and spin symmetries in general require linear combi-

nations of several Slater determinants (see, e.g., Fig. 6.2). Therefore, it is only for

simplicity of presentation that we call single determinants of (6.109) and (6.110)

as “configurations.”

The elementary Slater determinants of the excited configurations can be envi-

saged as resulting from the appropriate electron excitations from the ground state

determinant of the HF method,

F1ðNÞ � CHF
0 ðNÞ ¼ jf1;1;f2;1 . . . ;fN;1j ¼ det½w1ðNÞ�

¼ jf1;f2; . . . ;fNj; (6.108)

by replacing a subset of the occupied SO in F1, w
occd. ¼ w1 ¼ {fk}, by an

equally numerous subset of the virtual SO, absent in F1, w
virt. ¼ {fN+1, fN+2, . . .,

fw} ¼ {fp}. Thus, in the singly excited (k ! p) configurationFp
k , the occupied SO

fk has been replaced by the virtual SOfp in the list of the occupied one-electron

states:

Fp
k ¼ detjf1;f2; . . . ;fk�1;fkþ1; . . . ;fN;fpj � F½k ! p�: (6.109)

Accordingly, in the doubly excited configuration Fp< q
k< l ¼ F½ðk; lÞ ! ðp; qÞ�,

the indicated pair of SO has been replaced, (fk,fl) ! {fp,fq),
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Fp<q
k< l ¼ detjf1; f2; . . . ; fk�1; fkþ1; . . . ; fl�1; flþ1; . . . ; fN; fp; fqj: (6.110)

Extension to the triple, quadruple, and higher excitations is obvious. In this

notation the CI expansion of (6.62) and (6.107) reads:

CCI
n ¼ C0ðnÞCHF

0 þ
Xoccd:
k

Xvirt:
p

Cp
kðnÞFp

k þ
Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l ðnÞFp;q

k;l

þ
Xoccd:

k< l<m

Xvirt:
p< q< r

Cp;q;r
k;l;mðnÞFp;q;r

k;l;m þ . . . (6.111)

The optimum (linear) variational parameters of the CI method, CCI ¼
CCI
s;t � CsðtÞ

n o
, which determine the unknown molecular states CCI ¼ FCCI ¼

{Cn} in the (orthonormal) basis of the N-electron configuration functions

F ¼ {Fs(N)}, S
CI ¼ SCIs;t

n o
¼ ICI, and the associated energies ECI ¼ ECI

n dn;m
� �

are thus determined by the corresponding secular equations of the Ritz method

(5.37), HCICCI ¼ CCIECI, or

ECI ¼ ðCCIÞyHCICCI; ðCCIÞyCCI ¼ ICI: (6.112)

They are solved by the diagonalization of the energy matrix:

HCI ¼ FsðNÞh jĤeðNÞ FtðNÞj i ¼ HCI
s;t

n o
(6.113)

in the unitary transformation C
CI. Thus, the typical limited-CI calculations in

principle consist of determining the set of the orthonormal MO, evaluating integrals

in this MO basis, selecting the most important configurations, generating the energy

matrix in the adopted configuration basis and solving the secular equations to

determine energy levels and the associated wave functions.

The MacDonald theorem (see, e.g., Hylleraas and Undheim 1930; MacDonald,

1933; Shull and L€owdin 1958) of the linear variational method states that the

ordered (nondegenerate) CI eigenvalues, ECI
1 < ECI

2 < . . . < ECI
nc
, provide the

upper bounds to the corresponding exact values of the electronic energy in the

molecular ground and excited states, Ee
n

� � ¼ Ee
1 < Ee

2 < . . . < Ee
nc

� 

:

ECI
n 
 Ee

n; n ¼ 1; . . . ; nc: (6.114)

It also proves that more refined calculations, with successively enlarged basis set of

excited configurations, continue to improve these energy estimates:

ECI
n ðncÞ 
 ECI

n ðnc þ 1Þ 
 ECI
n ðnc þ 2Þ . . . 
 Ee

n; (6.115)

where ECI
n ðncÞ denotes the energy level from the CI expansion in terms of nc

configurations.
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6.3.1 Special Variants of Limited CI

It directly follows from the closed-shell HF equations (6.21) and the Slater–Condon

rule (5.85) that the matrix elements of HCI coupling the ground state (6.108) with

the singly excited configurations Fp
k

� �
identically vanish:

F1h jĤe
Fp

k

�� � ¼ HCI
1;k!p

¼ kh j ĥ pj i þ
XN
j¼1

kjh j g pj� jpj i ¼ kh j F̂ pj i ¼ ep k j ph i ¼ 0: (6.116)

It indicates that the singly-excited configurations alone cannot improve the closed-
shell HF wave function. This statement, also known as the Brillouin theorem
(Brillouin 1933, 1934), is no longer satisfied for the open-shell ground state.

However, since by the Slater–Condon rules the single excitations directly couple
to the double and triple excitations, their presence is generally required and benefi-

ciary, when these higher excitations are also included in the CI expansion [see, e.g.,

(6.111)]. Nevertheless, the Brillouin theorem indicates the indirect, secondary role

played by the single excitations in representing the ground state Coulomb correla-

tion, when the HF (closed-shell) ground state is used as the reference function,

compared with the direct, primary role played by the dominating double excitations.
Therefore, in determining the Coulomb correlation effects in such molecular

ground state, the limited CI approaches must take into account at least double

excitations. For example, the CI-Doubles (CID) scheme, intended to remedy

limitations of HF theory in the ground state applications, uses the variational

wave function in the form of the linear combination of the HF determinant and the

doubly excited configurations:

CCID
0 ¼ C0CHF

0 þ
Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l F

p;q
k;l : (6.117)

In the CI expansions of excited states, which are dominated by some excited

configuration derived fromCHF
0 , the singly excited configurations directly influence

the wave function thus being equally important as double excitations in the approx-
imate representations of such states. This is the reason why the other popular

variant, called CI-(Singles and Doubles) (CISD) of the limited CI expansion,

additionally includes the single excitations in the variational wave function:

CCISD
n ¼C0ðnÞCHF

0 þ
Xoccd:
k

Xvirt:
p

Cp
kðnÞFp

kþ
Xoccd:
k<l

Xvirt:
p<q

Cp;q
k;l ðnÞFp;q

k;l ; n¼0;1; ... (6.118)

In the SR CI approaches, the optimum SO are calculated only once, at the

preceding HF stage, with the CI coefficients (linear variational parameters) being
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subsequently determined for the fixed (“frozen”) MO basis, including both the HF

occupied and virtual MO. This approach gives rise to a relatively slow convergence

of such a linear CI representation of the electron correlation effects. It can be

improved decisively by allowing the shapes of orbitals, which determine the con-

figuration functions, to adjust to the current form of the CI wave function, with MO

being optimized at each iteration simultaneously with the CI coefficients them-

selves. Such a generalized MC SCF (or MR SCF) technique, which is usually

applied to the ground state problems, adopts the CID trial function of (6.117) which

guarantees the correct description of the alternative bond-forming/bond-breaking

phenomena, with the MO used in all configurations treated as optimized entities in

the generalized iteration scheme of the MC SCF process combining the orbital

optimization (SCF) and CI stages:

. . . ! SCFðkÞ C
ðCIÞ
ðk�1Þ

� 

! wðkÞ

h i
! CIðkÞðwðkÞÞ ! C

ðCIÞ
ðkÞ

h i

! SCFðkþ1Þ C
ðCIÞ
ðkÞ

� 

! wðkþ1Þ

h i
! . . .

Here C
ðCIÞ
ðkÞ and wðkÞ denote the optimum CI coefficients and MO of the kth iteration

of such self-consistent optimization process. At its SCF stage, the current shapes of

orbitals, i.e., the LCAO MO coefficients, are being determined, using the optimum

CI coefficients from the previous iteration, and then the next approximation of CCI

is generated at the CI stage, using the modified MO obtained from the preceding

SCF procedure. The first, SCF stage uses the appropriately generalized HF

equations to determine the MO coefficients, while the CI stage involves solving

the secular equations (6.112) for the CI coefficients. The Fock operator in the MC

SCF method depends on the effective occupancies of orbitals in the CID con-

figurations, thus explicitly depending on the CI coefficients themselves. This full

optimization of the CID wave function, which minimizes the electronic energy, is

carried out until both the shapes of MO and the CI coefficients in the next itera-

tion agree with those of the preceding iteration, thus determining the doubly self-

consistent CI state, in both CI coefficients and MO shapes.

These variational, limited CI approaches suffer from severe size-consistency and
size-extensivity problems. The former concept of the method adequacy deals with

the requirement that its estimate of the energy of the system consisting of two

infinitely distant (noninteracting) subsystems, say [He + He], must be equal to the

sum of energies of the separate subsystems calculated by the same method:

Ee[He þ He] ¼ 2Ee[He]. In other words, the energy of the “dimer” composed

of two noninteracting monomers must be twice the energy of the “monomer” and

hence the energy of the system being dissociated into subsystems reaches in the

limit of their infinite separation the sum of energies of the separate subsystems.

This requirement is satisfied by HF theory: the HF energy of a supermolecule

composed of two noninteracting closed-shell subsystems is just the sum of the

subsystem HF energies. Unfortunately, at the CI level of theory, this intuitively

obvious postulate of the energy additivity is satisfied only by the full-CI approach,
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being violated by all variational methods using a limited CI expansion. To illustrate
the problem, we observe that the CISD applied to each separate part generates the

triple (T) and quadruple (Q) excitations of the system as a whole, since the wave

function of the combined system (supermolecule) is then given by the product of

the subsystem wave functions. Therefore, the configurations appearing at the CISD

treatment of fragments are included only at the different CISDTQ levels of the

theory for the whole molecule. This indicates that the dimer wave function

truncated at CID level does not have sufficient flexibility to generate twice the

CID energy of the monomer, thus confirming that this truncated CI scheme does not

have the property of size consistency. In principle, no form of limited CI is size

consistent. However, CI scheme including quadruple excitations has been shown to

be approximately size consistent for small molecules.

To remedy this problem Davidson (Davidson 1974; Langhoff and Davidson

1974) has suggested the following corrected estimate of the ground state correlation

energy:

DEcorr: ¼ 1� C2
0

� �
DECISD

corr: ; (6.119)

where DECISD
corr: stands for its CISD value and C2

0 determines the participation of

CHF
0 configuration in the normalized expansion of (6.118). The projected correla-

tion energies per electronic pair were observed to stay remarkably constant,

at ~0.042 a.u. (�1.14 eV).

The related notion of size extensivity, which first arose in the nuclear and solid

state physics, refers to the method scaling with the number of correlated particles.

Indeed, the appropriate scaling of the atomic results to an infinite system is required

before the results obtained for an isolated atom can be used in a description of

a solid containing an infinite number of atoms. This requirement refers to increasing

the size of the “continuous” system, while keeping the particle density constant,

e.g., that of the free electron gas. When the size of the system is doubled under such

constraint, the total energy must be also doubled, thus being proportional to the

number of particles N. In other words, the correlation energy per particle should be

independent of N.
Thus, in the molecular scenario, the concept of extensivity does not apply to

a single atom or molecule. This requirement represents a valid property, however,

when the system consisting of many (weakly interacting or noninteracting) replicas
of a molecule (“monomers”), e.g., H2, are considered. Then the system energy

represents to a good approximation the extensive property, and hence the correla-

tion energy per electron should be expected to be conserved. For example, the HF

energy of a crystal is proportional to the number N of constituent molecules,

although it is not simply N times the energy of an isolated molecule. We further

observe that the MBPT approaches, which we shall discuss in the next section, are

both the size consistent and size extensive. The MR-SCF and MR-CI procedures

also give rise to an approximate fulfillment of these requirements already at the

CISD level.
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To conclude this short overview of the limited-CI techniques, we also mention

the problem of the most effective orbitals for the CI studies, which will be tackled in

the subsequent section. Let us only observe here that the occupied HF orbitals are

each determined in an effective field of N � 1 electrons, while the corresponding

virtual orbitals are determined in an effective field of all N electrons. As a result the

low-energy virtual MO are generally more diffused, especially in large basis sets,

than their filled counterparts. This discrepancy causes a generally low effectiveness

of the virtual MO when used as correlation orbitals, giving rise to generally slow

convergence of the associated CI representation of the correlated wave functions.

Clearly, it would be physically more proper if the correlation virtual orbitals

would also “feel” an N � 1 electron potential, since the optimum orbitals for

correlation purposes should be located in the same regions of space as the electrons

whose motion they intend to correlate. One partial solution to this problem is to

use the orbitals determined in the MC SCF (small CI) problem, for setting up the

MR CI matrix problem, dimension of which is much larger than that of the MC SCF

calculation. Indeed, the major orbital relaxation effects would then be already

accounted for in the following CI stage. In Sect. 6.3.3 we shall introduce the con-

cept of natural orbitals, which give rise to the fastest convergence of the CI

expansion and generate a significant physical insight into both the most important

correlation mechanisms and the nature of the chemical bond.

6.3.2 Perturbational Theory of Møller and Plesset

The variational bounds for the system total electronic energy are of little value

when one calculates the energy differences in which chemistry abounds. For this

purpose it is essential to eliminate such nonsystematic errors as a lack of size
consistency/extensivity and the Basis Set Superposition Error (BSSE), which

may falsify the predicted structural preferences and reactivity trends, even qualitati-

vely. Since for the solid state physicists, interested in systems of infinite size, the

elimination of the former was essential, they have developed MBPT approaches

(Brueckner 1955; Brueckner et al. 1955; Brueckner and Levinson 1955; Goldstone

1957; Kelly 1969) or Coupled Cluster (CC) theory (Coester 1958; Coester and

K€ummel 1960; K€ummel 1969; Paldus and Čižek 1975), which use the standard

Rayleigh–Schr€odinger PT coupled with powerful diagrammatic techniques to

extract Coulomb correlation corrections from the known HF solutions (Brandow

1967; Freed 1971; Manne 1977; Bartlett 1981; Paldus and Čižek 1975; Čižek and

Paldus 1980; Szabo and Ostlund 1982). This theory is wholly satisfactory for mole-

cular structures in the vicinity of the equilibrium geometry, but at present does not

provide a useful tool for calculations of the complete PES of chemical reactions.

Such perturbation theory approaches are free from the size-consistency problem
in all orders of PT. Indeed, let us recall that the FCI scheme, which can be regarded

as the infinite-order PT, is also free from this problem. In the perturbational

treatment this can be the case only when each of n-order corrections also exhibits

6.3 Configuration Interaction Techniques 193



this property. As also shown by Goldstone, the finite-order perturbational estimates

of the correlation energy are also size extensive, exhibiting the linear increase with

the number of electrons for systems consisting a large number of weakly interacting

atoms or molecules: DEcorr.(N) / N, which thus makes them particularly suitable

and attractive for applications to infinite systems. This result is due to the exact

cancelation in this version of PT of the so-called unlinked cluster contributions that
are not N-proportional.

We shall now briefly examine the simplest formulation of MBPT proposed

by Møller and Plessett (1934), called the MP theory, in which the zeroth-order
Hamiltonian of N electrons is defined by the sum of the effective Fock operators

(6.22) for each electron:

Ĥ
MP

0 ðNÞ ¼
XN
i¼1

F̂ðiÞ; F̂ðiÞ ¼ � 1

2
Di þ VHFðriÞ; F̂ðrÞfkðrÞ ¼ ek fkðrÞ: (6.120)

This choice of the unperturbed Hamiltonian for the correlation problem is indeed

justified by the fact that the configurations appearing in the CI expansion of (6.107)

and (6.111) are themselves eigenfunctions of this operator:

Ĥ
MP

0 ðNÞFsðNÞ ¼
Xoccd½s�

k¼1

ek

 !
FsðNÞ � Eð0Þ

s FsðNÞ; s ¼ 1; 2; . . . (6.121)

with the eigenvalue E
ð0Þ
s given by the sum of orbital energies of all occupied SO in

FsðNÞ. Thus, the lowest eigenvalue corresponding to the HF ground state (6.108) is

different from the corresponding HF energy [see (6.14) and (6.23)]:

EHF
0 ¼ E

ð0Þ
1 � 1

2

XN
k¼1

XN
l¼1

f�Jk;l � �Kk;lg; (6.122)

due to a double counting of the electron repulsion terms in E
ð0Þ
1 .

The N-electron perturbation in MP approach, called the correlation (fluctuation)

operator, is defined as the difference between the electronic Hamiltonian and this

unperturbed effective Hamiltonian of the independent-particle (HF) model:

ĥ
corr:ðNÞ ¼ Ĥ

eðNÞ � Ĥ
MP

0 ðNÞ ¼
X
i< j

1

ri;j
�
X
i

VHFðiÞ: (6.123)

Indeed, this correlation operator carries only that part of the interelectronic

interactions which has not been included in the averaged (effective) interactions

of the resultant potential VHF(r) combining the Coulomb and exchange operators

defining the Fock operator.

For simplicity let us assume that we are interested in the Coulomb correlation

correction to the (closed-shell) ground state of the system, s ¼ 1 [see (6.108)].
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In accordance with the Rayleigh-Schr€odinger theory of Sect. 5.1.1, the consecutive

correlation corrections to the unperturbed eigenvalue E
ð0Þ
1 ¼ PN

k¼1

ek, and the asso-

ciated eigenfunction F1 (6.108), determine the corresponding ground state solu-

tions of the perturbed (correlated) Hamiltonian

Ĥ
MP

l ðNÞ ¼ Ĥ
MP

0 ðNÞ þ lĥ
corr:ðNÞ; (6.124)

where Ĥ
MP

l¼0ðNÞ ¼ Ĥ
MP

0 ðNÞ and Ĥ
MP

l¼1ðNÞ ¼ Ĥ
eðNÞ :

El ¼
X1
j¼0

ljEðjÞ
1 � E

ð0Þ
1 þ DEð1Þ

1 þDEð2Þ
1 þ . . .

¼ EHF
0 þ DEHFð1Þ

0 þ DEHFð2Þ
0 þ . . . (6.125)

Cl¼
X1
i¼0

liCðiÞ
0 ¼F1þDFð1Þ

1 þDFð2Þ
1 þ...¼CHF

0 þDCHFð1Þ
0 þDCHFð2Þ

0 þ... (6.126)

The first-order energy correction [see (5.11)] corrects E
ð0Þ
1 to EHF

0 ,

E
ð0Þ
1 þ DEð1Þ

1 ¼ E
ð0Þ
1 þ F1h jĥcorr: F1j i ¼ CHF

0

� ��ĤMP

0 CHF
0

�� �þ CHF
0

� ��Ĥe � Ĥ
MP

0 CHF
0

�� �

¼ CHF
0

� ��Ĥe
CHF

0

�� � ¼ EHF
0 ; (6.127)

thus removing the double counting of the electron repulsion terms in E
ð0Þ
1 . There-

fore, it is the second-order term which represents the most important part of the

Coulomb correlation energy. A reference to (5.16) indicates that it is determined by

the first-order correction to F1 ¼ CHF
0 :

DCHFð1Þ
0 ¼

X
s6¼1

Fsh jĥcorr: F1j i
E
ð0Þ
1 � E

ð0Þ
s

Fs �
X
s 6¼1

hcorr:s;1

E
ð0Þ
1 � E

ð0Þ
s

Fs ¼
X
s6¼1

C
ð1Þ
s;1Fs: (6.128)

It also follows from the orthogonality relations between configurations,

Fs j Fth i ¼ ds;t, that the off-diagonal matrix elements (s 6¼ t) of the correlation

operator, coupling different configurations, are identical with the corresponding

elements of the energy matrixHCI representing the electronic Hamiltonian in the CI

method:

Fsh jĥcorr: Ftj i ¼ Fsh jĤe � Ĥ
MP

0 Ftj i ¼ HCI
s;t � E

ð0Þ
t Fs j Fth i ¼ HCI

s;t : (6.129)

Therefore, in accordance with the Slater–Condon rules, there is no correlation

coupling between this ground state reference configuration and the excited
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configurations exhibiting higher than double excitations: Triple (T),Quadruple (Q),
etc. Moreover, the Brillouin theorem states that there is no direct coupling between

the (closed-shell) ground state and the Singly (S) excited configurations, so that the
expansion of (6.126) determining the MP2 scheme is then limited only to Doubly
(D) excited configurations [see (6.117)]:

DCHFð1Þ
0 ¼

X
s2D

C
ð1Þ
s;1Fs ¼

Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l F

p;q
k;l ; (6.130)

with the perturbational expression for the expansion coefficients [see (5.86)]:

C
ð1Þ
s;l ¼ HCI

s;1

E
ð0Þ
1 � E

ð0Þ
s

¼ Cp;q
k;l

klh jg pq� qpj i
ek þ el � ep � eq

: (6.131)

One thus obtains for the second-order correlation energy in this MP2 variant of

the perturbational CI method [see (5.16)]:

DEHFð2Þ
0 ¼ CHF

0

� ��Ĥe� Ĥ
MP

0 DCHFð1Þ
0

���
E
¼ CHF

0

� ��Ĥe
DCHFð1Þ

0

���
E
�E

ð0Þ
1 CHF

0

���DCHFð1Þ
0

D E

¼ CHF
0

� ��Ĥe
DCHFð1Þ

0

���
E
;

(6.132)

since the correction of (6.130), involving the excited configurations orthogonal to

the ground state, must be also orthogonal to the latter. Substituting (6.129)–(6.131)

into preceding equation finally gives:

DEHFð2Þ
0 ¼

Xoccd:
k< l

Xvirt:
p< q

klh jg pq� qpj ij j2
ek þ el � ep � eq

 !
�
Xoccd:
k< l

eMP2
k;l � DEMP2

corr:: (6.133)

Therefore, this second-order correlation energy combines the additive con-

tributions from all electronic pairs of the HF-occupied MO, which define the

two-electron clusters {(k,l)}. For this reason, the MP2 method can be classified as

corresponding within the PT approach to the Independent Electron Pair Approxi-
mation (IEPA) of Sect. 6.4.2, since only independent pairs give rise to additive
energy contributions.

Obviously, by using the standard expressions from PT one could similarly

determine the higher order contributions to the overall Coulomb correlation energy.

Next in importance is the third-order correction DEHFð3Þ
0 , determined within the

MP3 variant. It results from (5.6) for p ¼ 3, projected onto jn(0)i, which gives

DEð3Þ
n ¼ nð0Þ

� ��ĥ Dnð2Þ
�� �

, where the second-order correction to the wave function is

given by (5.17). For example, for H2O one finds the following percentages of the

correlation energy recovered by different orders of MBPT, DEHFð2Þ
0 ¼ 97:7 and
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DEHFð3Þ
0 ¼ 1:5, while in BH3 the higher-order term appears to be relatively more

significant: DEHFð2Þ
0 ¼ 80:0 and DEHFð3Þ

0 ¼ 16:5.

6.3.3 Density Matrices and Natural Orbitals

The spin position representation of the Hermitian operator of the projection onto

the quantum state of N electrons, P̂CðNÞ ¼ CðNÞj i CðNÞh j(see Chap. 2), defines the
N-particle density matrix (L€owdin 1955a, b; Coleman 1963, 1981; Coleman and

Erdahl 1968; Davidson 1976):

Ĝðq1; q2; . . . ; qN; q1
0; q2

0; . . . ; qN
0Þ � ĜðQN ;Q0NÞ

¼ QN
� ��CðNÞi CðNÞh Q0N�� � ¼ CðQNÞC�ðQ0NÞ: (6.134)

This continuous matrix represents the kernel of the associated operator Ĝ acting in

the molecular Hilbert space:

QN ĜF
��� � ¼

ð
QN Ĝ Q0N�� �

Q0N� ��F��� �
dQ0N ¼

ð
ĜðQN;Q0NÞFðQ0NÞ dQ0N

¼ QN Ci Ch jF�� � ¼ CðQNÞ C j Fh i;�
(6.135)

and carries the same (complete) information about the system state as does the

wave function itself. One observes that its diagonal part, for QN ¼ Q0N , determines

the N-particle probability of (3.4), ĜðQN;QNÞ ¼ pðQNÞ, so that

tr Ĝ ¼
ð
pðQNÞ dQN ¼ 1 (6.136)

and the pure state expectation value of the observable Â can be brought into the

form similar to the ensemble average expression of (3.60a) (3.60b):

Ah i ¼ Ch jÂ Cj i ¼
ð ð

QN
� ��Â Q0N�� �

CðQ0NÞC�ðQNÞ dQNdQ0N ¼ trðÂĜÞ: (6.137)

As we have already observed in Sect. 3.3.4, the density operator characterization

of molecular systems becomes necessary when the system is in the mixed quantum

state, which cannot be represented by a single vector in the Hilbert space or the

associated wave function; it represents the statistical mixture of several quantum

states. For the system to be in the pure quantum state, it is necessary and sufficient
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for its density operator to be idempotent, Ĝ
2 ¼ Ĝ. This condition expresses the

idempotency of the associate state projector P̂CðNÞ. In the Schr€odinger picture of

Quantum Mechanics the time evolution of this pure state density operator is given

by (3.101).

The spin-independent electronic Hamiltonian of (5.51) and (5.69) is seen to

involve the symmetric combinations of either one- or two-electron terms and the

system wave function is antisymmetric with respect to exchanges of the subjective

labels attributed to electrons. As we have already observed in Sect. 5.4, one can thus

select as representative interactions of the indistinguishable electrons the one-

electron energies of electron “1” and two electron repulsion energy between elec-

trons “1” and “2.” Therefore, when calculating the expectation values of all one- and

two-electron interactions one can take the partial trace (integrate) over the remaining

particle variables, equal in the primed and unprimed sets, in the generalized products

appearing in the expectation value and matrix element expressions:

CðQNÞC�ðQ0NÞ��
q2¼q2

0;q3¼q3
0;:::; qN¼qN

0 and

CðQNÞC�ðQ0NÞ��
q3¼q3

0;q4¼q4
0;:::; qN¼qN

0 ;
(6.138)

respectively. This simplification was the basic motivation of L€owdin (1955a, b)

when he introduced the concept of the reduced density matrix of order p:

ĝpðq1; q2; . . . ; qp; q1
0; q2

0; . . . ; qp
0Þ

¼ N

p

� �
tr Ĝðq1; q2; . . . ; qN; q1

0; q2
0; . . . ; qN

0Þ��
qpþ1;qpþ2; :::;qN

¼ N

p

� � ð
Cðq1; . . . ; qp; qpþ1; . . . ; qNÞC�ðq10; . . . ; qp

0; qpþ1; . . . ; qNÞ

	 dqpþ1dqpþ2 . . . dqN;

(6.139a)

where
N
p

� �
stands for the binomial coefficient [see (3.12) and (6.66)].

For example, the first-order reduced densitymatrix, or the 1-matrix for short, reads:

ĝ1ðq1; q10Þ ¼ N

ð
Cðq1; q2; . . . ; qNÞC�ðq10; q2; . . . ; qNÞ dq2 . . . dqN: (6.140a)

Its diagonal part thus represents the spin density of the system electrons (3.9):

r qð Þ ¼ rðr; sÞ ¼ ĝ1ðq; qÞ, which implies the associated normalization:

tr ĝ1ðq1; q10Þ ¼
ð
ĝ1ðq1; q1Þ dq1 ¼ N: (6.141a)
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One similarly obtains the second-order reduced density matrix (or 2-matrix):

ĝ2ðq1; q2; q10; q20Þ ¼
N

2

� �ð
Cðq1; q2; q3; . . . ; qNÞ

	C�ðq10; q2
0; q3; . . . ; qNÞ dq3 . . . dqN; (6.142)

the pair diagonal element of which now represents the pair spin density [see (3.12)],

ĝ2ðq; q0; q; q0Þ ¼ Gðq; q0Þ ¼
ð
C�ðQNÞĜðq; q0ÞCðQNÞ dQN;

Ĝðq; q0Þ ¼
XN�1

k¼1

XN
l¼kþ1

dðqk � qÞdðql � q0Þ: (6.143)

This implies the associated normalization of the 2-matrix:

tr ĝ2ðq1;q2;q10;q20Þ ¼
ð ð

ĝ2ðq1;q2;q1;q2Þdq1dq2 ¼NðN�1Þ=2¼ N
2

� �
: (6.144)

The expectation value of the sum of all one-electron operators in F̂ ¼P
N

i¼1

ĥðiÞ
[see (5.69)–(5.71)] now reads:

C j F̂ jC
D E

¼ tr ðF̂ ĜÞ ¼ tr ðĥ ĝ1Þ ¼
ð
ĥðq1Þ ĝ1ðq1; q10Þjq1¼q1

0 dq1: (6.145)

For the expectation value of the two-electron energy one similarly obtains:

C j ĜjC
D E

¼ tr ðĜ ĜÞ ¼ trðg ĝ2Þ

¼
ð ð

gðq1; q2Þ ĝ2ðq1; q2; q10; q20Þjq1¼q1
0;q2¼q2

0 dq1dq2:
(6.146)

Since operators ĥ and g are both spin independent these expressions can be

further simplified in terms of the reduced spinless density matrices, obtained by

summations over the spin variables of the spin-dependent analogs:

r̂1ðr1;r10Þ¼
ð
ĝ1ðr1;s1;r10;s1Þds1�

X
s1

ĝ1ðr1;s1;r10;s1Þ¼ tr ĝ1ðq1;q10Þjs1

¼ ĝ1ðr1;a;r10;aÞþ ĝ1ðr1;b;r10;bÞ� r̂a;a1 ðr;r0Þþ r̂b;b1 ðr;r0Þ;
r̂2ðr1;r2;r10;r20Þ¼

ð ð
ĝ2ðr1;s1;r2;s2;r10;s1;r20;s2Þds1ds2

�
X
s1

X
s2

ĝ2ðr1;s1;r2;s2;r10;s1;r20;s2Þ¼ tr ĝ2ðq1;q2;q10;q20Þjs1;s2

� r̂aa;aa2 ðr1;r2;r10;r20Þþ r̂ab;ab2 ðr1;r2;r10;r20Þþ r̂ba;ba2 ðr1;r2;r10;r20Þ
þ r̂bb;bb2 ðr1;r2;r10;r20Þ:

(6.147)
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Their diagonal elements respectively represent the electron density (3.7) and pair
density (3.12):

rðrÞ ¼ r̂1ðr; rÞ and Gðr; r0Þ ¼ r̂2ðr; r0; r; r0Þ; (6.148)

thus giving rise to the associated normalizations:

tr r̂1ðr1; r10Þ ¼
ð
r̂1ðr; rÞ dr ¼ N;

tr r̂2ðr1; r2; r10; r20Þ ¼
ð ð

r̂2ðr; r0; r; r0Þ dr dr0 ¼ NðN � 1Þ=2: (6.149)

The spinless expression for the expectation value of the system electronic energy

thus reads:

Ee½r̂1; r̂2� ¼
ð
½� 1

2
Dr r̂1ðr; r0Þjr¼r0 dr þ

ð
vðrÞrðrÞ dr

þ
ð ð

1

r � r0j jGðr; r
0Þ dr dr0: (6.150)

The reduced density matrices define kernels of the Hermitian, positive semi-

definite operators:

ĝ1ðq1; q10Þ ¼ ĝ�1ðq10; q1Þ; ĝ1ðq1; q1Þ 
 0;

ĝ2ðq1; q2; q10; q20Þ ¼ ĝ�2ðq10; q20; q1; q2Þ; ĝ2ðq1; q2; q1; q2Þ 
 0: (6.151)

The antisymmetry of the wave function also implies that the reduced densities

change their sign on exchange of any two primed or two unprimed particle indices:

ĝ2ðq1; q2; q10; q20Þ ¼ �ĝ2ðq2; q1; q10; q20Þ ¼ �ĝ2ðq1; q2; q20; q10Þ
¼ ĝ2ðq2; q1; q20; q10Þ: (6.152)

Of particular interest in the electron correlation theory are the eigenvalue

problems of ĝ1 and ĝ2:

ð
ĝ1ðq; q0Þciðq0Þdq0 ¼ nNOi ciðqÞ; (6.153)

ð ð
ĝ2ðq1; q2; q10; q20ÞGjðq10; q20Þ dq10dq20 ¼ nNGj Gjðq1; q2Þ: (6.154)

The eigenfunctions {ci} of ĝ1 are called the Natural Orbitals (NO) (L€owdin 1955a,

b; L€owdin and Shull 1956; Carlson and Keller 1961; Davidson 1969, 1972a, b, 1976;
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Bingel and Kutzelnigg 1970), with the corresponding eigenvalues measuring their

effective occupations in C: 0 � nNOi � 1
� �

. The corresponding two-electron

(antisymmetric) eigenfunctions of ĝ2; fGjðq1; q2Þ ¼ �Gjðq2; q1Þg, determine the

system natural geminals (NG), with the eigenvalues nNGj
n o

again reflecting their

effective occupations.

It should be observed that these two density matrices assume the most compact

(diagonal) representations in terms of their respective eigenfunctions:

ĝ1 ¼
X
i

nNOi cij i cih j � jcNOinNOhcNOj;

nNO ¼ fnNOi di; jg; jcNOi ¼ fjciig; or

ĝ1ðr1; r10Þ ¼ r1h jĝ1 r10j i ¼
X
i

nNOi r1h jcii cih jr10i ¼
X
i

nNOi ciðr1Þc�
i ðr10Þ;

(6.155)

ĝ2 ¼
X
j

nj Gj

�� �
Gj

� �� � jGNGinNGhGNGj;

nNG ¼ fvNGi di; jg; jGNGi ¼ fjGjig; or

ĝ2ðr1; r2; r10; r20Þ ¼ r1; r2h jĝ2 r10; r20j i ¼
X
j

nNGj r1; r2h jGj

�
Gj

� ��r10; r20i

¼
X
j

nNGj Gjðr1; r2ÞG�
j ðr10; r20Þ: (6.156)

Expanding NO in the AO basis functions x ¼ {ws},c
NO ¼ xD ¼ {ci} (the row

vector), gives the following expression for the 1-matrix [compare (6.45)]:

ĝ1 r1; r1
0ð Þ ¼ r1h jcNO

�
nNO cNO

� ��r10i ¼ cNOðr1ÞnNOcNOy r1
0ð Þ

¼ xðr1Þ½DnNODy�xy r1
0ð Þ ¼ xðr1ÞPNOðDÞxy r1

0ð Þ; (6.157)

where we have grouped the NO occupations as diagonal elements of the square

matrix nNO ¼ nNOi di;i0
� �

, while xy ¼ w�s
� �T

and cNOy ¼ c�
i

� �T
denote the asso-

ciated column vectors. Therefore, the NO CBO matrix in the AO representation,

PNOðDÞ ¼ PNO
s;t ¼

XNO
i

Ds;in
NO
i D�

t;i

( )
; (6.158)

determines the 1–matrix in terms of basis functions x.
The corresponding AO expansion of NG,

GNGðr1; r2Þ ¼ fGjðr1; r2Þ ¼
XAO
s;t

wsðr1Þwtðr2ÞAs;t;j

�
XAO
s;t

Os;tðr1; r2ÞAs;t;jg � Vðr1; r2ÞA; (6.159)
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gives the following expression for the 2-matrix:

ĝ2 r1; r2; r1
0; r20ð Þ ¼ r1; r2h jGNG

�
nNG GNG

� ��r10; r20i ¼ GNGðr1; r2ÞnNGGNGy r1
0; r20ð Þ

¼Vðr1; r2Þ½AnNGAy�Vy r1
0; r20ð Þ ¼Vðr1; r2ÞPNGðAÞVy r1

0; r20ð Þ;
(6.160)

where nNG ¼ nNGj dj;j0
n o

. Again, the corresponding NG CBO matrix

PNGðAÞ ¼ PNG
s;t;u;v ¼

XNG
j

As;t;j nNGj A�
u;v;j

( )
(6.161)

defines the 2-matrix in the AO representation.

The density matrices for the HF wave function, given by a single Slater deter-

minant (5.64), defined by the optimum HF SO c ¼ {ci}, assume particularly

simple forms (L€owdin 1955b). The 1-matrix in this approximation reads,

ĝHF1 ðq1; q10Þ ¼
XN
i¼1

ciðq1Þc�
i ðq10Þ; (6.140b)

while the second-order reduced density matrix is given by the following determi-

nant of 1-matrices:

ĝHF2 ðq1; q2; q10; q20Þ ¼
1

2

ĝHF1 ðq1; q10Þ ĝHF1 ðq1; q20Þ
ĝHF1 ðq2; q10Þ ĝHF1 ðq2; q20Þ

�����

�����

¼ 1

2
½ĝHF1 ðq1; q10ÞĝHF1 ðq2; q20Þ � ĝHF1 ðq2; q10ÞĝHF1 ðq1; q20Þ�:

(6.141b)

As also shown by L€owdin (1955b), this prescription can be extended into a general

reduced density matrix of (6.139a) in HF approximation:

ĝHFp q1;q2; . . . ; qp;q1
0;q2

0; . . . ; qp
0� �¼ 1

p!

ĝHF1 q1;q1
0ð Þ ĝHF1 q1;q2

0ð Þ � � � ĝHF1 q1;qp
0� �

ĝHF1 q2;q1
0ð Þ ĝHF1 q2;q2

0ð Þ � � � ĝHF1 q2;qp
0� �

� � � � � � � � � � � �
ĝHF1 qp;q1

0� �
ĝHF1 qp;q2

0� � � � � ĝHF1 qp;qp
0� �

����������

����������
:

(6.139b)

There is a number of analytical arguments and a growing numerical evidence for

small molecules that the convergence of the CI expansion is greatly enhanced by

the use of NO. In other words, the correlation energy recovery is greater for the NO-

based CI treatment, compared with that using the canonical SCF MO, at the same
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length of expansion (Shavitt et al. 1976). This analysis of wave functions is basis-

set independent and allows one to compare any set of approximate wave functions.

There are also conceptual advantages associated with the NO representation. It

has been found to provide almost universal patterns of the orbital shapes and

occupations for diverse wave functions obtained using widely different basis sets

and CI expansions (Davidson 1972b). The observed “invariance” of the NO occu-

pation numbers to choices of the basis set and the length of the CI expansion,

respectively, suggests some “universality” of the NO description of atoms and

molecules. The NO analysis emphasizes the strongly, near-unity populated HF-

like NO and generates the weakly populated correlation orbitals, which represent

the independent modes of the electron Coulomb correlation in molecular systems,

the relative importance of which can be inferred from the corresponding orbital

occupations. For example, in He the first correlation NO introduces the angular

(“left–right”)-type correlation, while the second correlation orbital brings in the

(“in–out”)-effect of the radial correlation. The NO analysis has also been widely

used to study the nature of the chemical bond and the adequacy of the HF

description in the bond-breaking � bond-forming processes (e.g., Shull 1959;

Hagstrom and Shull 1963).

Thus, the NO play a significant role as both means for improving the CI

convergence and in obtaining the physical insight and understanding of approxi-

mate wave functions. However, since NO are determined by “retrospective” analy-

sis of an already known CI wave function, their construction in advance of the CI

calculations can be only an approximate one, e.g., in an iterative procedure of

determining the so-called pseudo NO (PNO). It usually consists of using the SCF

virtuals in a limited-CI study, diagonalizing the resulting 1-matrix, which deter-

mines the first-approximation PNO, using them as a basis for an improved

CI expansion, from which the second-approximation PNO are constructed, etc.

Such iterative process is carried out until self-consistency is attained within the

adopted level of electron excitations, when the subsequent iterations do not appre-

ciably modify the PNO shapes and occupations.

6.4 Electron Pair Theories

As we have concluded from (6.133), the MP2 theory in fact represents the pertur-
bational IEPA approximation (Sinanoĝlu 1964; Nesbet 1965; Szabo and Ostlund

1982) giving rise to the additive contributions to the system Coulomb correlation

energy due to each occupied MO-pair of electrons. Clearly, a similar perspective

can be also adopted within the variational method of determining approximate

wave functions of molecular systems. Since the Coulomb correlation effect should

be the strongest in pairs of electrons exhibiting opposite spins and occupying the

same MO, the simplest formulation of such a variational approach should involve

the antisymmetrized product of the electron pair functions, called geminals,
the name first coined by Shull (1959) to distinguish these two-electron (group)
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functions from their one-electron analogs � the orbitals. In this separated pair
approach, each MO-pair of electrons is correlated internally, but the interpair corre-

lation is neglected. This missing part of the Coulomb correlation is accounted for

in the more sophisticated Coupled Electronic Pair Approximation (CEPA) (Meyer

1977), Coupled Pair Many Electron Theory (CPMET) or Coupled Cluster Approx-
imation (CCA) (Bartlett 1981, 1989, 1995, 2000; Kucharski and Bartlett 1986;

Čižek 1966, 1969; Paldus and Čižek 1973, 1975; Hurley 1976; Kutzelnigg 1977;

Čižek and Paldus 1980; Jørgensen and Simons 1981; Szabo and Ostlund 1982),

which use appropriate simplifications of the whole hierarchy of the CI equations. As

expected, the inclusion of interpair correlation improves accuracy at the expense of

the computational complexity and clarity of interpretation. Of similar character is

the Generalized Valence Bond (GVB) approach of Goddard and collaborators

(Goddard III 1967; Goddard III and Ladner 1971; Hunt et al. 1972; Goddard III

et al. 1973; Moss and Goddard III 1975; Bobrowicz and Goddard III 1977; Goddard

III and Harding 1978), which represents another electron pair generalization of the

classical VB theory of Heitler and London.

The geminal method can be also viewed as a logical next step in the wave

function factorization following the orbital approximation. It represents a particular

case of the groupwave functions, describing specific molecular fragments, in which

each constituent subsystem is first considered as a separate entity and subsequently

their mutual interaction is accounted for, e.g., in the perturbative or self-consistent

way. It should be observed that such a general line of thinking also lies behind the

separation between the inner and valence shells, the s and p electrons in aromatic

systems, etc. The use of electronic pairs as fundamental structural entities in the

limited-CI theories is very much in line with the intuitive chemical thinking.

Indeed, the concepts of the bonding pairs in valence shell, as well as the lone

pairs of both the valence or inner shells, have been very successful in the early,

qualitative theories of electronic structure. Hence, their explicit recognition in the

modern beyond-HF calculations brings an additional, chemical insight into the

mechanism of the electron Coulomb correlation and represents an element of

continuity in the development of such ideas in the theory of chemistry (Pauling

1949; Hurley et al. 1953; Parks and Parr 1958, 1960; Karplus and Grant 1959;

McWeeny and Ohno 1960; McWeeny 1989).

One could also include in this category Moffitt’s (1951) method of Atoms-in-
Molecules (AIM) and its subsequent extension involving deformed AIM (Arai

1957, 1960; Ellison 1965; Ellison and Wu 1967, 1968; Ellison and Slezak 1969),

as well as the Diatomics-in-Molecules (DIM) theory (Kuntz 1979; Tully 1977,

1980) and its generalization in the form of the Molecules-in-Molecules (MIM)

approach, which involves groups of electrons of larger parts of the whole molecular

system. All these approaches have played an important role in modeling the

molecular PES for the dynamical calculations, e.g., in developing the familiar

London–Eyring–Polanyi–Sato (LEPS) (e.g.: Hirst 1985; Murrell et al. 1984; Murrell

and Bosanac 1989), Bond-Energy � Bond-Order (BEBO) (Johnston and Parr 1963)

and DIM energy surfaces for the reactive scattering calculations.
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6.4.1 Electron Pairs on Strongly Orthogonal Geminals

Following the orbital approximation of theHF theory, marking the separated electrons

approach, we now assume the related form of the variational wave function of, say,

N ¼ 2p electrons in terms of the separated electronic pairs [compare (5.66)] given

by the antisymmetrized product of two-electron functions (geminals) {Gj(1, 2)}:

CG
A ð1; 2; . . . ; NÞ ¼ Â0fG1ð1; 2ÞG2ð3; 4Þ . . .GpðN � 1;NÞg; (6.162)

here Â0 stands for the partial antisymmetrizer exchanging electrons between differ-

ent geminals.

These normalized two-electron functions,
ð ð

Gjð1; 2Þ
�� ��2 dq1dq2 ¼ Gjð1; 2Þ

�� Gjð1; 2Þ
� �

1;2
¼ 1; (6.163)

have to be also mutually orthogonal:

ð ð
G�

i ð1; 2ÞGjð1; 2Þ dq1dq2 ¼ Gið1; 2Þ
�� Gjð1; 2Þ

� �
1;2

¼ 0; i 6¼ j: (6.164)

However, to simplify the expression for the expectation value of the electronic

energy and hence also the resulting Euler equations of the variational method using

this trial function, the strong orthogonality condition is imposed on the optimum

geminals:

ð
G�

i ð1; 2ÞGjð1; 2Þdq1 ¼ Gið1; 2Þ
�� Gjð1; 2Þ

� �
1
¼ 0; for any q2: (6.165)

Notice that this requirement automatically implies the ordinary orthogonality

of (6.164). The trial wave function of (6.162) is then referred to as the Antisym-
metrized Product of Strongly Orthogonal Geminals (APSG).

In each (antisymmetric) two-electron state, Gj(1, 2) ¼ � Gj(2, 1), representing

the spin-paired electrons in the singlet spin eigenstate of (6.67) (see Fig. 6.2),

one can also separate its spatial and spin parts [see (5.103)]:

Gjðq1; q2Þ � Gjð1; 2Þ ¼ Fjðr1; r2Þ 1ffiffiffi
2

p ½aðs1Þbðs2Þ � bðs1Þaðs2Þ�

� Fjð1; 2ÞU0;0ð1; 2Þ: (6.166)

Therefore, since the singlet spin factor of each geminal in APSG of (6.162) is also

antisymmetric, U0,0(1, 2) ¼ � U0,0(2, 1), the spatial factors must be symmetric

functions of two electrons, Fj(1, 2) ¼ Fj(2, 1), in order to satisfy the Pauli antisym-

metrization requirement for these two (spin-paired) fermions.
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Let us now examine the corresponding expression for the expectation value of

the electronic Hamiltonian in such a trial state [see (5.69)–(5.71)]:

Eeh iCG
A
¼ CG

A

� ��Ĥe CG
A

�� �¼ CG
A

� ��F̂ CG
A

�� �þ CG
A

� ��Ĝ CG
A

�� �� Fh iCG
A
þ Gh iCG

A
: (6.167)

Due to the strong orthogonality relations between the two-electron functions,

the one-electron operator ĥð1Þ[(5.69) and (5.70)] can only couple the electron in

the same geminal of CG�
A and CG

A . One thus finds the following expression for the

overall one-electron contribution to the electronic energy:

Fh iCG
A
¼ 2

Xp

j¼1

Fjð1; 2Þ
� ��ĥð1Þ Fjð1; 2Þ

�� �
1;2
: (6.168)

The two-electron repulsion g(1, 2) ¼ 1/r1,2 couples both the pairs of particles on the
same and different geminals of CG�

A and CG
A . Thus, using again the orthonormality

relations and summing over electron spin orientations gives:

Gh iCG
A
¼
Xp

j¼1

Fjð1;2Þ
� ��gð1;2Þ Fjð1;2Þ

�� �
1;2

þ
Xp�1

i¼1

Xp

j¼iþ1

2 2 Fið1;2ÞFjð3;4Þ
� ��gð1;3Þ Fið1;2ÞFjð3;4Þ�Fið3;2ÞFjð1;4Þ

�� �
1;2;3;4

� 

:

(6.169)

The strong orthogonality condition (6.165) can be automatically satisfied when

one uses different (mutually orthogonal) subspaces {cl,j} of NO to represent

different geminals, i.e., when the total (complete) space of the orthonormal orbitals

c ¼ {cs} is partitioned into the exclusive subsets {cj ¼ {cl,j}} for representing

jth geminal, c ¼ (c1, c2, . . ., cp),

fcsg ¼ ðfcl;1g;fcl;2g; . . . ;fcl;pgÞ; fcl;jg ¼ c1;j;c2;j; . . . ;cwj;j

� 

;

�
cl;jjck;ii ¼ dl;kdj;i;

Fjð1; 2Þ ¼
Xwj

k¼1

bk;jck;jð1Þck;jð2Þ; j¼ 1;2; . . . ;p: (6.170)

The normalization of geminals thus implies the following relation to be satisfied by

unknown expansion coefficients {bk,j} related to NO occupations nk;j ¼ b2k;j

n o
:

Xwj

k¼1

b2k;j ¼
Xwj

k¼1

nk;j ¼ 1: (6.171)
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In order to justify this NO expansion consider a general spatial two-electron

function Fð1; 2Þ, symmetric in the antisymmetric (singlet) spin state, e.g., that

describing the ground state in He or H2. It can be expressed in the complete basis

set of the orthonormal (real) MO, w ¼ ð’1; ’2; :::; ’wÞ; using the symmetrized

CI expansion of (6.60):

Fð1; 2Þ ¼
Xw
k¼1

Xw
l¼1

dk;l
1

2
½’kð1Þ’lð2Þ þ ’lð1Þ’kð2Þ�

¼ 1

2
½wð1Þ dwTð2Þ þ wð2Þ dwTð1Þ�: (6.172)

It gives rise to the following spinless 1-matrix of (6.157):

ĝ1ðr1; r10Þ ¼ 2
Xw
k¼1

Xw
k0¼1

’kðr1Þ
Xw
l¼1

dk;ldk0;l

" #
’k0 ðr10Þ

� 2
Xw
k¼1

Xw
k0¼1

’kðr1Þ gMO
k;k0 ’k0 ðr10Þ �

Xw
k¼1

Xw
k0¼1

’kðr1ÞPMO
k;k0 ðdÞ’�

k0 ðr10Þ;

(6.173)

where the CBO matrix PMO(d) ¼ 2ddT ¼ 2gMO.

The NO c ¼ wU are then determined by the orthogonal transformation U which

diagonalizes the CBO matrix gMO:

UTgMOU ¼ UTddTU ¼ ðUTdUÞðUTdTUÞ ¼ ðUTdUÞðUTdUÞT
� ccT ¼ c2ada;b ¼ nada;b

� �
; (6.174)

and hence ca ¼ � ffiffiffiffiffi
na

p
. Finally, substituting the inverse transformation cUT ¼ w

into (6.172) gives the equivalent, more compact natural expansion of the spatial

two-electron wave function (geminal):

Fð1; 2Þ ¼ 1

2
½cð1ÞðUTdUÞcTð2Þþcð2ÞðUTdUÞcTð1Þ� ¼

Xw

a¼1

ca cað1Þcað2Þ: (6.175)

For example, Shull and colleagues (Shull 1960, 1962, 1964; Hagstrom and Shull

1963; Shull and Prosser 1964; Anex and Shull 1964; Christoffersen and Shull 1968;

Christoffersen 1989a, b) have argued that the chemical bond in H2 (one-geminal

system) is already well described by the two-term natural expansion

Fð1; 2Þ ¼ c1 c1ð1Þc1ð2Þ þ c2 c2ð1Þc2ð2Þ
¼ ffiffiffiffiffi

n1
p

c1ð1Þc1ð2Þ �
ffiffiffiffiffi
n2

p
c2ð1Þc2ð2Þ ; (6.176)

where n1 + n2 ffi 1. Indeed, in this highly symmetric (homonuclear) diatomic

the two dominating NO basically represent the bonding and antibonding MO,
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so that the two terms in the preceding equation represent the HF ground and doubly

excited MO configurations, respectively, generated in the minimum basis set of two

1s orbitals contributed by the two constituent atoms. Therefore, the above wave

function in fact corresponds to the minimum CID approximation required to

correctly describe the dissociation of the molecule into atoms, which is variation-

ally equivalent to the Heitler–London (HL) description of the classical VB theory.

Therefore, in the NO representation of geminals (6.170) the average energy

functional of (6.167)–(6.169) becomes the associated function of the NO occupations

{nk,j} determining the CI expansion coefficients bk;j ¼ � ffiffiffiffiffiffiffi
nk;j

pn o
, and the functional

of the shapes of NO themselves. The latter can be subsequently expressed in terms of

the appropriate AO basis, with only the expansion coefficients being optimized, as in

the SCF MO method. It should be stressed, however, that the effective energy

operators are generally different for each NO, being not invariant to the unitary

transformation of the basis set, so that the off-diagonal Lagrange multipliers enforc-

ing the orthonormality of NO cannot be easily eliminated. This greatly complicates

finding the optimum solutions in practical applications of the method.

The four-electron (heteronuclear) diatomic LiH involves the inner-shell (non-
bonding) and the valence-shell (bonding) geminals. The former represents practi-

cally unchanged atomic inner shell of Li, while the dominating NO of the latter

exhibits typical effects of the intraatom radial and angular promotion, due to

2s ! 2p and 2s ! 3s effective excitations in Li, as well as the interatom AO

mixing generating the covalent (electron delocalization) bond component. The

Coulomb correlation energy recovery was about 80%, giving rise to the calculated

magnitude of the binding energy, 2.3 eV, which compares favorably with the

experimental estimate of 2.52 eV. However, the strong-orthogonality constraint

has been shown to be a reason for rather poor description of the s lone pair geminal

in NH (four- geminal system), since the mainly 2pNO has been used to describe the

bonding geminal, thus being unavailable for the lone pair geminal. Also, the

accumulation of four electronic pairs on N gives rise to a strong intergeminal

Coulomb correlation, which is missing in this separated pair approach.

One finally observes that the APSG approximation within the separated electron

pair method represents a variant of the coupled variational procedure of the MC

SCF theory, in which both the shapes of orbitals and CI coefficients are being

simultaneously optimized. The quality of the CI expansion determining the refer-

ence function is now determined by the length of the NO basis set used to represent

the strongly orthogonal geminals.

6.4.2 Independent Electron Pair Approximation

For reasons of simplicity in what follows we shall focus on the Coulomb correlation

in the molecular (closed-shell) ground state. The corresponding CI expansion of the

exact (unnormalized) ground state function �C0,

Ĥ
e �C0 ¼ Ee

0
�C0;
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where Ee
0 denotes the exact electronic energy in the NREL limit (Fig. 6.1), is

represented by the CI expansion in the so called intermediate normalization repre-

sentation, for C0 � 1 (e.g., Szabo and Ostlund 1982),

�C0 ¼ �CCI
0 � CHF

0 þ
Xoccd:
k

Xvirt:
p

�Cp
k F

p
k þ

Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l F

p;q
k;l

þ
Xoccd:

k< l<m

Xvirt:
p< q< r

�Cp;q;r
k;l;m Fp;q;r

k;l;m þ . . . ; (6.177)

hereCHF
0 stands for the fully optimized Slater determinant of the HF theory, giving

rise to the HF energy EHF
0 ¼ CHF

0

� ��Ĥe
CHF

0

�� �
.

Therefore, it directly follows from the definition of the Coulomb correlation

energy, DEcorr: ¼ Ee
0 � EHF

0 , that

Ĥ
e � EHF

0

� 

�C0 ¼ DEcorr:

�C0: (6.178)

Multiplying from the left by CHF
0

� ��
and integrating over the position-spin

variables of all electrons then gives the following expression for the correlation

energy:

CHF
0

� �� Ĥ
e � EHF

0

� 

�C0

�� � ¼ DEcorr:: (6.179)

This expression can be further simplified using the Brillouin theorem (6.116) and

the Slater–Condon rule of (5.87):

CHF
0

� �� Ĥ
e � EHF

0

� 

�C0

�� � ¼
Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� �� Ĥ
e � EHF

0

� 

Fp;q

k;l

���
E

¼
Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� ��Ĥe
Fp;q

k;l

���
E
�
Xoccd:
k< l

ek;l ¼ DEcorr::

(6.180)

The preceding equation again emphasizes the dominating role of the doubly excited
configurations in correcting the HF wave function for the Coulomb correlation

effects, and it formally expresses the overall correlation energy as the sum of

contributions from all electronic pairs identified by labels {k < l} of the occupied

SO in the (ground-state) HF determinant, which is analogous to the MP2 expression

of (6.133).

In the Independent Electron Pair Approximation (IEPA) one uses the variational

method to determine the correlation energies eIEPAk;l

n o
due to each separate electron

pair k < l, when the contributions to the correlation energy from the remaining

electrons are ignored. For this given electron pair, one thus defines the CID-type

correlated wave function in the intermediate normalization representation:
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�CIEPA
k;l ¼ CHF

0 þ
Xvirt:
p< q

�CIEPA
p;q Fp;q

k;l ; (6.181)

and determines the optimum CI coefficients by minimizing the expectation value of

the electronic Hamiltonian:

EIEPA
k;l ¼ �CIEPA

k;l

D ���Ĥe �CIEPA
k;l

���
E
= �CIEPA

k;l

D ��� �CIEPA
k;l

E

� �EIEPA
k;l = �CIEPA

k;l

D ��� �CIEPA
k;l

E
� CIEPA

k;l

D ���Ĥe
CIEPA

k;l

���
E
¼ EHF

0 þ eIEPAk;l ; (6.182)

where the normalized pair wave function CIEPA
k;l ¼ �CIEPA

k;l = �CIEPA
k;l

��� �CIEPA
k;l

D E1=2
.

This variational criterion gives the associated eigenvalue problem:

d �EIEPA
k;l

d �CIEPA�
k;l

¼ dEIEPA
k;l

d �CIEPA�
k;l

�CIEPA
k;l

��� �CIEPA
k;l

D E
þ EIEPA

k;l
�CIEPA
k;l ¼ EIEPA

k;l
�CIEPA
k;l

¼ Ĥ
e �CIEPA

k;l ; (6.183)

where we have used the variational principle dEIEPA
k;l =d �CIEPA�

k;l ¼ 0:
By repeating this procedure for all pairs of electrons and summing over such

additive energy terms, one then estimates the system overall Coulomb correlation

energy in the IEPA approximation:

DEIEPA
corr: ffi

Xoccd:
k< l

eIEPAk;l : (6.184)

This method thus uses different wave functions to estimate different contributions

to the total correlation energy between independent pairs of electrons and hence

the magnitude of such an estimate may exceed that of the exact correlation

energy. Since in this treatment, one neglects the correlation coupling between

different pairs of electrons, by neglecting the off-diagonal elements of the CI

energy matrix between doubly excited configurations originating from different

pairs of occupied orbitals in the HF reference function, HCI
ðk;lÞ!ðp;qÞ;ðm;nÞ!ðp0;q0Þ for

(m, n) 6¼ (k, l) , this method is simpler than the CID variant, which violates the size

consistency requirement. For the same reason the IEPA approach is size-consistent,

i.e., the energy of m noninteracting monomers is m times the energy of a single

monomer.

The equations for the pair correlation energy and the optimum (ground-state)

CI coefficients �Cp;q
k;l

n o
� �Cðk;lÞ(the column vector) directly follow from the inter-

mediate normalization projections of the related eigenvalue equations onto the

CHF
0 and Fp;q

k;l

n o
configurations, respectively [see (6.178)–(6.180)]. It follows from

(6.180) that the former gives the expression for the electron pair correlation energy,
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CHF
0

� ��Ĥe � EHF
0

�CIEPA
k;l

���
E
¼ eIEPAk;l ¼

Xvirt:
p< q

HCI
0;ðk;lÞ!ðp;qÞ �C

p;q
k;l

�
Xvirt
p< q

ðAðk;lÞÞp;qðCðk;lÞÞp;q ¼ Aðk;lÞCðk;lÞ; (6.185)

where Aðk;lÞ denotes the row vector. The latter projection and (6.183) generate the

additional relation for the expansion coefficients,

Fp;q
k;l

D ���Ĥe � EHF
0

�CIEPA
k;l

���
E
¼ Fp;q

k;l

D ���Ĥe
CHF

0

�� �þ
Xvirt:
p0 < q0

Fp;q
k;l

D ���Ĥe � EHF
0 Fp0;q0

k;l

���
E
�Cp0;q0
k;l

¼ eIEPAk;l Fp;q
k;l

D ��� �CIEPA
k;l

E
¼ eIEPAk;l

�Cp;q
k;l ;

(6.186)

or in the matrix notation of (6.185):

ðAðk;lÞyÞp;q þ
Xvirt
p0 < q0

ðDðk;lÞÞp;q;p0;q0 ðCðk;lÞÞp0;q0 ¼ eIEPAk;l ðCðk;lÞÞp;q; (6.187)

where

ðDðk;lÞÞp;q;p0;q0 ¼ Fp;q
k;l

D ���Ĥe � EHF
0 Fp0;q0

k;l

���
E

¼ HCI
ðk;lÞ!ðp;qÞ;ðk;lÞ!ðp0;q0Þ � EHF

0 dp;p0dq;q0 : (6.188)

Finally, the coupled matrix equations (6.185) and (6.187),

eIEPAk;l ¼ Aðk;lÞ �Cðk;lÞ
and Aðk;lÞy þ Dðk;lÞ �Cðk;lÞ ¼ eIEPAk;l

�C
ðk;lÞ

; (6.189)

which determine the pair correlation energies and the associated CI coefficients,

can be combined in the following eigenvalue equation:

0 Aðk;lÞ

Aðk;lÞy Dðk;lÞ

	 

1

�C
ðk;lÞ

	 

� Bðk;lÞ 1

�C
ðk;lÞ

	 

¼ eIEPAk;l

1
�C
ðk;lÞ

	 

: (6.190)

Therefore, the relevant CI coefficients determine the eigenvector of B(k,l), with the

eigenvalue eIEPAk;l determining the pair correlation energy. In view of the variational

principle of (6.183),

minEIEPA
k;l ¼ min EHF

0 þ eIEPAk;l

� 

¼ min eIEPAk;l ; (6.191)
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one thus diagonalizes the symmetric matrix B(k,l) and selects the (normalized)

eigenvector corresponding to the lowest eigenvalue, which determines the optimum

value of the pair correlation energy. For each pair of the occupied MO in the HF

reference state, the associated {B(k,l)} matrices are different, so that there is no

variational lower bound to the IEPA overall estimate of the Coulomb (intrapair)

correlation energy.

As shown by Ahlrichs et al. (1975a, b) in a series of simple hydrides exhibiting

different numbers of the localized bonds and the lone pairs in the valence shell,

one finds that the magnitude of the correlation energy of two electrons occupying

the nonbonding orbital is lower than the corresponding intrabond contribution. The

smaller interorbital correlation energies between bonding and/or nonbond-

ing electrons were found to be of comparable magnitude. In each case, the total

estimate of the Coulomb correlation energy exceeded the corresponding CI value,

thus confirming the altogether nonvariational aspect of the IEPA method.

6.4.3 Coupled Electron Pair Approximations

In fact the internally correlated electronic pairs repel each other and thus are not

fully independent. Therefore, several improvements relative to the IEPA approach

have been proposed, which approximately take into account the interpair correla-

tion as well. These size-consistent Coupled Electron Pair Approximations (CEPA)
represent a special case of a more general strategy, called the Coupled Cluster (CC)
approximation, which we shall introduce in Sect. 6.5. Although all these extensions

generally give rise to higher accuracy of the predicted effects of the electron

correlation, be it at a severe cost of increased computational complexity and

hence a reduced capability of an easy interpretation, the need for further improve-

ment still remains. Such more advanced techniques, however, are generally unsuit-

able for applications to very large supramolecular systems of the contemporary

chemistry/biology and in solid state physics.

The interpair correlation is represented by the quadruply (Q) excited configu-

rations from the reference HF wave function, involving excitations of both elec-

trons in each pair. Therefore, to cover these effects the CI expansion of (6.177)

should be at least of the CIDQ type:

�CCI
0 ffiCHF

0 þ
Xoccd:
k< l

Xvirt:
p<q

�Cp;q
k;l F

p;q
k;l þ

Xoccd:
k< l<m<n

Xvirt:
p<q< r< s

�Cp;q;r;s
k;l;m;nF

p;q;r;s
k;l;m;n

� �CCIDQ
0 : (6.192)

Notice that (6.180), obtained from projecting the eigenvalue problem for the

correlation energy (6.178) onto the HF reference state, remains valid also for this

extended size of the CI expansion,
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CHF
0

� �� Ĥ
e � EHF

0

� 

�CCIDQ
0

�� � ¼
Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� ��Ĥe
Fp;q

k;l

���
E

�
Xoccd:
k< l

eCIDQk;l ¼ DECIDQ
corr: : (6.193)

The projection onto the doubly excited configuration [compare (6.186)] now gives

the following coupled equations for the CI coefficients,

Fr;s
i;j

D ���Ĥe � EHF
0

�CCIDQ
0

�� � ¼ Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l

þ
Xoccd:
m< n

Xvirt:
t< u

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

���
E
�Cr;s;t;u
i;j;m;n ¼ DECIDQ

corr:
�Cr;s
i;j ;

(6.194)

which directly follow from the orthogonality relations between the configuration

functions and the Slater–Condon rules for the matrix elements of the electronic

Hamiltonian. The preceding equation relates the CI coefficients of the doubly
excited configurations to those corresponding to the quadruple excitations. The

latter reflect the interpair correlation, which has been neglected in the IEPA

method.

It should be observed that only the assumption �Cp;q;r;s
k;l;m;n ¼ 0

n o
gives the

uncoupled equations of the standard CID approach of Sect. 6.3.1 [see also the

matrix notation of (6.185), (6.187) and (6.189)]:

CHF
0

� �� Ĥ
e�EHF

0

� 

�CCID
0

�� �¼
Xoccd:
k< l

Xvirt:
p<q

CHF
0

� ��Ĥe
Fp;q

k;l

���
E
�Cp;q
k;l �ACID �C

CID ¼DECID
corr:;

Fp;q
k;l

D ���Ĥe�EHF
0

�CCID
0

�� �¼ Fp;q
k;l

D ���Ĥe
CHF

0

�� �þ
Xoccd:
m<n

Xvirt:
r< s

Fp;q
k;l

D ���Ĥe�EHF
0 Fr;s

m;n

���
E
�Cr;s
m;n

¼DECID
corr:

�Cp;q
k;l ;

(6.195)

or in the matrix notation,

ACIDy þ DCID �C
CID ¼ DECID

corr:
�C
CID

; (6.196)

with the CI energy-difference matrix DCID defined in (6.188).

These equations can be again combined into the associated eigenvalue equation

for the ground state correlation energy [compare (6.190)]:

0 ACID

ACIDy DCID

	 

1

�C
CID

	 

� BCID 1

CCID

	 

¼ DECID

corr:

1
�C
CID

	 

: (6.197)
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Multiplying both sides by the normalization constant of �CCID
0 , equal to CCID

0 ,

and realizing that BCID ¼ HCID � EHF
0 ICID and DECID

corr: ¼ ECID
0 � EHF

0 , one

indeed recovers the eigenvalue equation for CCIDy ¼ CCID
0 ½1; �CCID�y corresponding

to ECID
0 :

HCIDCCID ¼ ECID
0 CCID: (6.198)

Should one include the Hextuple (H) excitations in the �CCIDQH
0 expansion of the

ground state wave function, which represent the electron correlation between three
electronic pairs, the projection of the associated (6.178) onto the doubly and

quadruply excited configurations gives rise to yet another set of coupled equations

for the underlying CI coefficients. In this case, the coefficients of Doubles and

Quadruples depend upon the Hextuple coefficients, etc. In fact, the CI expansion

determines the infinite hierarchy of such coupled equations for determining the CI

coefficients corresponding to increasing excitation multiplicities.

However, practical calculations call for terminating this hierarchy at some

reasonable level of a limited CI, by using an approximate decoupling scheme,

which would unable one to obtain the closed set of these equations, say, for the

unknowns �Cp;q
k;l

n o
, which determine the pair correlations {ek,l}. This requires an

expression of CI coefficients standing before more highly excited configurations in

terms of coefficients associated with lower excitations, e.g., for estimating

�Cr;s;t;u
i;j;m;n

n o
in terms of �Cp;q

k;l

n o
. Existence of such approximate relationships is indeed

suggested by the fact that the dominant Coulomb correlation effects originate from

the intrapair correlations, between electrons exhibiting the opposite spin

orientations. This implies that the most important quadruply excited configurations
are given by the products of two double excitations, which give the same overall

quadruple excitation. This intuition lies behind specific decoupling schemes

generating alternative variants of the CEPA or CC approximations.

For example, let us examine the coupled equations (6.194), which introduce the

interpair correlation effects neglected in the IEPA scheme. Consider the represen-

tative CI coefficient �Cr;s;t;u
i;j;m;n multiplying in (6.192) the function Fr;s;t;u

i;j;m;n, which

represents the replacements of the HF-occupied SO, identified by the lower indices

(i < j < m < n), by the corresponding HF-virtual SO, labeled by the upper indices

(r < s < t < u): (i ! r, j ! s, m ! t, n ! u). We want to identify all double

(pair) excitations, the product of which generates the same quadruple excitation,

e.g., Fr;s
i;j F

t;u
m;n.

In fact there are 18 distinct products of such pair excitations, which give rise to

the same final state as the selected quadruple excitation Fr;s;t;u
i;j;m;n. One first realizes

that there are three distinct assignments of the above four occupied SO to two

electron pairs in the initial Slater determinants (we disregard the occupied SO

which are not replaced in the excitation), in which the second orbital index in the

pair is greater than the first one:
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{|i <j ¦ m <n|,  |i <m¦ j <n|,  |i <n¦ j <m (I)|}.

These sets of occupied SO thus exhaust the possible lists of the lower indices of the

pair excitations, which may be associated with the quadruple excitation Fr;s;t;u
i;j;m;n. The

upper indices of such pair excitations, which determine the final configurations in

such excitations of two electronic pairs, are similarly determined by the following

six Slater determinants, with the intrapair ordered orbital labels:

{|r <s¦ t <u |,  |t <u¦ r < s|,  |r < t¦ s < u|,  |s < u¦ r < t|,  |r< u¦ s < t|,  |s < t¦ r < u|}. (II)

Each initial assignment of the list (I) can be combined with each final assign-

ment of the list (II), thus giving rise to 18 products of double excitations.

For example, the first determinant of (I) combined with the first determinant of

(II) generates the canonically ordered product Fr;s
i;j F

t;u
m;n corresponding to the

associated product of CI coefficients: �Cr;s
i;j

�Ct;u
m;n, etc. Each of these 18 quadruply

excited configurations can be then transformed into the canonically ordered Slater

determinant jr < s j
j t < uj, the first in the list (II), by the corresponding number of

exchanges of rows in the Slater determinant of the current configuration, with

each single exchange changing the sign of the determinant and hence also the

sign of the associated product of CI coefficients. The overall number of such

exchanges is given by the sum of replacements required to bring the current list

(p, q, v, w) of the upper indices to the canonical list (r, s, t, u) and the number

of exchanges which transform the current list of lower indices (a, b, c, d) into
the ordered set (i, j, m, n).

Therefore, the CI coefficient �Cr;s;t;u
i;j;m;n multiplying the quadruple excitation Fr;s;t;u

i;j;m;n

in (6.192) can be associated with the following combination of products of the CI

coefficients of double excitations:

�Cr;s;t;u
i;j;m;n � �Cr;s

i;j
�Ct;u
m;n þ �Ct;u

i;j
�Cr;s
m;n � �Cr;t

i;j
�Cs;u
m;n � �Cs;u

i;j
�Cr;t
m;n þ �Cr;u

i;j
�Cs;t
m;n þ �Cs;t

i;j
�Cr;u
m;n

� �Cr;s
i;m

�Ct;u
j;n � �Ct;u

i;m
�Cr;s
j;n þ �Cr;t

i;m
�Cs;u
j;n þ �Cs;u

i;m
�Cr;t
j;n � �Cr;u

i;m
�Cs;t
j;n � �Cs;t

i;m
�Cr;u
j;n

þ �Cr;s
i;n

�Ct;u
j;m þ �Ct;u

i;n
�Cr;s
j;m � �Cr;t

i;n
�Cs;u
j;m � �Cs;u

i;n
�Cr;t
j;m þ �Cr;u

i;n
�Cs;t
j;m þ �Cs;t

i;n
�Cr;u
j;m

� �Cr;s
i;j

�Ct;u
m;n �

rs tu

ij mn

� �
:

(6.199)

The first three “rows” of the preceding expression are identified by the corres-

ponding determinants in the list (I), while the corresponding “columns” correspond

to the associated determinants in the list (II).

Substituting this expression to (6.194) and using (6.193) then gives quadratic

equations for the unknowns �Cp;q
k;l

n o
:
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Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l

þ
Xoccd:
m< n

Xvirt:
t< u

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

���
E
�Cr;s;t;u
i;j;m;n

¼
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

���
E
�Cr;s
i;j

�Ct;u
m;n

¼
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

���
E

�Cr;s;t;u
i;j;m;n þ

rs tu

ij mn

� �� �
;

or

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l

�
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

���
E rs tu

ij mn

� �
¼ 0; (6.200)

where we have also used the identity

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

���
E
¼ CHF

0

� ��Ĥe
Ft;u

m;n

���
E
¼ mnh jg tu� utj i; (6.201)

which directly follows from the Slater–Condon rule (5.86).

Such a nonvariational and size-consistent method is known as the Coupled Pair
Many Electron Theory (CPMET) (Paldus and Čižek 1975; Čižek and Paldus 1980).

Determining solutions �Cp;q
k;l

n o
of (6.200) and using them in (6.193) then gives the

correlation energy, which takes into account the effective correlation coupling

between different electronic pairs:

DECPMET
corr: ffi DECIDQ

corr: : (6.202)

A number of approximate schemes derived from this full CPMET treatment

have also been proposed (see, e.g., Szabo and Ostlund 1982). The simplest variant

of such CC equations is obtained, when one neglects in (6.200) the last term

rs tu
ij mn

� �
altogether:

rs tu
ij mn

� �
¼ 0 or �Cr;s;t;u

i;j;m;n � �Cr;s
i;j

�Ct;u
m;n: (6.203)

This gives rise to linear equations for the unknowns �Cp;q
k;l

n o
:
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Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l ¼ 0: (6.204)

When substituted in (6.193) they give rise to a nonvariational but size-consistent

estimate of the correlation energy: DECCA
corr: � DECIDQ

corr:

In a more accurate CEPA method of Meyer (1977) only the products diagonal in

pairs of lower indices in
rs tu
ij mn

� �
are retained:

rs tu
ij mn

� �
¼ rs tu

ij ij

� �
di;mdj;n ¼ Cr;s

i;j C
t;u
i;j di;mdj;n: (6.205)

This result directly follows from (6.199). Indeed, one observes that all terms in

the second row of this equation, corresponding to the lower indices (i,i, j,j), must

identically vanish since �Cp;q
k;k ¼ 0 (a given occupied SO can participate only in a single

substitution). Moreover, the corresponding terms of the same columns 2 
 6 in the

first and third row differ in only a single exchange of lower indices, thus exactly

canceling each other. The only remaining term is thus given by the first contribution

of the third row, � �Cr;s
i;j

�Ct;u
j;i ¼ �Cr;s

i;j
�Ct;u
i;j , where we have used the above-mentioned

antisymmetry property of the CI coefficients, implied by the same property of the

Slater determinants determining the associated configuration functions:

�Cp;q
k;l ¼ � �Cp;q

l;k ¼ � �Cq;p
k;l : (6.206)

Finally, using the approximation of (6.205) in (6.200) gives the following

(quadratic) equations for the unknown CI coefficients �CCEPA ¼ �Cp;q
k;l

n o
of the

CEPA variant,

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l

�
Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

i;j

���
E
�Ct;u
i;j

( )
�Cr;s
i;j ¼ 0; (6.207)

or in terms of the pair correlation quantities eCIDQk;l

n o
defined in (6.193):

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þ
Xoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

���
E
�Cp;q
k;l ¼ eCEPAi;j

�Cr;s
i;j : (6.208)

These equations must be solved iteratively until the self-consistency is reached.

More specifically, the pair correlation contributions eCEPAk;l
�C
CEPA

ðn�1Þ
� 
n o

obtained

from (6.193), the linear functions of the CI coefficients �C
CEPA

ðn�1Þ obtained in the
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previous iteration of (6.208), must generate the same expansion coefficients in the

next iteration of these equations: �C
CEPA

ðn�1Þ ¼ �C
CEPA

ðnÞ . This nonvariational method also

gives rise to the size-consistent estimate of the overall Coulomb correlation energy

in the molecular ground state: DECEPA
corr: ¼ Poccd:

k< l

eCEPAk;l .

In the next section, we shall demonstrate that the CPMET represents a special

case of a more general CC strategy, which is based upon the so-called cluster

expansion of the correlated wave function of N electrons. In fact CPMET represents

the CC approximation for electronic pairs, i.e., the two-electron clusters. This
formalism is most elegantly formulated in the so-called second-quantization repre-

sentation of quantum states of N fermions, by using the creation and annihilation
operators acting in the Fock space of state vectors representing all admissible

occupations of the one-electron states of the HF (orbital) approximation. In

this alternative, occupation number formalism the Pauli exclusion principle is

safeguarded by the appropriate for fermions algebraic relations of the anticom-

mutation properties of the creation and annihilation operators. It allows one to treat

both the closed molecules with the fixed number of electrons, N ¼ N0, and the

open systems with varying (fluctuating) number of electrons. This more general

description of electronic quantum states is the main subject of the next section.

6.5 Second-Quantization Representation

The Hilbert space HðNÞ of state vectors (or wave functions) of N-particles (see

Chaps. 2 and 3) combines the antisymmetric (A) and symmetric (S) subspaces,

HAðNÞ and HSðNÞ, corresponding to fermions and bosons, respectively: HðNÞ ¼
HAðNÞ þHSðNÞ. The expansion theorem of Sect. 6.2 demonstrates that the N-elec-
tron subspace HAðNÞ is spanned by determinants constructed from the complete

set of SO. These N-electron basis functions are thus uniquely identified by differ-

ent N-conserving occupation patterns of the one-electron functions (see also

Sect. 6.1.3).

However, in many applications of the quantum theory it is convenient to refer to

a union of the mutually orthogonal Hilbert spaces for all admissible numbers of

particles, N ¼ 0, 1, 2, . . . ,

H ¼ Hð0Þ þHð1Þ þ . . . ¼ fHAð0Þ þHAð1Þ þ . . .g þ fHSð0Þ þHSð1Þ þ . . .g
� HA þHS;

(6.209)

with the fermion (antisymmetric) subspace HA called the Fock space. It combines

the state vectors for any number of electrons. Here, the HAð0Þ subspace

corresponds to the Hilbert space of no electrons, the electronic vacuum. This
generalized concept of the vector space has originated in the field theory, with
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“particles,” the photons, being “created” or “annihilated” in the emission or absorp-

tion processes, respectively.

The generalized state vector of an electronic system in such an enlarged vector

space thus exhibits components corresponding to different numbers of electrons:

CAj i ¼ CAð0Þj i þ CAð1Þj i þ . . .þ CAðNÞj i þ . . . ;

CAðNÞj i ¼ P̂AðNÞ CAj i; P̂AðNÞP̂AðN0Þ ¼ dN;N0 ; (6.210)

here, P̂AðNÞ stands for the projector onto HAðNÞ, with the scalar product being

determined by the overall projection operator ontoHA, P̂A ¼PN P̂AðNÞ, the action
of which on an arbitrary fermion state XAj i 2 HA amounts to the identity operation,

P̂A XAj i ¼ XAj i:
FA j CAh i ¼

X
N

FAh jP̂AðNÞ
� �

P̂AðNÞ CAj i� � ¼
X
N

FAðNÞ j CAðNÞh i: (6.211)

The state vectors inHA exhaust both theN conserving and nonconserving patterns

of occupations of the complete set of one-electron states. In order to effect changes in

the system number of particles the creation and annihilation (destruction) operators

are being introduced in this second quantization (occupation number) representation
of electronic states (see, e.g.: Jørgensen and Simons 1981; Szabo and Ostlund 1982;

McWeeny 1989; Surjan 1989). When acting on an N-electron state the former gives

rise to a state of (N þ 1) electrons, while the action of the latter generates a state of

(N � 1) electrons. In what follows we shall apply this formalism in the specific

context of the Coulomb correlation in the N-electron molecular/atomic systems.

We shall demonstrate that in this elegant formulation of the generalized CI theory

of electronic clusters, the crucial stage of determining the matrix elements of the

electronic Hamiltonian in the basis set of Slater determinants defining the excited

configurations amounts to straightforward algebraic manipulations on the one- and

two-electron integrals calculated in the nearly complete basis set of molecular SO.

In this generalized description the fractional-N states appear as ensembles

(statistical mixtures) of the integer-N states. This enables one to treat in quantum

theory a variety of classical chemical problems involving open molecules, dealing

with the Charge Transfer (CT) phenomena, e.g., the fractional or integral electron

attachment or withdrawal processes, and the thermodynamic equilibria of the exter-

nally open molecular systems, coupled to electron reservoirs.

6.5.1 Fock Space and Creation/Annihilation Operators

A general Slater determinant

CAðNÞ ¼ jcicj . . .cpj � hqjcicj . . .cpi � hqji j . . . pi � hqjCAi (6.212)
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provides the q ¼ qlf g ¼ QN (position-spin) representation of the N-electron state

vector jCA(N)i ¼ jci cj, . . ., cpi � ji j . . . pi, which is uniquely identified by its

selection of the one-electron state vectors {jcki ¼ jki} or the singly occupied SO:

{ck(q) ¼ hqjki}. Notice that the order in which SO are listed, although immaterial

for the direction of the state vector in the molecular Hilbert space, and hence also

for the identity of the quantum state itself, does matter for its sign (phase): any

exchange of two SO changes the sign of the state-vector and the associated Slater

determinant.

Therefore, such an antisymmetric state of N-electrons is uniquely identified by

the occupation numbers {nk} (see Sect. 6.1.3) of the complete set of SO: nk ¼ 1

for the occupied and nk ¼ 0 for the unoccupied SO. For example, the occupation

vector j001010. . .i of the two-electron system identifies the state vector jc3 c5i
and hence also the Slater determinant jc3c5j. Similarly, the normalized vacuum

state, hvacjvaci ¼ 1, corresponds to the vanishing occupations of all SO:

jvaci ¼ j00. . .i. The Fock (F) space thus contains all kets {jn1 n2 . . . nk . . .i} for

any overall number of electrons N ¼ ∑k nk:

jvaci; fjiig; fjijig; fjijkig; . . . ; fjij . . . pig; . . . (6.213)

This enlarged basis of the independent state vectors defines the so called occupation
number representation. It should be observed that kets corresponding to different

permutations of the same set of occupied SO determine the same quantum state of N
electrons, which can be uniquely identified by the ordered (increasing) labels of SO
in jCAi.

As we have already remarked above, the transition from CA(N) ¼ ji j . . . pj !
CA(N þ 1) ¼ ji j . . . prj is effected by the action of the creation operator âþr , which
creates an additional electron in state jri. Its action in the Fock space is defined in

the following way:

âþr i j . . . pj i ¼ ij . . . prj i ¼ ð�1Þnr ij . . . r . . . pj i; r =2 ði; j; . . . ; pÞ;
0; r 2 ði; j; . . . ; pÞ;

�
(6.214)

here nr stands for the number of SO exchanges required to shift index r of ij . . . prj i
to its proper position in the ordered set ij . . . r . . . pj i. The zero vector results when

the SO to be created is already involved in the initial determinant.

A lowering of the number of electrons is similarly effected by the annihilation
operator â�r symbolizing the action opposite to that of âþr , i.e., the destruction of an
electron in state rj i; ð�1Þnr â�r ij . . . r . . . pj i ¼ â�r ij . . . prj i ¼ ij . . . pj i, or:

â�r i j . . . pj i ¼ ð�1Þnr ij . . . 6 r . . . pj i ¼ ij . . . p 6 rj i; r 2 ði; j; . . . ; pÞ;
0; r =2ði; j; . . . ; pÞ:

�
(6.215)

Again, nr counts the number of orbital exchanges required to move r to the end of

the list of SO and 6 r marks the destroyed SO. The zero vector is seen to result when

the SO to be annihilated is not initially present in the determinant.
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Therefore, all vectors in the Fock space (6.213) can be derived from the vacuum

state by actions of the relevant creation operators,

ij i ¼ âþi vacj i� �
; ijj i ¼ âþj ij i ¼ âþj âþi vacj i

n o
; . . . ;

ij . . . pj i ¼ âþp . . . âþj âþi vacj i
n o

; . . . ; (6.216)

or traced back to the vacuum state by actions of the corresponding annihilation

operators applied in the reverse order:

vacj i ¼ â�i ij i ¼ â�i â�j ijj i ¼ . . . ¼ â�i â�j . . . â�p ij . . . pj i: (6.217)

One also observes that âþi â
þ
i vacj i ¼ âþi ij i ¼ â�i â

�
i ij i ¼ â�i vacj i ¼ 0.

These relations imply the anticommutation property of Jordan and Wigner for

these operators:

âþj âþi vacj i ¼ ijj i ¼ � jij i ¼ �âþi âþj vacj i or

âþj âþi þ âþi âþj � âþi ; â
þ
j

h i
þ
¼ 0;

(6.218)

â�i â�j ijj i ¼ vacj i ¼ �â�j â�i jij i or â�i â�j þ â�j â�i ¼ â�i ; â
�
j

h i
þ
¼ 0; (6.219)

where ½Â; B̂�þ ¼ ÂB̂þ B̂Â denotes the anticommutator of two operators. It follows

from these equations that in the language of the second quantization formalism

these relations reflect the Pauli principle of the antisymmetrization of the fermion

wave function.

Next, let us examine the products of the creation and annihilation operators. One

can easily verify that the nondiagonal (s 6¼ r) product operator âþs â
�
r replaces the

occupied state jri with the occupied state jsi, since the right operator in the product
destroys an electron in jri and the left operator creates in its place an electron in

state jsi:

âþs â�r ij . . . r . . . pj i ¼ ð�1Þnr âþs â�r ij . . . prj i ¼ ð�1Þnr âþs ij . . . pj i
¼ ð�1Þnr ij . . . psj i ¼ ð�1Þ2nr ij . . . s . . . pj i
¼ ij . . . s . . . pj i � r ! sj i: (6.220)

We have observed above that placing the newly created state jsi in the position

originally kept by jri requires the same number of exchanges as that required to

move the latter to the end of the original list of the occupied SO. We therefore

conclude that the operator âþs â
�
r indeed amounts to a single r ! s excitation. One

similarly verifies the action of the product operator with reverse order of the two

factors:
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â�r âþs ij . . . r . . . pj i ¼ â�r ij . . . r . . . psj i ¼ ð�1Þnrþ1
â�r ij . . . psrj i

¼ ð�1Þnrþ1 ij . . . psj i: (6.221)

The diagonal (s ¼ r) products of such creation and annihilation operators

similarly give:

âþr â�r i j . . . pj i ¼ ij . . . pj i; r 2 ði; j; . . . ; pÞ;
0; r =2 ði; j; . . . ; pÞ;

�
(6.222)

â�r âþr i j . . . pj i ¼ ij . . . pj i; r =2 ði; j; . . . ; pÞ;
0; r 2 ði; j; . . . ; pÞ:

�
(6.223)

Hence, (6.220)–(6.223) are also compactly summarized by the following

anticommutator identity:

âþs â�r þ â�r âþs ¼ âþs ; â
�
r

� �
þ ¼ ds;r: (6.224)

Indeed, using these four equations gives for the r ∈ (i, j, . . ., p) case:

âþs ; â
�
r

� �
þ ij . . . r . . . pj i ¼ ij . . . s . . . pj i � ij . . . s . . . pj i ¼ 0;

âþr ; â
�
r

� �
þ ij . . . r . . . pj i ¼ ij . . . r . . . pj i; etc:

One also observes that the normalization of the state vectors in the Fock space

requires:

ij . . . ph j âþr
� �y

âþr ij . . . pj i ¼ 1; r =2 ði; j; . . . ; pÞ; or âþr
� �y

âþr ¼ 1;

ij . . . r . . . ph j â�r
� �y

â�r ij . . . r . . . pj i ¼ 1; or â�r
� �y

â�r ¼ 1: (6.225)

It thus follows from these operator reciprocity relations that:

âþr
� �y ¼ âþr

� ��1 ¼ â�r � âr â�r
� �y ¼ â�r

� ��1 ¼ âþr � âyr : (6.226)

Therefore, the creation operators are Hermitian conjugates of the annihilation

operators, and vice versa; as such they are not Hermitian themselves. In the new

notation introduced in the preceding equation, the anticommutation relations read:

âyr ; â
y
s

� �
þ ¼ ½âr; âs�þ ¼ 0 and âys ; âr

� �
þ ¼ ds;r: (6.227)

The creation and destruction operators in the position-spin representation, called

the field operators ĉ
yðqÞ and ĉðqÞ, introduce the local aspect of the electron

distribution. They respectively create and destroy one-particle state jqi ¼ jr,szi,

222 6 Wave Function Methods



the eigenfunction of the operator q̂ ¼ ðr̂; ŝzÞ associated with the particle position-

spin “coordinates” q ¼ (r, sz), i.e., the state corresponding to the sharply specified

position (r) and spin orientation (sz) of an electron,

r̂ qj i ¼ r qj i and ŝz qj i ¼ sz qj i; (6.228)

or in the combined short notation: q̂ qj i ¼ q qj i. This definition of field operators

thus implies:

ĉ
yðqÞ vacj i ¼ qj i and ĉðqÞ qj i ¼ vacj i:

They satisfy the associated anticommutation relations,

½ĉyðqÞ; ĉyðq0Þ�þ ¼ ½ĉðqÞ; ĉðq0Þ�þ ¼ 0 and

½ĉyðqÞ; ĉðq0Þ�þ ¼ dðq� q0Þ; (6.229)

which represent the local analogs of those summarized in (6.227).

From the relevant identity (completeness) projections,
ð
dq qj i qh j ¼

X
r

rj i rh j ¼ 1; (6.230)

and the associated resolutions of SO in the continuous basis {jqi} and of jqi in the

discrete SO basis {jri},

rj i ¼
ð
dq qj i qh jri ¼

ð
qj i crðqÞ dq;

qj i ¼
X
r

rj i r j qh i ¼
X
r

rj i c�
r ðqÞ; (6.231)

one then arrives at the following relations between the creation/annihilation

operators and their (local) field operator analogs:

rj i ¼ âyr vacj i ¼
ð
dqcrðqÞ ĉ

yðqÞ vacj i or âyr ¼
ð
dq crðqÞ ĉ

yðqÞ; (6.232)

qj i ¼ ĉyðqÞ vacj i ¼
X
r

c�
r ðqÞ âyr vacj i or ĉyðqÞ ¼

X
r

c�
r ðqÞ âyr : (6.233)

Hence the relations between their adjoints, the associated annihilation operators:

âr ¼
ð
dq c�

r ðqÞ ĉðqÞ and ĉðqÞ ¼
X
r

crðqÞ âr: (6.234)
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It further follows from (6.222) that kets in the Fock space, {jni}, which are

identified by the corresponding occupation vector of SO, n ¼ (n1, n2, . . ., nr, . . . ),

are eigenfunctions of the operators âþr â�r ¼ âyr âr
� �

, with the eigenvalues reflecting

the SO occupation numbers {nr}:

âyr âr nj i � n̂Fr nj i ¼ nr nj i; nr ¼ 1; occupied SO

0; unoccupied SO

�
: (6.235)

Therefore, the Hermitian operator n̂Fr ¼ n̂Fyr represents the occupation number of

cr. Hence, the Fock space vectors also satisfy the eigenvalue problem for the

overall number of electrons N, represented in the second quantization formalism

by the Hermitian operator N̂
F ¼Pr n̂

F
r ¼Pr â

y
r âr:

N̂
F
nj i ¼

X
r
nr

� 

nj i ¼ N nj i: (6.236)

Let us now examine how the electronic Hamiltonian [(5.51) and (5.69)] and its

one- and two-electron contributions ĥð1Þ and g(1,2) are represented in the Fock

space. We first observe that using the discrete projection of (6.230) onto the

complete space of SO gives:

ĥ ij i ¼
X
r

rj i rh jĥ ij i ¼
X
r

rj i�hr;i; (6.237)

where �hr;i denotes the matrix element of ĥð1Þ between the indicated SO (5.73). The

one-electron part of the molecular N-electron (Coulomb) Hamiltonian is given by

the sum of such one-electron operators:

F̂ðNÞ ¼
X
i

ĥðiÞ; (6.238)

with ĥðiÞ acting on the one-electron state describing ith electron. Hence, its action

on the Slater determinant gives [see (6.237)]:

F̂ðNÞdet½ck1ð1Þck2ð2Þ . . .ckiðiÞ . . .� ¼
X
ki

X
ki

0
det½ck1ð1Þck2ð2Þ . . . cki

0 ðiÞ . . .��hki 0;ki :

(6.239)

Here, relative to the original determinant in the l.h.s., the determinant in the r.h.s.

sum involves the substitution of the orbital describing ith electron, cki ! cki
0 ,

which in the Fock space can be accomplished by the action of the single-excitation
operator of (6.220) on the original state:

F̂
F
k1 k2 . . . ki . . .j i ¼

X
ki

X
k
0
i

ây
ki

0 âki k1 k2 . . . ki . . .j i �hki 0; ki : (6.240)
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Therefore, the second quantization form of the (symmetrical) one-electron operator

of (6.238) reads:

F̂
F ¼

X
r

X
s

�hs;r â
y
s âr: (6.241)

It is devoid of any explicit N-dependence, so it applies to both the neutral systems

and ions. As we have argued in (6.236), the number of electrons is ultimately

recognized by another N-independent operator: N̂
F ¼Pr â

y
r âr.

One similarly determines the Fock space form of the two-electron operator

ĜðNÞ ¼
X
i< j

gði; jÞ: (6.242)

We first observe that in the Fock space the double excitation (t,u) ! (r,s),
consisting of simultaneous replacements of two SO, ct ! cr and cu ! cs, is

effected by the operator âyr â
y
sauat:

âyr â
y
s âuât ij . . . u . . . t . . . pj i ¼ ð�1Þnt âyr âys âuât ij . . . u . . . ptj i

¼ ð�1Þnt âyr âys âu ij . . . u . . . pj i ¼ ð�1Þntþnu âyr â
y
s âu ij . . . puj i

¼ ð�1Þntþnu âyr â
y
s ij . . . pj i ¼ ð�1Þntþnu âyr ij . . . psj i

¼ ð�1Þntþ2nu âyr ij . . . s . . . pj i ¼ ð�1Þntþ2nu ij . . . s . . . prj i
¼ ð�1Þ2ntþ2nu ij . . . s . . . r . . . pj i ¼ ij . . . s . . . r . . . pj i � t ! r; u ! sj i:

(6.243)

The complete two-electron basis is spanned by all product functions

{ck(1)cl(2)} [see (6.60)] or the associated Slater determinants {jkli} in the Fock

space:∑k,l jklihklj ¼ 1. The action of the (multiplicative) operator coupling the two

electrons is then determined by the two-electron integrals in the SO basis set [see

(5.75)]:

gjtui ¼ Sr;sjrsihrsjgjtui ¼ Sr;sjrsi ðrtjsuÞ: (6.244)

The corresponding action of the symmetrical operator of (6.242) on the representa-

tive vector in the Fock space or the associated Slater determinant then reads:

Ĝ
F
. . . ki . . . kj . . .
�� �� Ĝ

F
. . . u . . . t . . .j i

¼
X
t<u

X
r

X
s

. . . s . . . r . . .j i srh jg utj i

� 1

2

X
r

X
s

X
t

X
u

. . . s . . . r . . .j i srh jg utj i

¼ 1

2

X
r

X
s

X
t

X
u

âyr â
y
s âuât . . . u . . . t . . .j i srh jg utj i; (6.245)
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and hence

Ĝ
F ¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i âyr âys âuât: (6.246)

Therefore, the electronic Hamiltonian Ĥ
eðNÞ ¼ F̂ðNÞ þ ĜðNÞ assumes the fol-

lowing form in the second quantization representation of the Fock space:

Ĥ
e;F ¼ F̂

F þ Ĝ
F ¼

X
r

X
s

�hs;r â
y
s âr þ

1

2

X
r

X
s

X
t

X
u

srh jg utj i âyr âys âuât: (6.247)

The equivalence of this formalism to the previous expressions derived in Sect.

5.4 using the position-spin representation can be demonstrated by calculating the

expectation value of the electronic energy in state CA(N) ¼ jci cj . . .j represented
by the associated vector ji j . . .i in the Fock space. For the average one-electron

energy, one indeed recovers (5.74):

ij . . .h jF̂F
ij . . .j i¼

X
r

X
s

�hs;r ij . . .r . . .h jâys âr ij . . . r . . .j i

¼
X
r

X
s

�hs;r ij . . .r . . .h jij . . . s . . .i¼
X
r

X
s

�hs;r dr;s¼
X
r

�hr;r: (6.248)

The expectation value of the two-electron operator similarly gives

ij . . .h jĜF
ij . . .j i ¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i ij . . . u . . . t . . .h j âyr âys âuât ij . . . u . . . t . . .j i

¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i ij . . . u . . . t . . .h jij . . . s . . . r . . .i:

(6.249)

The mutual projection of the two vectors in the Fock space does not vanish only in

two cases: for (s ¼ u)∧ (r ¼ t), when ij . . . u . . . t . . .h jij . . . u . . . t . . .i ¼ 1, and

for (s ¼ t) ∧ (r ¼ u), when ij . . . u . . . t . . .h jij . . . t . . . u . . .i ¼
� ij . . . u . . . t . . .h jij . . . u . . . t . . .i ¼ �1. This again gives the familiar result

of (5.75):

ij . . .h jĜF
ij . . .j i ¼ 1

2

X
r

X
s

½ srh jg srj i� srh jg rsj i� ¼ 1

2

X
r

X
s

½�Js;r � �Ks;r�: (6.250)

It should be further emphasized that the creation operator and its field operator

analog act as such only when acting on the ket, to their right. Indeed, when acting on
the bra, to their left, they have the opposite, annihilation meaning, e.g.,

âyr ij . . . prj i ¼ 0 but

ij . . . prh jâyr ¼ ½âr ij . . . prj i�y ¼ ij . . . pj iy ¼ ij . . . ph j:
(6.251)
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In the position-spin representation, one finds analogous expressions for

operators depending upon the continuous/discrete variable q. For example, the

Fock space representation of the spin density operator r̂ðqÞ (3.9) is given by the

product of the creation and annihilation field operators:

r̂FðqÞ ¼ ĉ
yðqÞ ĉðqÞ: (6.252)

Indeed, using expressions reported in (6.233) and (6.234, one then recovers the

known expression for the spin density in terms of the occupied SO:

ij . . .h jr̂FðqÞ ij . . .j i ¼
X
r

X
s

c�
s ðqÞcrðqÞ ij . . . r . . .h jâys âr ij . . . r . . .j i

¼
X
r

X
s

c�
s ðqÞcrðqÞ ij . . . r . . .h jij . . . s . . .i

¼
X
r

X
s

c�
s ðqÞcrðqÞ dr;s ¼

X
r

crðqÞj j2: (6.253)

The kinetic energy operator in the position-spin representation T̂eðqÞ has the

following representation in the Fock space (a.u.):

T̂
F

e ðqÞ ¼
ð
dq ĉ

yðqÞ � 1

2
D

� �
ĉðqÞ ¼ 1

2

ð
dqrĉ

yðqÞ � rĉðqÞ: (6.254)

Notice the similarity of the preceding expressions for the (many-electron) quantum
mechanical operators to the corresponding one-electron expectation values in the

one-electron state ’(q):

rðqÞ ¼ ’�ðqÞ’ðqÞ and Te½’� ¼ 1

2

ð
dqr’�ðqÞ�r’ðqÞ;

with the field operators of the Fock space in the former replacing the wave functions

of the latter. This analogy also holds in the Fock space representation of the

probability current operator ĵðqÞ[compare (3.128)]:

ĵFðqÞ ¼ 1

2i
½ĉyðqÞ rĉðqÞ � ĉðqÞ rĉ

yðqÞ�: (6.255)

The remaining parts of the electronic Hamiltonian in the coordinate-spin repre-

sentation read:

V̂
F

ne ¼
ð
dq vðqÞ ĉyðqÞ ĉðqÞ;

V̂
F

ee ¼
1

2

ð
dq1

ð
dq2

1

r1 � r2j j ĉ
yðq1Þ ĉ

yðq2Þ ĉðq2Þ ĉðq1Þ: (6.256)
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In this local second quantization formalism, the first- and second-order
reduced density matrices are expectation values of the following products of

field operators:

ĝF1 q1; q1
0ð Þ ¼ ĉ

yðq1Þ ĉ q1
0ð Þ;

ĝF2 q1; q2; q1
0; q2

0ð Þ ¼ 1

2
ĉ
yðq1Þ ĉ

yðq2Þ ĉ q2
0ð Þ ĉ q1

0ð Þ: (6.257)

Indeed, the spin density operator of (6.252) is seen to constitute the diagonal part of

ĝF1 q1; q1
0ð Þ thus giving rise to the following position-spin representation of the

particle number operator of (6.236):

N̂
F ¼

ð
dq r̂FðqÞ ¼

ð
dq ĉ

yðqÞ ĉðqÞ: (6.258)

The equivalence of this continuous expression and the previously reported discrete

operator can be directly verified using the relevant expansions of the field operators

[(6.233) and (6.234)]:

N̂
F ¼

X
r;r0

r j r0h i âyr âr0 ¼
X
r;r0

dr;r0 â
y
r âr0 ¼

X
r
âyr âr ¼

X
r
n̂Fr ; (6.259)

where n̂Fr stands for the occupation operator of jri.

6.5.2 Cluster Expansion of Electronic States

We have demonstrated in the preceding section that the state vectors of the

excited configurations appearing in the CI expansion of the correlated electronic

wave functions can be written in the second quantization representation

as the result of acting on the HF (“vacuum”) state CHF
0

�� � � vacj i ¼
j . . . ; k; l; . . . ;m; . . .i (containing zero excitations) with the corresponding elec-

tron excitation operators [see (6.220) and (6.243)]:

Fp
k

�� �� k! pj i ¼ âypâk vacj i; Fp;q
k;l

���
E
� ðk; lÞ! ðp;qÞj i ¼ âypâ

y
qâlâk vacj i;

Fp;q; ...; r
k;l; ...;m

���
E
� ðk; l; . . . ; mÞ ! ðp;q; . . . ; rÞj i ¼ âypâ

y
q . . . â

y
r âm . . . âlâk vacj i; etc:

(6.260)

Therefore, the FCI expansion of the correlated ground state of electrons can be

interpreted as the result of acting on the HF vacuum state with the general electron

excitation operator T̂, which combines excitations of all multiplicities:
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CCI
0

�� � � C0
�CCI
0

�� � ¼ C0 1þ
Xoccd:
k

Xvirt:
p

�Cp
k â

y
pâk þ

Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l â

y
pâ

y
qâlâk þ . . .

 !
vacj i

� C0 1þ
Xoccd:
k

ûkþ
Xoccd:
k< l

ûk;l þ . . .þ
Xoccd:

k< l< ...<m

ûk;l;...;m þ . . .

 !
vacj i

� C0ð1þ T̂1 þ T̂2 þ . . .þ T̂n þ . . .Þ vacj i � C0ð1þ T̂Þ vacj i;
(6.261)

where ûk;l;...;m ¼ Pvirt:
p< q< ...< r

�Cp;q; ...; r
k;l; ...;m âypâ

y
q . . . âyr âm . . . âlâk. The cluster operators

T̂1 ¼
Xoccd:
k

ûk; T̂2 ¼
Xoccd:
k< l

ûk;l; . . . ; T̂n ¼
Xoccd:

k< l< ...<m

ûk;l;...;m; . . . (6.262)

are said to generate the 1-cluster, 2-cluster, . . ., n-cluster, . . ., corrections to the HF
(vacuum) state, respectively, through the excitations of single electrons, electronic

pairs, . . ., n-electron clusters, etc.

Consider now the action on the HF vacuum state of the exponential electron
excitation operator of the CC approximation [see (3.92a,b)],

expðT̂Þ ¼ 1þ T̂þ 1

2
T̂
2 þ 1

3!
T̂
3 þ . . . ; (6.263)

expðT̂Þ vacj i ¼ 1þ T̂1 þ T̂2 þ 1

2
T̂
2

1

� �
þ T̂3 þ T̂1T̂2 þ 1

3!
T̂
3

1

� �	

þ T̂4 þ T̂3T̂1 þ 1

2
T̂
2

2 þ
1

2
T̂2T̂

2

1 þ
1

4!
T̂
4

1

� �
þ . . .



vacj i

� ð1þ Ĉ1 þ Ĉ2 þ Ĉ3 þ Ĉ4 þ . . .Þ vacj i � �CCC
0

�� �
: (6.264)

It reveals the structure of the n-tuple excitation operator Ĉn in the correlated state
�CCC
0

�� �
of the CC approximation. Besides T̂n this operator is seen to contain also all

products of the lower-order excitations, originating from smaller excitation

clusters, which together give rise to the combined multiplicity n of all such partial

excitations.

For example, it follows from this expansion that quadruple operator Ĉ4 of the

CC expansion contains five different cluster excitations. In accordance with the

discussion of Sect. 6.4.3, the most important contribution should be expected to

originate from the T̂
2

2 term, which represents strong Coulomb correlation

interactions between two electronic pairs, e.g., electrons occupying two different

MO. The same type of reasoning indicates that the T̂4 term in this operator is much

less important, since it represents Coulomb correlation interactions between four

electrons, which are already to a large extent exchange correlated. Finally, the T̂1
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contribution to Ĉ4 can be strongly limited by using the MC SCF reference function

in the associated MR-CC method.

6.5.3 Coupled Cluster Method

As argued above, the most important in the cluster expansion of (6.263) are the

2-clusters (electronic pairs) represented by operator T̂2:

T̂ ffi T̂2 � 1

4

Xoccd:
k< l

Xvirt:
p< q

tp;qk;l â
y
pâ

y
qâlâk; (6.265)

where the unknowns tp;qk;l

n o
, called the CC amplitudes, represent the renormalized

CI coefficients �Cp;q
k;l

n o
. This CC-2 approximation is basically equivalent to the

CPMET treatment of Sect. 6.4.3.

The relevant equations for determining the coefficients defining the correlated

state of the coupled 2-clusters are derived in a way similar to that used to derive the

corresponding CPMET equations. One starts with the eigenvalue equation of the

electronic Hamiltonian for �CCC
0

�� � ffi exp(T̂2Þ vacj i,

Ĥ
e
exp(T̂2Þ vacj i ¼ Ee

0 exp(T̂2Þ vacj i; (6.266)

where Ee
0 ¼ EHF

0 þ DECC
corr:. Acting from the left on both sides of the preceding

equation with the inverse exponential operator exp(� T̂2Þ; exp(� T̂2Þ exp(T̂2Þ ¼
exp(0Þ ¼ 1, one then arrives at the associated eigenvalue problem of the similarity-

transformed electronic Hamiltonian:

exp(� T̂2ÞĤe
exp(T̂2Þ vacj i � Ĥ

e

2 vacj i ¼ Ee
0 vacj i: (6.267)

Its projection onto the HF vacuum state gives the familiar expression for the

correlated energy of the system ground state [see (6.180) and (6.195)]:

Ee
0 ¼ EHF

0 þ DECC
corr: ¼ vach jĤe

2 vacj i
¼ vach jð1� T̂2 þ 1

2
T̂
2

2 � . . .ÞĤeð1þ T̂2 þ 1

2
T̂
2

2 þ . . .Þ vacj i
¼ vach jĤe

vacj i þ vach jĤe
T̂2 vacj i

¼ EHF
0 þ

Xoccd:
k< l

Xvirt:
p< q

tp;qk;l vach jĤe ðk; lÞ ! ðp; qÞj i

¼ EHF
0 þ

Xoccd:
k< l

Xvirt:
p< q

t p;qk;l kljgj pq� qph i ¼ EHF
0 þ

Xoccd:
k< l

eCCk;l : (6.268)
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Above, we have observed that

vach jT̂2 ¼ 0; (6.269)

since the action of the creation operators of jpi and jqi on the bra vacuum vector

amounts to annihilation of one-particle states which are not used in the HF

determinant [see also (6.251)]. For example,

vach jâypâyqâlâk ¼ â
y
kâ

y
l âqâp vacj i

� 
y
¼ 0: (6.270)

We have also used in (6.268) the Slater–Condon rules of (5.86) and (5.87), which

predict the vanishing matrix element vach jĤe
T̂2T̂2 vacj i, the ket of which represents

the quadruply excited configuration relative to the HF vacuum.

As in the electron-pair theories, the equations for the optimum CC amplitudes

result from projecting (6.267) into the doubly excited states:

ðklÞ ! ðp; qÞh jĤe

2 vacj i ¼ Ee
0 ðklÞ ! ðp; qÞ j vach i ¼ 0; (6.271)

by the orthogonality of configurations. Expanding the exponential operators then

gives the following nonvanishing contributions to the matrix element on the l.h.s of

the preceding equation,

ðklÞ ! ðp; qÞh jĤeð1þ T̂2 þ 1

2
T̂
2

2Þ � T̂2Ĥ
eð1þ T̂2Þ vacj i ¼ 0; (6.272)

which imply the (coupled) quadratic equations for the CC amplitudes.

Since the number of such unknowns is very large, solving these equations is not

an easy task. This severely restricts the range of applications of the CC method to at

best medium-size molecular systems. The other problem which still awaits a

satisfactory solution is the use of the multireference functions, e.g., the ground-

states of the open-shell systems or the optimum states from the MC SCF method, as

the starting point in the cluster expansion.

6.6 Elements of Valence Bond Approach

The Valence Bond (VB) theory originates from the classical Heitler and London

(HL) (1927) treatment of the hydrogen molecule (see also: London 1928), the first

quantum theory of the chemical bond. It has played an extremely important part in

the early history of the quantum treatment of the molecular electronic structure,

being strongly advocated by Slater and Pauling, later to be dominated by the MO

theory of Mulliken, Hund, and H€uckel, and made a strong comeback from 1980s

onward. An interesting account of the early VB-MO rivalry has recently been given

in an excellent primer by Shaik and Hiberty (2004). This theory connects more
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directly to the classical chemical concepts and offers important insights into the

elementary chemical processes, generates the key paradigms of chemistry, such as

the bonding electron pair and octet rule, successfully tackles many classical issues

in the theory of molecular structure, and conceptualizes the chemical reactivity

(e.g., Shaik 1989, Shaik and Hiberty 1991, 1995; Shaik et al. 2001, 2009). Some of

its oversimplified implementations in the past have created notable “failures,”

which gave a false impression and reputation in some circles of the VB theory as

representing an obsolete model. A good example of such a problem is the spin

multiplicity of the ground state of O2. Although it is possible to give the VB

explanation of why this molecule has a triplet ground state, this reasoning is rather

involved in contrast to the very simple and more natural MO explanation.

However, when properly applied, with all its intrinsic nonorthogonalities and the

matrix elements of the Hamiltonian properly accounted for, the VB treatment

appears as an alternative approach to molecular electronic structure which is fully

equivalent to the MO method. The theory quantitative variants, the ab initio VB

methods, e.g.,GeneralizedVB (GVB) scheme of Goddard and coworkers (Goddard

1967; Goddard and Ladner 1971; Goddard et al. 1973; Goddard and Harding 1978;

Rappé and Goddard 1982; see also: Simonetta 1968; Gerratt 1974), provide very

efficient computational tools for determining the molecular PES and predicting the

outcomes of chemical reactions.

To obtain from a very large calculation the result which agrees with experiment

is only part of science. Of equal importance is a convincing, simple, and elegant

model of the molecular phenomena, giving the crucial understanding without

elaborate calculations. The VB approach, which closely follows the chemical

intuition in coupling atomic states in molecules, has been quite successful in

providing such a direct insight into many classical problems of the electronic

structure. For example, one of the great merits of the VB theory is its visually

intuitive wave function, given by the linear combination of the chemically mean-

ingful “structures.” The theory gives rise to our present understanding of the

competition between the s and p electrons in aromatic systems (e.g., Shaik et al.

2001; see also Jug and K€oster 1990), implies the new, charge-shift bonding

mechanism (Shaik et al. 2009), and provides qualitative models of chemical

reactions (e.g., Epiotis 1978; Shaik and Hiberty 2004) and the VB ideas have

been proven very useful in modeling the Born–Oppenheimer energy surfaces for

elementary reactive collisions (e.g., Murrell et al. 1984). Several important

developments in the straightforward VB theory have also occurred in recent

decades, e.g., the Moffitt (1951) theory of AIM with its subsequent refinements

(Balint-Kurti and Karplus 1973), the theory of the separated, strongly orthogonal

electron pairs (see Sect. 6.4.1) of Hurley et al. (1953), and the general group

function model of McWeeny (1989).

The VB strategy for constructing the molecular wave functions uses the quantum

states of constituent atoms (fragments), with a strong emphasis on the spin pairing of

electrons on the singly occupied valence orbitals of AIM as the source of all chemical

bonds in the system. This strategy of determining the antisymmetric basis functions

for molecular wave functions is thus multideterminant in character. The VB basis set
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involves all independent N-electron wave-functions, called the VB structures,

constructed directly from the valence shell AO of constituent atoms by using the

singlet coupling of the spins in the “bonded” electronic pairs, and admitting all

possible distributions of spin factors of the unpaired electrons coupled to the specified

length and the projection of the resultant spin (6.67). Such functions, however, which

represent the admissible spin-pairing patterns of the valence electrons, are not mutu-

ally orthogonal. They may even strongly overlap and in general a selection of the

independent set of VB structures is not a trivial mathematical problem, requiring the

group-theoretic, antisymmetrizing projections for both the spin and spatial functions,

as well as special techniques for constructing the spin and spatial parts of the elemen-

tary antisymmetric basis functions (e.g., Gerratt 1974).

The simplest way to generate the desired spin functions is to successively couple

together the spins according to the rules for adding angular momenta in quantum

mechanics, with the totality of such standard spin functions being conventionally

visualized in terms of the familiar “branching” diagrams (e.g., Gerratt 1974). This

perspective is thus fundamentally different from that used in the HF theory, which

aimed at the best one-determinantal representation in terms of the (delocalized)

canonical MO represented by LCAO.

6.6.1 Origins of VB Theory

Let us illustrate the basic proposition of HL theory using the classical case of the

hydrogen molecule Ha–Hb, with two atoms contributing a single electron each, and

the minimum basis set of the atomic functions, 1sa � a ∈ Ha and 1sb � b ∈ Hb,

respectively. There are two independent Slater determinants, which can be created

in this minimum AO basis set:

aþb�j j ¼ 1ffiffiffi
2

p ½að1Þbð2Það1Þbð2Þ � bð1Það2Þbð1Það2Þ�;

a�bþj j ¼ 1ffiffiffi
2

p ½að1Þbð2Þbð1Það2Þ � bð1Það2Það1Þbð2Þ�; (6.273)

from which two combinations, representing proper spin states of two electrons, can

be constructed (see Fig. 6.2),

CHL
S ð1; 2Þ ¼ NSffiffiffi

2
p aþb�j j � a�bþj j½ � ¼ NSffiffiffi

2
p aþb�j j þ bþa�j j½ �

¼ NSffiffiffi
2

p að1Þbð2Þ þ bð1Það2Þ½ �
� �

1ffiffiffi
2

p að1Þbð2Þ � bð1Það2Þ½ �
� �

� Fgða��bÞU0;0ð1; 2Þ; (6.274)
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CHL
T ð1; 2Þ ¼ NTffiffiffi

2
p aþb�j j þ a�bþj j½ � ¼ NTffiffiffi

2
p aþb�j j � bþa�j j½ �

¼ NTffiffiffi
2

p að1Þbð2Þ � bð1Það2Þ½ �
� �

1ffiffiffi
2

p að1Þbð2Þ þ bð1Það2Þ½ �
� �

� Fuða��bÞU1;0ð1; 2Þ;
(6.275)

where the normalizing factors Ns ¼ 1þ S2a;b

� 
�1=2

and NT ¼ 1� S2a;b

� 
�1=2

,

Sa,b ¼ hajbi. Here, U0,0(1, 2) and U1,0(1, 2) stand for the MS ¼ 0 singlet (S)
and triplet (T) spin states, respectively, while the spatial functions Fg(a—b) and
Fu(a—b) represent the even (g) and odd (u) combinations of the two AO product

states, which are symmetric and antisymmetric, respectively, with respect to the

inversion operation î relative to the bond midpoint, or – equivalently – with respect

to the permutation of the two electrons.

It thus follows from the two preceding equations that the two independent orbital

products {a(1)b(2) � jabi, b(1)a(2) � jbai} or their combinations in the bonding

(g) and antibonding (u) spatial functions {Fg(a—b), Fu(a—b)}, or equivalently the
Slater determinants {ja+b�j, ja�b+|}, form the equivalent bases of the two-electron

functions in terms of which the singlet and triplet states of the hydrogen molecule

can be expressed in the adopted minimum basis set of AO. Let us examine the

corresponding matrix elements of the electronic Hamiltonian (a.u.), with riX ¼
|ri � RXj, i ∈ (1, 2), X ∈ (Ha, Hb), R ¼ jRa � Rbj,

Ĥeð1; 2Þ ¼ ĥð1Þþ ĥð2Þþ gð1; 2ÞþR�1 � Ĥ
eð1; 2ÞþR�1

¼ �1

2
D1� 1

r1a

� �
þ �1

2
D2� 1

r2b

� �
þ � 1

r1b
� 1

r2a
þ 1

r1;2
þ 1

R

� �

� Ĥað1Þþ Ĥbð2Þþ Ĥabð1;2Þ; (6.276)

where f ĤXg denote the atomic Hamiltonians satisfying the eigenvalue equations of

the separated atoms, Ĥa aj i ¼ �1=2 aj i and Ĥb bj i ¼ �1=2 bj i, Ĥab groups the

interaction terms between the two atoms, all vanishing in the R ! 1 limit, and

the one-electron operator of (5.70) reads:

ĥðiÞ ¼ � 1

2
Di � 1

ria
� 1

rib
¼ � 1

2
Di þ vðiÞ: (6.277)

The VB-Coulomb (diagonal) matrix elements of the electronic Hamiltonian for

the elementary VB structures can be then expressed in terms of the orbital one- and

two-electron integrals:

Q ¼ abh jĤe
abj i ¼ aþb�j jh jĤe

aþb�j jj i ¼ a�bþj jh jĤe
a�bþj jj i

¼ ah jĥ aj i þ bh jĥ bj i þ abh jg abj i ¼ ha;a þ hb;b þ Ja;b or (6.278)
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abh jĤe abj i ¼ aþb�j jh jĤe aþb�j jj i ¼ a�bþj jh jĤe a�bþj jj i ¼ Qþ R�1

¼ �1þ abh jĤab abj i � �1þ JðRÞ; (6.279)

where the expectation value of the interatomic hamiltonian

JðRÞ ¼ abh jĤab abj i ¼ aþb�j jh jĤab aþb�j jj i ¼ a�bþj jh jĤab a�bþj jj i
¼ expð�2RÞðR�1 þ 5=8� 3R=4� R2=6Þ: (6.280)

The VB exchange (nondiagonal) matrix element of the electronic Hamiltonian

can be similarly expressed in terms of the AO overlap integral,

Sa;bðRÞ ¼ ajbh i ¼ expð�RÞð1þ Rþ R2=3Þ; (6.281)

the coupling one-electron integral ha,b, and the exchange two-electron integral Ka,b:

K ¼ abh jĤe
baj i ¼ aþb�j jh jĤe

bþa�j jj i ¼ a�bþj jh jĤe
b�aþj jj i

¼ 2Sa;b ah jĥ bj i þ abh jg baj i ¼ 2Sa;bha;b þ Ka;b or (6.282)

abh jĤe baj i ¼ aþb�j jh jĤe bþa�j jj i ¼ �S2a;bðRÞ þ abh jĤab baj i
� �S2a;bðRÞ þKðRÞ; (6.283)

whereKðRÞ represents the spin exchange term of the interatomic Hamiltonian Ĥab.

Finally, for the overlap between the two elementary VB product functions one

obtains:

SðRÞ ¼ ab j bah i ¼ a�bþj j j b�aþj jh i ¼ S2a;bðRÞ: (6.284)

For the equilibrium internuclear distance, one thus finds Sa;bðReÞ ¼ 0:75 and hence
SðReÞ ¼ 0:56.

In terms of these matrix elements the expectation values of the electronic energy

in the singlet (bonding) state (6.274) and its triplet (antibonding) analog (6.275) of

H2 respectively read:

Eeh iCHL
S

� Ee CHL
S

� � ¼ CHL
S

� ��Ĥe
CHL

S

�� � ¼ Qþ K

1þ S
or

Ee CHL
S

� � ¼ CHL
S

� ��Ĥe CHL
S

�� � ¼ �1þ J þK
1þ S

; (6.285)

Eeh iCHL
T

� Ee CHL
T

� � ¼ CHL
T

� ��Ĥe
CHL

T

�� � ¼ Q� K

1� S
or

Ee CHL
T

� � ¼ CHL
T

� ��Ĥe CHL
T

�� � ¼ �1þ J �K
1� S

: (6.286)

6.6 Elements of Valence Bond Approach 235



In the two preceding equations, the first expression does not include the nuclear

repulsion term, while the second expression explicitly separates the dissociation

limit, at R ! 1, Ee CHL
S ð1Þ� � ¼ Ee CHL

T ð1Þ� � ¼ �1, when S ¼ Ĥab ¼ 0 and

hence also J ¼ K ¼ 0.

Should one neglect the overlap, S � 0, the electronic energies of the singlet and

triplet states of H2 thus read: Ee CHL
S

� � ¼ Qþ K and Ee CHL
T

� � ¼ Q� K. The

energy Q + R�1 represents the energy of the separated atoms plus their coulombic

interaction and it remains quasiconstant as function of the internuclear distance,

from the infinite distance to about the equilibrium distance Re, showing a shallow

minimum near Re. It corresponds to the energy of the semiclassical state of the two

hydrogen atoms, when they are brought together without exchanging their spins.

The spin exchange term K describes the nonclassical effect associated with

enforcing the proper spin state of two electrons, and it becomes large and negative

at the normal interatomic distance, accounting for over 90% of the binding energy

of the molecule in the singlet state. In the antibonding triplet state K appears with

the opposite sign thus giving rise to an effective repulsion at all distances leading to

a spontaneous dissociation of the molecule into two hydrogen atoms.

This explains why in the early quantum theory of the chemical bond theVB energy

term associated with the spin exchange between the two AO in the two elementary

determinantal states ja+b�j and ja�b+j has acquired an apparently crucial importance.

To quote the Shaik and Hiberty (2004), “. . .the physical phenomenon responsible for
the bond is the exchange of spins between the two AOs, that is the resonance between
the two spin arrangements . . ..” However, this diagnosis may be somewhat

misleading, since it directly follows from the final expression of (6.282) that only

the second term represents the true exchange integral Ka,b ¼ að1Þbð2Þh jgð1; 2Þ
jbð1Það2Þi1;2 > 0, involving the two electrons and interchange of their variables. Its

remaining, dominant contribution, proportional to the overlap of (6.281), 2ha,bSa,b, is
of the one-electron character, ha;b ¼ að1Þh jĥð1Þ bð1Þj i1 ¼ ta;b þ va;b < 0, including

the nondiagonal matrix element of the kinetic energy, ta,b ¼ ha(1)j � ½D1jb(1)i1,
representing the nonadditive kinetic energy in AO resolution, and the attraction

energy between the nuclei and the overlap charge distribution of the chemical bond,

va,b ¼ ha(1)jv(1)jb(1)i1. It is large and negative, completely outweighing the

(positive) real exchange integralKa,b. Therefore, the VB exchange termK can assume

its correct, negative value only when the AO overlap is not neglected. As emphasized

byMcWeeny (1989), this energy “. . . effectively disquises the actual factors involved
in chemical bonding by indiscriminately mixing together terms representing
kinetic energy, electron–nuclear attraction energy and electron-electron repulsion
energy . . ..”

Nevertheless, one cannot dismiss altogether the importance of this VB spin

exchange term as an important bond increment (“invariant”) for a qualitative

understanding of the origins of the chemical bond. Indeed, it directly follows

from the molecular (BO) virial theorem that formation of the chemical bond

involves changes in all energy contributions, both kinetic and potential, attrac-

tive and repulsive, of one- and two-electron origin. It thus follows that the
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above-mentioned mixed character of K, combining different kinetic and potential

one- and two-electron energies, cannot be seriously contemplated as a disqualifying

feature in a discussion of its potential usefulness in a qualitative understanding/

interpretation of the elementary bonding/antibonding effects.

6.6.2 Bond Energies and Ionic Structures

The experimental value of the magnitude of the bonding energy in H2 (a.u.)

(6.65), � DEexp:
bond Rexp:

e ¼ 1:4006
� � ¼ Dexp:

e Rexp:
e

� � ¼ 0:1745, is already quite well

reproduced in the HL approximation in the minimum basis set of the two 1s orbitals
of constituent atoms, DHL

e RHL
e ¼ 1:64

� � ¼ 0:115. It thus gives a better prediction

than the corresponding simple MO function, DMO
e RMO

e ¼ 1:57
� � ¼ 0:097, although

the predicted equilibrium bond length is much overestimated. The HL function

gives the correct atomic dissociation, while the RHF MO approximation predicts

the equimixture of the atomic and ionic dissociation products [see (6.63)]. This is

because the HL wave function of (6.274) partly accounts for the Coulomb correla-

tion between electrons by representing the state in which the two spin-paired

electrons avoid the simultaneous occupancy of the same AO.

Such ion pair occupation patterns, of two spin-paired electrons occupying

the same AO, generate the elementary ionic VB products fað1Það2Þ ¼ aaj i �
H�

a H
þ
b

� �
and bð1Þbð2Þ ¼ bbj i � Hþ

a H
�
b

� �g or equivalently their even (g) combina-

tion, symmetric with respect to the inversion operation î relative to the bond

midpoint, compatible with the spatial symmetry type of the singlet wave function

CHL
S ,

Fion:
g ða��bÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ð1þ S2a;bÞ
q ½að1Það2Þ þ bð1Þbð2Þ�

¼ Nion: H�
a H

þ
b

� �þ Hþ
a H

�
b

� �� �
: (6.287a)

It represents the spatial factor of the associated g-type (singlet) ionic VB

structure:

Cion:
S ð1; 2Þ ¼ NSffiffiffi

2
p aþa�j j þ bþb�j j½ � ¼ Fion:

g ða��bÞU0;0ð1; 2Þ: (6.287b)

Therefore, the CHL
S state represents the covalent structure of (6.63),

Fgða��bÞ � Fcov:
g ¼ Fatom:

0 , in which electrons are shared between the two bonded

atoms. However, the exact ground state must also partly involve the simultaneous

double occupancy of the two AO, thus calling for an admixture of the ionic

configurations. Indeed, the covalent HL wave function Fcov:
g supplemented by the

ionic VB structure Fion:
g in the CI-type combination,

Fcov:þion:
g � Ccov:Fcov:

g þ Cion:Fion:
g ; (6.288)
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can be shown to be equivalent to the CID wave function of the MO theory (see the

next section).

It should be emphasized, however, that the covalent and ionic combinations are

strongly overlapping,

Fcov:
g ðReÞ

��� Fion:
g ðReÞ

D E
¼ 2Sa;bðReÞ 1þ S2a;bðReÞ

h i
¼ 0:96;

.
(6.289)

so that both states are practically identical and the expansion coefficients in (6.288)

have no physical meaning implied by the superposition principle.

In order to extract the really new content �Fion:
g of Fion:

g , which is not already

contained in Fcov:
g , one has to Schmidt orthogonalize the former with respect to the

latter [see (3.45a)]:

�Fion:
g ¼ 3:57Fion:

g � 3:43Fcov:
g ; (6.290)

while the inverse transformation reads:

Fion:
g ¼ 0:96Fcov:

g � 0:28 �Fion:
g : (6.291)

The last equation shows directly that the main ingredient of Fion:
g is already

present in Fcov:
g , so that admixture of this ionic function introduces but little new,

independent (orthogonal) component to the system ground state wave function. The

variationally optimum VB wave function of (6.288) at R ¼ Re,

Fcov:þion:
g ¼ 0:454 Fcov:

g þ 0:116 Fion:
g ¼ 0:998Fcov:

g þ 0:058 �Fion:
g ; (6.292)

thus predicts the 99.7% overall participation of Fcov
g and only 0.3% of the orthogo-

nal ionic component �Fion:
g , i.e., a practically purely covalent chemical bond. Never-

theless, this slightly (ionically) modified wave function further improves the

bonding energy of H2 but still fails to correct the overestimated equilibrium bond

length: DHL=ion:
e RHL=ion:

e ¼ 1:67
� � ¼ 0:119.

Both MO and VB descriptions can be further improved by scaling the exponents

of both 1s AO, w1s(r; z ) ¼ (z3/p)1/2exp(�zr), with the optimum factor z, a

nonlinear variational parameter, reflecting the effective charge of the atomic

nucleus [see (4.62) and (5.98)] in the presence of the unshielded nucleus of the

bond partner: z > 1. The corresponding predictions then show a decisive improve-

ment in the equilibrium bond length: DMO=z
e RMO=z

e ¼ 1:38
� � ¼ 0:128, zMO ¼ 1.197;

DHL=z
e RHL=z

e ¼ 1:39
� � ¼ 0:139, zHL ¼ 1.166; DHL=ion:=z

e RHL=ion:=z
e ¼ 1:43

� � ¼
0:148; zHL/ion. ¼ 1.193.

When two atoms approach each other their electron distributions should undergo

a cylindrical polarization toward the bonding partner. Therefore, instead of using

the spherical AO, one could apply in the VB wave function the optimum (frac-

tional) hybrids wh ¼ sxpyz on both atoms, which are directed along the bond (z) axis:

whðrÞ ¼ ð1þ m2Þ�1=2½1sðrÞ þ m2pzðrÞ�; (6.293)
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where the mixing coefficient m then constitutes additional variational degree of

freedom of the molecular wave function. The corresponding predictions read:

DHL=h=z
e RHL=h=z

e ¼ 1:42
� �¼ 0:148;z HL/h ¼ 1.19; DHL=ion:=h=z

e RHL=ion:=h=z
e ¼ 1:41

� �¼
0:151, z HL/ion./h ¼ 1.19.

Clearly, such hybrid AO in the MO approach implies an effective extension of

the minimum basis set. Let us compare these best VB results with the associated

HFL predictions, obtained for the variationally saturated, “complete” basis set,

which fully accounts for both the effective contraction and polarization of atomic

electron distributions: DHFL
e RHFL

e ¼ 1:40
� � ¼ 0:134: This comparison explicitly

shows that a substantial portion of the bond energy due to the Coulomb correlation

has already been recovered in these simple VB descriptions of the hydrogen

molecule.

6.6.3 Comparison with MO Theory and AO Expansion Theorem

Let us now compare the MO and VB wave functions for H2, obtained in the

minimum basis set of two 1s orbitals of constituent atoms. The simple RHF

description predicts that the two spin-paired electrons occupy the bonding (even)

1sg MO, symmetric with respect to the inversion î with respect to the bond

midpoint,

fgðrÞ ¼ Ng½aðrÞ þ bðrÞ�; Ng ¼ ½2ð1þ Sa;bðRÞ��1=2; îfg ¼ fg; (6.294)

with the antibonding (odd) 1su MO, antisymmetric with respect to inversion,

fuðrÞ ¼ Nu½aðrÞ � bðrÞ�; Nu ¼ ½2ð1� Sa;bðRÞ��1=2; îfu ¼ �fu; (6.295)

remaining unoccupied in the system ground state configuration.

Hence, the spatial part of the singlet (ground state) wave function in the RHF

approximation, when expressed in terms of AO, predicts equimixture of the cova-

lent and ionic VB structures:

FRHF
0 ð1; 2Þ ¼ N2

g ½að1Þ þ bð1Þ�½að2Þ þ bð2Þ�
¼ N2

gf½að1Þbð2Þ þ bð1Það2Þ� þ ½að1Það2Þ þ bð1Þbð2Þ�g
� �Ng Fcov:

g ð1; 2Þ þ Fion:
g ð1; 2Þ

h i
; (6.296)

This explains the wrong dissociation limit of this RHF function for R ! 1 [see

(6.63)] and its variational inferiority with respect to the VB wave function of

(6.288), in which the relative participation of both components is not fixed, with

the equilibrium ratio Cion:ðReÞ=Ccov:ðReÞ ¼ 0:256 approaching zero as R ! 1.
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The Pauli principle implies that in the singlet (antisymmetric) spin state of two

electrons their spatial function must be symmetric with respect to exchanging the

positions of electrons. Moreover, by the Brillouin theorem the singly excited

configuration FS
g;uð1; 2Þ ¼ 2�1=2½fgð1Þfuð2Þ þ fuð1Þfgð2Þ�(see Fig. 6.2) does not

couple directly to the closed-shell RHF function. Therefore, the most important

Coulomb correlation contribution originates from including in the CI function the

doubly excited configuration FS
uð1; 2Þ ¼ fuð1Þfuð2Þ in the CID-type trial function

FCIDð1; 2Þ ¼ C0FRHF
0 ð1; 2Þ þ CuFS

uð1; 2Þ
¼ C0N

2
g ½að1Þ þ bð1Þ�½að2Þ þ bð2Þ� þ CuN

2
u ½að1Þ � bð1Þ�½að2Þ � bð2Þ�

� lg Fcov:
g ð1; 2Þ þ Fion:

g ð1; 2Þ
h i

þ lu Fion:
g ð1; 2Þ � Fcov:

g ð1; 2Þ
h i

¼ ðlg � luÞFcov:
g ð1; 2Þ þ ðlg þ luÞFion:

g ð1; 2Þ
� lcov:Fcov:

g ð1; 2Þ þ lion:Fion:
g ð1; 2Þ: (6.297)

This CID trial wave function is variationally equivalent to the Fcov:þion:
g state of

(6.288) since it also represents a combination of the independent components Fcov:
g

and Fion:
g . Therefore, the amount of the Coulomb correlation of two electrons in the

ground state of H2 recovered by this VB approximation is the same as that

generated in the CID approximation using the same (minimum) basis set of AO.

It should be observed that from the expansion theorem of Sect. 6.2 it directly

follows that any N-electron function can be expanded in terms of the Slater

determinants built from any complete set of the one-electron functions, e.g., the

orthonormal SO. Therefore, such state functions should be also represented as

combinations of the chemically meaningful elementary VB structures, represented

by determinants constructed from the nonorthogonal AO, e.g., the localized canon-

ical or hybridized valence orbitals of constituent atoms, or partly delocalized AO of

molecularly promoted AIM, the group-MO of molecular fragments, etc.

Let us briefly examine the relevant VB expansion theorem, in which the atomic
(nonorthogonal) spin orbitals, x(r,s) � x(q) ¼ {x(r)a(s) � x+(r), x(r)b(s) �
x�(r)}, constitute the one-electron basis themselves, instead of their molecular
(orthonormal) SO combinations, c(q) ¼ x(q) C, used in the MO expansion of

the CI approach. Since AO constitute the normalized, but nonorthogonal basis,

hxjxi ¼ S 6¼ I, the corresponding completeness projection reads

P̂x ¼ xj iS�1 xh j ¼ 1; (6.298)

or, in the spin position representation,

P̂xðq; q0Þ ¼ qh jP̂x q0j i ¼ xðqÞS�1xyðq0Þ ¼
X
k;l

wkðqÞS�1
k;l w

�
l ðq0Þ

¼ q j q0h i ¼ dðq0 � qÞ: (6.299)
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This gives the following AO expansion of any one-electron function CðqÞ:

CðqÞ � Cð1Þ ¼
ð
dq0 P̂xðq; q0ÞCðq0Þ

¼ xðqÞS�1

ð
dq0xyðq0ÞCðq0Þ �

XAO
k

wkð1ÞDk;

Dk ¼
XAO
l

S�1
k;l wl j Ch i �

XAO
l

S�1
k;l Cl: (6.300)

One similarly expands any two-electron wave function Cðq1; q2Þ � Cð1; 2Þ:

Cð1; 2Þ ¼
XAO
k

wkð1Þ
XAO
l

S�1
k;l wlð1Þ j Cð1; 2Þh i1 �

XAO
k

wkð1ÞDkð2Þ; (6.301)

where the subsequent AO expansion of the coefficient function Dk(2) gives:

Dkð2Þ ¼
XAO
k0

wk0 ð2Þ
XAO
l0

S�1
k0;l0 wl0 j Dkh i �

XAO
k0

Dk;k0wk0 ð2Þ: (6.302)

It thus follows from the two preceding equations that

Cð1; 2Þ ¼
XAO
k

XAO
k0

Dk;k0wkð1Þwk0 ð2Þ; (6.303)

and hence, by acting with the antisymmetrizer Â on both sides of the last equation,

CAð1; 2Þ ¼
XAO
k

XAO
k0

Dk;k0 detðwkwk0 Þ: (6.304)

Clearly, one can proceed to expand in this way any antisymmetric wave function

of N electrons as a linear combination of Slater determinants built directly from

AO, which represent the corresponding VB structures or their components,

CAð1; 2; . . . ; NÞ ¼
XAO
k1

XAO
k2

. . .
XAO
kN

Dk1;k2;...;kN Â wk1ð1Þ wk2ð2Þ . . . wkN ðNÞ
� �

¼
XAO
k1

XAO
k2

. . .
XAO
kN

Dk1;k2;...;kNdet wk1wk2 . . . wkN
� �

:

(6.305)

This AO expansion provides the formal basis for the trial wave functions generated

as linear combinations of the N-electron valence structures used in the VB

approach.
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6.6.4 Semilocalized AO and Extension to Polyatomic Systems

A relatively more complicated combination of the covalent and ionic VB structures

of (6.288) can be brought into a simpler HL-like form of (6.274) by replacing the

fully localized AO {a, b}, centered on the corresponding nuclei, by the distorted,

strongly overlapping (normalized) orbitals {’a, ’b}, both partly delocalized toward

the bonding partner, with ’a strongly resembling a and ’b representing a b-like
orbital:

Fcov:þion:
g ð1; 2ÞU0;0ð1; 2Þ � l½að1Þbð2Þþ bð1Það2Þ�þm½að1Það2Þþ bð1Þbð2Þ�gU0;0ð1;2Þ

¼ l aþb�
�� ��� a�bþ

�� ��� �þm aþa�
�� ��þ bþb�

�� ��� �

¼N½’að1Þ’bð2Þþ’bð1Þ’að2Þ�U0;0ð1; 2Þ
¼N ’þ

a ’
�
b

�� ��� ’�
a ’

þ
b

�� ��� ��FCFð1;2ÞU0;0ð1; 2Þ
(6.306)

where the normalization factor N ¼ ½2ð1þ h’aj’biÞ��1=2
. These semilocalized,

atomic-like one-electron functions of Coulson and Fischer (CF) (1949) are deter-

mined by a small AO-mixing parameter e:

’a ¼ N’ðaþ ebÞ; ’b ¼ N’ðbþ eaÞg; 0< e< 1;

N’ ¼ ð1þ 2e Sa;b þ e2Þ�1=2: (6.307)

Substituting these expressions into the effective covalent structure FCF indeed gives

back the mixture of the covalent and ionic structures in terms of the localized AO:

FCFð1; 2Þ ¼ NN2
’fð1þ e2Þ½að1Þbð2Þ þ bð1Það2Þ� þ 2e½að1Það2Þ þ bð1Þbð2Þ�g

¼ Ccov:Fcov:
g þ Cion:Fion:

g :

(6.308)

This generalized CF representation of the Lewis structure Ha–Hb, embedding the

ionic effects in an effective “covalent” structure through the delocalization tails of

the semilocalized AO, has been also adopted to polyatomic molecules in the GVB

approach, with the semilocalized functions being determined from the variational

principle, by minimizing the expectation value of the system electronic energy.

These functions are expanded in terms of the localized AO or primitive basis

functions centered on the corresponding nuclei, and the optimum AO mixing

coefficients are determined by iteratively solving one-electron equations that

resemble those of the standard SCF method.

The VB theory is thus closely related to chemist’s idea of molecules consisting

of AIM held together by localized bonds, each of them described by the combina-

tion of two determinantal wave functions of the type given in (6.306), representing

the singlet spin-coupled (shared) valence electrons of the covalent bond in question.
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This “chemical” quantum theory also views the molecules as composed of atomic

“cores,” each including the nucleus and the chemically inactive inner-shell
electrons, and the chemically active valence electrons. The spin coupling of the

latter is the main objective of the VB treatment of polyatomic systems, which

places great emphasis on the spin pairing of electrons.

The chemical intuition can be used in various ways to simplify the VB represen-

tation of molecular wave functions. In the so-called Perfect Pairing Approximation
(PPA) one takes the Lewis structure of the molecule in the assumed singlet ground

state, represents each bond by the HL/CF combination of two determinants, and

finally expresses the full molecular wave function as product of all such bond
functions. Therefore, the molecular wave function describing n bonds present in

the Lewis structure will be described by 2n determinants, displaying the possible

2 	 2 spin permutations between two singlet-coupled orbitals. Consider, as an

illustrative example, the Lia—Lib molecule, for which the inner-shell 1s electrons
of both atoms, listed at the beginning of the relevant Slater determinants belong to

atomic cores and remain chemically inactive, with only the (unpaired) 2s valence
electrons participating in the formation of the s chemical bond. The corresponding

VB structure representing this single chemical bond thus reads:

Lia��Lib ¼ 1sþa 1s
�
a 1s

þ
b 1s

�
b 2s

þ
a 2s

�
b

�� ��� 1sþa 1s
�
a 1s

þ
b 1s

�
b 2s

�
a 2s

þ
b

�� ��
� . . . 2sþa 2s

�
b

�� ��� . . . 2s�a 2s
þ
b

�� �� � . . . 2sa2sb
�� ��; (6.309a)

or, by retaining only the chemically active part,

Lia��Lib ¼ ½2sað1Þ2sbð2Þ þ 2sbð1Þ2sað2Þ� U0;0ð1; 2Þ ¼ 2sa2sb
�� ��

� ð2sa��2sbÞU0;0: (6.309b)

For the triple bond in :Na � Nb:, with the inactive set of electrons now deter-

mined by the doubly occupied inner shells (1sa, 1sb) and the lone pair (lp) � 2spz
hybrids ð2hlpa ; 2hlpb Þ, the same approach will involve eight determinants originating

from the antisymmetrized product of the covalent/CF valence structures for

the three localized bonds: the s bond resulting from the singlet coupling of

two unpaired electrons occupying the bonding 2spz hybrids of both atoms

ð2hbond:a ��2hbond:b Þ and two p bonds resulting from the singlet coupling of the

symmetry compatible pairs of 2pp orbitals: (2pxa––2pxb) and (2pya––2pyb). The
sign of the corresponding determinant in the VB representation of the system

electronic wave function is either “+” or “�”, according to whether the number

of the interchanges required to generate the current determinant from the chosen

PPA “parent” determinant, say j. . . 2hbond:;þa hbond:;�a 2pþxa2p
�
xb2p

þ
ya2p

�
ybj, is even

or odd. For example, the determinant j. . . 2hbond:;þa hbond:;�a 2p�xa2p
þ
xb2p

þ
ya2p

�
ybj,

representing a single exchange of spins between 2px AO relative to the reference

determinant, will appear with the negative sign in the VB combination representing

the ground state of N2 in PPA.
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There are three admissible sets of the localized singlet couplings between the

chemically active electrons, determining the joint VB structures of two individual

“bonds” in water molecule Ha––O––Hb, in which the oxygen 1s orbital describes
the two inner-shell electrons and the two doubly occupied � 2sp3 hybrids hlpO

n o

determine the state of two lone pairs of valence electrons on oxygen,

FA ¼ ð2hbond:a ��a; 2hbond:b ��bÞ; FB ¼ ð2hbond:a ��2hbond:b ; a��bÞ;
and FC ¼ ð2hbond:a ��b; 2hbond:b ��aÞ;

(6.310)

where 2hbond:a and 2hbond:b stand for the bonding hybrids on oxygen directed toward

the corresponding orbitals (a, b) contributed by the two hydrogen atoms. However,

by a straightforward multiplication of the spin factors involved in the underlying

Slater determinants one can demonstrate that FC ¼ (FA + FB). Therefore, only the

first two sets of VB structures exhibiting two localized bonds are linearly indepen-

dent (see also Fig. 6.3), so that

FVB ¼ CAFA þ CBFB: (6.311)

This ansatz is still further simplified in GVB approach, which uses only the

dominant Lewis structure Ha––O––Hb, with the bond couplings being recognized

only between the nearest neighbors, FGVBðH2O) ¼ ðf bond:a ��ga; f
bond:
b ��gbÞ; the

generating orbitals on oxygen, ff bond:a ; f bond:b g, and the two hydrogen atoms

{ga, gb} are freely adjusting their shapes in accordance with the variational princi-

ple of the minimum electronic energy. The GVB function of methane would

similarly involve only the dominant structure of four C—H bonds: FGVB(CH4Þ ¼
ðfa��ga; fb��gb; fc��gc; fd��gdÞ.

The number of admissible spin states of all valence electrons in a general

polyelectronic case is very large indeed, but it is effectively limited by selecting

the proper eigenfunctions of the resultant spin operators [see (6.67)] and the linearly

independent, canonical set of VB structures. The latter task is accomplished by

using an appropriate diagrammatic technique, e.g., the Rumer (1932) diagrams (see

Figs. 6.3 and 6.4). This technique for selecting the linearly independent set of

“canonical” VB structures involves putting the chemically active orbitals on a circle

in any a priori order, although interpretation of the results in chemical terms is

greatly facilitated by having this ordering as close as possible to the order of orbitals

in the molecule. The independent structures are then determined by all valence

configurations in which the active orbitals are joint in pairs by noncrossing lines

(see Fig. 6.3). The Rumer diagrams for water molecule shown in Fig. 6.3 indeed

exclude the FC structure from the canonical set, as being linearly dependent on FA

and FB. For the even number n of active orbitals the number of ways of drawing ½n
noncrossing lines between n points on a circle is n!/[(½n)! (½n + 1)!] (Barriol

1971). For the water molecule, n ¼ 4, one indeed finds 4!/(2!3!) ¼ 2 independent

VB structures. For an odd number of orbitals to be paired, one adds a “phantom”

orbital, whose contribution is eventually removed.
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Next, let us consider the p-bonds in butadiene and benzene. In the former case

the first two diagrams of Fig. 6.3 determine the independent valence structures (Fa,

Fb) of Fig. 6.5, while the third diagram determines the linearly dependent structure

Fc ¼ Fb � Fa. The relevant Rumer diagrams for p-bonds in benzene are shown in
Fig. 6.4. The first two diagrams generate the familiar Kekulé structures (Fa , Fb) of

Fig. 6.5, while the remaining diagrams give rise to the Dewar structures (Fc,Fd,Fe)

of the same figure, where the associated singly polar structures are also shown.

The chemical intuition can also guide the VB description of chemical changes in

terms of the group orbitals, which can be delocalized over the specified molecular

fragment(s). Such delocalized one-electron functions can be determined from

earlier SCF MO calculations of the separate molecular subsystems, e.g., reactants

or their crucial functional groups. This approach allows one to eliminate the

explicit description of chemical bonds which remain practically unaffected by the

chemical reaction under consideration. For example, in the nucleophilic substitu-

tion (SN2) involving a simultaneous bond-breaking � bond-forming process,

OH� þ CH3––Cl ! OH––CH3 þ Cl�, the PPA spatial wave function should

involve the explicit covalent/CF VB structures of only two bonds, H3C––Cl and

HO––CH3, i.e., four Slater determinants, with the localized MO of the remaining s
bonds, O––H and C––H, and the lone pairs of electrons in the valence shell of

oxygen and chlorine forming an effective “core” for the four truly active orbitals in

this chemical reaction.

6.6.5 Ab Initio VB Calculations

The single structure PPA of molecular wave function, using the strongly

overlapping pairs of directed orbitals on individual atoms for each localized

chemical bond, invokes the concept of hybrid AO’s. In fact, the orbital

hybridization arose from efforts to retain the perfect pairing picture in interpreting

stereochemical situations, which would be ambiguous in terms of the canonical

AO’s. However, in many situations, in which there are no strong grounds for

preferring one valence structure to another, the PPA breaks down, and a mixture

2hbond.a 2hbond.a2hbond.b 2hbond.a2hbond.b 2hbond.b

(1) (2) (1) (2)  (1) (2) 

(4) (3) (4) (3) (4) (3) 
a b a b a b

ΦA ΦB ΦC

Fig. 6.3 The Rumer diagrams corresponding to the valence structures of water (6.310) and p
bonds in butadiene, between 2pzi, i ¼ 1, 2, 3, 4 orbitals (in parentheses) of the carbon atoms (for

their consecutive numbering in the p-chain)
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of many VB structures must be used to adequately represent the system wave

function. In order to carry out nonempirical VB calculations of comparable accu-

racy with that of the ab initio SCF MO (CI) theory, it is essential to remove the

assumption of the orthonormal orbitals, which is often adopted in qualitative VB

considerations, although the calculation of matrix elements is then immensely

more difficult. As we have already observed in Sect. 6.6.2, the crude approximation

using AO’s of the free atoms, without any further adjustment, gives rather poor

energies, missing considerable rearrangements these orbitals undergo in a mole-

cule. Therefore, the optimization of the CF orbitals for each chemical bond

constitutes another essential requirement of an accurate ab initio VB theory. The

perfect-pairing CF representation allows one to determine the HL level of the bond

correlation energy in an unbiased variational way. These generalized, orbital-

optimized VB methods explore the same variety of single- and multiconfi-

gurational approaches, which we have already encountered in the MO theory.

For recent surveys of the modern variants of the ab initio VB theories and

evaluations of their already remarkable capabilities the reader is referred to the

monograph by McWeeny (1989) as well as to reviews by Gerrat (1974) and by

Shaik and Hiberty (2004). The following short summary is based upon the latter

monographic survey.

The simplest among the single-configuration representations is the GVB

description of Goddard and coworkers (Goddard 1967; Hunt et al. 1972; Bobrowicz

and Goddard 1977; Goddard and Harding 1978) originating from the earlier

separated electron pair approach of Hurley et al. (1953) (see also Sect. 6.4.1). It

is usually based upon the PPA (GVB-PP), by which only a single VB structure of

say n valence-pair electron system is generated in the calculation. It is defined in

terms of the strongly orthogonal geminals, each describing one particular bond or a

single lone electron pair [see also (6.162)], which take the form of the singlet-

coupled pair of electrons (in parentheses):

Gið1; 2Þ ¼ ’þ
i;a’

�
i;b

���
���� ’�

i;a’
þ
i;b

���
���

h i

� Ni½’i;að1Þ’i;bð2Þ þ ’i;að2Þ’i;bð1Þ�U0;0ð1; 2Þ; (6.312)

Φa Φb Φc Φd Φe

Fig. 6.4 The Rumer diagrams corresponding to the canonical valence structures of p bonds in

benzene, between 2pzi, i ¼ 1, 2, . . ., 6, orbitals of the carbon atoms in the p-ring (distributed

consecutively on the perimeter of the circle)
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CGVB
A ¼ Â0fG1ð1; 2ÞG2ð3; 4Þ . . .Gnð2n� 1; 2n)g : (6.313)

Only orbitals within a given geminal pair display a strong overlap, while those

associated with different geminals are required to be mutually orthogonal. This

Butadiene:

Covalent structures:

Φa Φb

Φa

Φc Φd Φe

Φf

Φh Φi Φj

Φg

Φb

Φc

Φd Φe Φf

X—Y = 2–1/2 [x(1)y(2) + y(1)x(2)]U0,0(1,2)

Singly-polar ionic structures :

Benzene (canonical structures):

Covalent Kekulé structures 

Covalent Dewar structures 

Ionic Kekulé structures 

Ionic Dewar structures

, ,

, ,

,

,

,

,

,

,

,,

,,

,,

,,

X   Y = 2–1/2 [x(1)x(2) + y(1)y(2)]U0,0(1,2)

Fig. 6.5 The most important covalent and ionic valence structures of butadiene and benzene; the

singly occupied, orthogonalized valence orbitals 2pp: x∈X and y∈Y are used to form elementary

covalent structure, X––Y, and singly polar ionic structure X - - - -Y = 2�1=2ðXþY� þ X�YþÞ
between the constituent carbon atoms X and Y of the p system, with the singlet spin factor

(see Fig. 6.2) U0;0ðs1;s2Þ � U0;0ð1; 2Þ ¼ 2�1=2½að1Þbð2Þ � bð1Það2Þ�
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constraint, which greatly simplifies the numerical calculations, is not a serious one,

since the orbitals of different geminals are not expected to overlap significantly

anyway. For further numerical convenience each open-shell geminal product of

(6.312) is generated from the two closed-shell contributions due to orthonormal

natural orbitals (NO) fi and
�fi, bonding and antibonding, respectively, obtained

by a simple “rotation” of the original orbitals ’i,a and ’i,b:

’i;að1Þ’i;bð2Þ þ ’i;að2Þ’i;bð1Þ � Ci fið1Þfið2Þ þ �Ci
�fið1Þ �fið2Þ: (6.314)

It can be easily verified that the latter are given by the NO combinations

’i;a ¼ N ½fi þ k�fi�; ’i;b ¼ N ½fi � k�fi�; N ¼ ð1þ k2Þ�1=2; (6.315)

which give rise to:

Ci ¼ 1þ k2; �Ci ¼ �k2

1þ k2
; ’i;aj’i;b

� � ¼ 1� k2

1þ k2
: (6.316)

The GVB-PP approach is thus equivalent to the low-dimensional MC SCF

method, accounting for a part of the nondynamical electron correlation. The PP

and strong orthogonality approximations greatly simplify the numerical

calculations with no great loss of accuracy in the molecular systems exhibiting

clearly separated local bonds. In benzene, however, all electron pairing schemes

have to be taken into account to generate a reasonable description of the delocalized

p electrons. Inclusion of the full nondynamical correlation would require the CAS

SCF calculations, which involve all possible configurations of the valence-shell
orbitals. As a rule, the GVB method generates a much better agreement with the

CAS SCF predictions than the HF theory. However, due to a neglect of the

dynamical correlation the GVB bond energies are generally too low. Thus, this

single-configuration method at best can be regarded as a good starting point for the

subsequent Correlation-Consistent CI (CCCI) treatment of Carter and Goddard

(1988). For example, this more advanced GVB–CCCI approach has been success-

fully applied to investigate catalysis by transition metals (Rappé and Goddard

1982) and metallic bonds (McAadon and Goddard 1985, 1987).

A more accurate single-configuration VB technique is represented by the Spin-

Coupled (SC) approach of Gerratt and coworkers (Cooper et al. 1981, 1987, 1988,

1990a, b; Sironi et al. 2002), which introduces no constraints or preconceptions on

the level of the spin coupling, orbital overlaps, and shapes, with all these degrees of

freedom of the molecular VB wave function remaining unrestricted in the varia-

tional treatment. Therefore, this method represents the ultimate level of accuracy of

the single-configuration VB wavefunction assuming the fixed orbital occupancies.

It provides the unique set of orbitals and measures of a relative importance

of alternative spin couplings, which constitute important unbiased chemical

descriptors of chemical bonds, thus providing a solid basis for such originally
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qualitative and intuitive concepts as the valence state of AIM, orbital hybridization,

resonance between VB structures, etc.

For example, in the eight spin-coupled orbitals of methane, including four

degenerate, symmetry-related (approximately sp3) hybrids on carbon atom and

four degenerate orbitals localized on hydrogen atoms, the PP configuration

represents the dominant mode of the spin coupling. The PPA introduces only a

minor correlation error to predicted energy, superior to the corresponding HF result,

with the SC total energy being very close to the CAS SCF value. In water the

method predicts about 20%more p character in the bonding hybrids, compared with

those describing the lone pairs on oxygen, in full accord with chemical intuition. In

lithium clusters, the interstitial optimum orbitals, localized between two or several

nuclei, have been determined. In the p electron system of benzene, the two Kekulé

structures have been found to represent the dominant patterns of the spin coupling

of electrons occupying slightly distorted pp AO’s, perpendicular to the molecular

plane, with the participation of Dewar structures amounting to about 20%.

The single configuration SC description can be further improved by adding the

CI involving (nonorthogonal) VB configurations, covalent and ionic, derived from

alternative occupations of the optimum (active) orbitals determined at the SC stage.

This determines the Spin-Coupled VB (SCVB) variant of the theory. The localized

s ! p valence excitations can be then included at the CI stage, with the virtual p
orbital being localized in the vicinity of the s orbital in question.

The most accurate among the ab initio variants are the multiconfigurational VB

methods. For example, the VB SCF approach of van Lenthe and Balint-Kurti

(1983) can be classified as the MC SCF method in the nonorthogonal AO represen-

tation. It uses the trial wave function expressed as the linear combination of the

(fundamental) VB structures, with both (occupied) orbitals and configuration

coefficients being simultaneously determined by the variational principle alone.

The method is especially suited for studying the resonance stabilization energies,

particularly in molecules described by many Lewis structures, and in solving the

avoided-crossing problems. The optimized orbitals can be either localized (atomic)

or semilocalized (CF) in character, or they may be restricted to specific molecular

fragments.

Again the configuration interaction can be used to supplement the VB SCF

method with the dynamic correlation effects. Among these post VB SCF treatments

the VB CI method of Wu et al. (2001, 2002) using different levels of CI, e.g.,

VBCIS, VBCISD, VBCISDT, and methods using the symmetry-broken wave

functions derived from different orbitals for different structures, e.g., Resonating-

GVB (RGVB) model of Voter and Goddard (1981a, b) or the Breathing Orbital VB

(BOVB and GRVB) schemes of Hiberty and coworkers (Hiberty 1997; Hiberty and

Shaik 2002a, b; Hiberty et al. 1992, 1994a, b), appear to be most promising. The

virtual orbitals used at the CI stage preserve the interpretability offered by the

occupied set defining the fundamental configurations, each having a clear chemical

meaning. This is achieved by using the appropriate projection operators to make the

acceptor virtual orbitals of the electron excitation, receiving electrons from the

given subset of the excitation donor occupied orbitals of the specified molecular
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fragment, to be localized in the same molecular fragment, thus describing the same

classical VB structure and maximizing the effect of the dynamic correlation

correction. Various multiplicities of the electron excitations used at the CI stage

of the VB CI treatment can be taken into account, giving rise to the associated

limited CI VB variants, VB CIS, VB CISD, etc., which still preserve the interpret-

ability of simple VB methods. The accuracy of VB CISD has been found to be

comparable with that of the CCSD and CCSD(T) variants of MO theory.

The MR VB methods are required to adequately describe the molecules, and

particularly some radicals, that are naturally described in terms of two or more

resonance structures. Care has to be taken to avoid discontinuities observed at a

lower level of theory, for which the wave function often exhibits a lower artefactual

symmetry of a single VB structure than the nuclear framework itself, due to energy

gain resulting from using the optimum orbitals for this structure alone. Therefore,

this symmetry-breaking effect, resulting from the competition between the reso-

nance and orbital energy stabilization effects, cannot be adequately remedied using

a single set of orbitals, optimized within the one-configuration MO or VB theories,

since competing resonance structures are associated with the exclusive sets of the

optimum orbitals. Within the MO theory Jackels and Davidson (1976) has cured the

symmetry-breaking problem in NO2 by using the symmetry-adapted combination of

two symmetry-broken HF wave functions. The RGVB approach or its generalized

(GRVB) version represent the same strategy applied within the VB theory: the

symmetry broken GVB wave functions are first determined for each individual

resonance structure alone or in the presence of the other structure(s) and then their

resonance is determined at the subsequent (nonorthogonal) CI stage. Of similar

character is the BOVB method, which focuses on the proper description of both the

bond-dissociation phenomena, in which different-orbitals-for-different structures

are optimized in the presence of the remaining structures, so that they minimize the

energies of each individual valence structure and maximize the stabilization effect

due to their mutual resonance (mixing).
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Chapter 7

Density Functional Theory

Abstract A short overview is given of fundamentals of the modern Density Func-
tional Theory (DFT), an alternative approach to the quantum many-body problem.

Basic theorems ofHohenberg andKohn (HK) are summarized and their extensions for

general densities and mixed quantum states are outlined, with the ensemble formula-

tion covering the open molecular systems at finite temperatures. General forms of

density functionals for the kinetic and potential energy contributions in both the local

density and gradient approximations are then qualitatively examined using the virial

theorem and the uniform scaling of the system electron density. The orbital scheme of

Kohn and Sham (KS) for DFT computations is described and its ensemble extension is

briefly outlined. The exchange correlation (xc) energy is introduced and partitioned

into the Fermi (exchange) and Coulomb (correlation) contributions. By using the

Adiabatic Connection (AC) between the real molecular system of fully interacting

electrons and the hypothetical KS system of noninteracting (separable) electrons, both

exhibiting the same ground state density, these energy terms are expressed in terms of

the effective correlation holes averaged over the coupling constant which scales the

electron interaction. The Euler equation for the optimum density and the associated

KS equations for the optimum orbitals are formulated and the system electronic

energy is expressed in terms of the KS eigenvalues.

The importance of the DFT language for elucidating important chemical con-

cepts of the molecular electronic structure and reactivity is illustrated by examining

the equilibrium states of the acidic and basic reactants in the donor–acceptor (DA)
complexes. The chemical potential and hardness descriptors of atoms and mole-

cules, respectively measuring the first and second derivatives of the system ground

state energy with respect to the average number of electrons N, are introduced.

Due to the N-convexity of molecular energies, the chemical potential, equal to

the system negative electronegativity, is shown to exhibit at integral N values in

the limit of zero absolute temperature the N-discontinuity which is responsible for the
integer numbers of electrons in the dissociation products. By using the Janak theorem

the KS eigenvalues (orbital energies) are linked to energy differences and the orbital

interpretations of the chemical potential, hardness, and softness descriptors are given

in terms of the frontier KS densities.

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
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An overview of the historical generations of the density functionals for the

exchange correlation (xc) energy is given, covering Local Density (LDA) and

Generalized Gradient (GGA) Approximations, as well as the hybrid and the orbital
dependent functionals. The basic equations of the Optimized Potential Method
(OPM), the DFT analog of HF theory, are summarized and rudiments of the density

PT, the DFT analog of MP theory, are given and some advantages of the ab initio

DFT perspective of Bartlett et al. are commented upon. The variational

(Rayleigh–Ritz) principle for ensembles is formulated, which can be used to

determine the molecular excitation energies. The HK DFT concepts and relations

for ensembles are established and the associated KS scheme is introduced. Illustra-

tive examples of the density-matrix functionals are surveyed and special approaches
to weak van der Waals (vdW) interactions are summarized. In particular, the

Time-Dependent DFT (TDFT) is used to generate the adequate nonlocal density

functionals for dispersion interactions, via the AC and the zero-temperature

Fluctuation–Dissipation Theorem (FDT). The HK theorems are extended into the

time domain and the linear response functions are examined. The electron excita-

tion energies and the associated oscillator strengths are generated from the poles

and residues of the dynamic polarizability, and the rudiments of the orbital-free

embedding of molecular subsystems in DFT are summarized. Finally, the physical

origins of the correct asymptotic behavior of the dispersion energies in TDDFT are

examined. It is argued using the screening approach to dynamic susceptibilities that

the second-order energy should be only weakly dependent on the particular form of

approximate functionals for the KS susceptibility and xc-kernel, with even LDA

treatment generating the correct long-range behavior of vdW interactions.

The modern Density Functional Theory (DFT) of Kohn, Hohenberg, and Sham

(Hohenberg and Kohn 1964; Kohn and Sham 1965) was born about five decades

ago, but the conceptually related Thomas–Fermi (Thomas 1927; Fermi 1928;

March 1975) and Hartree–Fock–Slater (HFS) or Xa (Slater 1951; Johnson 1973b)

theories can be regarded as its historical predecessors. However, while the former is

in principle exactly equivalent to the Schr€odinger Wave Function Theory (WFT),

the latter density models are intrinsically approximate. This alternative, mainly

ground state approach to general molecular systems (molecules, clusters, solids,

etc.) uses the electron distribution as a vehicle for determining the molecular

properties, e.g., the system energy, in the “reduced” mapping problem from the

electron density to molecular properties. It has become the physicists’ method of

choice for describing the electronic structure of solids, and it currently dominates

the applications of quantum theory to very large molecular systems, e.g., those

encountered in the supramolecular chemistry, catalysis, and molecular biology

(e.g., Dreizler and da Providencia 1985; Carr and Parrinello 1985; Parr and Yang

1989; Dreizler and Gross 1990; Kryachko and Ludeña 1990; Gross and Dreizler

1995; Nalewajski 1996a; Geerlings et al. 1999).

The traditional WFT is preferred for small-and medium-size systems, when high

accuracy is required. Indeed, given a sufficiently powerful computer, the traditional

methods in principle assure a systematic way to obtain any desired level of accuracy.
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The present-day DFT calculations, however, which use more and more accurate

explicit forms of the density functional for the exchange correlation energy within

the Generalized Gradient Approximation (GGA) and beyond (meta-GGA), are pre-

ferred when a more modest level of accuracy is acceptable. They still suffer from an

intrinsic limitation that there is no known systematic way to guarantee an arbitrarily

high level of accuracy in the electronic structure computations. Some progress in this

direction has recently been made using the exact exchange energy and the orbital-

dependent density functionals for the Coulomb correlation energy, within the

Optimized Effective Potential (OEP) method, which follows the earlier approaches

to the HF problem by Sharp and Horton (1953), and by Talman and Shadwick (1976).

The new hope for improvement has thus been generated by the use of the

orbitally dependent functionals, which make it possible to harness the experience

of the advanced WFT treatments of the electron correlation problem in the modern

quantum chemistry in order to construct still better energy functionals. Also, the

Density Matrix Functional Theory (DMFT), couched in terms of the full one-
particle density matrix as the system basic state variable instead of only its diagonal

part used in DFT, can be expected to bring some improvement into the DFT results.

The Density Functional Perturbation Theory (DFPT), in the spirit of the MP

approach of quantum many-body theory, has also been used to design an accurate

correlation functional. The ground state limitation of the original DFT has gradu-

ally been lifted by a development of several adequate variants of the excited-state

approaches. There is also a marked progress in covering the range of weak

(hydrogen bond and vdW) interactions, the inclusion of which is crucial for a

realistic treatment of large biological systems.

7.1 Hohenberg–Kohn Theory

As we have learned in the preceding chapter the way to determine in quantum

mechanics the physical properties of the stationary states of the molecular system

described by its electronic Hamiltonian

Ĥ
eðq;QÞ ¼ VneðqÞþ ½T̂eðqÞþVeeðqÞ� ¼

XN
i¼1

vðiÞþ �1

2

XN
i¼1

Diþ
XN�1
i¼1

XN
j¼iþ1

gði; jÞ
" #

� VneðN;vÞþ F̂ðNÞ � Ĥ
eðN;vÞ;

(7.1)

is to solve the Schr€odinger equation (SE) (5.57), the eigenvalue problem of

Ĥ
eðN; vÞ or ĤeðN; vÞ ¼ Ĥ

eðN; vÞ þ Vnn,

Ĥ
e
Ce ¼ EeCe or ĤeCe ¼ EeCe; Ee ¼ Ee þ Vnn (7.2)

which directly determines the electronic energy Ee of, say, molecular ground state

and the associated electronic wave functionCe. We have indicated above that in the
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BO approximation the Hamiltonian is uniquely identified by its overall number of

electrons N and the external potential v(r) due to the nuclei in their assumed (fixed)

positions, the shape of which effectively embodies the memory about the charges

{Za} and positions {Ra} of nuclear attractors.

It should be also recalled that SE (7.2) represents the Euler equation for the

associated wave function variational principle:

d Ee½C� � Ee C j Ch if gC¼Ce
� dO½C;C�;Ee�jC¼Ce

¼ 0; (7.3)

where the exact ground state energy Ee plays the role of the Lagrangian multiplier

enforcing the normalization of the optimum wave function: hCjCi C¼Ce
j ¼ 1. The

complex wave function has two independent components, real and imaginary, or

equivalently C* and C. Thus, by taking the functional derivative of the auxiliary

functional of the preceding minimum-energy principle with respect to one of them,

say C*, one immediately arrives at SE (7.2):

@O
@C�ðNÞ

����
C¼Ce

¼ ĤeðNÞCeðNÞ � EeCeðNÞ ¼ 0: (7.4)

One also notices that, due to the Hermitian character of the Hamiltonian, the

functional differentiation with respect to C gives the complex conjugate of the

same equation.

One further observes that the complicated mapping problem of SE, from the

variables (N, v) defining the Hamiltonian to the physical observable

Ee¼hCejĤejCei¼
ð
vðrÞrðrÞdrþhCejF̂jCei�Vne½r½Ce��þF½Ce��Ee½Ce�; (7.5)

where the electronic density r represents the known functional (3.7) of the wave

function, r ¼ r[Ce], involves 4 N position-spin degrees of freedom of electrons in

the abstract concept of the system wave functionCe(N), the position-spin represen-
tation of yet another abstract entity – the system state vector jCie in the molecular

Hilbert space, which itself does not represent any physical observable. This WFT

mapping also indicates that its final results Ee and Ce are both functionals of the

original state parameters v(r) and N of the Hamiltonian: Ee ¼ Ee[N, v] and Ce ¼
Ce[N, v], with both these relations involving an unknown, complicated dependence

upon the local physical observable v(r). In these mapping relations the number of

degrees of freedom is thus reduced to the minimum of the scalar state parameter N
and the three coordinates in the physical space, the arguments of the external

potential. However, this existence statement does not imply any operational knowl-

edge how to realize such a direct (N, v) ! Ee mapping without explicitly resorting

to SE involving the abstract concept of the wave function. Thus, the known

mapping from the Hamiltonian state parameters to the system energy is effected

only indirectly, by solving (7.2): (v, N) ! Ce[N, v] ! Ee.
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The notion that the external potential would be the analytically most convenient

physical quantity to directly execute such a simplified mapping is by no means

obvious either, particularly in view of the divergence of v(r) at nuclear positions.
Another analytically more suitable candidate for performing such a direct mapping

in the physical space is the system electronic density r(r) of (3.7). Its finite nuclear
cusps [see (6.104)] retain the “memory” about both the charges and positions of

the nuclei. We recall that the nuclear-cusp condition expresses the derivative of the

spherically averaged density in the vicinity of the nucleus. In accordance with

the development of Sect. 6.2.3, one places the origin of the coordinate system at the

position of the given nucleus a, with ra ¼ r � Ra ¼ ðra; #a; ’aÞ and rðraÞ �
~rðra; #a; ’aÞ, defines the spherically averaged density,

rðraÞ ¼ 1

4p

ðp

0

sin#a

ð2p

0

~rðra; #a; ’aÞ d#ad’a; (7.6)

and determines its derivative in the limit ra ! 0. By the Kato theorem (6.104):

lim
ra!0

@

@ra
þ 2Za

� �
rðraÞ

� �
¼ 0: (7.7)

For example, in the ground state of the hydrogen-like atom (see Sect. 4.5)

rav:ðrÞ ¼ R2
1;0ðrÞ / expð�2ZrÞ, thus fulfilling the nuclear-cusp requirement of

(6.105). We also note that another Kato’s result, the correlation-cusp condition of

(6.102) formulated in terms of the pair distribution function, predicts an analogous

relation for the coalescence of two electrons in the limit of r1,2 ! 0.

The electron density is also attractive for the following two reasons. On one

hand, this physical property represents the partially integrated square of the modu-

lus of the system wave function, r ¼ r[Ce], which provides the basis for the

physical interpretation of quantum states. On the other hand, as the partial func-

tional derivative of the system electronic energy with respect to the external

potential, the electron density constitutes the physically matching companion of

the latter, i.e., it represents the energy conjugate of v(r):

rðrÞ ¼ @Ee½v;N�
@vðrÞ

� �

N

: (7.8a)

This observation directly follows from the familiar electrostatic theorem of

Hellmann (1937) and Feynman (1939),

@Ee½v;N�
@vðrÞ ¼

�
@Ce

@vðrÞ
����Ĥe

����Ce

�
þ
�
Ce

����Ĥe

����
@Ce

@vðrÞ
�
þ
�
Ce

����
@Ĥe

@vðrÞ
����Ce

�

¼ Ee
@ Ce j Ceh i

@vðrÞ þ
�
Ce

����
XN
i¼1

dðri � rÞ
����Ce

�
¼ rðrÞ; (7.8b)
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where the first contribution in the second line of the preceding equation identically

vanishes by the normalization condition of the wave function.

In early days of the quantum theory such “classical” density approaches to

electronic structure of molecular systems by Thomas (T) (1927) and Fermi (F)

(1928), and their extensions due to Dirac (D) (1930) and von Weizs€acker (W)

(1935), have indeed been successfully tried giving reasonable results and consider-

able insight, e.g., in the statistical HFS method (Slater 1951, 1974), also known as

Xa model (Johnson 1973b; Connolly 1977), at much reduced computational effort

compared with that characterizing the standard methods of the full Schr€odinger
WFT. In all these density models the nonlocal xc effects have been represented by

the local, density-dependent potential. Such heuristic approaches had expressed the

system energy in terms of the electron density alone. Before the formulation by

Hohenberg and Kohn (HK) (1964) of the basic theorems of the modern DFT, which

are the main subject of this section, these density “theories” have been treated just

as useful approximations of the exact quantum theory and hardly as steps toward

the exact density treatment which would be fully equivalent to WFT.

Putting such an ultimate goal before these early TFDW density models would

indeed imply that the abstract wave function Ce(N) defined in 4 N dimensional

configuration space can be replaced by the quantum observable – the electronic

density r(r) defined in the physical space – as the equivalent specification of the

system ground state, capable of generating all physical properties of the molecular

system, e.g., its energy: Ee ¼ Ee[r].
Obviously, the one-particle density, the squared modulus of the system electronic

wave function Ce(N) integrated over the spin-position variables of the remaining

(N � 1) particles [see (3.7)], looses a great deal of information contained in Ce.

Therefore, it is not immediately obvious that the remnants of the information still

retained after the cumulant mapping Ce ! r is still sufficient to uniquely identify

back the system quantum state, Ce ¼ Ce[r], which would then imply the existence

of the reverse mapping: r ! Ce. This is the essence of the first HK theorem, which

we discuss in the next section.We shall see that the one-to-onemapping it establishes

between the electron density r(r) of the nondegenerate ground state Ce and the

system external potential v(r), v$ r, involves the intermediate stage of SE and the

density wave functionmapping, r$Ce. Therefore, DFT does not represent any new

quantum theory. In fact, it constitutes just another, more compact formulation of the

ordinary quantum mechanics, giving a deeper, more causal understanding of mole-

cular processes and in many respects more attractive for interpretation/computation

purposes.

7.1.1 First HK Theorem

The “forward” (Schr€odinger) mapping M ¼ AB from v to r,

v���!A Ce���!B r; (7.9)
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or in the operator notation M v ¼ r, involves two elementary stages:

A ; A v ¼ Ce; and B; BCe ¼ r. The first is assured by solving the SE, while the

trivial second mapping involves the associated partial integration of the squared

modulus of Ce.

For the reverse mapping M �1 ¼ B�1A �1 from r to v,

r���!B�1
Ce���!A �1

v (7.10)

or M �1r ¼ v, to exist both elementary mappings A and B have to be invertible.

We first observe that the reverse correspondence A �1 is also assured by SE:

½T̂eðNÞ þ VeeðN; vÞ�CeðNÞ
CeðNÞ ¼ ½ĤeðN; vÞ � VneðN; vÞ�CeðNÞ

CeðNÞ

¼ Ee � VneðN; vÞ ¼ const:�
XN
i¼1

vðiÞ; (7.11)

since Vne(N, v) represents a trivial multiplicative operation.

The existence of the B�1r ¼ Ce mapping follows from the variational argu-

ment advanced by Hohenberg and Kohn (1964), which establishes the existence of

the overall reverse map M �1. It proves the

First HK theorem. To an additive constant the external potential is uniquely

determined by the (nondegenerate) ground state density r: v ¼ v[r] + const.

The proof of this famous theorem goes through the reductio ad absurdum. Let us
assume that, in contrast to the theorem, there are two different shapes of the external

potential, v and v0 6¼ v + const., associated with the electronic Hamiltonians Ĥ ¼
ĤeðN; vÞ and Ĥ0 ¼ ĤeðN; v0Þ, respectively, which give rise to the same ground state

density of electrons: r ¼ r v½ � ¼ r v0½ �. The corresponding SE’s,

ĤC ¼ ðVne þ F̂ÞC ¼ EC and Ĥ0C0 ¼ ðVne
0 þ F̂ÞC0 ¼ E0C0; (7.12)

where E ¼ Ee[N, v], Vne ¼ Vne[N,v], E
0 ¼ Ee[N, v

0], and Vne
0 ¼ Vne[N, v

0], which
determine the associated (nondegenerate) ground states C ¼ Ce½N; v� and

C0 ¼ Ce½N; v0�, when combined with the wave function variational principle of

Sect. 5.1.2 then directly imply:

E¼ Ch jĤ Cj i< C0h jĤ C0j i¼ C0h jĤ0 C0j i� C0h jĤ0�Ĥ C0j i¼E0�
ð
rðrÞ½v0ðrÞ�vðrÞ�dr;

E0 ¼ C0h jĤ0 C0j i< Ch jĤ0 Cj i¼ Ch jĤ Cj i� Ch jĤ�Ĥ0 Cj i¼Eþ
ð
rðrÞ½v0ðrÞ�vðrÞ�dr:

(7.13)

Adding these two equations thus leads to a contradiction, E þ E0 < E0 þ E. This
completes the proof of the first HK theorem establishing the existence of the reverse

mapping M �1.
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One similarly proves the map A , v ! Ce, that two different shapes of the

external potential have different ground states. Taking the difference between

SE’s (7.12) with the assumption C ¼ C0, which contradicts this theorem, gives:

ðVne � Vne
0ÞC ¼ ðE� E0ÞC: (7.14)

Again, this contradicts the assumption that the two external potentials differ more

than by a trivial additive constant.

It thus confirms the existence of the uniqueB�1 ¼ M �1A transformation, from r
toCe, embodied in the functionalCe ¼ Ce

HK[r], since A is unique by virtue of SE.

Hence, there exists the unique density functional for the systemelectronic energy (7.5),

Ev½r½v�� � EHK½r; v� ¼
ð
r½v; r�vðrÞ dr þ FHK½r½v��;

FHK½r� ¼ Ce½r�h jT̂e þ Vee Ce½r�j i � Te½r� þ Vee½r�;
(7.15)

where the universal (v-independent) functional FHK[r] generates the sum of the

electronic kinetic and repulsion energies. The r ¼ r[v] notation stresses the fact

that r is the exact ground state density for the external potential v, i.e., that r is

v-representable. This r ! Ce mapping, or Ce ¼ Ce[r], further implies that the

expectation value of any observable Â is also given by the unique functional of the

ground state density:

Ah iCe
¼ Ce½r�h jÂ Ce½r�j i ¼ A½r�: (7.16)

Now, that we already know from the above HK theorem that the reverse

mapping r ! Ce indeed exists for the nondegenerate ground states, its existence

for the molecular (Coulombic) systems exhibiting the integer number of electrons

can indeed be easily demonstrated and understood. More specifically, by the Kato

theorem nuclear cusps of the electronic density identify uniquely the position and

charge of each nucleus, and hence also the resultant BO external potential v the

nuclei generate for electronic motions. Moreover, by integrating the density over

the whole physical space gives N, so that the knowledge the density alone is

sufficient to precisely identify the electronic Hamiltionian of (7.1): r! Ĥ
eðN; vÞ.

Hence, by solving the stationary SE (7.2) one in principle completes the justifi-

cation of the existence of the (indirect) density-to-wave-function mapping:

r! Ĥ
eðN; vÞ ! Ce.

7.1.2 Second HK Theorem

The existence of the r ! Ce mapping thus implies that the electronic energy of

(7.5) can be regarded as the functional (7.15) EHK[r[v];v] ¼ Ev[r][r] of the electron
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density, with the ground state density matching the external potential due to the

nuclei as its equilibrium distribution. As we have indicated above, both these local

quantities are determined by the respective (exact) functional relationships of

the molecular ground state: r ¼ r[v] and v ¼ v[r]. Such densities are called v-
representable. We are now in a position to establish the variational character of this

functional, as expressed by the

Second HK theorem. The exact electronic energy Ee[N,v] ¼ Ev[r[N,v]]
represents the lower bound for energies Ev[r0(N)] obtained for any trial (v-
representable) density r0(N) ¼ r0[N, v0] associated with v0 6¼ v þ const.,

Ee½N; v� ¼ Ev½r½N; v��<Ev½r0½N; v0��:

The search for the matching ground state density for the specified external potential

v, r ¼ r[v], thus involves the associated variational principle in terms of trial (v-
representable) densities r0½v0�,

d Ev½r0½v0�� � m
ð
r0½v0; r� dr

� �

r0 ½v0�¼r½v�
� dX ½r0½v0�; m�jr0½v0 �¼r½v� ¼ 0; (7.17)

the density analog of the wave function principle of (7.3).

The identity of the Lagrange multiplier m, which enforces the “normalization” of

the optimum density r0 ¼ r,
Ð
r0ðrÞ dr��r0¼r ¼ N½r� ¼ N, is established by the

associated Euler equation, dEe � m dN ¼ 0, or

m ¼ @Ee½N; v�
@N

� m½N; v�: (7.18)

This global quantity of the molecular ground state thus denotes the chemical

potential of electrons, the negative of the system electronegativity (Mulliken

1934; Iczkowski and Margrave 1961),

w½Q; v� � @Ee½Q; v�
@Q

¼ �m½N; v�; (7.19)

since for the overall net charge of the molecule Q ¼PaZa � N; dQ ¼ �dN.
The corresponding local Euler equation,

@X
@r0ðrÞ

����
r0¼r
¼ dEv½r0�

dr0ðrÞ
����
r0¼r
� m ¼ 0 or

dEv½r�
drðrÞ � mðrÞ ¼ m ¼ @Ee½N; v�

@N
; (7.20)

then indicates that the local value m(r) of the electronic chemical potential is

equalized in the ground state at the global chemical potential level:

mðrÞ ¼ vðrÞ þ dF½r�
drðrÞ ¼ m½N; v� or vðrÞ � m � uðrÞ ¼ � dF½r�

drðrÞ : (7.21)

7.1 Hohenberg–Kohn Theory 263



This local Euler equation for the optimum electron density also provides the

DFT justification of the Sanderson (1951, 1976) principle of the Electronegativity
Equalization (EE) throughout the whole molecule in its ground state:

� mðrÞ � wðrÞ ¼ dEv½q�
dqðrÞ ¼ w½Q; v� ¼ @Ee½Q; v�

@Q
; (7.22)

where the local electronegativity is defined by the functional derivative of the

electronic energy Ev[q] with respect to the local net charge distribution

qðrÞ ¼
X
a

Zadðr � RaÞ � rðrÞ or dqðrÞ ¼ �drðrÞ; (7.23)

wðrÞ ¼ dEv½q�
dqðrÞ ¼ �mðrÞ: (7.24)

It should be also observed that SE (7.2), after dividing its both sides by Ce(N),
implies the equalization of the system local energy E ðNÞ at the eigenvalue level:

E ðNÞ � CeðNÞ�1½ĤeðNÞCeðNÞ� ¼ Ee: (7.25)

The density principle (7.17), with Ev[r0[v0]] ¼ EHK[r0;v], is limited to the true

ground state densities for some (really existing) trial external potentials v0 (not
necessarily the Coulomb potentials), the so-called v-representable densities of N
electrons, r0[N, v0]. Since the a priori conditions for the density to be v-represent-
able are not known and some examples have been identified of electron densities,

which are not v-representable, particularly in degenerate systems, a general appli-

cability of the above HK variational principle depends upon replacing the crucial

functional FHK[r] with its generalized form F[r], which would be applicable to any
trial density. Such an extension is provided by Levy’s (1979, 1982) constrained-

search formulation, which we shall now briefly summarize.

Another requirement is a weaker condition of the so-called N-representability,
that a trial density be associated with some antisymmetric wave function of N
electrons. As shown by Gilbert (1975), Harrimann (1980), and Lieb (1982, 1983),

this condition is always satisfied by any well-behaving, reasonable trial density

satisfying the following natural requirements:

rðrÞ � 0;

ð
rðrÞ dr ¼ N;

ð
rrðrÞ1=2
���

���
2

dr<1: (7.26)

As first argued by Gilbert, the corresponding wave function can be then always

constructed from N orthonormal SO obtained from the spatial partitioning of the

density, thus giving rise to the wave function yielding the specified density:

C(N) ! r. Such an explicit construction has been then proposed by Harriman,

using the complex orbitals of Macke (1955a,b) with appropriate density-dependent
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phase factors, later extended by March (1982), Zumbach and Maschke (1983), and

Ciosłowski (1988).

In terms of the energy functional for the fixed external potential of the BO

approximation (7.15), Ev½r0� ¼
Ð
r0ðrÞvðrÞ dr þ F½r0�, the generalized variational

principle of (7.17), valid for any trial density r0,

d Ev½r0� � m
ð
r0ðrÞ dr

	 


r0¼r
� dX ½r0; m�jr0¼r ¼ 0; (7.27)

will then be satisfied by the exact ground state density r0 ¼ r[v] determined by the

Euler equation (7.21) which explicitly testifies that r determines the shape of v, i.e.,
v itself to an additive constant.

The familiar wave function variational principle of Sect. 5.1.2, in terms of the

normalized trial functions C(N) of N electrons, can be thus straightforwardly

interpreted as the corresponding density principle, involving the search over the

trial densities r0 ¼ r0(N) of N electrons:

Ee½N; v� ¼ min
CðNÞ

CðNÞh jĤe½N; v� CðNÞj i ¼ Ev½r½N; v�� � min
r0

Ev½r0�

¼ min
r0

ð
r0ðrÞvðrÞ dr þ inf

CðNÞ!r0
CðNÞh jF̂ðNÞ CðNÞj i

� �

¼
ð
r½N; v; r�vðrÞ dr þ C r½N; v�½ �h jF̂ðNÞ C r½N; v�½ �j i: (7.28)

Above, we have identified the Levy (1979) (see also: Levy and Perdew 1985) form

of the universal (v-independent) functional defined by the constrained search over

all antisymmetric functions of N electrons giving rise, after integration, to the

specified trial density r0, the property symbolically denoted by the C(N) ! r0

notation:

F½r0� ¼ inf
CðNÞ!r0

CðNÞh jF̂ðNÞ CðNÞj i: (7.29)

It is applicable to any trial density r0 and by the variational principle of quantum
mechanics gives the corresponding HK value, for the v-representable trial density

r0 ¼ r[N, v], identified by the lowest value (infimum) of this constrained search:

FHK½r½N; v�� ¼ F½r½N; v�� ¼ C r½N; v�½ �h jF̂ðNÞ C r½N; v�½ �j i
¼ inf

CðNÞ!r
CðNÞh jF̂ðNÞ CðNÞj i: (7.30)

To summarize, we have established that the electron distribution of the nonde-

generate ground state constitutes the bona fide state parameter, which in principle

can be exactly mapped into the system physical observables, e.g., the system

electronic energy, all of them representing some functionals of the density.

7.1 Hohenberg–Kohn Theory 265

http://dx.doi.org/10.1007/978-3-642-20180-6_5#Sec3_5


Moreover, it has been demonstrated that there exists the associated density varia-

tional rule for determining the optimum distribution of electrons r[N, v], matching

the given external potential v, which replaces the analogous wave function principle
of the Schr€odinger theory.

These existence theorems, however, do not imply that such maps from the

density to physical quantities can be expressed in some closed analytical forms.

Nonetheless, the experience of the old density approaches shows that there are quite

realistic and in many respects satisfactory approximate algorithms, which realize

these functional relations in computational practice, particularly for the r ! Ee

map of the energy density functional. When properly harnessed with the variational

principle for the electron density within the orbital approximation of Kohn and

Sham (KS) (1965) it gives excellent results for both the solid-state and molecular

systems.

7.1.3 Refinements

Consider now the degenerate ground state, when there are several independent

quantum statesCv ¼ {Cv,k} corresponding to the ground state energy Ee ¼ Ee[N,v],

ĤeðN; vÞCv;kðNÞ ¼ Ee½N; v�Cv;kðNÞ; k ¼ 1; 2; . . . ; g; (7.31)

integrating to the associated densities rv ¼ {rv,k ¼ rv,k[Cv,k]}. In this case the map

A of (7.9), v ! Cv,k, and hence also the product “forward” mapping M ¼ AB
from the external potential to the electron density, v ! rv,k, do not exist: Cv,k 6¼
Cv,k[v] and rv,k 6¼ rv,k[v]. Clearly, the integration of the wave function to the asso-

ciated density represented by the map B , Cv,k ! rv,k, always exists. One realizes,
however, that in general several degenerate states may give rise to the same electron

distribution, say, rv,k ¼ rv,l, so that the reverse map B�1, rv,k ! Cv,k, does not

exist either: Cv,k 6¼ Cv,k[rv,k]. In other words, in the degenerate case, the electron

density does not identify uniquely the system quantum state.

However, by using the same argument as in (7.14) it can be straightforwardly

demonstrated that the reverse functional relation A �1, {Cv,k ! v}, constitutes a
proper map in the mathematical sense of the word, v ¼ v[Cv,k], since the subsets of

degenerate wave functionsCv andCv0 corresponding to two different shapes of the

external potential, v0 6¼ v + const., are disjoint. More specifically, let C and C0

represent any member states ofCv andCv0, respectively. The assumption that they

may contain the common wave functions, C ¼ C0, then implies for the difference

of the SE’s (7.12) that, contrary to the assumption of the nontrivial difference in

shapes of two external potentials, Vne � Vne
0 ¼ E � E0 ¼ const. The same line of

reasoning as in (7.13) then demonstrates the disjoint character of densities

associated with these two external potentials: rv and rv0.

266 7 Density Functional Theory



Therefore, any member of the density set rv uniquely identifies the external

potential v, rv,k ! v, thus proving the existence of the overall reverse map M �1:
v ¼ v[rv,k]. To summarize: also in the degenerate case any degenerate ground state

density uniquely specifies the shape of the external potential v(r) to an additive

constant.

Since in the degenerate case the wave function is no longer the functional of the

system electron density, the previous way of introducing the density functionals for

the expectation values of physical observables [(7.15), (7.16), and (7.28)] cannot be

used. However, one can still uniquely define the nontrivial part of the energy

functional of (7.15). This can be done indirectly by using the energy functional

defined to an additive constant by the existing v ¼ v[rv,k] relation:

Ee½N; v½rv;k�� ¼ hCv;kðNÞjĤeðN; v½rv;k�ÞjCv;kðNÞi � Ee;k; k ¼ 1; 2; . . . g; (7.32)

which fixes the (degenerate) energy level Ee,k ¼ Ee to an additive constant. Hence

FHK½rv;k� ¼ Ee½N;v½rv;k�� �
ð
rv;kðrÞv½rv;k; r�dr ¼ hCv;kðNÞjF̂ðNÞjCv;kðNÞi: (7.33)

It should be observed that in this definition the ambiguity of the undefined

constant contribution introduced by the v ¼ v[rv,k] map cancels out. The energy

functional for the v-representable densities (7.15) now reads:

Ev½rv;k½v�� ¼ EHK½rv;k� ¼
ð
rv;kðrÞ vðrÞ dr þ FHK½rv;k� ¼ Ee½N; v�; k ¼ 1; 2; . . . g:

(7.34)

It is now defined for both the degenerate and nondegenerate ground state densities.

For all densities {rv0} corresponding to other shapes of the external potential, v0 6¼
v + const., one again finds the inequality

Ev½rv0;l� ¼
ð
rv0;lðrÞvðrÞ dr þ FHK½rv0;l�>EHK½rv;k� ¼ Ev½rv;k�: (7.35)

The previously discussed requirement of the (pure state) v-representability for

the densities determining the HK functionals, that the trial density be associated

with the ground (possibly degenerate) state of the Hamiltonian defined by some

local external potential, is obviously violated by the average density rD of the

ensemble of degenerate ground states, C ¼ {Ck}, k ¼ 1, 2, . . ., g, corresponding
to the statistical density operator (3.60a–c):

D̂ ¼
Xg

k¼1
Ckj ipk Ckh j � D̂½C�; (7.36)
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with the normalized ensemble probabilities {pk � 0},
Pg
k¼1

pk ¼ 1,

rDðrÞ ¼ tr½D̂r̂ðrÞ� ¼
Xg

k¼1
pkrkðrÞ ¼ rens:ðrÞ; rkðrÞ ¼ Ckh j r̂ðrÞ Ckj i: (7.37)

Such densities associated with the mixture of ground states rather than with any

single state are called the ensemble v-representable.
The domain of the HK functional FHK[r] can be easily extended to handle such

average densities as well. It can be demonstrated using a similar variational

argument to that used in Sect. 7.1 that the ensemble average densities rD[v] and
rD[v0] associated with the density operators of (7.36) for two different external

potentials, D̂½v� ¼ D̂½Cv� and D̂½v0� ¼ D̂½Cv0 �, are disjoint when the two external

potentials v and v0 determining these mixtures of the (degenerate) ground statesCv

and Cv0, respectively, differ by more than a constant. Therefore, rD identifies

uniquely the external potential v ¼ v[rD] and the associated density operator

D̂½v� ¼ D̂½v½rD�� ¼ D̂½rD�.
Hence, the extension of the FHK[r] functional to the domain of the ensemble

v-representable densities reads:

FEHK½rD� ¼ trfD̂½rD� F̂g: (7.38)

The corresponding density functional for the ensemble average value of the elec-

tronic energy,

EEHK½rD; v� ¼
ð
rDðrÞvðrÞ dr þ FEHK½rD�; (7.39)

then exhibits the usual variational properties, assuming the minimum value at and

only at the correct ground state ensemble average density corresponding to v(r).
In a similar way one defines the generalized functionals for the ensemble

average value of any physical property A:

AEHK½rD� ¼ trfD̂½rD� Âg: (7.40)

These HK-type generalizations, applicable to the ensemble v-representable
densities, can be extended to arbitrary nonnegative trial densities integrating to

the prescribed number of electrons by using the constrained search construction of

Levy (1979, 1982), Lieb (1982), and Valone (1980a,b):

FD½r� ¼ inf
D̂!r
ftrðD̂F̂Þg; (7.41)

where the lowest value (infimum) is found over all density operators giving rise to

the specified ensemble average density of (7.37). This functional is convex and
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represents the Legendre transform of the system ground state energy E[N, v] [see
(7.8a, b)] (Lieb 1982; Nalewajski and Parr 1982):

FD½r� ¼ sup
v

E½N; v� �
ð

@E½N; v�
@vðrÞ

� �
vðrÞ dr

� �

¼ sup
v

E½N; v� �
ð
rðrÞvðrÞ dr

� �
; (7.42)

where the highest value (supremum) is determined for the trial external potentials

“searching” for the right ground state density. Therefore, this functional constitutes

the “thermodynamic” potential corresponding to a change of the state-variable from

v to r, with the original state parameter v being associated with the system total

energy.

For the ensemble v-representable density rD this generalized universal func-

tional FD[r] becomes identical with its v-representable analog of (7.38),

FD½rD� ¼FEHK½rD�: (7.43)

The associated energy functional

ED½r; v� ¼
ð
rðrÞvðrÞ dr þ FD½r� (7.44)

then recovers the corresponding EHK value,

ED½rD; v� ¼ EEHK½rD; v�; (7.45)

thus reaching the exact ensemble-average energy when rD corresponds to v(r) as its
equilibrium distribution.

7.1.4 Finite Temperature and Open System Extensions

In the generalized variational principle of (7.17), which gives rise to the Euler

equation (7.21), the overall number of electrons is not conserved by the trial

electron densities r. Such fluctuations in the system average (fractional) number

of electrons N[r] ¼ ʃr(r) dr characterize densities of open systems, in contact with

the external reservoir(s) of electrons, which correspond to the statistical ensemble

of molecules defined by Hamiltonians with different (integer) numbers of elec-

trons. In order to cover the atomic plasmas, the finite temperature extension of

the previous ground state (zero-temperature) HK theory is required. The correct

theoretical framework for describing the equilibria in the open systems at finite

temperatures is that of the grand canonical ensemble of thermodynamics
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(Gyftopoulos and Hatsopoulos 1965; Mermin 1965; Linderberg 1977; Perdew et al.

1982; Perdew 1985; Parr and Yang 1989).

The original HK formalism has been extended to thermal ensembles by Mermin

(1965) who considered the equilibrium states at finite absolute temperature T (see

also Sect. 7.3.3). When dealing with the equilibrium states of the externally open

molecular systems, in contact with the heat bath of temperature T and the electron

reservoir exhibiting the chemical potential m, the grand potential

Oens:½m; T� ¼ Eens: � mNens: � TSens:; (7.46)

representing the Legendre transform of the system internal energy Eens.[Nens., Sens.]
corresponding to the replacement of the extensive state parameters, the ensemble

average number of electrons Nens. and its average entropy Sens., with their intensive
conjugates, m ¼ ∂Eens./∂Nens. and T ¼ ∂Eens./∂Sens., reaches the minimum value at

the equilibrium state of the grand canonical ensemble. This thermodynamic poten-

tial represents the auxiliary energy function containing the relevant constraint

terms, with the Lagrange multipliers m and T enforcing the prescribed value of

the average values of the number of electrons, Nens ¼ �N, and that of the system

entropy, Sens ¼ �S.
The equilibrium state for the given external potential v represents the statistical

mixture of quantum states fCj
i � Cj½Ni; v�g, including the ground (j ¼ 0) and

excited (j > 0) stationary states of molecular Hamiltonians fĤi � Ĥ
eðNi; vÞg for

the given external potential v and specified (integer) numbers of electrons {Ni}:

ĤiC
j
i ¼ Ej

iC
j
i; j ¼ 0; 1; 2; . . . ; (7.47)

d̂½m; T; v� ¼
X
i

X1
j¼0

pji½m; T; v� Cj
i

ED
Cj

i

���
��� �

X
i

X1
j¼0

p j
i P̂

j
i : (7.48)

In the ordinary thermodynamics, the equilibrium probabilities of the grand

ensemble read:

pji½m; T; v� ¼
exp½�bðEj

i � mNiÞ�
X½m; T; v� ; b ¼ ðkBTÞ�1;

X
i

X1
j¼0

pji½m; T; v� ¼ 1;

(7.49)

where kB denotes the Boltzmann constant and the grand ensemble partition function

X½m; T; v� ¼
X
i

X1
j¼0

exp½�bðEj
i � mNiÞ�: (7.50)
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This mixture is thus defined by the grand-canonical density operator,

d̂½m; T; v� ¼
X
i

X1
j¼0

Cj
i

���
E
pji½m; T; v� Cj

i

D ���; (7.51)

which determines the equilibrium values of the ensemble averages of all physical

quantities [see (7.40)]:

Aens:½m; T; v� ¼ trfd̂½m; T; v� Âg � A½d̂½m; T; v�� : (7.52)

The probabilities of (7.49) represent the eigenvalues of the grand canonical (gc)
statistical operator acting in the Fock space (see Sect. 6.5.1),

d̂
F ¼ exp½�bðĤF

e � mN̂
FÞ�

tr½�bðĤF

e � mN̂
FÞ�

; (7.53)

with N̂
F
standing for the electron number operator [see (6.236) and (6.258)], and Ĥ

F

e

defined in (6.247), (6.254), and (6.256). The quantum mechanical operator asso-

ciated with the grand potential of (7.46) similarly reads:

Ô
F ¼ Ĥ

F

e � mN̂
F � TŜ

F ¼ Ĥ
F

e � mN̂
F � 1

b
ln d̂

F
; (7.54)

where we have introduced the entropy operator

Ŝ
F ¼ � kB ln d̂

F
: (7.55)

To simplify the notation, in what follows we shall drop the Fock space superscript.

The equilibrium value of the grand potential and the associated electron density

then read [see (7.52)]:

Oens:½m; T; v� ¼ tr½d̂Ô�; rens:½m; T; v� ¼ tr½d̂r̂�; (7.56)

where the density operator in the Fock space is defined in (6.252).

All these operators assume the diagonal form in the energy representation

defined by the basis functions fCj
ig, the eigenfunctions of Hamiltonians fĤig.

For example, the statistical operator corresponds to the ensemble probabilities:

d ¼ f Cj
i

D ���d̂ Cj0
i0

���
E
¼ pjidi;i0dj;j0 g; pji ¼ Cj

i

D ���d̂ Cj
i

���
E
: (7.57)

Since the basis functions correspond to the sharply specified energy of the molecu-

lar system in question the associated energy matrix is also diagonal,

H ¼ f Cj
i

D ���Ĥi C
j0
i0

���
E
¼ Ej

i di;i0dj;j0 g; (7.58)

7.1 Hohenberg–Kohn Theory 271

http://dx.doi.org/10.1007/978-3-642-20180-6_6#Sec20_6


and so is the matrix representation of Ô:

V ¼ f Cj
i

D ���V̂ Cj0
i0

���
E
¼ ðEj

i � mNi þ 1

b
ln pjiÞ di;i0dj;j0 � Oj

idi;i0dj;j0 g ¼ VðdÞ: (7.59)

This gives rise to the familiar expression for the equilibrium value of the grand

potential:

Oens:½m; T; v� ¼ trðdVÞ ¼
X
i

X1
j¼0

pji O
j
i

¼
X
i

X1
j¼0

pjiE
j
i � m

X
i

Ni

X1
j¼0

pji þ
1

b

X
i

X1
j¼0

pji ln p
j
i

¼ Eens:½m; T; v� � mNens:½m; T; v� � TSens:½m; T; v� � O½d�: (7.60)

Here, the ensemble average value of the electronic energy,

Eens:½m; T; v� ¼
X
i

X1
j¼0

pjiE
j
i = tr (dH) = tr [dðVþFÞ�

¼
X
i

X1
j¼0

pjiV
j
i þ
X
i

X1
j¼0

pjiF
j
i � Vens:½m; T; v� þ Fens:½m; T; v�; (7.61)

contains the external potential contribution Vens.[m, T;v], the ensemble average of

its expectation values fVj
ig in individual states,

V ¼ f Cj
i

D ���Vne C
j
i

���
E
di;i0dj;j0 ¼ Vj

idi;i0dj;j0 g; (7.62)

and the ensemble average term originating from the remaining part F̂ðNiÞ of the
electronic Hamiltonian over the expectation values fFj

ig in individual states:

F ¼ f Cj
i

D ���T̂e þ Vee C
j
i

���
E
di;i0dj;j0 ¼ Cj

i

D ���F̂ Cj
i

���
E
di;i0dj;j0 ¼ Fj

idi;i0dj;j0 g: (7.63)

Notice that in this representation, the particle number operator,

N̂ ¼
X
i

Ni

X1
j¼0

Cj
i

���
E

Cj
i

D ���; (7.64)

is also represented by the diagonal matrix:

N ¼ f Cj
i

D ���N̂ Cj0
i0

���
E
¼ Nidi;i0dj;j0 g; Ni ¼ Cj

i

D ���N̂ Cj
i

���
E
: (7.65)
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Hence, the ensemble average number of electrons reads:

Nens:½m; T; v� ¼ tr(dNÞ ¼
X
i

Ni

X1
j¼0

pji

 !
�
X
i

NiPi � N½d�: (7.66)

The electron density operator,

r̂ðrÞ ¼
X
i

X1
j¼0

Cj
i

���
E
rjiðrÞ Cj

i

D ���; rjiðrÞ ¼ Cj
i

D ���r̂ðrÞ Cj
i

���
E
; (7.67)

is similarly represented by the diagonal matrix of densities in individual states,

rðrÞ ¼ f Cj
i

D ���r̂ðrÞ Cj0
i0

���
E
¼ rjiðrÞdi;i0dj;j0 g; (7.68)

so that the ensemble average electron density is determined by the mean value

expression:

rens:½m; T; v� � rgc ¼ tr (drÞ ¼
X
i

X1
j¼0

pjir
j
i � r½d�: (7.69)

The entropy operator,

Ŝ ¼
X
i

X1
j¼0

Cj
i

���
E
Sji Cj

i

D ���; Sji ¼ Cj
i

D ���Ŝ Cj
i

���
E
¼ �kB ln pji; (7.70)

has also the diagonal representation in eigenstates fCj
ig of fĤig,

S ¼ f Cj
i

D ���Ŝ Cj0
i0

���
E
¼ Sjidi;i0dj;j0 g; (7.71)

giving rise to the ensemble average value of the thermodynamic entropy defined

in (7.60):

Sens:½m; T; v� ¼ tr (dSÞ ¼
X
i

X1
j¼0

pjiS
j
i ¼ �kB

X
i

X1
j¼0

pji ln p
j
i � S½d�: (7.72)

It is seen to be proportional to the familiar Shannon (1948) entropy of Information

Theory (IT), a measure of the indeterminacy contained in the grand canonical

probabilities of this equilibrium ensemble of quantum states.

Consider now the nonequilibrium value of the grand potential functional,

defined by some trial (normalized) ensemble probabilities d0,

O½d0] = tr[d0Vðd0Þ� ¼ Ev½d0� � mN½d0� � TS½d0�

¼
X
i

X1
j¼0

pji
0f
ð
½vðrÞ � m�rjiðrÞ drg þ ðTe½d0� þ Vee½d0�Þ � TS½d0�

¼
ð
uðrÞrens:½d0;r� dr þ F½d0� � TS½d0� � Ou d0ð Þ; (7.73)
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where,

F½d0� ¼
X
i

X1
j¼0

pji
0 Cj

i

D ���T̂e þ Vee C
j
i

���
E
�
X
i

X1
j¼0

pji
0 Fj

i = tr (d0FÞ: (7.74)

It is seen to depend only on the relative external potential u(r) ¼ v(r) � m.
One can then easily demonstrate using the minimum principle of Ou(d

0),

Ouðd0Þ>Oens:½d½m; T; v�� � OuðdÞ; for d0 6¼ d; (7.75)

that the optimum (diagonal) matrix d contains the grand canonical probabilities

(7.49). Indeed, from the stationary character of Ou[d
0] at d0¼ d, one finds:

dOuðd0Þ ¼ tr½ðdd0ÞVðdÞ þ b�1dd0� ¼ tr[(dd0ÞVðdÞ� ¼ 0; (7.76)

where we have recognized that for the normalized trial probabilities, tr(d0) ¼ 1

and hence tr(dd0) ¼ d tr(d0) ¼ 0. One further observes that for arbitrary variations

of trial probabilities around d this equation can be satisfied only when VðdÞ ¼
fOdi;i0dj;j0 g, since then:

tr½ðdd0ÞVðdÞ� ¼ O trðdd0Þ ¼ 0: (7.77)

Hence, by solving the Euler equation determining the equilibrium density operator,

Oj
i ¼ Ej

i � mNi þ b�1 ln pji ¼ O;

for the unknown pji and determining O from the probability normalization condi-

tion, one finally arrives at the equilibrium ensemble probability summarized in

(7.49) and (7.50).

Let us now examine the mapping between the ensemble average electron density

[(7.56) and (7.69)] and the relative external potential u(r) ¼ v(r) � m [of (7.21) and

(7.73)]: u(r) $ rens.(r). Following the previous (reductio ad absurdum) way of

proving the existence of this mapping, we again consider two different external

potentials, u(r) ¼ v(r) � m 6¼ u0(r) ¼ v0(r) � m, which correspond to electronic

Hamiltonians,

Ĥ¼ Ĥ
eðNi; vÞ ¼ Ĥ0 þ VneðNi; vÞ � Vne

0ðNi; v
0Þ and

Ĥ0 ¼ Ĥ
eðNi; v

0Þ ¼ Ĥþ Vne
0ðNi; v

0Þ � VneðNi; vÞ; (7.78)

and generate the same ensemble average density of electrons:

rens: ¼ trðdrÞ ¼ trðd0r0Þ: (7.79)
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From the variational principle (7.75) one then finds [compare (7.13)]:

Ou0 ðd0Þ ¼ trðV0d0Þ ¼ tr½ðV� Vþ V0Þd0Þ ¼
ð
½u0ðrÞ � uðrÞ�rens:ðrÞ dr þ Ouðd0Þ

>

ð
½u0ðrÞ � uðrÞ�rens:ðrÞ dr þ OuðdÞ;

(7.80)

OuðdÞ ¼ trðVdÞ ¼ tr½ðV0 � V0 þ VÞdÞ ¼
ð
½uðrÞ � u0ðrÞ�rens:ðrÞ dr þ Ou0 ðdÞ

>

ð
½uðrÞ � u0ðrÞ�rens:ðrÞ dr þ Ou0 ðd0Þ:

(7.81)

Summation of these inequalities again leads to contradiction,

Ou0 ðd0Þ þ OuðdÞ> OuðdÞ þ Ou0 ðd0Þ;

thus proving that different shapes of relative potentials give rise to different

equilibrium densities, i.e., rens. determines u uniquely. We also observe that in

this ensemble mapping there is no ambiguity with respect to an additive constant in

the external potential.

Therefore, the statistical operator can be regarded as functional of rens., d̂ ¼
d̂½rens:� or d ¼ d rens:½ �, giving rise to the associated density functional for the

grand potential:

Ou½rens:� ¼ trfd̂½rens:�Ôg ¼
ð
½vðrÞ � m�rens:ðrÞ dr þ G½rens:�; (7.82)

where the universal functional

G½rens:� ¼ tr d̂½rens:� F̂þ 1

b
ln d̂½rens:�

� �	 

� F½rens:� � TS½rens:�; (7.83)

and the functional F½rens:� ¼ trfd̂½rens:�F̂g constitutes the ensemble generalization

of F[r]. The limitations of the v-representable densities implicit in these functionals

can be again avoided by resorting to the constrained search construction of Lieb and

Levy, universal at any given temperature,

G½rens:� ¼ inf
d̂!rens:

tr d̂ F̂þ 1

b
ln d̂

� �	 

� F½rens:� � TS½rens:�: (7.84)
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We finally observe that the above density functional for the grand potential also

defines the associated functional Av[r
c] for the free energy of Helmholtz, the

thermodynamic potential of the canonical (c) ensemble consisting of the externally

closed molecular systems in thermal equilibrium, characterized by the equilibrium

probabilities of eigenstates {Cj} of Ĥ � Ĥ
eðN; vÞ, ĤCj � EjCj;

pj½N; T; v� ¼ expð�bEj½N; T; v�Þ
Y½N; T; v� ;

X1
j¼0

pj½N; T; v� ¼ 1; (7.85)

where the canonical partition function

Y½N; T; v� ¼
X1
j¼0

expð�bEj½N; T; v�Þ;

determining the associated canonical density operator

d̂½N; T; v� ¼
X1
j¼0

Cj
�� �

pj½N; T; v� Cj
� �� (7.86)

and the system equilibrium density

rens:½N; T; v� � rc ¼
X1
j¼0

pj½N; T; v� rj; rjðrÞ ¼ Cj
� ��r̂ðrÞ Cj

�� �
: (7.87)

The free energy functional of the equilibrium electron density rc then reads:

Av½rc� ¼ Ev½rc� � TS½rc� ¼ Ou½rc� þ mN½rc�
¼
ð
vðrÞrcðrÞ dr þ ðF½rc� � TS½rc�Þ

¼
ð
½vðrÞrcðrÞ dr þ G½rc�: (7.88)

Of interest for the present development also is the multicomponent generalization

of the HK theory, e.g., in the non-BO approach to molecular systems (Capitani et al.

1982). In complete analogy to the one-component theorems, one finds that in such

systems the vector of the component densities {ra} implies the existence of the

associated density functional for the energy, E[{ra}], which yields for the exact

ground state densities the exact value of the system energy as its minimum. For

example, when treating within the BO theory the electron distribution in molecules as

consisting of two spin-components {rs, s ¼ ",#}, as in UHF approach, one uses the

two-component energy functional: Ev½r"; r#� ¼
Ð ½r"ðrÞ þ r#ðrÞ vðrÞdr þ F� ½r"; r#�.
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7.2 Functionals from the Uniform Scaling of the Electron

Density

As demonstrated by Szasz et al. (1975), some useful hints about a general form of

density functionals for the kinetic and potential contributions to molecular electronic

energy can be gained by considering their underlying overall homogeneities with

respect to parameter s of the uniform scaling of electronic positions in the system

ground state (normalized) wave function C({ri}) ¼ Cs¼1({sri}) � Cs¼1({ri0}):Ð � � � Ð C�ðfrigÞ CðfrigÞ dr1 � � � drN ¼ 1. The appropriately renormalized scaled

wave function for s 6¼ 1,

Csðfri0gÞ ¼ s3N=2Cðfri0gÞ;
hCsðfri0gÞjCsðfri0gÞifrig ¼ s3N

ð
� � �
ð
C�ðfr0igÞ Cðfr0igÞ dr1 � � � drN

¼
ð
� � �
ð
C�ðfr0igÞ Cðfr0igÞ dr10 � � � drN 0 ¼ 1; (7.89)

then determines the associated electron density:

Csðfri0gÞh jr̂ðrÞ Csðfri0gÞj ifrig ¼ Ns3
ð
� � �
ð
jCðsr; frj>1

0gÞj2 dr2
0 � � � drN 0

¼ s3rðsrÞ ¼ s3rðr0Þ � rsðr0Þ:
(7.90)

One also observes the trivial scaling relations for the kinetic and electron

repulsion (potential) energy operators:

T̂eðfrigÞ ¼ s2T̂eðfri0gÞ and V̂eeðfrigÞ ¼ sV̂eeðfri0gÞ: (7.91)

They determine the overall (virial) homogeneities of these two energy contributions

for the exact ground state wave function:

Te½Cs�¼ Csðfri0gÞh jT̂eðfrigÞ Csðfri0gÞj ifrig ¼ s2 Cðfri0gÞh jT̂eðfri0gÞ Cðfri0gÞj ifri 0g
¼ s2Te½Cs¼1�; ð7:92Þ

Vee½Cs�¼ Csðfri0gÞh jV̂eeðfrigÞ Csðfri0gÞj ifrig¼s Cðfri0gÞh jV̂eeðfri0gÞ Cðfri0gÞj ifri 0g
¼sVee½Cs¼1�: ð7:93Þ

Consider now the simplest form of density functionals for these energies, in the so-

called Local Density Approximation (LDA), in which the densities of these energy

contributions depend solely on the local value of the electronic density:

Te½r� ffi
ð
tLDAe ðrðrÞÞ dr ¼ TLDA

e ½r�;

Vee½r� � Jee½r� þ VLDA
xc ½r�; VLDA

xc ½r� ffi
ð
vLDAxc ðrðrÞÞ dr; (7.94)
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where the classical term

Jee½r� ¼ 1

2

ð ð
rðr1Þrðr2Þ
r1 � r2j j dr1dr2; (7.95)

and VLDA
xc ½r� stands for the remaining (nonclassical) exchange-correlation (xc) part

of the electron repulsion (potential) energy. One observes that the former already

exhibits the correct overall homogeneity of (7.93):

Jee½rs�¼
1

2

ðð
rsðr1Þrsðr2Þ

r1�r2j j dr1dr2¼1

2

ðð
s6rsðr10Þrsðr20Þ
s�1 r10 �r20j j

dr1
0

s3
dr2
0

s3
¼ sJee½r�: (7.96)

For the kinetic energy functional, one similarly finds [see (7.92)]:

TLDA
e ½rs� ¼

ð
tLDAe s3rðsrÞ
 �

dr ¼
ð
tLDAe rsðr0Þð Þ dr

0

s3

¼ s2TLDA
e ½r� ¼ s2

ð
tLDAe rðr0Þð Þ dr0:

(7.97)

One thus predicts the following degree of homogeneity of the LDA functional for

the kinetic energy, expressed in terms of the scale factor x ¼ s3,

tLDAe xrðrÞð Þ ¼ x5=3tLDAe rðrÞð Þ or TLDA
e ½r� ¼ A

ð
r5=3ðrÞ dr: (7.98)

The same line of reasoning and using (7.93) give for the nonclassical (xc) part of
the electron repulsion energy,

VLDA
xc ½rs� ¼

ð
vLDAxc s3rðsrÞ
 �

dr ¼
ð
vLDAxc s3rðr0Þ
 � dr0

s3

¼ sVLDA
xc ½r� ¼ s

ð
vLDAxc rðr0Þð Þ dr0;

(7.99)

and hence

vLDAxc xrðrÞð Þ ¼ x4=3vLDAxc rðrÞð Þ or VLDA
xc ½r� ¼ B

ð
r4=3ðrÞ dr: (7.100)

These functionals have indeed been used in the early density models of the TFD

and HFS theories. More specifically, one recognizes in the preceding equations

general forms of the Dirac–Slater exchange the TF functional for the kinetic energy.

The density gradient ∇r(r) or its Laplacian Dr(r) ¼ ∇2r(r) explore the nonlo-
cal (NL) aspects of the electron distribution, in the nearest neighborhood of the

current monitoring location in space and so do the higher order gradient forms of
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the density. Therefore, in a more advanced NL approximation, called NLDA, the

density of the energy functional is expressed as function of r(r), ∇r(r), Dr(r),
[∇r(r)]4, [∇r(r)]2Dr(r), [∇2r(r)]2, etc., or in terms of the associated gradient

forms of the electron spin densities.

Let us now examine general analytical forms of densities of such integral

functionals of kinetic and electron repulsion energies, defined by these generalized

gradient terms. We again use the above implications of the uniform scaling of

electronic positions for these contributions to the system electronic energy. We first

observe the following transformations of the scaled density gradient and Laplacian:

rrrsðr0Þ¼ s3rrrðsrÞ¼ s4rr0rðr0Þ; Drrsðr0Þ¼ s3DrrðsrÞ¼ s5Dr0rðr0Þ: (7.101)

The simplest form of the gradient correction to the density of the electronic

kinetic energy is in the form tNLDAe rðrÞ; rrðrÞj jð Þ ¼ rnðrÞ½rrðrÞ�2, with the expo-

nent n determined to satisfy the overall degree of homogeneity of (7.92),

TNLDA
e ½rs� ¼

ð
rns ðr0Þ½rrrsðr0Þ�2dr ¼

ð
s3nrnðr10Þs8½rr0rðr10Þ�2 dr0

s3

¼ s3nþ5TNLDA
e ½r� ¼ s2TNLDA

e ½r�;
(7.102)

and hence n ¼ �1. The resulting functional is thus proportional to the von

Weizs€acker (vW) (1935) nonhomegeneity correction term of the old density theory:

TNLDA
e ½r� ¼

ð rrðrÞj j2
rðrÞ dr / TvW ½r�: (7.103)

A similar assumption for the gradient correction of the xc-contribution to

electron repulsion energy, vNLDAxc rðrÞ; rrðrÞj jð Þ ¼ rmðrÞ½rrðrÞ�2, gives:

VNLDA
xc ½rs� ¼

ð
rms ðr0Þ½rrrsðr0Þ�2dr ¼

ð
s3mrmðr10Þs8½rr0rðr10Þ�2 dr0

s3

¼ s3mþ5VNLDA
xc ½r� ¼ sVNLDA

xc ½r�;
(7.104)

and hence m ¼ �4/3. This gives rise to the familiar gradient correction to the

electron correlation energy:

VNLDA
xc ½r� ¼

ð rrðrÞj j2
r4=3ðrÞ dr: (7.105)

In the same way, one determines that the gradient corrections to the kinetic

energy including DrðrÞ or one of the fourth-order differentiation terms,

½rrðrÞ�4; ½rrðrÞ�2DrðrÞ or ½r2rðrÞ�2;
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are accompanied by the following powers of the density:

ð
DrðrÞdr ¼ 0;

ð rrðrÞð Þ4
r11=3ðrÞ dr;

ð
DrðrÞ rrðrÞj j2

r8=3ðrÞ dr;

ð
DrðrÞð Þ2
r5=3ðrÞ dr; (7.106)

where the first identity is satisfied for any well-behaved r(r). The associated

correlation contributions to the electronic repulsion energy read:

ð
DrðrÞ
r1=3ðrÞ dr;

ð rrðrÞð Þ4
r4ðrÞ dr;

ð
DrðrÞ rrðrÞj j2

r3ðrÞ dr;

ð
DrðrÞð Þ2
r2ðrÞ dr: (7.107)

7.3 Kohn–Sham Theory

The modern computational DFT originates from the Kohn and Sham (1965) (KS)

approach, which determines the density and energy of the real (interacting)
N-electron system by solving the effective SCF equations for the optimum SO

defining the Slater determinant of the hypothetical noninteracting system exhibiting

the same electron distribution as the molecular system of interest. In this way, the

complex many-body effects in the atomic, molecular, and solid-state systems are

represented by the effective local potentials, which in principle include all effects

due to the Fermi (exchange) and Coulomb electron correlations. The KS scheme

uses the orbital approximation to construct the system electron density, and it

introduces the crucial concept of the exchange correlation energy Exc[r], combin-

ing the correlation contributions to the system kinetic and electron repulsion

energies, the exact form of which remains unknown. This functional is formally

defined by separating the remaining, known contributions to the electronic energy.

It satisfies the so-called adiabatic relation connecting the hypothetical and real

systems (Sect. 7.3.2), which allows for an efficient modeling of this crucial quantity.

7.3.1 Orbital Approximation and Energy Expression

After Kohn and Sham (1965) most DFT calculations for molecular systems employ

the exact (orbital dependent) functional for the kinetic energy of the noninteracting

system described by the sum of the separable one-electron Hamiltonians (a.u.)

involving the effective external potential vKS(r) reflecting all correlation effects:

ĤsðNÞ ¼
XN
i¼1

ĤKSðriÞ ¼ T̂eðNÞ þ VsðNÞ; ĤKSðrÞ ¼ � 1

2
r2 þ vKSðrÞ: (7.108)
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The link with the molecular system of the fully interacting electrons is realized

through the requirement that this hypothetical (separable) system gives rise to the

exact ground state density of the real (nonseparable) system: rs ¼ r ¼ r[N, v].
Therefore, by the first HK theorem, the effective one-body potential vKS(r) is

uniquely determined by the true electron density, vKS(r) ¼ vKS[r; r], and so is the

exact ground state wave function of the noninteracting system:

Cs½N; v� ¼ Cs½r� ¼ detfcng � jc1 c2 . . .cNj: (7.109)

It is exactly given by the KS determinant constructed from N orthonormal, singly

occupied molecular SO, c(q) ¼ {cn(q) ¼ ’n(r)zn(s)}, which correspond to N
lowest eigenvalues {en} of the KS Hamiltonian ĤKSðrÞ. These effective one-
electron Schr€odinger equations, called KS equations, determine the optimum spa-

tial parts of SO, i.e., KS MO, w(r) ¼ {’n(r) � ’ns(r)}:

ĤKSðrÞ’nsðrÞ ¼ ens’nsðrÞ; n ¼ 1; 2; . . . ;N; (7.110)

where ’ns stands for nth MO occupied by a single electron with spin orientation s.
The KS eigenvalues e ¼ {en} represent the orbital energies of the noninteracting

system and the row vector z(s) ¼ {zn(s)} groups the spin functions of the occupied
SO, which depend upon the discrete spin variable s of the two admissible spin

orientations of an electron: s ¼ (", #).
Since the one-body Hamiltonian ĤKSðrÞ of the above effective eigenvalue

problem is uniquely specified by the ground state electron density r, its solutions
are also functionals of this equilibrium distribution of electrons: w ¼ w[r] and

e ¼ e[r]. Notice that the electron density is straightforwardly generated by the sum
of orbital densities r ¼ {rn},

rðrÞ ¼
X
n

j’nðrÞj2 �
X
n

rnðrÞ

¼
X
s¼";#

�X
n

j’nsðrÞj2
�
�
X
s¼";#

�X
n

rnsðrÞ
�
�
X
s¼";#

rsðrÞ;
(7.111)

where {rs(r)} are the system spin densities. The exact kinetic energy of the

noninteracting system is similarly given by the sum of the expectation values for

the occupied KS MO:

Ts½r� ¼ � 1

2

X
n

h’n½r�jr2j’n½r�i: (7.112)

Therefore, in KS theory the density functionals for the electronic energies Es½r�
and Ev[r] of the noninteracting and real molecular systems, respectively, combine

the following contributions:

Es½r� ¼ Ts½r� þ
ð
rðrÞvKSðrÞ dr ¼

X
n

en½r�; (7.113)
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Ev½r� ¼ Ts½r� þ
ð
rðrÞvðrÞ dr þ Jee½r� þ Exc½r�; (7.114)

where the classical (Hartree) energy of the Coulomb repulsion between electrons

has been already defined in (7.95),

Jee½r� ¼ 1

2

ðð
rðrÞrðr0Þ
rj � r0j dr dr0; (7.115)

and Exc[r] stands for the density functional generating the remaining part of the

electronic energy in KS approximation, called the KS exchange correlation energy:

Exc½r� ¼ F½r� � Ts½r� � Jee½r�: (7.116)

The exact form of this functional, which now contains all electron correlation

contributions of both the potential and kinetic origins, is not known exactly, but

its reliable approximations, in both the density and/or orbital-dependent represen-

tations, e.g., the sophisticated density-gradient functionals, give remarkably good

results for atoms, molecules and solid-state systems.

It should be stressed that the kinetic energy of the interacting electrons includes

both the noninteracting (s) and correlation (c) contributions:

T½r� ¼ Ts½r� þ Tc½r�: (7.117)

Therefore, the total electron repulsion energy of the interacting system is given by

the sum of the Hartree and exchange correlation terms minus the correlation kinetic

energy:

Vee½r� ¼ Jee½r� þ ðExc½r� � Tc½r�Þ ¼ Jee½r� þ Vxc
ee ½r�; (7.118)

where Vxc
ee ½r� denotes the correlation part of the electron repulsion energy alone [see

also (7.94)].

Since, by assumption, the densities of the interacting and noninteracting systems

are identical, the chemical potential of (7.21) is equal to the functional derivative of

both Ev[r] and Es[r]:

m½r� ¼ dEv½r�
drðrÞ ¼

dTs½r�
drðrÞ þ vðrÞ þ dJee½r�

drðrÞ þ
dExc½r�
drðrÞ

¼ dEs½r�
drðrÞ ¼

dTs½r�
drðrÞ þ vKSðrÞ;

(7.119a)

or:

dTs½r�
drðrÞ þ ½vKSðrÞ � m� � dTs½r�

drðrÞ þ uKSðrÞ ¼ 0: (7.119b)

282 7 Density Functional Theory



Hence, the effective one-body potential of the hypothetical noninteracting

system (see, e.g., van Leeuwen et al. 1996) includes the external potential due

to the nuclei, v(r), corrected by two electronic terms: the classical Hartree potential,

vHðrÞ ¼ dJee½r�
drðrÞ ¼

ð
rðr0Þ
rj � r0j dr

0 (7.120)

and the exchange correlation potential,

vxcðrÞ ¼ dExc½r�
drðrÞ ; (7.121)

vKSðrÞ ¼ vðrÞ þ
ð

rðr0Þ
r � r0j j dr

0 þ dExc½r�
drðrÞ � vðrÞ þ vHðrÞ þ vxcðrÞ: (7.122a)

It should be also observed that the total energy of the real molecular system

(7.114) can be also expressed in terms of the known KS eigenvalues, which

determine the KS orbital (total) energy (7.113):

Es½r� ¼ CsðNÞh jĤsðNÞ CsðNÞj i ¼ TsðNÞ þ VsðNÞ ¼
X
n

en: (7.123)

Here,

VsðNÞ ¼ CsðNÞh j
XN
i¼1

vKSðriÞ CsðNÞj i ¼
ð
rðrÞ vKSðrÞ dr

¼
ð
rðrÞ vðrÞ þ

ð
rðr0Þ
r � r0j j dr

0 þ vxcðrÞ
� �

dr

¼
ð
rðrÞ vðrÞ dr þ 2Jee½r� þ

ð
rðrÞ vxcðrÞ dr:

(7.124)

Hence, by substituting TsðNÞ ¼ Es½r� � VsðNÞ into (7.114), one obtains the alterna-
tive expression for the electronic energy of the interacting system:

Ev½r� ¼ Es½r� � Jee½r� þ Exc½r� �
ð
rðrÞvxcðrÞ dr: (7.125)

The KS equations (7.110) have to be solved iteratively, since the KS effec-

tive potential is itself density dependent. Given the explicit functional Exc[r], one
then calculates for the current variational density, generated by the initial KS

orbitals, the effective one-body potential of the KS noninteracting system and by

solving KS equations determines the next, better approximation to KS orbitals,

etc. The resulting scheme, similar to that applied in H or HF eigenvalue problems,

is easy to solve, particularly in the analytical representation of a finite basis set.
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The computational effort in such calculations is comparable with that required by

SCF MO scheme.

These equations determine both the optimum MO of the hypothetical noninter-

acting system and the electron density and energy of the interacting system. They

can be alternatively derived from the associated variational principle for the system

electronic energy, subject to the subsidiary conditions of the MO orthogonality and

normalization, {h’mj’ni ¼ dm,n},

dfEv½r� �
X
n

X
m

ym;nh’mj’nig ¼ 0; (7.126)

where u ¼ {ym,n} stands for the matrix of the associated Lagrange multipliers. In

the canonical representation, which defines the KS MO, this matrix becomes

diagonal: ym,n ¼ endm,n.
In the spin density variant of KS theory, analogous to the familiar UHF

approach, there are separate effective potentials of (7.122b) for the spin-up and

spin-down electrons, respectively, due to a dependence of the xc-energy on both

spin densities {rs(r)} of (7.111): Exc ¼ Exc½frsg�. In this spin-resolved treatment,

one thus separately optimizes the subsets of KS spin orbitals {’ns(r)} describing

the a (s ¼ ½) and b (s ¼ �½) electrons, which generate the associated spin

densities. The corresponding effective (one-electron) KS equations for the optimum

SO then result from the standard variational principle containing the Lagrange

terms associated with the SO orthonormality constraints. They involve the spin-

dependent effective potentials [compare (7.122a)]:

vsKSðrÞ ¼ vðrÞ þ vHðrÞ þ dExc½r"; r#�
drsðrÞ ; s ¼" ðaÞ; # ðbÞ: (7.122b)

The spin-polarized DFT builds more physics into approximate models of the

exchange correlation functional: it allows treatment of atomic/molecular systems

in presence of the magnetic field and it generates the “unrestricted” KS MO, in

spirit of UHF, thus correctly accounting for the bond-breaking situations.

7.3.2 Adiabatic Connection

The key functionals Exc[r] or Exc½frsg� can be formally expressed in terms of the

correlation holes of Sect. 6.2.3 of hypothetical systems exhibiting the exact

density of the real system and only a fractional electron repulsion (Harris and

Jones 1974; Langreth and Perdew 1975; Gunnarson and Lundqvist 1976). By

convention, the strength of the electron repulsion term in such “scaled” electronic
Hamiltonians is controlled by the so-called coupling constant 0 	 l 	 1, and the
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external potential is appropriately modified to fulfil the condition of the

conserved density:

Ĥ
lðNÞ ¼

XN
i¼1

vlðriÞ þ ½T̂eðNÞ þ lV̂eeðNÞ� � V̂
l
neðNÞ þ F̂

lðNÞ;

Ĥ
lðNÞClðNÞ ¼ ElðNÞClðNÞ;

rlðrÞ ¼ Cl� ��r̂ðrÞ Cl
�� � ¼ rl¼1ðrÞ � rðrÞ; (7.128)

here, ElðNÞ ¼ Vl
neðNÞ þ FlðNÞ stands for the expectation value of the Hamiltonian

Ĥ
lðNÞ for the current interaction strength l. In this adiabatic connection vl¼0(r) ¼

vKS(r) corresponds to the noninteracting limit of KS theory and the BO external

potential vl¼1(r) ¼ v(r) identifies the real (fully interacting) molecular system.

The scaled operator F̂
lðNÞ of the preceding equation is defined by the

constrained-search of Levy [see Eq. (7.29)]:

Fl½r� ¼ inf
ClðNÞ!r

ClðNÞ� ��F̂lðNÞ ClðNÞ�� � � Cl½r�� ��F̂lðNÞ Cl½r��� �
: (7.129)

Its expectation values in the KS and real-system limits then read:

Fl¼0½r� ¼ Cs½r�h jT̂eðNÞ Cs½r�j i ¼ Ts½r�;
Fl¼1½r� ¼ C½r�h jT̂eðNÞ þ V̂eeðNÞ C½r�j i ¼ F½r� ¼ Ts½r� þ Jee½r� þ Exc½r�;

(7.130)

where Cs½r� denotes the KS determinant of (7.109) and C½r� ¼ C½N; v� stands for
the exact (correlated) ground state wave function of the interacting system.

Hence, the difference of functionals defined in the preceding equation can be

formally expressed as the following integral over the coupling constant:

Fl¼1½r� � Fl¼0½r� ¼ Jee½r� þ Exc½r� ¼
ð1

0

@Fl½r�
@l

dl: (7.131)

It then follows from the Hellmann–Feynman theorem that

@ElðNÞ
@l

¼ @Vl
neðNÞ
@l

þ @FlðNÞ
@l

¼ Cl½r�� �� @Ĥ
lðNÞ
@l

Cl½r��� �

¼ Cl½r�� �� @V̂
l
neðNÞ
@l

þ V̂eeðNÞ Cl½r��� � ¼
ð
rðrÞ @v

lðrÞ
@l

dr þ Vee
l½r�;
(7.132)
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and hence

ð1

0

@Fl½r�
@l

dl ¼
ð1

0

@ElðNÞ
@l

� @Vl
neðNÞ
@l

� �
dl ¼

ð1

0

Vl
ee½r� dl: (7.133)

The electron repulsion Vl
ee½r� in the scaled molecular state Cl can be further

expressed in terms of the associated two-electron distribution (6.82):

rl2ðr; r0Þ ¼ Cl� ��r̂2ðr; r0Þ Cl
�� � � rðrÞ½rðr0Þ þ hlxcðr0 rj Þ�; (7.134)

Vl
ee½r� ¼ Cl� ��V̂ee Cl

�� � ¼ 1

2

ðð
rl2ðr; r0Þ

1

r � r0j j dr dr
0; (7.135)

with hlxcðr0 rj Þ representing the corresponding (resultant) correlation hole of Sect.

6.2.3 for the current interaction strength l.
It thus follows from (7.131) and (7.133) that the unknown exchange correlation

functional is given by the integral over the electron repulsion energies Vl
ee½r� for the

current coupling constant l:

Exc½r� ¼
ð1

0

Vl
ee½r� dl� Jee½r�: (7.136)

One finally arrives at the following expression for the Exc[r] functional of the KS
theory in terms of correlation hole hlxcðr0 rj Þ ¼ ½rl2ðr; r0Þ=rðrÞ� � rðr0Þ:

Exc½r� ¼ 1

2

ðð
rðrÞ

ð1

0

hlxcðr0 rj Þdl
2
4

3
5 1

r� r0j jdr dr
0 � 1

2

ðð
rðrÞhavxcðr0 rj Þ

1

r� r0j jdr dr
0

�
ð1

0

Wl½r�dl:

(7.137)

Therefore, this functional represents the classical interaction between the electron

density rðrÞ and the distribution havxcðr0 rj Þ of the coupling-constant averaged hole.

This expression is fundamental for both the formal theory and modeling of the

Exc[r] functional in DFT. A similar development for molecular subsystems have

also been reported (Nalewajski 2001).

Let us examine more closely the l-dependent contributions defined in the

preceding equation:

Wl½r� ¼ 1

2

ðð
rðrÞhlxcðr0 rj Þ

1

r � r0j j dr dr
0: (7.138)
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For l ¼ 0, i.e., the noninteracting KS system [see (6.76)],

hl¼0xc ðr0 rj Þ ¼ hxðr0 rj Þ ¼ � 1

rðrÞ
X
s¼";#

XNs

m;n

’nsðrÞ’�msðrÞ’msðr0Þ’�nsðr0Þ;
ð
hxðr0 rj Þdr0 ¼ �1;

(7.139)

since the Coulomb correlation is then completely turned off. Therefore, as in the HF

theory,

Wl ¼ 0½r� ¼ 1

2

ðð
rðrÞhxðr0 rj Þ 1

r � r0j j dr dr
0 � Ex½r�

¼ � 1

4

ðð
r̂KS1 ðr ; r0Þ
�� ��2

r � r0j j dr dr0; (7.140)

where r̂KS1 ðr ; r0Þ stands for corresponding (spinless) reduced density matrix (see

Sect. 6.3.3).

It should be emphasized that the correlation contribution of (7.138) is deter-

mined solely by the spherically averaged hole of (6.87), over all the spherical angles

Ou of u ¼ r0 � r ¼ (u, Ou):

hlxcðu rj Þ ¼ 1

4p

ð
hlxcðr þ u rj ÞdOu; (7.141)

Wl½r� ¼ 1

2

ðð
rðrÞhlxcðr0 rj Þ

1

r � r0j j dr dr
0

¼
ð
rðrÞ 2p

ð1

0

u hlxcðu rj Þ du
0
@

1
A dr �

ð
rðrÞ elxcðrÞ dr;

(7.142)

where we have introduced the functional density per electron:

elxcðrÞ ¼ 2p
ð1

0

u hlxcðu rj Þ du: (7.143)

By explicitly separating the Coulomb hole from the resultant correlation hole,

hlcðr0 rj Þ ¼ hlxcðr0 rj Þ � hxðr0 rj Þ;
ð
hlcðr0 rj Þdr0 ¼ 0; (7.144)

one obtains the associated expression for the Coulomb correlation functional in KS

theory in terms of the average hole:

Ec½r� ¼ Exc½r� � Ex½r� ¼ 1

2

ðð
rðrÞ h

av
xcðr0 rj Þ � hxðr0 rj Þ

r0 � rj j dr0dr

¼ 1

2

ðð
rðrÞ h

av
c ðr0 rj Þ
r0 � rj j dr

0dr;
(7.145)
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where:

havc ðr0 rj Þ ¼
ð1

0

hlcðr0 rj Þ dl: (7.146)

A similar partitioning of the xc-energy and the underlying correlation holes applies

in the spin-resolved KS theory:

Exc½ra;rb� ¼ Ex½ra; rb� þ Ec½ra; rb�:

We conclude this section with a short overview of several exact properties of

these density functionals. Some of them reflect the homogeneities under uniform

scaling of the electron density:

rðrÞ ! s3rðsrÞ ¼ s3rðr0Þ � rsðr0Þ: (7.147)

As observed in Sect. 7.2, this transformation of electronic coordinates, r !
sr � r0, preserves the normalization of the scaled wave function and the associated

density,

ð
rsðr0Þ

dr0

s3
¼
ð
rðr0Þ dr0 ¼ N; (7.148)

while symmetrically contracting (s > 1) or expanding (s < 1) the electron

distribution.

The kinetic energy of the noninteracting system has already been diagnosed as

the homogeneous function of degree 2 in the scaling factor s ¼ l [(7.92) and

(7.97)],

Ts½rs� ¼ s2Ts½r�; (7.149)

while the exchange (potential) energy scales linearly [(7.93) and (7.96)]:

Ex½rs� ¼ sEx½r�: (7.150)

The KS correlation energy term, which combines the kinetic and potential

energy contributions, exhibits a more complicated scaling law (Levy 1987; Perdew

1999):

Ec½rs� ¼ s2Ec
1=s½r�; (7.151)

where [see (7.140)]

Ec
a½r� ¼

ða

0

fWl½r� �W0½r�g dl ¼
ða

0

Wl½r� dl� Ex½r� ¼ Exc
a½r� � Ex½r� (7.152)

stands for the correlation energy for the coupling constant a ¼ 1/s.
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Therefore, in the low-density limit, for s ! 0 (a ! 1), where the integrand

Wl½r� �W0½r� � DWl½r� 
 DW1½r� tends to a constant DW1[r], independent of
the coupling strength l, the correlation energy scales like the exchange (potential)

term (Levy and Perdew 1993, 1997):

lim
s!0

Ec½rs� 
 s2½DW1½r�=s� ¼ sDW1½r�: (7.153)

Accordingly, in the high-density limit, for s ! 1 (a ! 0), by the second-order PT
(G€orling and Levy 1993, 1994), DWl varies like l as l ! 0,

lim
s!1Ec½rs� 
 constant: (7.154)

This limit is typically observed by electron densities of atoms and molecules, but it

does not apply to electron gas of the uniform density, where the second-order PT
fails (Gell-Mann and Brueckner 1957).

7.3.3 Kohn–Sham–Mermin Theory

We shall now generalize the KS approach to the finite temperature ensembles. We

recall that KS method involves the partition of the universal functional, F[r] ¼
Ts[r] + Jee[r] + Exc[r], where the first two (dominating) contributions are known,

and the adoption of the orbital approximation to generate the system density. We

follow these two crucial stages in the following ensemble generalization, called the

Kohn–Sham–Mermin (KSM) theory (Perdew 1985).

Let us now decompose the universal part G[rens.] of the grand-potential

functional,

Ou½rens:� ¼
ð
½vðrÞ � m�rens:ðrÞdr þ ðF½rens:� � TS½rens:�Þ

�
ð
uðrÞrens:ðrÞdr þ G½rens:�;

(7.155)

representing the “free” functional F[rens.] [(7.82)–(7.84)] in the Hohenberg–

Kohn–Mermin (HKM) theory (see Sect. 7.1.4), into the classical repulsion energy

Jee½rens:� for the ensemble average electron distribution rens. (7.69), the free energy
of the fictitious noninteracting system exhibiting the same density rens.(r),

Gs½rens:� ¼ min
d̂!rens:

ftr½d̂ðT̂e � TŜÞ�g ¼ Ts½rens:� � TSs½rens:�; (7.156)

and the remaining part defining the so called xc-free–energy Fxc[rens.]:

G½rens:� ¼ Gs½rens:� þ Jee½rens:� þ Fxc½rens:�: (7.157)
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The Euler equation for the equilibrium ensemble density rens: ¼ req:½m; T; v� �
req is then determined by the minimum of the grand potential Ou[rens.]:

dOu½rens:�
drens:ðrÞ

����
req:

¼ 0 ¼ uðrÞ þ dG½rens:�
drens:ðrÞ

����
req:

¼ vðrÞ � mð Þ þ vH½rens:; r� þ
dGs½rens:�
drens:ðrÞ

����
req:

þ dFxc½rens:�
drens:ðrÞ

����
req:

 !
or

(7.158)

dGs½rens:�
drens:ðrÞ

����
req:

þ vðrÞ þ vH½req:½m; T; v�; r� þ
dFxc½rens:�
drens:ðrÞ

����
req:

 !
� m

� dGs½rens:�
drens:ðrÞ

����
req:

þ veff :½req:; r� � m

 �

� dGs½rens:�
drens:ðrÞ

����
req:

þ ueff :½req:; r� ¼ 0:

(7.159)

This Euler equation in the KSM theory for the statistical ensemble at finite

temperature complements (7.119a, b) of the original, zero-temperature KS theory.

It corresponds to the hypothetical system of noninteracting electrons exhibiting the

chemical potential m and temperature T, moving in the effective external potential

veff :½rens:; r�.
In order to derive the associated one-electron Schr€odinger equations [see

(7.110)], one again adopts the orbital representation of the ensemble average

density:

rens:ðrÞ ¼
X
i

di fiðrÞj j2; (7.160)

with the Slater determinant det{’i}, constructed from the set of the occupied

SO f’iðqÞ ¼ fiðrÞziðsÞg, describing the fictitious system of noninteracting

electrons. The vector d[m, T] ¼ {di ¼ di[m, T]} groups the equilibrium (fermion)

occupations of these ensemble SO of the KSM theory in the prescribed thermody-

namical conditions [m, T]:

di½m; T� ¼ fexp½bðei � mÞ� þ 1g�1; i ¼ 1; 2; . . . ; (7.161)

with ei standing for the orbital energy of ’i. The ensemble average density of

(7.160) is thus determined by both the shapes of orbitals and their effective

equilibrium occupations, with the latter being explicitly dependent on the orbital

energies {ei}. From the Euler equations (7.159), one then arrives at the

associated Schr€odinger equations determining the optimum (orthonormal)

KSM orbitals.
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One first observes that the noninteracting part of the free energy is readily

calculated for the assumed form of the ensemble average electron density:

Gs½rens:� ¼ Ts½rens:� � TSs½rens:�;
Ts½rens:� ¼

X
i

di fih j �
1

2
D fij i;

Ss½rens:� ¼ �kB
X
i

fdi ln di þ ð1� diÞ lnð1� diÞg;
(7.162)

and hence:

d�1i dGs=df
�
i ðrÞ ¼ d�1i dTs=df

�
i ðrÞ ¼ �

1

2
DfiðrÞ: (7.163)

The effective Schr€odinger equations determining the optimum canonical KSM
orbitals {fi} are obtained by supplementing the grand potential with the relevant

constraints of the orbital normalization:

dfOu½rens:½ffig�� �
X
i

eihfijfiig � dY½ffig� ¼ 0: (7.164)

By functionally differentiating this subsidiary functional, di
�1dY[{fi}]/dfi

*(r),
and using (7.159) and (7.163), one finally arrives at the associated one-particle SE:

� 1

2
Dþ ueff ½rens:; r�

	 

fiðrÞ ¼ ðei � mÞfiðrÞ or

� 1

2
Dþ veff ½rens:; r�

	 

fiðrÞ ¼ eifiðrÞ; i ¼ 1; 2; . . .

(7.165)

These one-electron Schr€odinger equations have to be solved iteratively, since the

effective potential depends upon the ensemble average density itself, until the self-

consistent orbitals and their occupations are reached. The optimum solutions finally

determine the equilibrium ensemble average electron density of the molecular

system under the specified thermodynamic conditions.

It should be emphasized that in the grand ensemble, which represents the open

system at finite temperature T, the instantaneous number of electrons N exhibits

fluctuations relative to the average value Nens., dN ¼ N � Nens., due to the instanta-

neous flows of electrons between the molecule and its hypothetical reservoir.

The ensemble average number can thus assume both the fractional and integral

values. In the following sections, we shall briefly examine the properties of the

ensemble average energy as function of Nens., Eens.(Nens.), and its derivatives in the

T ! 0 limit.
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7.3.4 Donor–Acceptor Complexes

As we have already emphasized in Sect. 7.1.2, the first derivative of the ensemble

average energy function Eens.(Nens.) of an open system,

mens:ðNens:Þ ¼ @Eens:ðNens:Þ=@Nens:; (7.166)

determines the system chemical potential of (7.18) and (7.19), the equilibrium level

of the system local chemical potentials of (7.21) and (7.22). In the ground state

ensemble, for T ¼ 0, it can be estimated using the finite difference approach from

the known energies EX; EXþ ; EX�ð Þ corresponding to the neutral system X(N0),

where N0 ¼ ∑a Za (integer), its cation X+(N0 �1), and anion X�(N0 +1), respec-

tively (see Fig. 7.1).

When the atomic or molecular system X acts as the Lewis acid (electron

acceptor) relative to the (infinite, macroscopic) reservoir Nens. > N0, thus exhibiting

on average the negative net charge dNX ¼ Nens. � N0 > 0, the energy slope can be

estimated by taking the finite displacement DNX ¼ 1,

mð�ÞX 
 DEXðDNXÞ=DNX ¼ ðEX� � EXÞ=1 � �AX; (7.167)

where AX denotes the electron affinity of X.

Accordingly, when X acts as the Lewis basis (electron donor) relative to the

reservoir Nens. < N0, thus exhibiting on average the positive net charge dNX ¼
Nens. � N0 < 0, which can be represented by the finite displacement DNX ¼ �1,

mðþÞX 
 DEXðDNXÞ=DNX ¼ ðEXþ � EXÞ=ð�1Þ � �IX; (7.168)

with IX standing for the (first) ionization potential of X.

In accordance with the intuitive electronegativity estimates [Mulliken (M) 1934;

Iczkowski and Margrave 1961] for the neutral system itself, i.e., for Nens. ¼ N0, one

takes the arithmetic average of these two finite difference estimates,

mM ¼
mð�ÞX þ mðþÞX

2
¼ �ðIX þ AXÞ

2
¼ @Eð2ÞðNens:Þ

@Nens:

����
N0

: (7.169)

It represents (see Figs. 7.1 and 7.2) the derivative of the parabola E(2)(Nens.) passing

through the points EX; EXþ ; EX�ð Þ. Mulliken’s (“radical”) estimate mX 
 mM
should be applied as the unbiased measure of the N-gradient of the system average

energy, when we have no advance information about the donor/acceptor character

of the system under consideration relative to its molecular environment.

The Mulliken parabolic interpolation of the energy displacements relative to EX

(see Fig. 7.2),

DEð2ÞðDNÞ ¼ mMDN þ
1

2
�MðDNÞ2; DN ¼ N � N0; (7.170)
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around the ground-state energy of the neutral atom/molecule X, for which

DE(2)(0) ¼ 0, fits the energy displacements corresponding to the system cation,

DE(2)(�1) ¼ IX, and anion, DE(2)(1) ¼ �AX. As shown in Fig. 7.2, this smooth

energy function exactly reproduces the biased chemical potentials of (7.167) and

(7.168) at the ionic transition states, corresponding to |DN| ¼ ½ (Nalewajski

2010e).
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Fig. 7.1 The average electronic energy Eens.(Nens.) of the equilibrium (ground) state of the open
molecular system X at T ¼ 0 K as function of the grand canonical average number of electrons

Nens. (Panel a) and the chemical potential (m) and chemical hardness (�) estimates it implies. It is

seen to consist of the straight line segments connecting the exact energies for the neighboring

integer values of Nens.. In Panel b the associated KS orbital interpretations are given. The Mulliken

estimate, mM ¼ @E 2ð ÞðNensÞ=@Nens, measures the derivative of the quadratic function E(2)(Nens)

obtained by interpolation of the ground state energies of the neutral system X, its anion X� and

cation X+, shown as the broken line in diagram a, while �M ¼ @2E 2ð ÞðNens:Þ=@N2
ens: measures its

curvature. It should be observed that the “left” and “right” derivatives mðþÞX and mð�ÞX of Eens.(Nens.),

for dNens: � Nens: � N0<0 and dNens:>0, respectively, are not equal at T ¼ 0 K, thus giving rise to

the Nens.-discontinuity of the system chemical potential mens :ðNens:Þ ¼ @Eens :ðNens:Þ=@Nens at the

integer value Nens. ¼ N0 which identifies the neutral system X. As indicated in the Panel b of the

figure, these chemical potential derivatives for the system acting as the Lewis acid or base,

respectively, can be identified via the Janak theorem with the corresponding frontier KS orbitals,

while the system chemical hardness measures the energy gap between them
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Following the familiar ideas of Parr and Pearson (1983), the second derivative of

Eens.(Nens.),

�ens:ðNens:Þ ¼ @2Eens:ðNens:Þ=@N2
ens:; (7.171)

is used to measure the “hardness” of the system electron distribution. Such concept

is used in several intuitive rules of chemistry and provides an important reactivity

descriptor together with its “softness” and Fukui function companions (Parr and

Yang 1989; Sen 1993; Nalewajski and Korchowiec 1997; Nalewajski 1996b;

Geerlings et al. 2003; Chattaraj 2009). For example, the Hard/Soft Acids and
Bases (HSAB) principle of Pearson (1973, 1988) states that acids (bases) prefer

in interactions with their basic (acidic) partners of the Donor–Acceptor (DA)

complexes the comparable degree of the reactant hardnesses: hard acids form

relatively stable compounds with hard bases and so do the soft acids and soft

bases. Another familiar example comes from the coordination chemistry. The

symbiosis rule of Jørgensen (1964) predicts that hard (soft) ligands enhance the

tendency of the central (transition metal) ion to bind more hard (soft) ligands in its

coordination sphere.

The hardness derivative of the neutral system X can be again estimated by finite

differences (see Fig. 7.1) as the derivative of the Mulliken estimate of the neutral

system chemical potential:

�M 

@2Eð2ÞðNens:Þ

@N2
ens:

����
N0

¼ @mð2ÞðNens:Þ
@Nens:

����
N0

¼ EX� þ EXþ � 2EX ¼ IX � AX: (7.172)

As indicated in the preceding equation, �M measures the energy difference

corresponding to the disproportionation reaction, 2X ! X+ + X�, of the simulta-

neous reduction and oxidation of X.

The Mulliken parabolic energy curve exhibits the minimum value

DEð2ÞðDNmin:Þ ¼ � m2M
2�M
¼ � ðIX þ AXÞ2

2ðIX � AXÞ < 0; (7.173)

ΔE(2)(ΔN)

XI

M(−½) = − XI = (+)

(–)

X

0 M(½) = − XA = X

−AX

ΔN
−1 −½ 0 +½  +1

m

m m

m

Fig. 7.2 The parabolic

interpolation of Mulliken

reproduces the biased
chemical potentials at the

ionic transition states

corresponding to

jDNj ¼ � 1=2

294 7 Density Functional Theory



at the optimum amount of CT,

DNmin: ¼ �mM=�M ¼
IX þ AX

2ðIX � AXÞ > 0; (7.174)

determined from the associated equilibrium condition:

dDEð2ÞðDNÞ
dDN

¼ mM þ �MDN � mð2ÞðDNÞ ¼ 0: (7.175)

Therefore, when 3AX < IX, which is more a rule than an exception, this formula

gives unphysical result predicting the positive chemical potential (negative electro-

negativity) of stable anions (Nalewajski 2010e):

mð2Þð1Þ ¼ 1

2
ðIX � 3AXÞ ¼ mð2ÞX�> 0; (7.176)

due to the artificial energy minimum at the fractional negative charge:

0<DNmin:<1. Hence, in the Mulliken interpolation scheme, such anions are errone-

ously diagnosed as being unstable relative to the optimum CT intermediate of

(7.173) and (7.174).

An alternative continuous interpolation of the N-dependence of the system

energy is provided by the exponential function (Nalewajski 2010e):

DEðeÞðDNÞ ¼ aþ b expðgDNÞ; (7.177)

where the condition DE(e)(0) ¼ 0 implies: a ¼ �b. Fitting the remaining two para-

meters to satisfy the conditions DEðeÞð�1Þ ¼ IX and DEðeÞð1Þ ¼ �AX (see

Fig. 7.2) finally gives:

DEðeÞðDNÞ ¼ IXAX

AX � IX
1� AX

IX

� �DN
" #

: (7.178)

This formula predicts the following expressions for the system chemical potential

and hardness:

mðeÞðDNÞ ¼ IXAX

IX � AX

ln
AX

IX

� �� �
AX

IX

� �DN

< 0;

�ðeÞðDNÞ ¼ IXAX

IX � AX

ln
AX

IX

� �� �2 AX

IX

� �DN

> 0:

(7.179)
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Therefore, this continuous interpolation always generates the physical (negative)

values of the chemical potential for both the neutral and ionic species in the whole

region �1 < DN < 1:

mðeÞð�1Þ ¼ I2X
IX�AX

ln AX

IX

� �
¼ mðeÞ

Xþ < mðeÞð0Þ ¼ IXAX

IX�AX
ln AX

IX

� �

< mðeÞð1Þ ¼ A2
X

IX�AX
ln AX

IX

� �
¼ mðeÞX� :

(7.180)

Equation (7.179) also correctly predicts that chemical species become harder with

increasing ionization:

�ðeÞð�1Þ ¼ I2X
IX�AX

ln AX

IX

� �h i2
¼ �

ðeÞ
Xþ >�ðeÞð0Þ ¼ IXAX

IX�AX
ln AX

IX

� �h i2
¼ �

ðeÞ
X

>�ðeÞð1Þ ¼ A2
X

IX�AX
ln AX

IX

� �h i2
¼ �

ðeÞ
X� :

(7.181)

These relations from the exponential interpolation can be compactly summarized in

terms of the IX/AX ratio:

mðeÞ
Xþ=m

ðeÞ
X ¼ mðeÞX =mðeÞX� ¼ �

ðeÞ
Xþ=�

ðeÞ
X ¼ �

ðeÞ
X =�

ðeÞ
X� ¼ IX=AX > 1: (7.182)

The relative levels of the chemical potentials exhibited by two molecular reactants

A and B in the given DA system M ¼ A----B, where A and B stand for its acidic

(acceptor) and basic (donor) subsystems, respectively, establishes the direction of a
spontaneous charge transfer (CT) A  B in M, from the donor reactant B,

exhibiting higher chemical potential (lower electronegativity), to the acceptor

reactant A, characterized by the lower chemical potential (higher electronegativity).

However, to determine the optimum amount of CT,

NCT � NA � N0
A � DNA ¼ N0

B � NB � �DNB; (7.183)

the reactant hardnesses are also needed. The initial state of the DA system, before

CT, invokes the separated (infinitely distant, mutually noninteracting) free reactants
A0 and B0 in M0 ¼ (A0----B0), containing N0

A and N0
B electrons, respectively, for

which (see Fig. 7.3)

m0A < m0B or w0A > w0B: (7.184)

The acidic reactant contains the “harder” and less polarizable valence electrons,

compared with its basic partner in DA system, which represent the system “softer”

part, containing more polarizable valence electrons. Therefore, one observes in the

separate or very distant (noninteracting) subsystems of DA complexes:

�0A ¼
@mAðNAÞ
@NA

����
N0
A

>�0B ¼
@mBðNBÞ
@NB

����
N0
B

: (7.185)
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For the (interacting) reactants, at their finite mutual separations, the average

energy of M becomes a function of the effective numbers of electrons on both

reactants, Eens. (M) ¼ Eens.[Nens.(A), Nens.(B); vM] � EM(NA, NB), where vM stands

for the resultant external potential due to the nuclei of both subsystems at their fixed

positions in M. In the molecular complex containing the closed reactants at their

finite separation and the specified mutual orientation between the two subsystems,

M+ ¼ (A+|B+), the two fragments are closed both mutually and externally, so that

their chemical potentials are not equalized: mA
+ < mB

+.

After the barrier for the electron flow between them has been lifted in MCT ¼
(A*
j
jB*) � M* one observes the net (spontaneous) CT B ! A, to the amount NCT,

when the chemical potentials of electrons in two reactants equalize: mA
* ¼ mB

*.

Here, the solid vertical line separating the two reactants signifies that they are

mutually closed, while the broken vertical line separating these molecular

fragments implies their freedom to exchange electrons.

Hence, the initial state of M+ involves the integer numbers of electrons N0
A ¼

NþA and N0
B ¼ NþB on each polarized subsystem. Then the electron flow between

them becomes allowed in MCT, giving rise to the fractional (average) numbers of

electrons on both subsystems in the ensuing equilibrium state of M as a whole:

N�A ¼ N0
A þ NCT and N�B ¼ N0

B � NCT: (7.185a)

In order to exert the independent control over these two population variables one

could envisage the mutually closed but externally open reactants in the composite

system,

ð7:186Þ

in which the acidic and basic fragments of M are hypothetically coupled to

the separate (macroscopic) electron reservoirs RA and RB, respectively, with

mA ¼ mRA
and mB ¼ mRB

. Depending on the current values of chemical potentials

of these reservoirs each reactant can then acquire arbitrary fractional charge

reflected by their average electron populations:

NþA ¼ NþA ðMþ
AÞ ¼ N0

A þ DNþA and NþB ¼ NþB ðMþ
B Þ ¼ N0

B þ DNþB : (7.185b)

These spontaneous exchanges between subsystems and their reservoirs give rise to

the partial equalization of the chemical potentials involved: mA
þ ¼ mRA

6¼ mB
þ ¼ mRB

.

Thus, by appropriately changing the chemical potentials of such independent

reservoirs one can realize arbitrary partial flows fðXþ $ RXÞg. For example, one

could then effect the net transfer of NCT electrons between the mutually open

reactants, for

mA
� ¼ mRA

¼ mB
� ¼ mRB

¼ mRM
; (7.187)
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as a result of the synchronized simultaneous exchanges B���!NCT RB and

RA���!NCT
A, which indeed amount to the net B���!NCT

A flow of NCT electrons

between the mutually and externally open reactants, now coupled to a common

electron reservoir RM:

ð7:188Þ

here, RM denotes the hypothetical molecular reservoir with mM
� ¼ mRM

. In this

composite supersystem scenario the average numbers of electrons on the two

reactants, NA
þðRMÞ ¼ N�AðM�

AÞ and NB
þðRMÞ ¼ N�BðM�

BÞ, are in fact the equilib-

rium average values of each of the two mutually closed combined systems

respectively.

Obviously, these two CT scenarios, involving the externally open and

externally closed subsystems, respectively, are phenomenologically equivalent.

Indeed, the global equilibrium

calls for the total equalization of the chemical potentials involved, mA
� ¼ mRA

¼
mB
� ¼ mRB

¼ mRM
¼ mM

�, since then subsequent opening of the two combined

subsystems in would not affect the electron populations of

the two subsystems already in their mutual-equilibrium state. Indeed, this chemical

potential equalization criterion implies that subsystems have been brought to their

mutual equilibrium state already in before lifting the barrier

for their direct electron exchanges.

In the interacting DA complex both diagonal and off-diagonal elements of the

subsystem chemical potential derivatives are required to determine the equilibrium

amount of CT. These second-order partial derivatives of EM(NA, NB) determine the

hardness tensor of this reactive system:

hM¼ �X;Y¼
@2EMðNA;NBÞ

@NX@NY

¼@mXðNA;NBÞ
@NY

����
NX

¼@mYðNA;NBÞ
@NX

����
NY

; ðX,Y)2fA,Bg
( )

:

(7.189)

Thus, due to nonvanishing off-diagonal elements in this matrix, the change in the

effective number of electrons on one subsystem affects the chemical potentials of

both subsystems:

DmA ¼ �A;A DNA þ �A;B DNB and DmB ¼ �B;A DNA þ �B;B DNB: (7.190a)

Let us now examine some implications of the global equilibrium, which

determines the optimum amount of CT between the two reactants,

NCT ¼ DNA ¼ �DNB; (7.190b)
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NCT¼�½mA(M)�mB(M)]/[�A(M)+�B(M)] ��mCT(M)/�CT(M)�wCT(M)/�CT(M),

mA(M)=mA½NA
0;NB

0;vM��mþA ; mB(M)=mB½NA
0;NB

0;vM�� mþB ;
�A(M)=�A;A��A;B; �B(M)=�B;B��B;A:

(7.191)

Therefore, the resultant (in situ) characteristics of the DA complex, the initial

chemical potential difference mCT(M) of the polarized reactants and their effective

hardness �CT(M) in M read:

mCTðMÞ ¼
@DEMðNCTÞ

@NCT

¼ mAðMÞ � mBðMÞ < 0; (7.192)

�CTðMÞ ¼
@2DEMðNCTÞ

@N2
CT

¼ �AðMÞ þ �BðMÞ ¼ �A;A þ �B;B � 2�A;B; (7.193)

where to first-order

DEMðNCTÞ ¼ EMðNA
0þNCT;NB

0 � NCTÞ � EMðNA
0;NB

0Þ

 DEM

ð1ÞðNCTÞ � mCT(M)NCT¼� ½mCT(M)]2=�CT(M):
(7.194)

To summarize, the in situ chemical potential difference mCT(M) determines the

resultant driving force behind the interreactant flow of electrons, the in situ hard-

ness �CT(M) similarly represents the associated effective “stiffness” modulus for

the net A  B CT, and DEM(NCT) defines the dominating energy change in this

process. It should be observed that the second-order CT energy reads:

DEMðNCTÞ ffi DEM
ð2ÞðNCTÞ ¼ @DEMðNCTÞ

@NCT

NCT þ 1

2

@2DEMðNCTÞ
@N2

CT

N2
CT

¼ DEM
ð1ÞðNCTÞ þ 1

2
�CTðMÞN2

CT ¼ �
1

2
½mCTðMÞ�2=�CTðMÞ:

(7.195)

It should be realized that the spontaneous CT from the basic to the acidic reactant

represents the net effect of all interorbital flows involving the occupied MO of one

subsystem and the virtual orbitals of the other subsystem. As schematically shown

in Fig. 7.3, these orbital excitations generate within the CI approach both the partial

[A  B] and [A ! B] flows of electrons, which add up to the resultant (net)

CT, A  B ¼ [A  B] + [A ! B], which accords with the electronegativity

difference of the initially polarized, mutually closed reactants: wCT(M) > 0 or

mCT(M) < 0. As also shown in this qualitative diagram the initial “promotion” of

the two reactants of the DA complex in presence of each other can be linked to the

electron excitations within each reactant. It should be emphasized, that CT between

reactants induces further polarizations of then already bonded (mutually open)

fragments. The fact that the basic fragment of DA complex is softer, relative to

its acidic partner (7.185), is reflected in this diagram by the corresponding magni-

tudes of their HOMO–LUMO gaps (see also Fig. 7.1).
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7.3.5 Zero-Temperature Limit

Let us now examine the limit T ! 0, or b ¼ (kBT)
�1!1, of the ensemble-average

energy for the equilibrium state of the grand-ensemble exhibiting the continuously

varying average number of electrons Nens., which can assume both the fractional

and integral values covering both the positive (Nens. < N0), negative (Nens. > N0),

and neutral (Nens. ¼ N0) net charges of the system in question (see Fig. 7.1). At the

absolute zero temperature only the ground states fC0
i g for different (integer) values

{Ni} of the system number of electrons can mix in the equilibrium state of the

ensemble, with the associated probabilities, �p ¼ f�pi � p0i g; defined by (7.49):

�pi ¼ lim
T!0

exp½�bðE0
i � mNiÞ�=

X
k

exp½�bðE0
k � mNkÞ�

( )
;
X
i

�pi ¼ 1: (7.196)

The ensemble averages of physical quantities are then given by the corresponding

probability-weighted mean values, e.g.,

Nens: ¼
X
i

�piNi; Eens: ¼
X
i

�piE
0
i ; etc: (7.197)
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[A←B] 
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NCT
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Fig. 7.3 The polarization (P) and CT electron excitations within the adopted CI energy-window

(Panel a) in the DA complex M ¼ A----B, consisting of the basic (B) and acidic (A) reactants, and

partial flows of electrons between the frontierMO (HOMO, LUMO) of both subsystems (Panel b)
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This section summarizes the thermodynamic analysis of electronegativity by

Gyftopoulos and Hatsopoulos (1965) and the grand-ensemble study of the chemical

potential by Perdew et al. (1982) [see also: Perdew and Norman 1982; Perdew and

Levy 1983, 1984; Perdew 1985; Parr and Yang 1989]. We first observe that the

finite values of probabilities �p in the b ! 1 limit imply the finite values of their

inverses:

�p�1i ¼ lim
T!0

X
k

exp b½ðE0
i � E0

kÞ þ mðNk � NiÞ�

 �

: (7.198)

For b ! 1 this is the case only when the remaining factor in the exponent of the

preceding equation vanishes, ðE0
i � E0

kÞ þ mðNk � NiÞ ! 0, for at least a single

k 6¼ i, when

m¼ðE0
i � E0

kÞ=ðNi � NkÞ: (7.199)

Consider now the mixed states involving the ground state for Ni ¼ N0. Exclud-

ing the �pi ¼ 1 case, which implies the pure quantum state for N0, we now examine

the statistical mixtures corresponding to the negative and positive net charge of the

system, when Nens. > N0 and Nens. < N0, respectively. The former case implies that

the mixture must involveC0
i and at least one ground state of the anion systems, with

the ground state C0
k ¼ C0

iþ1 of X
�1 for Nk ¼ Ni + 1 ¼ N0 + 1 being energetically

most accessible (see Fig. 7.1). The finite participation of this state in the equilibrium

grand ensemble then implies [see (7.199)]:

m ¼ �ðE0
i � E0

iþ1Þ ¼ �AX � mð�Þi ; (7.200)

and �p�1k !1, i.e., �pk ! 0, for k 6¼ (i, i + 1).

This is due to the observed convexity of the ground state eigenvalues for the

molecular (Coulombic) systems:

::: <E0
i�2 <E0

i�1 <E0
i <E0

iþ1 <::: (7.201)

It should be observed that this property further implies

::: >ðIi�2 ¼ Ai�3Þ>ðIi�1 ¼ Ai�2Þ>ðIi ¼ Ai�1Þ>ðIiþ1 ¼ AiÞ>::: (7.202)

where Ii and Ai denote the ionization potential and electron affinity of the molecular

system containing Ni electrons. Above we have also recognized that the energy

difference defining Ii at the same time determines Ai�1.
Therefore, the mixture of C0

i and C0
iþ1 excludes participation of any other

ground state in the ensemble. In other words the approximate, finite-difference
estimate of the chemical potential of the negatively charged molecular/atomic

system, when it acts as the Lewis acid (7.167), reflects the exact chemical potential

of such an anionic system, for N0 < Nens < N0 + 1, as indeed indicated in Fig. 7.1.
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One can repeat the above argument for the left-derivative of the ensemble energy

function (7.168). The state energetically most accessible from among all the

admissible cation states is then the neighboring C0
k ¼ C0

i�1 ground state of X+1,

for Nk ¼ Ni � 1 ¼ N0 � 1. Its finite participation in the grand-canonical mixture

then implies

m ¼ E0
i � E0

i�1 ¼ �IX � mðþÞi ; (7.203)

and �p�1k !1, i.e., �pk ! 0, for k 6¼ (i, i � 1), so that the finite participation in the

ensemble of C0
i�1 andC

0
i excludes the participation of any other state in

the mixture. Again, this indicates that the approximation of (7.168) is in fact the

exact relation, as also shown in Fig. 7.1.

This result remains valid for any fractional value of ðNk � kÞ<Nens:<ðNkþ1 �
k þ 1Þ: only the neighboring ground states C0

k and C0
kþ1 participate in such an

equilibrium mixed state at T ! 0 K, with probabilities of the remaining states

exactly vanishing. The finite probabilities of these “bracketing” states are then

uniquely determined by the assumed value of Nens. (7.197) and the normalization

condition of (7.196):

Nens: ¼ �pkk þ �pkþ1ðk þ 1Þ and �pk þ �pkþ1 ¼ 1; (7.204)

Solving these equations for the ensemble probabilities gives:

�pk ¼ k þ 1� Nens: � 1� ok > 0 and �pkþ1 ¼ Nens: � k � ok > 0;

k<Nens: < k þ 1 or 0<ok < 1:
(7.205)

Therefore, at T ! 0 K the energy function Eens.(Nens.) consists of the straight-

line segments {Ek(ok)}, interpolating between the E0
k ¼ E Nk; v½ � and E0

kþ1 ¼
E Nkþ1; v½ � eigenvalues of the electronic Hamiltonian (see Fig. 7.1):

Eens:ðNens:Þ ¼ ð1� okÞE0
k þ okE

0
kþ1 � EkðokÞ: (7.206)

In the vicinity of each integer value Nens. ¼ k � 1 only the “left” (7.203) and “right”

(7.200) chemical-potential derivatives mðþÞk and mð�Þk , respectively, determining the so

called “biased” chemical potentials, are defined:

mðþÞk ¼ @Ek�1ðok�1Þ
�@ok�1

¼ �ðE0
k � E0

k�1Þ ¼ �Ik;

mð�Þk ¼ @EkðokÞ
@ok

¼ E0
kþ1 � E0

k ¼ �Ak:

(7.207)

As schematically shown in Fig. 7.2, the parabolic interpolation of Mulliken

reproduces these derivatives as the transition-state slopes for the fractional

displacements DNens. ¼ �½ relative to the neutral system.
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Hence, at the zero temperature the chemical potential exhibits the discontinuity at

each integral value of the average number of electrons. This discovery of Perdew et al.

(1982) has important implications for the dissociation products. Consider the molecu-

lar system consisting of the A and B fragments,M ¼ A–B, at very large value of their

mutual separation, RA–B ! 1, when both fragments no longer interact with one

another. For definiteness, we again assume that among the two products of the

dissociation reaction, M ! A0 + B0, A0 represents the system acidic part while B0

denotes its basic fragment. This nearly separated state of the two subsystems also

implies the vanishing values of the coupling hardnesses, �A,B ¼ �B,A ¼ 0, and hence

mA(M) = mA
0 < mB(M) = mB

0; �A(M) = �A
0 >�B(M) = �B

0: (7.208)

The following question then naturally arises: why do the dissociation products

always exhibit the integral values NA and NB of electrons, in spite of the above

differences in their electronegativities? The answer to this intriguing question

directly results from the chemical potential discontinuity by examining the energy

changes for this dissociation system, shown in Fig. 7.4, which accompany the trans-

fer of an infinitesimal amount of electrons dN > 0 between these two (separate,

noninteracting) initially neutral molecular fragments, which contain the integer

values of electrons N0
A andN0

B, respectively.

Consider first the B�!dN ACT, dN ¼ NCT ¼ NA � N0
A ¼ N0

B � NB > 0, globally

isoelectronic, N0
A þ N0

B ¼ NA þ NB ¼ N, in the direction consistent with the

assumed chemical-potential difference of the preceding equation:

DEB!AðdNÞ ¼ ½mð�ÞA � mðþÞB � dN ¼ ½�AA þ IB� dN > 0: (7.209)

The above inequality follows from the experimental observation that for Coulombic

systems the ionization potential is always higher that the electron affinity:

IA > IB >AA >AB: (7.210)

ΔEAB(NCT)

AB
−NCT NCT AB

NCT

ΔEA→B

IA−AB

ΔEA←B
IB− AA

−1 +1 0 

Fig. 7.4 Variations

DEAB(NCT) of the ensemble-

average electronic energy

of the noninteracting DA

system A�����B, consisting
of the practically separated

subsystems A (acid) and

B (base), with the amount

of CT between reactants,

� 1 	 NCT 	 1 :

NCT � DNA ¼ NA � N0
A

� �DNB ¼ N0
B � NB
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The reverse direction of this elementary CT, A�!dN B, contrary to the net sponta-

neous flow of electrons, dN ¼ �NCT ¼ NB � N0
B ¼ N0

A � NA > 0 implies even

faster increase in the system energy:

DEA!BðdNÞ ¼ ½mð�ÞB � mðþÞA � dN ¼ ½�AB þ IA� dN>DEB!AðdNÞ> 0: (7.211)

Therefore, any deviation from neutrality of the dissociation products costs energy

and this is why the neutral dissociation products preserve their integral electron

populations.

It should be also observed that the constant chemical potential mð�Þk in kth
fractional region of Nens., representing the slope of Ek(ok) (7.207), formally implies

the vanishing value of the corresponding hardness descriptor:

�kðokÞ ¼ @2EkðokÞ
@o2

k

¼ @mð�Þk ðokÞ
@ok

¼ 0: (7.212)

This somewhat surprising, ensemble result is different from the molecular, finite-
difference (Mulliken-type) estimate �M of Fig. 7.1 and (7.172) and corresponding

estimate from the exponential interpolation [(7.179), (7.181)]. The latter refers to

the externally closed molecule X, in which the interpolated (fractional) values of

NX are assumed to be fixed, thus exhibiting zero fluctuations. In the ensemble

scenario the equilibrium state of the molecular fragment X is represented by the

grand ensemble, so it corresponds to X coupled to the macroscopic electron

reservoir (see Sect. 7.3.4). Therefore, as a part of such an infi-

nitely soft combined system, in which a small displacement in the number of

electrons does not affect the chemical potential of the infinitely large MX, equal

to that of X itself, this molecular fragment must exhibit the zero hardness (infinite

softness) predicted in the preceding equation. This result simply states that in this

range of the electron population of subsystem X, its chemical potential remains

insensitive to an inflow/outflow of electrons due to its being a part of the macro-

scopic combined system.

7.3.6 Physical Interpretation of KS Eigenvalues

The optimum SO f’kðnÞg of the KS method for their given electron occupation

numbers n ¼ {nk ¼ 1, k ¼ 1, 2, . . ., N; nk ¼ 0, k > N} (see also Sect. 6.1.3)

determine the system ground state density r[n,{’k(n)}] of (7.111),

rðrÞ � r½n; f’kðn; rÞg� � rðn; rÞ ¼
X
k

nkj’kðn; rÞj2; (7.213)

and the associated minimum of the system energy:

Ev½r� ¼ Ev½n; r½n; f’kðn; rÞg�� � Ev½n; rðnÞ� � EvðnÞ: (7.214)
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Therefore, as we have already indicated in the preceding equation, the electronic

energy can be regarded as a function of the orbital occupations. It should be recalled

(see Sect. 6.1.2) that we have treated in a similar manner the HF energy in the

context of the Koopmans theorem [(6.24b) and (6.25)] and Slater’s transition state

(Sect. 6.1.3). This function satisfies the Janak (1978) theorem,

@EvðnÞ
@nk

¼ ek; k ¼ 1; 2; . . . ; (7.215)

where ek denotes the eigenvalue (orbital energy) of the KS equation (7.110).

A comparison between (6.25) and (7.215) indicates that Janak’s theorem

represents the exact analog of the approximate Koopmans’ relation. The proof of

the former is straightforward. It adopts the KS partition of the system electronic

energy (7.114),

EvðnÞ ¼ Ev½n; rðnÞ� ¼ �
X
k

nk ’k½rðnÞ�h j 1
2
D ’k½rðnÞ�j i þ

ð
rðn; rÞvðrÞ dr

þ Jee½rðnÞ� þ Exc½rðnÞ�;
(7.216)

and uses the relevant chain rule for the differentiation with respect to the occupa-

tion-number nk. This directly gives [see (7.108), (7.110) and (7.122a)]:

@EvðnÞ
@nk

¼ @Ev½n; rðnÞ�
@nk

� �

r
þ
ð

@Ev½n; rðnÞ�
@rðrÞ

� �

n

@rðrÞ�
@nk

� �
dr

¼ ’kh j �
1

2
Dþ vKS ’kj i ¼ ek: (7.217)

As we have already remarked above, the KS equations defining the optimum

orbitals can be derived from the minimum energy principle of (7.126). Its extension

including both the SO w ¼ {’k} and the occupation “variables” of the electronic

energy EvðnÞ � Ev wðnÞ; n½ � then reads:

dfEv½w;n� �
X
k

X
l

yk;lðh’kj’li � dk;lÞ � m½NðnÞ � N0�g ¼ 0; (7.218)

where N(n) ¼ ∑k nk. In the canonical representation the matrix of the Lagrange

multipliers associated with the SO orthonormality constraints becomes diagonal:

{yk,l ¼ nkekdk,l}. It can be then straightforwardly verified that independent

variations of w* for the fixed n, when the last term in the preceding equation can

be eliminated as the redundant constraint, then gives the KS equations,

X
k

nkhd’kjĤKS � ekj’ki ¼ 0 or ĤKS’k ¼ ek’k; k ¼ 1; 2; . . . : (7.219)
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Let us now focus on the occupation part of the generalized variational principle

of (7.218), for determining the optimum occupations n. As in (7.213) and (7.214)],

the optimum KS orbitals w ¼ f’kðnÞg � wðnÞ are assumed, which already satisfy

the preceding Euler equations. In order to automatically obey the Pauli restrictions

{0 	 nk 	 1}, we express after Gilbert (1975) the orbital occupations in terms of

the associated angle-variables a ¼ {ak}: nk � cos2ak. Using the Janak theorem

then gives the following Euler equations for the unknowns a:

@EvðnÞ
@nk

� m
� �

dnk
dak

� �
¼ ðek � mÞ sin 2ak ¼ 0; k ¼ 1; 2; . . . (7.220)

There are three cases of their solutions:

(1) ek ¼ m, for arbitrary ak, i.e., for generally fractional occupation 0 	 nk 	 1.

(2) ek 6¼ m, for ak ¼ 0, i.e., for the maximum occupation nk ¼ 1.

(3) ek 6¼ m, for ak ¼ p/2, i.e., for the vanishing occupation nk ¼ 0.

For T ! 0, the first case identifies the chemical potential of an open molecular

system as the energy level of the KS HOMO, which determines the system Fermi
level. In the equilibrium state at this temperature, all KS SO below this critical

energy, ek<m, must be fully occupied (the second case), while the virtual KS SO,

ek>m, remain empty (the third case).

In other words, the fractional occupations at T ! 0 can be observed only at the

Fermi level, with the KS eigenvalue for HOMO determining the system chemical

potential, when it acts as the electron donor (Lewis base) in the electron outflow to

the system electrophilic environment. Indeed, the most energetically accessible

HOMO electrons then determine dN ¼ dnHOMO < 0, and hence by Janak theorem

mX ¼
@EX½N; v�

@N
¼ @EXðnÞ

@nHOMO

¼ eHOMO ¼ mðþÞX : (7.221)

Similarly, in the electron-inflow processes, when electrons are accepted from the

system nucleophilic environment, the energetically most favorable KS LUMO level

becomes populated, dN ¼ dnLUMO > 0, and hence the LUMO eigenvalue

determines the system chemical potential when it accepts an electron from its

environment (Lewis acid):

mX ¼
@EX½N; v�

@N
¼ @EXðnÞ

@nLUMO

¼ eLUMO ¼ mð�ÞX : (7.222)

The Mulliken electronegativity formula, which represents the arithmetic average

of these two estimates, thus provides the unbiased (radical) measure of the chemical

potential, valid in processes exhibiting negligible external CT:

mM ¼
@E
ð2Þ
X ½N; v�
@N

¼ 1

2

@EXðnÞ
@nLUMO

þ @EXðnÞ
@nHOMO

� �

¼ 1

2
ðeLUMO þ eHOMOÞ ¼ 1

2
½mð�ÞX þ mðþÞX �:

(7.223)
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It should be used in chemical reactions in which the system chemical environment

exhibits the “radical” character or when its acidic/basic character cannot be

established in advance. All these frontier KS MO identifications are shown in the

qualitative diagram of Fig. 7.1b.

These interpretations of the chemical potential as the frontier orbital energies

attribute the physical and chemical significance to KS FO. Thus, Janak’s theorem

makes a connection between the physical energy differences and Kohn–Sham

orbital energies. The latter provide a solid and attractive concepts for interpretations

of several chemical reactivity phenomena, and particularly, for diagnosing the CT

effects in both the gas phase and catalytic reactions (e.g., Nalewajski and

Korchowiec 1997). These eigenvalues are also important in the solid state physics

by providing the foundation of most band-structure calculations for crystals.

The Janak theorem also admits the approximate orbital interpretation of the

chemical hardness descriptor, measuring the system chemical potential response per

unit CT, as the energy gap between the KS FO (Fig. 7.1b). Indeed, using the orbital

identifications of (7.221) and (7.222) in the finite-difference estimate of (7.172) gives:

�X 
 �AX þ IX ¼ mð�ÞX � mðþÞX ¼ eLUMO � eHOMO: (7.224)

Therefore, the “hard” systems, e.g., the acidic reactants, should exhibit a relatively

large gap between the frontier KS eigenvalues, while the “soft” systems, e.g., the

basic reactants, are characterized by a relatively narrow gap between these critical

KS FO (see Fig. 7.3). It should be also observed that the finite-difference expression
(7.172) measures in the Pariser (1953) approximation of the semiempirical

Pariser–Parr–Pople (PPP) SCF MO theory (Pariser and Parr 1953; Pople 1953;

see also: Parr 1963) the representative electron-repulsion in the system valence-

shell (Nalewajski et al. 1988).

Thus, the fictitious single-particle orbitals {’k} and eigenvalues {ek} of KS theory,
although lacking the strict physical significance, are nonetheless quite appropriate for

defining and elucidating important universal concepts of the molecular structure and

chemical reactivity. In WFT it is often impossible to conceptualize how the many-
body wave functions are related to structure and behavior of chemical species. This

task is quite natural in DFT, where both the electron density and electron number have

the central place in the theory. Thus, the KS theoretical framework is of great

semiquantitative value, even more so than the corresponding HF reference system,

because it also reflects the electron correlation. We finally observe that for isolated

systems with v(r ! 1) ¼ 0, the highest eigenvalue, eN, controls the asymptotic

decay of the associated orbital density |’N|
2, which then dominates r and hence can

be shown to be the negative of the exact (many-body) ionization potential.

7.3.7 Chemical Reactivity Concepts

In probing changes in the equilibrium energy E[N, v] ¼ Ev[r] of an open molecular

system in the DFT-based theory of chemical reactivity (e.g., Nalewajski and
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Korchowiec 1997; Chattaraj 2009; Johnson et al. 2011), one uses the associated

Taylor expansion in powers of displacements of these canonical variables, DN and

Dv(r), or of changes in their energy conjugates, Dm and Dr(r) [see (7.8a) and (7.18)].
Alternatively, the associated expansion of the system grand potential at T ¼ 0 K,

O[m, v] ¼ E � Nm ¼ O[u] [see (7.82)], where m ¼ ∂E[N, v]/∂N stands for the

system chemical potential and the relative potential u(r) ¼ v(r) � m (7.21), can be

used to explore the equilibrium system responses to external perturbations.

We recall that at zero temperature the corresponding differentials of these

thermodynamic potentials read:

DE½N; v� ¼ mDN þ
ð
rðrÞ DvðrÞ dr; (7.225)

DO½m; v� ¼ DE� mDN � NDm ¼ �NDmþ
ð
rðrÞDvðrÞ dr

¼
ð
rðrÞDuðrÞ dr ¼ DO½u�: (7.226)

The second-order estimate of a displacement in the system electronic energy

E[N, v] due to changes {DN, Dv(r)} in the (canonical) state parameters is similarly

determined by the associated charge sensitivities (CS) defined by the second

partials of the energy:

Dð1þ2ÞE½N; v� ¼ @E

@N

� �

v

DN þ
ð

@E

@vðrÞ
� �

N

DvðrÞ dr

þ 1

2

@2E

@N2

� �

v

ðDNÞ2 þ 2DN
ð

@2E

@N@vðrÞDvðrÞ dr
�

þ
ðð

@2E

@vðrÞ @vðr0Þ
� �

N

DvðrÞDvðr0Þ dr dr0
�

� mDN þ
ð
rðrÞDvðrÞ dr þ 1

2

�
�ðDNÞ2 þ 2DN

ð
f ðrÞDvðrÞ dr

þ
ðð

bðr; r0ÞDvðrÞDvðr0Þ dr dr0
�
:

(7.227)

Above, we have used the Hellmann–Feynman theorem (7.8a) as well as the

definitions of the system chemical potential (7.18) and its chemical hardness

(7.172). The inverse of the latter generates the overall softness descriptor:

S ¼ 1

�
¼ � @2O½m; v�

@m2

� �

v

¼ @N

@m

� �

v

: (7.228)

Therefore, while the hardness measure can be thought of as a resistance to CT, the

softness descriptor measures the ease of such an electron flow. The hard/soft

chemical species are thus associated with the low/high polarizability of the valence

electrons.
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Moreover, two additional (v-related) second-order differential descriptors of

molecules have been introduced: the system electronic Fukui function (FF) of

Parr and Yang (1984, 1989),

f ðrÞ ¼ @2E

@N@vðrÞ ¼
@rðrÞ
@N

� �

v

¼ @m
@vðrÞ
� �

N

;

ð
f ðrÞ dr ¼ 1; (7.229)

and the linear-response (density polarization) kernel:

bðr; r0Þ ¼ @2E

@vðrÞ @vðr0Þ
� �

N

¼ @rðr0Þ
@vðrÞ

� �

N

: (7.230)

In CT processes the associated changes in the system density are indeed

governed by densities of FO (Fukui 1975, 1987) (see also: Fujimoto and Fukui

1974), which justifies the name of this important reactivity concept. This local

index can be interpreted as dimensionless measure f(r) ¼ s(r)/S of the local softness
s(r) defined by the mixed second derivative of the grand potential:

sðrÞ ¼ @2O½m; v�
@m @vðrÞ ¼

@rðrÞ
@m

� �

v

¼ @rðrÞ
@N

� �

v

@N

@m

� �

v

¼ f ðrÞS

¼ � dN
duðrÞ ¼ �

@N

@vðrÞ
� �

m
: (7.231)

All these descriptors can be expressed in terms of the canonical, mutually

inverse hardness and softness kernels represented by the corresponding two-point
functional derivatives (e.g., Berkowitz and Parr 1988; Nalewajski 2002d, 2003a,

2006f, 2009a; Nalewajski and Korchowiec 1997; Nalewajski et al. 1996, 2008).

The hardness kernel is defined by the (partial) second derivative of the energy:

�ðr; r0Þ ¼ d2Ev½r�
drðrÞ drðr0Þ ¼

d2F½r�
drðrÞ drðr0Þ ¼ �

duðr0Þ
drðrÞ

¼ @2E½r; v�
@rðrÞ @rðr0Þ
� �

v

¼ @mðr0Þ
@rðrÞ

� �

v

; (7.232)

while the softness kernel represents the associated second derivative of the open-

system grand potential:

sðr0; rÞ ¼ d2O½u�
duðrÞ duðr0Þ ¼

d2G½r�
drðrÞ drðr0Þ ¼ �

drðr0Þ
duðrÞ

¼ @2O½m; v�
@vðrÞ @vðr0Þ
� �

m
¼ � @rðr0Þ

@vðrÞ
� �

m
: (7.233)
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They satisfy the following reciprocity relations:

ð
�ðr; r00Þsðr00; r0Þdr00 ¼

ð
duðr00Þ
drðrÞ

drðr0Þ
duðr00Þ dr

00 ¼ drðr0Þ
drðrÞ ¼ dðr0 � rÞ;

ð
sðr; r00Þ�ðr00; r0Þdr00 ¼

ð
drðr00Þ
duðrÞ

duðr0Þ
drðr00Þ dr

00 ¼ duðr0Þ
duðrÞ ¼ dðr0 � rÞ; (7.234)

thus identifying each kernel as the inverse of the other.

By using the appropriate chain-rule transformations of the defining density

derivative the softness kernel can be expressed in terms of the softness quantities

(Berkowitz and Parr 1988):

sðr; r0Þ ¼ �bðr; r0Þ þ sðrÞf ðr0Þ ¼ �bðr; r0Þ þ f ðrÞSf ðr0Þ: (7.235)

The first term in the preceding equation measures the “internal” density response of

the closed system, while the second contribution reflects the effect of an external CT.

These derivatives determine the associated second-order expansion of the sys-

tem grand potential O[m, v] ¼ O[u] in terms of powers of displacements in their

arguments (state variables), {Dm, Dv(r)} (or Du(r) ¼ D[v(r) � m]),

Dð1þ2ÞO½m;v� ¼ @O
@m

� �

v

Dmþ
ð

@O
@vðrÞ
� �

m
DvðrÞdr

þ 1

2

@2O
@m2

� �

v

ðDmÞ2 þ 2Dm
ð

@2O
@m@vðrÞDvðrÞdr

�

þ
ðð

@2O
@vðrÞ@vðr0Þ
� �

m
DvðrÞDvðr0Þdr dr0

#

� �NDmþ
ð
rðrÞDvðrÞdr

þ 1

2
�SðDmÞ2þ 2Dm

ð
sðrÞDvðrÞdr

�

þ
ðð

sðr; r0ÞDvðrÞDvðr0Þdr dr0
�

¼
ð
rðrÞDuðrÞdr� 1

2

ðð
sðr; r0ÞDuðrÞDuðr0Þdr dr0: (7.236)

Above, we have used the following chain-rule expressions for the local and global

softnesses in terms of the softness kernel:

S ¼ @N

@m

� �

v

¼
ðð

drðr0Þ
duðrÞ

@uðrÞ
@m

� �

v

dr dr0 ¼
ðð

sðr ; r0Þdr dr0

¼
ð

@rðrÞ
@m

� �

v

dr ¼
ð
sðr Þdr; (7.237)
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where the local softness

sðr Þ ¼
ð
sðr ; r0Þdr0: (7.238)

One similarly expresses the global hardness in terms of its kernel:

� ¼ @2E

@N2

� �

v

¼
ðð

@rðrÞ
@N

� �

v

d2Ev½r�
drðrÞdrðr0Þ

@rðr0Þ
@N

� �

v

dr dr0

¼
ðð

f ðr Þ �ðr ; r0Þf ðr0Þdr dr0: (7.239)

In the DA complexes of Sect. 7.3.4 the two reactants A (acid) and B (base)

experience the coupled changes in their electron numbers, due to the CT between

them, DN ¼ ðDNA ¼ NCT;DNB ¼ �NCTÞ (row vector), and in the external poten-

tials felt by electrons due to the presence of the reaction partner, Dv ¼ ðDvA 
 fB;
DvB 
 fAÞ (row vector), where

fXðrÞ ¼ �
X
a2X

Za=jr � Raj þ
ð
rXðr0Þ=jr0 � rjdr0

denotes the negative electrostatic potential (ESP) due to the nuclei and electrons

of X. In this reactant resolution the second-order expansion for the DA complex

will involve the matrices of CS introduced in (7.227):

Dð1þ2ÞEDA½N; v� ¼ @EDA

@N

� �

v

DNT þ
ð

@EDA

@vðrÞ
� �

N

DvðrÞT dr

þ 1

2
DN

@2EDA

@N @N

� �

v

DNT þ 2DN
ð

@2EDA

@N @vðrÞDvðrÞ
T dr

�

þ
ð ð

DvðrÞ @2EDA

@vðrÞ @vðr0Þ
� �

N

Dvðr0ÞT dr dr0
�

� mDADN
T þ

ð
rDAðrÞDvðrÞT dr

þ 1

2
DNhDADN

T þ 2DN
ð
fDAðrÞDvðrÞT dr

�

þ
ð ð

DvðrÞbDAðr; r0ÞDvðr0ÞT dr dr0
�
:

(7.240)

Here, the (row) vectors of the first partial derivatives of the system electronic

energy mDA ¼ ðmA; mBÞ and rDA ¼ ðrA; rBÞ group the chemical potentials and

electron densities of reactants, respectively, while the hardness, FF, and linear

response matrices combine the corresponding second partial derivatives [see

(7.189)]:
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hDA ¼
@2EDA½N; v�

@N @N

� �

v

¼ @2mDA

@N

� �

v

¼ @mY
@NX

� �

v

	 

; (7.241)

fDAðrÞ ¼ @2EDA½N; v�
@N@vðrÞ ¼

@rDAðrÞ
@N

¼ @mDA

@vðrÞ
� �T

¼ @2EDA

@NX@vYðrÞ ¼
@rYðrÞ
@NX

� �

v;NY

¼ @mX
@vYðrÞ
� �

N;vX

( )
;

(7.242)

bDAðr; r0Þ ¼
@2EDA½N; v�
@vðrÞ @vðr0Þ
� �

N

¼ @rDAðr0Þ
@vðrÞ

� �

N

¼ @rYðr0Þ
@vXðrÞ

� �

N;vY

( )
: (7.243)

It should be emphasized, that this quadratic Taylor expansion of the interaction

energy between two molecular reactants remains meaningful only at an early stage

of their mutual approach, when they are nearly separable thus preserving their

chemical identity. Only then the state parameters of the isolated reactants can be

used to determine the gross effects of their presence at the finite separation between

these two subsystems. Comparing trends in these representative and simplified

interactions for a series of the alternative mutual orientations of the two reactants

then admits valid qualitative conjectures about the preferred course of the reaction

at smaller separations.

7.4 Local Density and Gradient Approximations

It follows from (7.140) and (7.145) that densities of the exchange and correlation

energies are nonlocal objects, reflecting the fact that the associated density-hole

interactions for the reference electron at r depend on the presence of the remaining

electrons at all their locations, through the nonlocal exchange and correlation holes.

However, as already indicated in Sect. 7.2, the historically first applications of

modern DFT of Kohn and Sham have adopted the kinetic energy contribution of the

noninteracting system, Ts[r], and the LDA to the unknown density functional for

the exchange-correlation energy,

ELDA
xc ½r� ¼

ð
rðrÞexcðrðrÞÞdr; (7.244)

which makes a reference to the homogeneous electron gas by regarding the

inhomogeneous electron distribution as locally homogeneous. This quite reliable

approach makes use of the known Quantum Monte Carlo (QMC) results of

Ceperley and Alder (1980) for the homogeneous electron gas. Its spin-resolved

version, known as the Local Spin Density Approximation (LSDA) (von Barth and

Hedin 1972; Oliver and Perdew 1979),

ELSDA
xc ½ra; rb� ¼

ð
rðrÞexcðraðrÞ; rbðrÞÞdr; (7.245)
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which is required for the magnetic and open-shell systems, similarly uses the appro-

priate interpolation between the fully spin-polarized and unpolarized data for the

homogeneous system of the specified electron density (Vosko et al. 1980; Perdew

and Zunger 1981). These parametrizations are local, i.e., the value of the xc-potential
at position r depends solely on the values of the density arguments at this point.

Similar ideas have been used within the historic predecessor of DFT, known as

the Thomas–Fermi–Dirac (TFD) theory, which uses the following LDA-type

functional for the system electronic energy (see Sect. 7.2):

ETFD½r� ¼ Ck

ð
rðrÞ5=3dr þ

ð
rðrÞvðrÞ dr þ Jee½r� � Cx

ð
rðrÞ4=3dr; (7.246)

where the proportionality constants Ck ¼ 3(3p2)2/3/10 and Cx ¼ 3(3p)1/3/4. The
(Coulomb) correlation can be added using Wigner’s (1934) functional

Ec
W ¼ �0:056

ð
rðrÞ4=3½0:079þrðrÞ1=3�dr; (7.247)

and the nonhomogeneity correction to the local kinetic energy functional, propor-

tional to the density-gradient integral ʃr(r)�1|∇r(r)|2dr, has been proposed by von

Weizs€acker (1935). Indeed, through the density gradient this correction probes the

local nonhomogeneities of the electronic gas.

To summarize, the coupling-strength-averaged pair-correlation function of

(6.97),

f avxc ðr; r0Þ ¼
ð1

0

f lxcðr; r0Þ dl ¼ 1þ havxcðr0jrÞ=rðr0Þ;

f lxcðr; r0Þ ¼ 1þ hlxcðr0jrÞ=rðr0Þ; (7.248)

and the associated average hole havxcðr0jrÞ, which ultimately determine the exchange

correlation energy functional of (7.137),

Exc½r� ¼ 1

2

ðð
rðrÞrðr0Þ
r � r0j j ½f

av
xc ðr; r0Þ � 1� dr dr0

¼ 1

2

ðð
rðrÞhavxcðr0jrÞ

r � r0j j dr dr0 �
ð
rðrÞexcðrÞ dr; (7.249)

are approximated in LDA by the appropriate distributions for the homogeneous

electron gas density rh which locally equals r(r). They depend only on the distance
u ¼ r � r0j j between the two electrons:

hLDAxc ðr0jrÞ ¼ rðr0Þ½f LDAxc ðr; r0Þ � 1�

 rðrÞff h½u; rh ¼ rðrÞ� � 1g; (7.250)
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and reduce the interaction of the hole at r with the density in the same position.

Therefore, in LDA the exchange-correlation hole centered at r is in fact interacting
only locally, with the electronic density in the same position, which amounts to

approximating the pair-correlation kernel

f LDAxc ðr; r0Þ 
 f h½u; rðrÞ�rðrÞ=rðr0Þ;

with the density ratio formally effecting this local LDA constraint.

In the LSDA of the spin-resolved DFT the two spin densities ra(r) ¼ r"(r) and
rb(r) ¼ r#(r), or equivalently the overall density, r(r) ¼ r#(r) + r"(r), and the

magnetization density, z(r) ¼ [r"(r) � r#(r)]/r(r), form the independent local

state-parameters and hence:

ELSDA
xc ½ra; rb� ¼

ð
rðrÞexcðr"ðrÞ; r#ðrÞÞ dr

¼ ELSDA
xc ½r; z� ¼

ð
rðrÞexcðrðrÞ; zðrÞÞ dr: (7.251)

The density per electron of the LSDA xc-energy excðr"ðrÞ; r#ðrÞÞ (7.245) replaces
the LDA density excðrðrÞÞ of (7.244), with the locally interpolated expression for

the homogeneous electronic distributions in the paramagnetic (z ¼ 0) and ferro-

magnetic (z ¼ 1) limits. This can be accomplished using von Barth and Hedin’s

(1972) formula:

excðr"ðrÞ; r#ðrÞÞ 
 ehxcðrðrÞ; zðrÞÞ ¼ xðzÞ epolarizedxc ½r; r� þ ½1� xðzÞ�eunpolarizedxc ½r; r�;
epolarizedxc ½r; r� ¼ ehxcðrðrÞ; zðrÞ ¼ 1Þ;
eunpolarizedxc ½r; r� ¼ ehxcðrðrÞ; zðrÞ ¼ 0Þ;
xðzÞ ¼ ½ð1þ zÞ4=3 þ ð1� zÞ4=3 � 2�=ð24=3 � 2Þ; (7.252)

or a more advanced parameterization by Vosko et al. (1980) of the known QMC

results and the Random Phase Approximation (RPA) calculations on the uniform

electron gas.

These local, spherical-hole approximations, being derived from the real physical

system (homogeneous electron gas), satisfy all relevant sum rules for the correla-

tion holes and provide a decent representation of the spherically averaged correla-

tion holes (6.87), which ultimately determine Exc[r] (6.88) (Ernzerhof et al. 1996;
Perdew 1999). This explains a remarkable performance of the LDA/LSDA

calculations, particularly in numerous solid-state applications. However, these

variants of KS theory have been shown to favor homogeneous systems and they

overbind molecules/solids. In the chemically bonded molecular systems, this

approximation generally gives good equilibrium geometries, but vxc(r) potential
does not exhibit the correct �e2/r decay, a consequence of LDA and LSDA failing
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at canceling the self-interaction included in the Hartree term Jee½r�, thus affecting
both the dissociation limits and ionization energies.

Since the electron correlation, of both the Fermi and Coulomb origins, represents

an inherently nonlocal phenomenon, the local inhomogeneity of the electron gas

reflected by the density gradient should affect Exc[r]. Indeed, for densities that vary
slowly in space, the following Gradient Expansion Approximation (GEA) of the

exchange-correlation energy [(7.100) and (7.105)] (Hohenberg and Kohn 1964;

Kohn and Sham 1965) applies,

Exc½r� ¼ EGEA
xc ½r� ¼ ELDA

xc ½r� þ
ð
Cxc½rðrÞ� rrðrÞj j2

rðrÞ4=3
dr þ :::; (7.253)

with the leading LDA term. However, a straightforward evaluation of this expan-

sion is ill-behaved, with the first-order correction worsening the quality of the LDA
predictions. The reasons for that are by now fairly well understood: the expansion to

order rrðrÞj j2 of the exchange-correlation hole does not correspond to any real

physical system since it violates the relevant sum rules. To remedy this, one has to

retain all relevant contributions to the desired order, from all terms in this expan-

sion, and one must then enforce the exact key conditions satisfied by the real

correlation holes, which may be violated by truncated expansions. Perdew and

collaborators have used this sum-rule explanation in their first-principles construc-

tion of exc(r, |∇r|) within the Generalized Gradient Approximation (GGA)

(Perdew and Wang 1986, 1989; Perdew et al. 1996a, b, c, 1998; Perdew 1991;

Ernzerhof et al. 1996; Perdew 1999), through the cut-off holes, missing the spurious

long-rage part, to satisfy the sum rules. Essentially the same GGA has been derived

by Perdew, Burke and Ernzerhoff (PBE) (1996a, b, c, 1997), who imposed exact

conditions directly on Exc[r], without appeal to the exchange-correlation hole. The

GGA and PBE functionals have shown that imposing these exact constraints on

functionals that originally do not verify them results in a remarkable improvement

of the functional quality.

To summarize, in the GGA,

EGGA
xc ½r� ¼

ð
rðrÞ exc rðrÞ; rrðrÞj jð Þ dr or

EGGA
xc ½ra; rb� ¼

ð
rðrÞ exc raðrÞ; rbðrÞ; rraðrÞj j; rrbðrÞ

�� ��
 �
dr;

(7.254)

generating at present the functionals of choice in quantum chemistry, one can

construct a parameterized analytic form of the functional density and then fit the

parameters to a data set, e.g., energies of atoms and molecules, or approach the

problem using the quantum mechanical constraints imposed on the functional

density through general properties of the correlation holes. A convenient way to

visualize the nonlocality of GGA is through the “enhancement” factor

Fxc½rS ðrÞ; sðrÞ� over the local exchange ex½rðrÞ�:

EGGA
xc ½r� ¼

ð
rðrÞ ex½rðrÞ�Fxc½rS ðrÞ; sðrÞ� dr: (7.255a)
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Here, the local radius of the sphere enclosing a single electron in the uniform

electron gas, rS(r) ¼ {3/[4pr(r)]}1/3, and the dimensionless density gradient

sðrÞ ¼ jrrðrÞj=½2kFðrÞrðrÞ�; kF ¼ ½3p2rðrÞ�1=3: (7.255b)

The LDA for exchange and correlation is recovered for Fxc(rS, 0), while the GGA
for the exchange alone corresponds to Fxc(0, s).

What is thus needed in this generalized nonlocal approach is the analytical form

that mimics the resummation to infinite order. Clearly, there is no unique recipe for

constructing such gradient-dependent functionals through some heuristic

resummation of the gradient expansion, since not all formal properties can be

enforced simultaneously. This nonuniqueness has resulted in a number of GGA’s,

e.g., functionals due to Langreth and Mehl (LM) (1981), Perdew and Wang (PW86

and PW91), Becke’s (1985, 1988) exchange (B88), and Lee–Yang–Parr (1988)

(LYP) correlation energy. Currently, the GGA of choice appears to be the

Perdew–Burke–Ernzerhof (1996a, b, c, 1997) (PBE) functional,

EPBE
xc ½r� ¼

ð
rðrÞ ex½rðrÞ�Fxc½rðrÞ; z ðrÞ; sðrÞ� dr; (7.256)

very satisfactory from the theoretical point of view, as obeying many of the exact

conditions verified by exact correlation holes and devoid of any fitting parameters,

i.e., expressed only in terms of fundamental physical constants.

In meta-GGA’s (MGGA) one goes beyond the second-order gradient expansion
of the exchange-energy, which introduces the term proportional to the squared

gradient of the density in exc(r, j∇rj2). The fourth-order expansion similarly gives

the contributions proportional to the squared Laplacian of the electron density and

other fourth-order combinations of the gradient operator: excðr; jrrj2; jr2rj2;
jrrj2r2r; jrrj4Þ (see also Sect. 7.2). However, the fully first-principle construc-
tion of this function is not available, so that all meta-GGA functionals include some

fitted parameters.

Another way to introduce the Laplacian-type nonlocality is to introduce the KS

kinetic energy density to xc-functional (e.g., Becke and Roussel 1989; Van Voorhis
and Scuseria 1998),

tðrÞ ¼ 1

2

Xoccupied
n

r’nðrÞj j2

¼ 1

2

Xa;b
s

XNs

i¼1
r’isðrÞj j2 ¼

Xa;b
s

tsðrÞ:
(7.257)

The general form of the spin-resolved density functional for the KS exchange-

correlation energy then reads:

EMGGA
xc ½ra; rb� ¼

ð
r exc ra; rb; rraðrÞj j; rrbðrÞ

�� ��;Dra;Drb; ta; tb

 �

dr: (7.258)

316 7 Density Functional Theory



Contrary to LDA, all these nonlocal gradient corrections favor density inhomo-

geneity thus reducing the LDA tendency to “homogenize” the system, overbind

atoms and molecules, and thus to overly contract the bond lengths. The GGA

decisively improves the predicted binding and atomization energies, bond lengths

and angles. The GGA energetics, geometries, and dynamics of the hydrogen-

bonded system also exhibit a marked improvement over the LDA results.

However, the GGA functionals still do not satisfy the correct asymptotic behav-

ior, since they do not compensate completely for the self-interaction, and they

contain insufficient degree of nonlocality in the exchange part. This motivated the

development of the new generation of hybrid functionals, called hyper-GGAs

(HGGA), which additionally depend on the exact exchange densities or related

quantities (Becke 1993, 1996, 1997; Ernzerhof 1996; Perdew et al. 1996a, b, c). For

example, one may adopt the mixture

Ehybrid
xc ¼ EGGA

xc þ aðEexact
x � EGGA

xc Þ; (7.259a)

where a is a mixing parameter, with a ¼ 1 recovering the exact exchange energy of

the Kohn–Sham orbitals (7.140),

Eexact
x ¼ Csh jK̂KS

Csj i ¼ �
X
s¼";#

1

4

ðð Poccupied

n
’�nsðrÞ’nsðr0Þ

����
����
2

r � r0j j dr dr0; (7.259b)

and Becke’s choice of a ¼ ¼ giving the best reproductions of the MP2 and CI

geometries and binding energies of molecular systems. The B3LYP and B3PW91

functionals (Becke 1993, 1996, 1997) are examples of most popular and remarkably

successful hybrid functionals in contemporary computational quantum chemistry.

The spin-resolved HGGA functional for Exc½ra; rb� thus assumes the following

general form:

EHGGA
xc ½ra; rb� ¼

ð
r exc ra; rb; rraðrÞj j; rrbðrÞ

�� ��;Dra;Drb; ta; tb; exa; exb

 �

dr;

exsðrÞ ¼ � 1

2rsðrÞ
ð XNs

i¼1
’�isðrÞ’isðr0Þ

�����

�����
2

r � r0j j�1 dr0:

(7.260)

These functional approximations climb the first four rungs of the “Jacob’s

ladder” of the DFT accuracy (Perdew et al. 2005) shown in Fig. (7.5). It also

establishes the hierarchy of the complexity/advancement in the “functional ZOO”

(Perdew 1999), between the relative simplicity of the ordinary Hartree approach

and the upper, FCI or CC world representing the “heaven of chemical accuracy,”

with the lowest LDA/LSDA rung and the currently most advanced generalized RPA

functionals, which also take into account the unoccupied KS orbitals. Predictably,
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the higher one climbs this functional ladder the further one gets from Kohn’s ideal

of a simplified and affordable treatment of the electron correlation problem

allowing calculations for systems of very many (103–105) atoms.

The third-generation (orbitally dependent) functionals use the exact exchange

plus some approximation for the (Coulomb) correlation, thus replacing the KS

partition of the electronic energy (7.114) with its full-exchange analog:

Ev½r� ¼ Ts½r� þ
ð
rðrÞvðrÞ dr þ Jee½r� þ Eexact

x ½r� þ Ec½r�: (7.261)

These functionals will be discussed in the next section. For the asymptotic behavior

care has to be taken to ensure that the correlation hole cancels the long-range
component of the exact exchange hole.

By neglecting the last, Coulomb correlation term in the preceding equation, one

can formulate the x-only KS-type variational procedure giving rise to effective one-
body equations for the optimum orbitals {’n} of the hypothetical noninteracting

system of the same density as the real interacting system exhibiting the Fermi

correlation. This reverse HF problem of finding the variationally best local

exchange potential vx�onlyðrÞ, which minimizes the HF energy EHF[{’n}] (6.16)

and gives rise to the exact HF density rHF(r), is known as the Optimized Potential
Method (OPM) (Sharp and Horton 1953; Talman and Shadwick 1976). It is thus

summarized by the following KS-type equations:

�r
2

2
þ vðrÞ þ

ð
rðr0Þ
r0 � rj j dr

0 þ dEexact
x ½r�
drðrÞ

� �
’nðrÞ

� �r
2

2
þ vðrÞ þ vHðrÞ þ vx�onlyðrÞ

� �
’nðrÞ ¼ en’nðrÞ;

rðrÞ ¼ rHFðrÞ ¼
Xoccupied
n

’nðrÞj j2: (7.262)

Clearly, the KS scheme can be viewed as a special case of this OPM procedure. It

has been first addressed by Sharp and Horton, long before the birth of the modern
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Fig. 7.5 Functional Jacob’s

ladder of Perdew et al. (2005)
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DFT, with Talman and Shadwick performing first numerical calculations for small

atoms. This approach leads to an integral equation for the associated effective

potential vx�onlyðrÞ, which has to be solved self-consistently with the preceding

KS-like equations. The optimumOPMorbitals were found to be practically identical

with the corresponding HF analogs (Grabo et al. 1999; Ivanov et al. 1999; G€orling
1999; Hirata et al. 2001; Krieger et al. 1990; K€ummel and Perdew 2003; K€ummel

and Kronik 2008). This practically demonstrates the fundamental concept of the KS

method, that nonlocal interactions can be treated exactly with local potentials. The

exact exchange method introduces the explicit dependence of the exchange-correla-

tion energy on orbitals, now the complex functional of the density, in the same way

as the KS scheme has introduced such a dependence of the kinetic energy.

7.5 Orbital-Dependent Functionals

The modern density functionals for the exchange-correlation energy are

constructed in the explicitly orbital-dependent forms (Grabo et al. 1999), with

only the implicit dependence on the electronic distribution. In the spirit of (7.261)

the exact exchange energy of the KS system can be then directly expressed in terms

of KS orbitals using the HF-like expression of (7.140), with only the Coulomb

correlation energy of the interacting system to be realistically approximated using

the eigensolutions for the noninteracting Hamiltonian.

The interplay between the specific orbital ’(r), solution of the effective one-
body Schr€odinger equation

� �h2

2me
r2 þ VðrÞ

� �
’ðrÞ ¼ e’ðrÞ or ½r2 þ k2�’ðrÞ ¼ UðrÞ’ðrÞ; (7.263)

where k2 ¼ 2mee=�h2 and UðrÞ ¼ 2meVðrÞ=�h2, and the potential U(r) is conve-

niently described using the concept of the Green function of the operator

∇2 + k2. It emerges in the associated integral (scattering) problem, which is

formally equivalent to the preceding differential equation.

This transformation is performed most efficiently by regarding the product U’
in r.h.s of the preceding equation as an inhomogeneity term. We recall that the

general solution of the inhomogeneous Schr€odinger equation is obtained by adding
to the general solution ’0(r) of the homogeneous equation,

½r2 þ k2�’0ðrÞ ¼ 0; (7.264)

a particular solution of the complete equation. The latter is formally constructed by

introducing the “inverse” of the homogenous operator ∇2 + k2, called Green’s
function (kernel) G(r � r0), such that

½r2 þ k2�Gðr � r0Þ ¼ dðr � r0Þ and Gðr0 � rÞ½r2 þ k2� ¼ dðr0 � rÞ: (7.265)
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The general solution of (7.263) is then conveniently given by the following

combination,

’ðrÞ ¼ ’0ðrÞ þ
ð
Gðr � r0ÞUðr0Þ’ðr0Þdr0; (7.266)

with the integral involving Green’s function generating the particular solution of

the inhomogeneous equation.

The equivalence of the above integral equation and the original differential

Schr€odinger equation can be demonstrated by applying the operator ∇2 + k2 to

both sides of the preceding equation:

½r2 þ k2�’ðrÞ ¼ ½r2 þ k2�
ð
Gðr � r0ÞUðr0Þ’ðr0Þdr0

¼
ð
dðr � r0ÞUðr0Þ’ðr0Þdr0 ¼ UðrÞ’ðrÞ: (7.267)

Inversely, any solution of the stationary Schr€odinger equation can be shown to

satisfy the integral equation (7.266). Therefore, the differential equation (7.263) can

be replaced by its equivalent integral form (7.266). It also follows from the latter

that the Green function can be expressed as the functional derivative,

Gðr � r0Þ ¼ 1

’ðr0Þ
d’ðrÞ
dUðr0Þ ; (7.268)

which is seen to measure the dependence of the orbital ’ on the external potential

U.

7.5.1 Optimized Potential Method

Let us now examine the OEP, vOEPxc;s ½f’ns0 ½frs00 g�g; r� � vOEPxc;s ðrÞ, the explicit func-
tional of KS SO f’ns½frs0 g�g, all implicit functionals of the system spin-densities

{rs0}. One also realizes that these one-electron functions are connected with spin-

densities through the effective potentials of the associated KS-like equations:

’ns½frs00 g� ¼ ’ns vs
0

KS½frs00 g�
n oh i

: (7.269)

This complex functional dependence thus calls for the double chain-rule transfor-

mation of the defining derivative,

vOEPxc;s ðrÞ ¼
dEOEP

xc ½f’ns½fvs0KS½frs00 g�g�
drsðrÞ

�
Xa;b

s0;s00

Xoccupied
p

ðð
dEOEP

xc ½f’nsg�
d’ps0 ðr0Þ

d’ps0 ðr0Þ
dvs00KSðr00Þ

dvs
00

KSðr00Þ
drsðrÞ

þ c:c:

( )
dr0dr00:

(7.270)

where c.c. stands for the complex conjugate of the preceding term.
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The first factor in the above product of derivatives is determined by the given

form of the orbital functional EOEP
xc ½f’nsg�, while the second factor, the KS

Green-function [see (7.268)], can be estimated using the first-order PT (see

Sect. 5.5.1) by considering the influence on the orbital ’ps0 at r
0 of an infinitesi-

mal, local displacement in the effective potential vs
00

KS at r00, through the spin-

resolved KS equation:

�r
2

2
þvsKS½ra;rb;r�

� �
’nsðrÞ¼ens’nsðrÞ; rsðrÞ¼

XNs

n

’nsðrÞj j2; s¼a;b: (7.271)

The resulting derivative then reads:

d’ps0 ðr0Þ
dvs00KSðr00Þ

¼ds0;s00
X
q 6¼p

’�qs00 ðr0Þ’qs00 ðr00Þ
eps00 �eqs00 ’ps00 ðr00Þ¼ds0;s00GKS

ps00 ðr0;r00Þ’ps00 ðr00Þ: (7.272)

It also follows from this expression that GKS
ps is orthogonal to ’ps, since this Green

function constitutes the linear combination of KS SO orthogonal to ’ps.

Finally, the inverse of the third factor in the product of (7.270) determines the

KS linear-response function, measuring the density response to a perturbation in the

effective potential, also known from PT:

Xs;s00
KS ðr; r00Þ ¼

drsðrÞ
dvs00KSðr00Þ

¼ ds;s00
X
k;l

’�ksðrÞ’lsðrÞ’�lsðr00Þ’ksðr00Þ
eks � els

þ c:c:

¼ ds;s00Xs
KSðr; r00Þ ¼ ds;s00

P
k

’ksðr00ÞGKS
ks ðr00; rÞ’�ksðrÞ þ c:c:

� �
:

(7.273)

Hence the effective xc-potential of the OEP method is defined by the following

integral equations in terms of KS orbitals satisfying (7.271):

vOEPxc;s ðrÞ ¼
XNs

p¼1

ðð
dEOEP

xc ½f’ns0 g�
d’psðr0Þ

GKS
ps ðr0; r00Þ’psðr00Þ þ c:c:

( )
Xs;�1
KS ðr00; rÞ dr0dr00:

(7.274)

The first derivative in (7.270) follows from the adopted form of the orbital-

dependent functional for the xc-energy. It can be taken from the MBPT or CCSD(T)

(Grabowski 2008; Grabowski et al. 2002, 2007; Bartlett et al. 2005a, b; Grabowski

and Lotrich 2005; Lotrich et al. 2005), e.g., at the MP2 level. Alternatively, the

Colle–Salvetti (1975) ansatz for the correlation energy, which also provides the

basis of the successful LYP density functional, can be used to supplement the exact

exchange energy of (7.259b) (Grabo et al. 1999),
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EOEP
x ½f’psg� ¼ Csh jK̂KS

Csj i

¼ � 1

2

X
s

XNs

n;m

ð ð
’�nsðrÞ’msðrÞ’�msðr0Þ’nsðr0Þ

r � r0j j dr dr0;
(7.275)

which approximates EOEP
xc ½f’ns0 g� in the x-only OEP approach or OEPx–KS. In the

latter case, one finds:

dEOEP
x ½f’ns0 g�
d’psðrÞ

¼ �
XNs

q¼1
’�qsðrÞ

ð
’�psðr0Þ’qsðr0Þ

r � r0j j dr0: (7.276)

An equivalent and numerically more convenient form of these integral equations

for the effective single-particle spin-potentials is obtained by multiplying both sides

of (7.274) with Xs
KSðr; r000Þ, integrating over r, and using (7.273):

XNs

p¼1

ð
’�psðr0Þ½vOEPxc;s ðr0Þ � uxcpsðr0Þ�GKS

ps ðr0; rÞ’psðr0Þ dr þ c:c: ¼ 0; (7.277)

uxcpsðrÞ ¼
1

’�psðrÞ
dEOEP

xc ½f’ns0 g�
d’psðrÞ

: (7.278)

These equations have to be solved in each KS iteration, for the current set of

orbitals. The OEP scheme can be applied rigorously by projecting the integral

equations on the appropriately chosen basis set of Gaussian orbitals, usually those

approximating the KS MO themselves, or it can be recast in an approximate

version, e.g., in the Krieger–Li–Yafrate (KLI) (1990, 1992, 1995) method, which

correctly reproduces the N-discontinuity feature of Fig. (7.4).

Finally, we would like to emphasize that the OEP procedure searching for the

optimum KS spin potentials fvOEPKS;sðr0Þg which minimize the energy functional

EOEP
v ½f’ns½fvOEPKS;s0 g�g� � EOEP

v ½fvOEPKS;s0 g�; (7.279)

dEOEP
v ½fvs0KSg�
dvsKSðrÞ

����
vs
KS
¼vOEP

KS;s

¼ 0; (7.280)

is equivalent to the HK variational principle of Sect. 7.1.2. It also explains the

origin of method’s name. This can be explicitly demonstrated using the appropriate

chain-rule transformation of the preceding derivative:

dEOEP
v ½fvs0KSg�
dvsKSðrÞ

¼
Xa;b

s00

ð
dEOEP

v ½frs0 g�
drs00 ðr0Þ

drs00 ðr0Þ
dvsKSðrÞ

dr0 ¼ 0: (7.281)
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Multiplying both sides of this equation with the inverse of the linear-response

function dvsKSðrÞ=drs00 ðr00Þ and integrating over r then gives the HK variational rule:

ð
dEOEP

v ½fvs0KSg�
dvsKSðrÞ

dvsKSðrÞ
drs00 ðr00Þ

dr ¼ dEOEP
v ½frs0 g�
drs00 ðr00Þ

¼ 0: (7.282)

A good summary of the performance of OPM and OEP methods in predicting

various physical properties of atoms, molecules, and solids is given in the review by

Kohanoff and Gidopoulos (2003). To conclude this section, we briefly summarize

some formal properties of the exact-exchange (EXX, OEPx) approach and its KLI

approximation. Like in HF treatment the self-interaction is exactly removed, so that

the asymptotics of the exchange potentials is now correct, with the exchange

potential decaying as �1/r at long distances, for all orbital states, irrespectively

of whether they are occupied or empty. This is contrary to HF theory, where this

Coulomb decay characterizes only the occupied orbitals, but for all virtual states it

decays exponentially. As a result, many negatively charged ions are not even bound

at HF level of theory. The N-discontinuities of the energy and effective one-body
potential, which give rise to the preference of the integer number of electrons in

molecular systems and their dissociation products, are correctly verified in both

EXX and KLI. Another difference is that all occupied HF orbitals decay exponen-

tially, with the same exponent, while in OEP each orbital decays with its own

exponent, as it should be. The OPM energies (for local x-potential) are only

marginally larger, virtually identical with the UHF energy (for nonlocal x-potential),
which determines the lower bound for all x-only orbital schemes, with the KLI

energies being still marginally above the corresponding EXX values.

7.5.2 Density-Functional Perturbation Theory

In Sect. 6.3.2, we have described the MP approach to the electron correlation

problem in which one starts from the HF solution and introduces in a perturbative

way the Coulomb electron correlation on top of the HF theory. In DFT an analogous

treatment is known as the G€orling–Levy (GL) (1993, 1994) theory or DFPT. In this
approach the separable Hamiltonian Ĥ

l¼0ðNÞ of the noninteracting (l ¼ 0) system

defines the associated 0th-order (unperturbed) eigenvalue problem of the KS

theory, while the difference

ĥ
lðNÞ ¼ Ĥ

lðNÞ � Ĥ
l¼0ðNÞ ¼

XN
i¼1
½vlðriÞ � vKSðriÞ� þ lV̂eeðNÞ; (7.283)

represents the correlation perturbation due to the scaled l-interaction between N
electrons and the change in the external potential required by the adiabaticity

condition (7.128):
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ĥ
lðNÞ ¼ V̂

l
neðNÞ � VsðNÞ þ lV̂eeðNÞ � lĥ

0

lðNÞ: (7.284)

The total electronic energy El(N) ¼ El[r] for the current interaction strength l
can be then expressed as the xc-corrected energy of the noninteracting system,

El¼0[r] ¼ E0(N),

El½r� ¼ El¼0½r� þ Eð1Þ½r� þ El
c ½r�; (7.285)

here the first-order correction Eð1Þ½r�¼El¼0
xc ½r�¼Ex½r� is the exact-exchange energy,

given by the familiar Fock expression in terms of KS orbitals [(7.259b) and (7.275)],

whileEl
c ½r� denotes the contribution due to the Coulomb correlation. Indeed, using the

Levy constrained-search construction of (7.29) the latter can be formally expressed as

the difference between the expectation values of the operator F̂
lðNÞ [see (7.131)],

calculated for the wave functionsClðNÞ andC0ðNÞ, which minimize the expectation

values of F̂
lðNÞ¼ T̂eðNÞþlV̂eeðNÞ and F̂l¼0ðNÞ¼ T̂eðNÞ, respectively,

El
c ½r� ¼ hClðNÞjF̂lðNÞjClðNÞi � hCl¼0ðNÞjF̂lðNÞjCl¼0ðNÞi
¼ ðTs½r� þ lJee½r� þ El

xc½r�Þ � ðTs½r� þ lJee½r� þ Ex½r�Þ
¼ hClðNÞjĤlðNÞ � V̂

l
neðNÞjClðNÞi

�hCl¼0ðNÞjĤl¼0ðNÞ þ fĤlðNÞ � Ĥ
l¼0ðNÞ � V̂

l
neðNÞgjCl¼0ðNÞi

¼ hClðNÞjĤlðNÞjClðNÞi � hCl¼0ðNÞjĤl¼0ðNÞjCl¼0ðNÞi
�hCl¼0ðNÞjĥlðNÞjCl¼0ðNÞi

¼ ðEl½r� � El¼0½r�Þ � hCl¼0ðNÞjĥlðNÞjCl¼0ðNÞi ¼ El
xc½r� � Ex½r�:

(7.286)

Here, we have used the DFT adiabaticity condition of (7.128), that both

ClðNÞ and Cl¼0ðNÞ give rise to the same electron density, which directly gives

hClðNÞjV̂l
neðNÞjClðNÞi ¼ hCl¼0ðNÞjV̂l

neðNÞjCl¼0ðNÞi ¼
ð
vlðrÞ rðrÞ dr:

It should be observed that (7.285) and (7.286) then indeed confirm that the

exchange energy constitutes the first-order correction in DFPT, given by the

expectation value of the perturbation operator of (7.284) calculated for the KS

determinant Cl¼0ðNÞ describing the noninteracting system:

Ex½r� ¼ hCl¼0ðNÞjĥlðNÞjCl¼0ðNÞi � DEð1Þ½r�
¼ hCl¼0ðNÞjlĥ

0

lðNÞjCl¼0ðNÞi � lEð1Þ½r�:
(7.287)
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We further observe that the exact scaling relation of (7.151) for s ¼ 1/l allows

one to express the correlation energy El
c ½r� for the current interaction strength l in

terms of the correlation energy of the fully interacting system ðl ¼ 1Þ; Ec½r1=l�,
calculated for the scaled density rs ¼ r1/l (7.147):

Ec½r1=l� ¼
1

l2
El
c ½r�: (7.288)

Hence, the Taylor expansion in powers of l around the known noninteracting KS

limit (l ¼ 0) then gives the following expansion of Ec½r1=l�:

Ec½r1=l� ¼
X1
j¼2

lj�2EðjÞc ½r�; (7.289)

with contributions E
ðjÞ
c ½r� being determined from the standard expressions of PT

(see Sect. 5.1.1) using the known KS eigensolutions.

Finally, the total interaction energy for the fully interacting system is obtained

by the (adiabatic) integration over the coupling constant l (see Sect. 7.3.2):

Ec½r� ¼
ð1

0

Ec½r1=l� dl ¼
X1
j¼2

1

j� 1
EðjÞc ½r�: (7.290)

The explicit formulas for calculating the complicated and computationally

demanding nth-order contribution E
ðnÞ
c ½r� to the Coulomb correlation energy have

been derived byG€orling and Levy (1993, 1994). As in theMP theory the lowest-order
of the perturbative correction in GL approach, which represents the true Coulomb

correlation in the molecular ground state, is the second-order, MP2-like term:

Eð2Þc ¼ �
X1
t¼1

F0
0ðNÞ

� ��V̂eeðNÞ � V̂HðNÞ � V̂xðNÞ F0
t ðNÞ

�� ��� ��2
E0
t � E0

0

; (7.291)

where the summation is over all excited states of the noninteracting system

fF0
t>0ðNÞg, i.e., the configurations defined by the KS determinantal states, with the

ground state wave function F0
0ðNÞ ¼ CsðNÞ (7.109), fE0

t ¼
Poccd½t�
k

ekg stand for the

associated energies, the overall Hartree-potential of N electrons V̂HðNÞ ¼
PN
i¼1

vHðriÞ
[(see 7.122a)] and the one-electron exchange operator of N electrons

V̂xðNÞ ¼
PN
i¼1

vxðriÞ groups the (local) exchange potentials, in the sense of the OPM

of Sharp and Horton (see the preceding section):

vxðrÞ ¼ dEx½r�
drðrÞ : (7.292)
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Above, the EX functional Ex[r] ¼ Ex[{’k[r]}] is again given by the Fock expres-

sion in terms of KS orbitals {’i} [(7.259b) and (7.275)].

In terms of KS eigensolutions, this second-order DFPT (GL2) gives the MP2-

like expression [see (6.133)] in terms of the KS single-particle states {’i} and their

associated eigenvalues {ei}:

EGL2
c ¼ � 1

4

Xoccd:
k;l

Xvirt:
p;q

’k’lh jg ’p’q

�� ��� ��2
ep þ eq � ek � el

�
Xoccd:
k

Xvirt:
p

’kh jvx � K̂
KS

’p

�� ����
���
2

ep � ek
; (7.293)

where K̂
KS

denotes the Fock-like (nonlocal) exchange operator expressed in terms

of the KS single-particle states [(7.259b) and (7.275)].

For practical reason of a prohibitively expensive character of the higher-order
DFPT, one can normally afford only its GL2 level. As demonstrated by Ernzerhof

(1996), the energetics of molecular atomization resulting from this truncation is wors-

ened compared to predictions from the traditional DFT approaches and quantum-

chemical calculations. This is typical of truncated perturbational approaches: unless

the perturbation is really week, the second-order treatments are not really successful,

since the higher-order terms can be comparable to the second-order contribution.
It has been shown by Engel et al. (2000) that this is particularly true in the vdW

systems, e.g., Ne2, where MP2 approach underbinds (too long bond length) and

the combined EXX, x-only KLI-GL2 treatment overbinds (too short bond length).

A favorable comparison with the experiment and a marked improvement over MP2

results can be achieved only after an empirical resummation of the perturbative expan-

sion, in the spirit of GGA, after which some exact limits not satisfied in the bare GL2

approach, e.g., of a strongly interacting system (for l ! 1), are finally fulfilled.

Indeed, for some values of the coupling constant l the perturbative series might

even be divergent. It has also been demonstrated by Seidl et al. (2000), who

generalized the resummation ideas of Ernzerhof to verify both the strong- and

weak-interaction limits in the correlation functional and achieved good predictions

of atomization energies, that in some cases the radius of convergence can be very

small indeed. The expansion was shown to most likely fail in the limit l ! 1,

where electronic positions become strictly correlated giving rise to the Wigner

crystallization. It should be recalled that the uniform-electron-gas limit, marking a

weak interaction between electrons, also gives rise to divergent terms in the

perturbational series and has to be treated using the RPA theory.

7.5.3 Ab Initio DFT

The cost of standard KS GGA-method is of the order of the ordinary HF (SCF) calcu-

lations in quantum chemistry. In fact, the formal DFT can be regarded as an exacti-

fication of the Hartree and Thomas–Fermi theories, by reducing the many-electron
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problem to in principle exact, but explicitly unknown single-electron equations. This
scheme, however, suffers from several drawbacks such as the self-interaction contami-

nation, inability to describe the weak interactions, and wrong asymptotics. The latter

affect predictions of the polarization quantities and excitation energies, which strongly

depend on the KS eigenvalues. Neither can this approximation be systematically

improved with high confidence that a higher level of theory leads to better results, as

is the case in treating the electron correlation in the standard variational methods of

quantum chemistry, such as the advanced MBPT and CC approaches.

In a search for the “right answers for the right reason” Bartlett and coworkers

have combined the OEP approach with the correlation treatment in the standard

CI methods developed by quantum chemists, coining the name of the ab initio
DFT (Bartlett 2000) to emphasize the first-principle character of this correlation

treatment in the orbitally dependent DFT. This procedure allows one to systemati-

cally improve over the standard DFT methods. The cost of such rather advanced

ab-initio DFT treatments, however, soon becomes comparable to that of the original

MBPT/CC calculations, thus prohibiting a wider use of the accurate orbital-depen-

dent density functionals for the electron correlation, e.g., those developed by

Grabowski et al. (Grabowski 2008; Grabowski and Lotrich 2005, Grabowski

et al. 2002, 2007), and by Bartlett et al. (2005a,b), in calculations on large molecu-

lar systems of interest in contemporary chemistry and biology.

In this approach the addition of the electron correlation on top of the OEPx
(OPM) scheme uses the density (adiabaticity) condition of the KS method, that the

densities of the hypothetical noninteracting KS system and of the real interacting

system are identical, in an efficient determination of the effective single-particle
potentials corresponding to a variety of the orbitally dependent correlation

functionals taken from the CC theory. This approach avoids the troublesome

functional differentiation of the energy and often uses the self-consistent HF

orbitals or those determined at a simpler OEPx stage. Such variants effectively

cover the quasidegenerate systems and vdW interactions, giving predictions com-

parable with the CCSD(T) method of WFT and systematically converge into the

FCI solutions with the improvement of the correlation coverage. Another key

problem was the choice of the basis functions, which determine the quality of the

analytical potentials in the OEP–KS scheme. The often observed overestimation of

the correlation energies in the OEP–MBPT(2) approach has been remedied by the

appropriate choice of the zero-th order Hamiltonian in defining the correlation

functionals and the associated effective potentials in the second order of PT.

It has been also demonstrated that, contrary to the standard DFT scheme, the

effective potentials resulting from the ab initio DFT approach reproduce the exact

potentials in model systems, giving rise to an excellent HOMO predictions and

ionization potentials. Although the cost of such approaches is by now still

prohibitively high, this line of DFT research has demonstrated that one can profit

by using in the OEP–DFT the experience gained in advanced ab initio treatments of

the electron correlation within WFT.

The ab initio DFT thus constitutes a way to a systematic improvement of the

quality of predictions toward the benchmark MBPT–CC and FCI results. These
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advanced calculations probe the subtle relations between the DFT and WFT

perspectives on molecular electronic structure and provide an explicit construction

and a practical demonstration of the basic equivalence of these two complementary

viewpoints in contemporary quantum chemistry.

7.6 Rudiments of Ensemble Theory for Excited States

In this section we shall briefly outline the Rayleigh–Ritz variational principle for

statistical ensembles. This approach of Theophilou (1979) and of Kohn and colla-

borators (Kohn 1986; Gross et al. 1988; Oliveira et al. 1988; Gross and Kurth 1993)

can be used to determine the excitation energies of atoms and molecules, following

the Slater TS approach of Sect. 6.1.3. For clarity, only the simplest case will be

considered explicitly, of the statistical mixture of two (nondegenerate) molecular

states, jC1i ¼ j1i and jC2i ¼ j2i, e.g., the system ground state and the first excited

state, respectively:

Ĥ ij i ¼ Ei ij i; i ¼ 1; 2; (7.294)

here Ĥ ¼ ĤðN;vÞ denotes the molecular electronic Hamiltonian and Ei stands for its

ith eigenvalue. This mixed quantum state is defined by the density operator,

D̂ ¼ p1 1j i 1h j þ p2 2j i 2h j; p1 þ p2 ¼ 1; (7.295)

where the ensemble weight pi stands for the probability of the pure state jii in the

statistical mixture.

We recall (see Sect. 3.3.4) that the ensemble averages of physical quantities are

given by the corresponding mean values determined by the ensemble probability

weights and the corresponding properties of the individual pure states (3.60a–c).

For example, the ensemble averages of the system energy and electron density read:

Eens: ¼ trðD̂ĤÞ ¼ p1E1 þ p2E2; Ei ¼ ih jĤ ij i; i ¼ 1; 2; (7.296)

rens:ðrÞ ¼ tr½D̂r̂ðrÞ� ¼ p1r1ðrÞ þ p2r2ðrÞ; riðrÞ ¼ ih jr̂ðrÞ ij i; i ¼ 1;2: (7.297)

Both pure-state densities are assumed to integrate to the same particle number of the

(closed) molecular system, N ¼ ʃri(r) dr, i ¼ 1, 2, and the weight of the ground

state is assumed to be greater, or equal to that of the first excited state,

0 	 p2 � l 	 p1 ¼ 1� l 	 1; 0 	 l 	 1

2
; (7.298)

where l ¼ ½ case defines the equiensemble formalism of Theophilou (1979). The

nondegenerate, two-state limitation is by no means essential; for a general case of
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M-state ensemble, including degeneracies, the reader is referred to the original

paper by Gross et al. (1988).

The ensemble of (7.295) is thus characterized by a single parameter l ¼ p2,

D̂ðfCig; lÞ ¼ ð1� lÞ 1j i 1h j þ l 2j i 2h j � D̂ðlÞ: (7.299)

It corresponds to the molecular electronic Hamiltonian ĤðN; vÞ, identified by the

fixed number of electrons N and the external potential v due to the nuclei in their

assumed fixed positions, and gives the following ensemble averages of (7.296) and

(7.297):

Eens:ðfCig; lÞ ¼ ð1� lÞE1 þ lE2; rens:ðr; lÞ ¼ ð1� lÞr1ðrÞ þ lr2ðrÞ: (7.300)

The familiar Rayleigh–Ritz principle of (5.20) can be then extended into the

following variational principle for ensembles:
For any pair of trial states ðjF1i; jF2iÞ, which approximate the exact eigenstates

ðj1i; j2iÞ, respectively, jF1i 
 jC1i and jF2i 
 jC2i, thus defining the trial ensem-

ble with the same probability weights

D̂0ðfFig; lÞ ¼ ð1� lÞ F1j i F1h j þ l F2j i F2h j � D̂0ðlÞ; (7.301)

the following inequality holds:

Eens:ðfFig; lÞ ¼ tr½D̂0ðlÞĤ� ¼ ð1� lÞ F1h jĤ F1j i þ l F2h jĤ F2j i
� Eens:ðfCig; lÞ ¼ tr½D̂ðlÞĤ� ¼ ð1� lÞE1 þ lE2 ¼ E1 þ lðE2 � E1Þ:

(7.302)

For l < ½, i.e., p1 > p2, the equality sign holds only if and only if both trial states

are equal to the corresponding exact eigenstates, F1j i ¼ 1j i; F2j i ¼ 2j i, while for
l ¼ ½ the equality sign in (7.302) holds if and only if the trial states lie in the

subspace spanned by the two exact eigenstates: F1j i; F2j i 2 f 1j i; 2j ig.
This principle can be justified by the expansion of the two trial states in the

complete set of eigenstates of ĤðN; vÞ;P
k

kj i kh j ¼ 1,

F1j i¼
X
k

kj i kh jF1i�
X
k

kj iCk;1 and F2j i¼
X
l

lj i lh jF2i�
X
i

lj iCl;2: (7.303)

Hence, the expectation value of the system energy in |Fii,

Fih jĤ Fij i¼
X
k;l

C�k;iCl;i kh jĤ lj i¼
X
k

Ck;i

�� ��2Ek�
X
k

Pðk iÞj Ek; i¼ 1;2; (7.304)

where the conditional probabilities {P(k|i)} of the quantum-mechanical superposi-

tion principle satisfy the usual normalization condition:

X
k

Pðk iÞj ¼ 1: (7.305)
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Thus, the l.h.s. of the inequality of (7.302),

Eens:ðfFig;lÞ¼ ð1�lÞ F1h jĤ F1j iþl F2h jĤ F2j i
¼ ð1�lÞ Pð1 1ÞE1j þPð2 1ÞE2þ :::jð Þþl Pð1 2ÞE1j þPð2 2ÞE2þ :::jð Þ
�
X
k

pens:k Ek;

(7.306)

is equal to Eens.({Ci}; l) for the assumed weight factor l < ½ if and only if

simultaneously P(1j1) ¼ P(2j2) ¼ 1, i.e., for {P(k 6¼ 1j1) ¼ 0} and {P(l 6¼ 2j2)
¼ 0}, when the two trial functions happen to be the respective exact eigenfunctions

of the molecular electronic Hamiltonian. Otherwise, the resultant (positive) factors,

which in the preceding equation multiply E1 and E2, respectively, satisfy the

following inequalities:

pens:1 � ð1� lÞPð1 1Þj þ lPð1 2Þ < 1� lj ;
pens:2 � ð1� lÞPð2 1Þj þ lPð2 2Þ > lj ;
pens:k>2 � ð1� lÞPðk 1Þj þ lPðk 2Þ > 0j :

(7.307)

Indeed, relative to the exact ground state solution, Pð1j1Þ ¼ 1^ fPðk 6¼ 1j1Þ ¼ 0g,
the weighted probability pens:1 represents a diminished fraction of the higher ensemble

probability p1 ¼ 1 � l > ½ and an increased contribution of the lower ensemble

probability p2 ¼ l < ½, thus justifying the first inequality. Similarly, relative to the

exact solution for the first excited state, P(2|2) ¼ 1 and fPðl 6¼ 2j2Þ ¼ 0g; pens:2

involves a diminished participation of p2 ¼ l < ½ and an increased fraction of p1 ¼
1 � l>½ in the ensemble average probabilities fpens:i g, which explains the reversed
character of the second inequality in the preceding equation. The third inequality

results from the finite conditional probabilities of higher excited states in the two trial

states: Pðk 1Þj > 0 and Pðk 2Þ> 0j .

To summarize, any approximate estimate of the ensemble-average energy of

(7.306) for D̂0ðlÞ 6¼ D̂ðlÞ implies a lower contribution of the lowest, ground state

energy and increased contributions of all excited states, relative to the exact

solution case f F1j i ¼ 1j i; F2j i ¼ 2j ig, thus justifying the inequality of (7.302):

tr ½D̂0ðlÞ Ĥ� > tr ½D̂ðlÞ Ĥ�: (7.308)

It finally follows from (7.302) that the excitation energy E2 � E1 is given by one

of the alternative expressions involving either the ensemble energy itself,

E2 � E1 ¼ l�1½Eens:ðfCig; lÞ � Eens:ðfCig; l ¼ 0Þ�
¼ l�1½Eens:ðfCig; lÞ � E1�;

(7.309)

or its derivative reflecting the explicit dependence on l of the functional for the

ensemble electronic energy:

E2 � E1 ¼ dEens:ðfCig; lÞ
dl

: (7.310)
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The associated DFT for ensembles can be established following the standard HK

argument of (7.13), (7.80) and (7.81). More specifically, one compares two ensem-

ble densities for the fixed value of l; rens:ðlÞ � rðlÞ and r0ens:ðlÞ � r0ðlÞ, which
are generated by the statistical mixtures of the two lowest eigenfunctions {j1i, j2i}
and {j10i, j20i} of Hamiltonians Ĥ � ĤðN; vÞ and Ĥ0 � ĤðN; v0Þ, respectively,
exhibiting the essentially different external potentials, v(r) 6¼ v0(r) + const. These
two ensembles are respectively defined by the density operator D̂ðlÞ of (7.299) and
the corresponding “primed” statistical operator

d̂ðlÞ ¼ ð1� lÞ 10j i 10h j þ l 20j i 20h j; (7.311)

which give rise to the associated ensemble average energies:

EðlÞ � tr½D̂ðlÞ Ĥ� and E0ðlÞ � tr½d̂ðlÞ Ĥ0�: (7.312)

Next, we examine the unique mapping from the ensemble density to the density

operator, which parallels the previous mapping in the pure-state case, between the

electron density and the system wave function. Following the same reductio ad
absurdum argument we first assume that the two Hamiltonians Ĥ and Ĥ0 can give

rise to the same ensemble average density: r(l) ¼ r0(l) � r(r). The variational

principle of (7.308) then implies that the following inequalities have to be observed:

EðlÞ<tr½d̂ðlÞ Ĥ� ¼ tr½d̂ðlÞ Ĥ0�þ tr½D̂ðlÞðĤ� Ĥ0Þ� ¼ E0ðlÞþ
ð
rðrÞ½vðrÞ� v0ðrÞ�dr;

E0ðlÞ<tr½D̂ðlÞ Ĥ0� ¼ tr½D̂ðlÞĤ�þ tr½D̂ðlÞðĤ0 � ĤÞ� ¼ EðlÞþ
ð
rðrÞ½v0ðrÞ� vðrÞ�dr:

(7.313)

Since their summation leads to contradiction, E(l) + E0(l) < E0(l) + E(l), we
again conclude that the map between the external potential and the ensemble

average density is invertible. Thus, r(l) uniquely identifies the Hamiltonian, and

hence also its eigenstates, which define the density operator:

rðlÞ ! D̂ðlÞ or D̂ðlÞ ¼ D̂½rðlÞ�: (7.314)

Therefore, the ensemble average of any observable Â also becomes the func-

tional of the ensemble density (see also Sect. 7.1.3):

Aens:ðlÞ ¼ tr½D̂ðlÞ Â� ¼ Aens:½rðlÞ�: (7.315)

In particular, the average energy of the ensemble can be expressed in the familiar

form of (7.15):

EðlÞv ½r� ¼ tr½D̂ðlÞ Ĥ� ¼
ð
rðrÞ vðrÞ dr þ FðlÞ½r�; (7.316)
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with the universal (v-independent) functional

FðlÞ½r� ¼ tr½D̂ðlÞ F̂� ¼ trfD̂ðlÞ½T̂e þ Vee]g : (7.317)

The latter can be also extended to cover the non v-representable densities by using

Levy’s constrained search construction [(7.41) and (7.84)].

It then directly follows from the above Rayleigh–Ritz principle for ensembles

that this energy functional has the following variational properties for a trial

ensemble density r:

EðlÞv ½r� > EðlÞv rðlÞ½v�
h i

if rðrÞ 6¼ rðlÞ½v; r�;

EðlÞv ½r� ¼ EðlÞv rðlÞ½v�
h i

if rðrÞ ¼ rðlÞ½v; r�;
(7.318)

where rðlÞ v; r½ � � rðlÞ v½ � denotes the ensemble density matching the fixed external

potential v(r). Thus, the exact ensemble energy and density can be calculated by

minimizing E
ðlÞ
v ½r� for any assumed value of l in (7.298).

The associated KS scheme for ensembles is again build upon the fundamental

assumption that the density of the real interacting system can be calculated as the

ensemble density of the hypothetical, noninteracting (separable) N-electron system,

obtained from its ground state Slater determinant j1si ¼ j’1 . . .’Nj and that of the

system first excited state j2si ¼ j’1 . . .’N�1’Nþ1j:
rðrÞ ¼ ð1� lÞ 1sh jr̂ðrÞ 1sj i þ l 2sh jr̂ðrÞ 2sj i

¼
XN�1
k¼1

’kðrÞj j2 þ ð1� lÞ ’NðrÞj j2 þ l ’Nþ1ðrÞ
�� ��2: (7.319)

It determines the ensemble electronic energy [see (7.125) and (7.306)]:

EðlÞv ½r� ¼
ð
rðrÞ vðrÞ dr þ FðlÞ½r�

¼
ð
rðrÞ vðrÞ dr þ TðlÞs ½r� þ

1

2

ðð
rðrÞrðr0Þ
r � r0j j drdr0 þ EðlÞxc ½r�

� �

¼
XN�1
k¼1

eðlÞk þ ð1� lÞ eðlÞN þ leðlÞNþ1 �
1

2

ðð
rðrÞrðr0Þ
r � r0j j drdr0 þ EðlÞxc ½r�

�
ð
rðrÞvðlÞxc ½r; r� dr;

(7.320)

where feðlÞk g groups the KS eigenvalues, v
ðlÞ
xc ½r; r� stands for the effective KS

potential, and the kinetic energy of the noninteracting ensemble [compare

(7.112)] is given by the following mean-value expression:

TðlÞs ½r� ¼ �
1

2

XN�1
k¼1

’kh jD ’kj i þ ð1� lÞ ’Nh jD ’Nj i þ l ’Nþ1
� ��D ’Nþ1

�� � !
: (7.321)
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The relevant KS equations representing the Euler equations determining the

optimum orbitals of the ensemble, to be solved self-consistently for each value of

the state-mixing probability l, then read:

� 1

2
Dþ vðrÞ þ

ð
rðr0Þ
r � r0j j dr

0 þ vðlÞxc ½r; r�
� �

’kðrÞ ¼ eðlÞk ’kðrÞ; (7.322)

where:

vðlÞxc ½r; r� ¼
dEðlÞxc ½r�
drðrÞ : (7.323)

Notice that for l ¼ 0 these equations and the above expression for the ensemble

energy reproduce the previously reported ground state analogs.

Finally, it follows from (7.310) that the excitation energy can be expressed in

terms of the corresponding ensemble-KS eigenvalues,

E2 � E1 ¼ @E
ðlÞ
v ½r�
@l

¼ eðlÞNþ1 � eðlÞN þ
@E
ðlÞ
xc ½r�
@l

; (7.324)

which can be regarded as an exact analog of the approximate relation (6.41)

formulated in Slater’s TS theory. In the preceding equation, the partial derivative

of E
ðlÞ
xc ½r� denotes the derivative of the functional only, which neglects its depen-

dence on l through r ¼ r(l). Practical calculations using this ensemble approach

require an adequate approximation for E
ðlÞ
xc ½r�. For the equiensemble of M states,

with entropy S ¼ kB ln M, Kohn (1986) has successfully used the LDA functional

of a thermal ensemble.

7.7 Density-Matrix Functional Theory

The reduced density matrices of Sect. 6.3.3 can also serve as alternative basic

variables in quantum-mechanical calculations. Attempts to use the 2-matrix, for

which the exact functional for the electronic energy is known (6.150), are hampered

by the unknown sufficient conditions for its (pure-state) N-representability. This
prompted a development of the DMFT (Gilbert 1975; Berrondo and Gościnski

1975; Donnelly and Parr 1978; Donnelly 1979; Levy 1979; Valone 1980a,b;

Nguyen-Dang et al. 1985; Zumbach and Maschke 1985), which uses as the basic

state-variable the system 1-matrix

ĝ1ðq;q0Þ ¼ N

ð
:::

ð
C�ðq0;q2; :::;qNÞCðq;q2; :::;qNÞdq2:::dqN � gðq;q0Þ; (7.325)

in terms of which the exact functional for the kinetic energy of the interacting

system is known. Notice that its diagonal part (6.148) defines the electron (spin)

density itself: g1ðq; qÞ ¼ rðqÞ � rsðrÞ. The necessary and sufficient conditions for
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the N-representability of 1-matrix are known, and there are several exact con-

ditions to be satisfied by the g-functional for the system electronic energy. This is

very much in spirit of the KS treatment in DFT, in which the kinetic energy is

approximated by the known functional of orbitals in the noninteracting limit and

the adequate approximation for the electron-repulsion term is searched for.

The 1-matrix is hermitian and positive semidefinite and its eigenfunctions, the

natural spin-orbitals (NSO) (6.153) {ci} constitute the orthonormal basis with

fractional occupations {0 	 ni 	 1} in its (diagonal) spectral representation

gðq; q0Þ ¼
X
i

ni c
�
i ðq0ÞciðqÞ: (7.326)

As indicated in (6.150), the expectation value of the electronic Hamiltonian

Ĥ
eðNÞ ¼

XN
i¼1

ĥðiÞ þ 1

2

XN

i 6¼j
gði; jÞ; ĥðiÞ ¼ � 1

2
r2 þ vðiÞ;

involves only the 1-matrix and the pair-density (3.12), the diagonal part of the 2-

matrix (6.148), Gðq; q0Þ ¼ ĝ2ðq; q0; q; q0Þ,

Ee½CðNÞ� ¼ hCðNÞjĤeðNÞjCðNÞi
¼
ð
ĥðqÞgðq; q0Þjq¼q0dqþ

ðð
Gðq; q0Þgðq; q0Þ dq dq0; (7.327)

In the spirit of the HK theory, Gilbert (1975) has shown that the v-representable
1-matrix uniquely determines the shape of the (local or nonlocal) external potential

v ¼ v[g], thus giving rise to the following mapping relations:

r g! v! C0 ! E0; (7.328)

where r, C0, and E0 stand for the ground state electron density, wave function and

energy, respectively. Since the C0 ! g map g ¼ g½C0� follows directly from the

very definition of g, this theorem also implies the reversible map between g and C0,

g$ C0, and hence the existence of the energy functional

Ev½g� ¼
ð
ĥðqÞgðq; q0Þjq¼q0dqþ Eee½g� � Fv½g� þ G½g�; (7.329)

satisfying the variational principle for any trial, N-representable density matrix g0:

Ev½ g0� � Ev½g� ¼ E0: (7.330)
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The relevant sufficient conditions of the (ensemble) N-representability of the

variational density matrix g0 are well known: the underlying NO have to be

orthonormal,

ð
c�i ðqÞcjðqÞdq ¼ di;j; i; j ¼ 1; 2; . . . (7.331)

and their normalized occupations, ∑i ni ¼ N, should not exceed 1: 0 	 ni 	 1.

The preceding equations determine the formal basis of DMFT. As in the DFT, the

main effort has been devoted to establishing the workable approximation to the

universal functional Eee[g] for the electron repulsion energy. It can be given a precise
definition in terms of the associated Levy constrained search [compare (7.41)]:

Eee½g� ¼ inf
C!g2!g

ðð
g2ðq; q0; q; q0Þ r � r0j j�1 dq dq0; (7.332)

where q ¼ ðr; sÞ; q0 ¼ ðr0; s0Þ, and C ! g2 ! g stand for any trial wave function

of N electrons giving rise to the 2-matrix g2, the partial contraction of which yields

the current 1-matrix g:

gðq; q0Þ ¼ 2

N � 1

ð
g2ðq; q2; q0; q2Þ dq2: (7.333)

This in principle exact but impractical prescription has to be replaced by some

adequate, workable approximation using the KS-like partition of Eee[g], into the

classical, Hartree term of (7.115),

Jee½g� ¼ 1

2

ðð
gðq; qÞgðq0; q0Þ

r � r0j j dqdq0 ¼ 1

2

ðð
rðqÞrðq0Þ
r � r0j j dqdq0 ¼ Jee½r�;

¼ 1

2

ðð P
s
rsðrÞ

� � P
s0
rs0 ðr0Þ

� �

r � r0j j drdr0 ¼ Jee½frsg�
(7.334)

and the remaining xc-energy Eee
xc½g� of the electron repulsion:

Eee½g� ¼ Jee½g� þ Eee
xc½g� ¼ Jee½g� þ ðEx½g� þ Eee

c ½g�Þ: (7.335)

As also indicated in the preceding equation, the latter term is conventionally

separated into the exact exchange energy of (7.275),

Ex½g� ¼ � 1

2

ðð
gðq; q0Þgðq0; qÞ

r � r0j j dqdq0; (7.336)

and the Coulomb correlation contribution to the electron repulsion energy, Eee
c ½g�,

for which several exact analytical properties are known (e.g.: Goedecker and

Umrigar 1998; Yasuda 2001; Buijse and Baerends 2002).
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More specifically, the Coulomb correlation energy Eee
c ½g� should vanish for the

idempotent 1-matrix of the HF approximation, which exhibits the integer

eigenvalues of (6.153): {ni ¼ 0 or ni ¼ 1}. Moreover, under the uniform scaling

of (7.89) and (7.147), which generates the scaled density matrix

gsðq; q0Þ ¼ s3gsðsr; s; sr0; s0Þ; (7.337)

this contribution now scales exactly as each purely potential-energy term should

[compare (7.93), (7.96) and (7.150)]:

Eee
c ½g� ¼ sEee

c ½g�: (7.338)

This correlation energy should additionally exhibit the particle-hole symmetry:

Eee
c ½g� ¼ Eee

c ½d� g�; (7.339)

where in the position representation d stands for the Dirac delta.

Yet another exact constraint is provided by the known DMF of the electron

repulsion in the singlet state of two-electron systems (Kutzelnigg 1963):

Eee½g� ¼ 1

2
min
ffig

X
i;j

fifj
ffiffiffiffiffiffiffiffi
ninj
p �Ki;j

" #
; (7.340)

where {ni} and {fi} denote the occupations and phases of NSO {ci}, respectively,

with the minimum repulsion energy corresponding to the opposite phases of the

strongly- and weakly-occupied NSO, and �Ki;j stands for the exchange integral of

(5.75) and (5.77):

�Ki;j ¼
ð ð

c�i ðqÞc�j ðq0Þ r � r0j j�1cjðqÞciðq0Þ dq dq0 � ijh jg jij i � ðij jiÞj : (7.341)

To summarize, in DMFT the one-electron energy Fv½g� is known exactly, with

only the two-electron energy G½g� ¼ Eee½g� remaining to be approximated. The first

DMF, e.g., those proposed by M€uller (1984), Goedecker and Umrigar (1998), as

well as by Buijse and Baerends (BB) (2002), represent a generalization of the HF

expression (JK-type functionals) for the electron-repulsion energy as function of

the Coulomb �Ji;j ¼ ijh jg ijj i ¼ ðii jjj Þ and exchange integrals (7.341) in terms of

NSO, as well as their occupations n ¼ {ni}:

EHF
ee ½g� ¼

1

2

X
i;j

ninjð�Ji;j � �Ki;jÞ: (7.342)

A systematic development of such functionals has been later undertaken by

Ciosłowski, Pernal and collaborators (Ciosłowski et al. 2003; Ciosłowski and

Pernal 2004a,b; Pernal and Ciosłowski 2004, 2005; Pernal 2005; Gritsenko et al.
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2005; Pernal and Baerends 2006). In particular, for the closed-shell states the

following generalization of the preceding expression for the correlated 1-matrix

has been examined (Ciosłowski et al. 2003; Pernal and Ciosłowski 2004):

Eee½g� ¼ 1

2

X
i;j

Ai;jðnÞ �Ji;j� 1

2

X
i;j

Bi;jðnÞ �Ki;j; (7.343)

where the occupation functions satisfy the exact condition

X
j

Ai;jðnÞ ¼ ðN � 1Þni þ Bi;iðnÞ; i ¼ 1; 2; . . . (7.344)

Several heuristic approaches to design such generalized JK functionals have

been proposed. For example, the limited CI wave functions can be used for this

purpose and the correlated APSG wave functions (see Sect. 6.4.1) and their

generalizations describing the intergeminal correlations can both be used to con-

struct the DMF for electron repulsion energy. Such functionals were shown to be

capable of describing the dispersion interactions.

Alternatively, the adequate representations of the two-electron density r2(r, r0)
(3.11), in terms of which [see (3.15)]

Eee ¼ 1

2

ð ð
r2ðr; r0Þ r � r0j j�1dr dr0; (7.345)

can be used in designing the DMF. For example, the BB functional for the closed-

shell states results from

rBB2 ðr; r0Þ ¼ rðrÞrðr0Þ �
X
i;j

ffiffiffiffiffiffiffiffi
ninj
p

’�i ðrÞ’jðrÞ’iðr0Þ’�j ðr0Þ; (7.346)

where NO {’i} group the spatial parts of the corresponding NSO and exhibit

occupations in the range [0, 2]. The BB functional,

EBB
ee ¼

1

2

ð ð
rBB2 ðr; r0Þ r � r0j j�1dr dr0 ¼ Jee½r� � 1

2

X
i;j

ffiffiffiffiffiffiffiffi
ninj
p

Ki;j; (7.347)

where Ki,j stands for the exchange integral in terms of NO, was found to overesti-

mate the correlation energy in diatomic molecules.

To correct the NO-phase problem, which was diagnosed as responsible for this

shortcoming, has motivated Gritsenko et al. (2005) to add in the closed-shell

systems to BB distribution of (7.346) the correction:

Dð1Þr2ðr; r0Þ ¼ 2
X

a;b 6¼a>N=2

ffiffiffiffiffiffiffiffiffi
nanb
p

’�aðrÞ’bðrÞ’aðr0Þ’�bðr0Þ; (7.348)
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where NO are assumed to be ordered in accordance with their decreasing

occupations, with the first N/2 orbitals grouping the strongly occupied states. The

corrected pair distribution function then gives the modified BB functional

EBBþð1Þ
ee ¼ EBB

ee þ
X

a;b 6¼a>N=2

ffiffiffiffiffiffiffiffiffi
nanb
p

Ka;b; (7.349)

which improves predictions for H2 but requires additional physically motivated

corrections for larger systems. This analysis has uncovered the important role played

by the mixed terms in r2(r, r0), simultaneously containing the strongly- and weakly-

occupied NO, in the static correlation in diatomic molecules. Such corrected BB

functionalwas shown to dramatically improve the correlation treatment in such systems.

The local KS-type DMF has also been proposed by Ciosłowski and Pernal

(2005) and the effective Hamiltonian for NO (see Gilbert 1975, Donnelly and

Parr 1978),

Ĥeff : ¼ ĥþ v̂ee; (7.350)

with the nonlocal effective potential originating from the functional derivative of

the electron repulsion energy,

veeðq; q0Þ ¼ dEee½g�
dgðq;q0Þ ; (7.351)

defining the associated operator

v̂eeciðqÞ ¼
ð
veeðq; q0Þciðq0Þ dq0; (7.352)

has been derived by Pernal (2005). The responses in NO shapes and occupations to

static perturbations have been examined by Pernal and Baerends (2006).

This effective Hamiltonian formulation allows for a new algorithm for deter-

mining NO via successive diagonalizations of the generalized Fock matrix

containing the elements f cih jĤeff : cj

�� E
g. The DMFT has also been successfully

applied by Pernal and Ciosłowski (2005) in determining the ionization potentials in

context of the Extended Koopmans’ Theorem (EKT).

7.8 Weak Molecular Interactions in DFT

Although the functionals corresponding to first four rungs in Perdew’s “Jacob’s

ladder” of Fig. 7.5 decently account for the long-range electrostatic and induction

interactions, they fail to properly describe the asymptotic behavior of the vdW

dispersion energy, Edisp., i.e., the long-range electron correlation effect, at very large

separations between two atoms/molecules, the densities of which do not overlap, e.g.,

in dimmers of the closed-shell systems such as He2. The origin of this interaction
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between two chemically nonbonded fragments is the coupling between the electric

field generated by the spontaneous fluctuations in the electronic density of one

subsystem with the density of the other subsystem. At large separations R between

two fragments this interaction approaches the classical dipole–dipole interaction

which decays as R�6.
The weak interactions between atomic/molecular systems, which so decisively

depend on the correct asymptotics of the correlation tails, have thus acquired a

status of the crucial test of the applicability of DFT calculations in molecular

biology and to macromolecular systems, where an adequate representation of

vdW interactions is critical. In preparing this short summary of the basics, recent

trends, and applications of the DFT treatment of weak interactions between atoms

and molecules the author was greatly helped by the instructive overview of the

subject contained in the lecture notes by Jansen (2009).

For rare gas dimmers the LDA dramatically overbinds, but correctly reproduces

trends in interactions, while the GGA functionals improve on average but fail for

trends (e.g., van Mourik and Gdanitz 2002). These functionals may still do well for

short-range part of Edisp. and for the overlapping molecular subsystems, especially

when supplemented by the DFT embedding (Cortona 1991; Wesołowski and

Warshel 1993), and in cases where Edisp. is not dominant, e.g., in the hydrogen-

bonded systems. In the latter case, the hybrid functionals give predictions closest to

MP2 which performs reasonably well, with the BLYP functional representing the

“best” GGA (Boese et al. 2007).

A simple way to effectively introduce the dispersion is by fitting parameters in the

semiempirical functionals, fitting databases of weak interactions in the appropriate

training sets. This approach has been used on all higher rungs of Jacob’s ladder. For

example, Adamo and Barone (1998) have used the differential exchange energies of

rare gas dimmers in the training set, while the interaction energies and gradients of

hydrogen-bonded systems have been used to fit the empirical functionals developed

by Boese et al. (2000) and by Boese and Handy (2001). Representative examples of

the higher rung functionals are the X3LYP hyper-GGA (hybrid) functional of Xu and

Goddard III (2004), again trained on the rare-gas dimmers, and a series of functionals

developed by Zhao and colleagues (Zhao et al. 2005, 2006; Zhao and Truhlar 2006,

2008): M05 hyper-GGA (hybrid meta), trained on vdW and H-bridged complexes,

M06-L meta-GGA, fitting the interaction energies of 31 noncovalently bonded

systems, andM06,M06-2X, hyper-GGA functionals, fitted on the interaction energies

of p-stacking systems and noncovalent complexes exhibiting H-bonds as well as the

vdW, CT, and dipole interactions.

These empirical functionals improve the equilibrium geometries and the asso-

ciated energetics but still suffer from wrong long-range behavior. A simple DFT þ
D correction scheme, suggested by the familiar dispersion part of the second-order
expression from the Rayleigh–Schr€odinger PT, in the spirit of an earlier HF þ D

approach (Hepburn et al. 1975; Ahlrichs et al. 1977), involve an addition of the

long-distance dispersion via C6/R6-terms:

Eint:(DFT + D) = Eint:(DFT) �
Xatoms
i;j

Ci;j=R
6
i;j; (7.353)

7.8 Weak Molecular Interactions in DFT 339



with the empirical atom–atom dispersion coefficients {Ci,j}, as in the force fields. In

order to avoid a double counting of the electron correlation, this vdW correction

must be damped for smaller separations, and the standard Exc functionals have to be

readjusted accordingly (e.g., Elstner et al. 2001;Wu et al. 2001;Wu and Yang 2002;

Zimmerli et al. 2004; Grimme 2004; McNamara and Hillier 2007; Tuttle and Thiel

2008). These DFT + D functionals have been successfully applied to biologically

relevant complexes (Morgado et al. 2008) of the Jurečka et al. (2006) database of

benchmark CCSD(T) energies for over 100 nucleobase and amino acid complexes.

Alternatively, within the effective core-potential approximation (see Sect.

6.1.5), the nonlocal part of ab initio AIM pseudopotentials (in the plane-wave

basis) can be adjusted to simulate dispersion interactions (von Lilienfeld et al.

2004, 2005). In this Dispersion-Corrected Atom-Centered Potentials (DCACP)

approach one obtains quite good energetics of the H-bonded DNA base and

amino acid pairs, while BLYP severely under-binds (Lin and R€othlisberger
2008). It also improves the DNA stacking and interstrand base-pairs energies, as

well as the binding energies in aminoacids, but still fails to reproduce the correct

long-range behavior (von Lilienfeld et al. 2005; Lin et al. 2007).

In a search for the nonempirical functional covering the vdW interactions,

represented by the fifth rung in Fig. 7.5, one goes back to the scaled electron interac-

tion idea of Sect. 7.3.2. In the relevant Adiabatic-Connection Fluctuation-Dissipation
Theorem (ACFDT) DFT one uses the fluctuation-dissipation theorem (FDT) of

quantum statistical thermodynamics (Nyquist 1928; Callen and Welton 1951). It

establishes a connection between the response of the system and the magnitude of

fluctuations in the quantum-mechanical observable Ô of the unperturbed system:

Ch jðÔ� OÞ2 Cj i ¼ �Im 1

p

ð1

0

ð
OðrÞwðr; r;oÞOðrÞdrdo

2
4

3
5: (7.354)

Here, the frequency-dependent linear density-density response function w(r,r0;o)
determines the equilibrium fluctuations drðr;oÞ in the system ground state electron

density,

drðr;oÞ ¼
ð
wðr; r0;oÞdVpert:ðr0;oÞ dr0 � drðrÞe�iot;

due to the time-dependent perturbationdVpert:ðr0;oÞ¼dðr�r0ÞdVe�iot�dVðr0Þe�iot.
For example, even in molecules with no permanent dipole moment, i.e., the zero

value of the expectation value of the associated quantum-mechanical observable,

the expectation value of its square does not vanish, and so every molecule exhibits

nonzero dipole fluctuations. The molecular polarizability is related to the magni-

tude of these fluctuations with large dipole fluctuations implying high polarizabil-

ity. The connection between the system response (polarizability) and the magnitude

of the charge density fluctuations of the unperturbed system represents an example

of FDT. The use of this theorem has been introduced in WFT by McLachlan and
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Ball (1964) and then extended to DFT (Harris and Jones 1974; Langreth and

Perdew 1975; Gunnarson and Lundqvist 1976).

Expressing the xc-energy of (7.137) in terms of the linear density–density

response function wl(r, r0; o) for the current coupling constant l gives:

Exc½r� ¼ 1

2

ð1

0

dl
ð
dr

ð
dr0 r � r0j j�1

� ½ Cl½r�� �� r̂ðrÞ � rðrÞð Þ r̂ðr0Þ � rðr0Þð Þ Cl½r��� �� dðr � r0ÞrðrÞ�

¼ 1

2

ð1

0

dl
ð
dr

ð
dr0 r � r0j j�1 � 1

p

ð1

0

wlðr; r0; iuÞ du� dðr � r0ÞrðrÞ
2
4

3
5:

(7.355)

One can further separate in wl(r, r0; o) the KS-reference contribution (see

Sect. 7.9.2),

wKSðr; r0;oÞ ¼
X
i;j

fi � fj
o� ðej � eiÞ þ i�

’�i ðrÞ’�j ðr0Þ’jðrÞ’iðr0Þ; (7.356)

where � stands for a positive infinitesimal, fi and ei respectively denote the usual

Fermi occupation (0 or 1) and orbital energy of ’i, and the summations are ranging

over both occupied and unoccupied KS MO, including the continuum states. This

separation gives

wlðr; r0;oÞ ¼ wKSðr; r0;oÞ

þ
ðð

dr1dr2wKSðr; r1;oÞ
l

r1 � r2j j þ fxc;lðr1; r2;oÞ
� �

wlðr2; r0;oÞ;
(7.357)

where fxc;lðr1; r2;oÞ denotes the xc-kernel for the interaction strength l. One can

then separate the exchange from Coulomb correlation energies [(7.140) and

(7.145)], Exc½r� ¼ Ex½r� þ Ec½r�, finding the following expression for the latter:

Ec½r� ¼ � 1

2 p

ð1

0

dl
ð1

0

du

ð
dr

ð
dr0 r � r0j j�1 wlðr; r0; iuÞ � wKSðr; r0; iuÞ½ �: (7.358)

The full ACFDT DFT requires model xc-kernel fxc;lðr1; r2;oÞ to solve (7.357) for

each value of the coupling constant l and yields “seamless” vdW DFT (Andersson

et al. 1996; Dion et al. 2004). It uses both the occupied and virtual KS orbitals and

accounts for the dispersion interactions (Lundqvist et al. 1995; Dobson and Dinte

1996; Chakarova-K€ack et al. 2006).
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In the RPA variant one neglects the exchange-correlation kernel fxc;lðr1; r2;oÞ in
wl(r, r0; o). This RPA–ACFDT, or in short RPA DFT method, which has been used

for model extended systems like Jellium, has recently been applied to molecules as

well (Furche 2001; Aryasetiawan et al. 2002; Fuchs and Gonze 2002). On the

positive side, it improves description of the bond dissociation and gives good

reproduction of cohesive energies and lattice constants in solids (Marini et al.

2006). Moreover, it recovers the right dependence of the cohesive energy upon

the system volume. This RPA–ACFDT approach also appears to be much less

dependent on the functional used to evaluate orbitals, than the corresponding

“pure” LDA or GGA schemes (Harl and Kresse 2008). It scales like N5–N4

(Furche 2008; Scuseria et al. 2008), so that it may be computationally efficient,

and provides correct description of the dispersion forces at large separations

(Dobson et al. 2005). On the negative side, this approximation provides rather

poor representation of the short-range correlations, giving rise to exceedingly

negative correlation energies (Yan et al. 2000), exhibits a slow basis-set conver-

gence, and may produce unphysical maxima in the dissociation energy curves

(Furche 2001).

Several attempts to cure these deficiencies of the RPA–ACFDT DFT have

been undertaken (e.g., Yan et al. 2000; Dobson and Wang 2000). One way is

to apply the range-separation (RS) of the electron–electron interaction gð1; 2Þ ¼
1=jr1 � r2j � 1=r,

gðrÞ ¼ 1=r ¼ ½1� erfðmr=2Þ�=r þ erfðmr=2Þ=r � gsrðrÞ þ glrðrÞ; (7.359)

for a suitably chosen exponent m, with different treatments of the short-range
(sr) and long-range (lr) correlation effects by the PBE functional, using the RS–

hybrid-MO, and the RPAx functional, with the HF exchange kernel fx,l, respec-
tively. The RS–ACFDT scheme is much less basis set dependent, produces no

artificial maxima in dissociation curves, and it performs better for rare-gas dimers

than the MP2 theory.

Of similar character is the ACFDT DFT approach of Kohn et al. (1998), in which

the RS of the preceding equation is effected using the exponential weighting factor

for gsr(r) 
 exp(�kr)/r and glr(r) 
 [1 � exp(�kr)]/r, with the coupling constant

0 	 l 	 1 being applied to “turn on” only the glr(r) component, which solely

contributes to the vdW energy:

ĤðlÞ ¼ T̂e þ Vl
ne þ Vl

ee;

Vl
ee ¼ Vsr

ee þ lVlr
ee; Vsr

ee ¼
1

2

XN

i 6¼j
gsrðri;jÞ; Vlr

ee ¼
1

2

XN

i6¼j
glrðri;jÞ:

(7.360)

Therefore, the full (Coulombic) Hamiltonian operator again corresponds to l ¼ 1,

with the l ¼ 0 system exhibiting only short-range interactions. The external potential
vl(r) inVl

ne is again chosen to keep the electron density fixed, rl(r) ¼ rl¼1(r) ¼ r(r),
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and the molecular electronic energy, Eðl ¼ 1Þ ¼ hCljĤðlÞjClijl¼1 ¼ E, for the

bare-nuclei external potential vl¼1(r) ¼ v(r), now includes the vdW contribution:

E ¼ Eðl ¼ 0Þ þ
ð1

0

dEðlÞ
dl

dl

¼ Eð0Þ þ
ð ð1

0

dvlðrÞ
dl

dl

0
@

1
ArðrÞ dr þ

ð1

0

Cl� ��Vlr
ee C

l
�� �

dl

¼ Eð0Þ þ
ð
vðrÞ � v0ðrÞ½ �rðrÞ dr

þ 1

2

ðð
dr dr0 Vlr

eeðjr � r0jÞ
ð1

0

Cl� ��r̂ðrÞr̂ðr0Þ Cl
�� �

dl� rðrÞdðr � r0Þ
2
4

3
5:

(7.361)

Here, E(0) is the DFT energy for Vee ¼ Vsr
ee,

Eð0Þ ¼ Ts½r� þ
ð
v0ðrÞrðrÞ dr þ 1

2

ðð
drdr0 Vsr

eeðjr � r0jÞrðrÞrðr0Þ þ Esr
xc½r�;
(7.362)

and Esr
xc½r� stands for the xc-energy for the molecular ground state density and the

full interaction Vsr
ee. Combining the two preceding equations finally gives:

E ¼ Ts½r� þ
ð
vðrÞrðrÞ dr þ Jee½r� þ Esr

xc½r� �
1

2
Vlr
eeð0ÞN þ Elr

pol:½r�; (7.363)

with the last term, the long-range polarization energy now including the vdW

energy:

Elr
pol:½r�¼

1

2

ðð
Vlr
eeð r�r0j jÞ

ð1

0

Cl� ��½r̂ðrÞ�rðrÞ�½r̂ðr0Þ�rðr0Þ� Cl
�� �

dldrdr0: (7.364)

The first four terms in (7.363) are calculated using traditional DFT methods,

e.g., by calculating the electron density using LDA with the full Vee(N). This
calculation also gives Ts[r] and Esr

xc½r�. Finally, using the FDT allows one to

express the expectation value of the preceding equation in terms of the imaginary

part of the retarded linear susceptibility wlðr2; r0;oÞ (e.g., Doniach and Sondheim

1982),

Cl� �� ½r̂ðrÞ � rðrÞ�½r̂ðr0Þ � rðr0Þ� Cl
�� � ¼ � 1

p

ð1

0

Im wlðr; r0;oÞ do; (7.365)
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which gives the long-range polarization energy:

Elr
pol:½r� ¼ �

1

2 p

ðð
drdr0 Vlr

eeð r � r0j jÞ
ð1

0

dl
ð1

0

do Im wlðr; r0;oÞ: (7.366)

The wlðr2; r0;oÞ is defined as before: a small perturbing potential dVpert.(r, o)¼
dV(r)e�iot acting on the ground state Cl of ĤðlÞ produces the electron density

response drlðr;oÞ ¼ drlðrÞe�iot with the amplitude

drlðr;oÞ ¼
ð
wlðr; r0;oÞ dVðr0;oÞ dr0: (7.367)

The response kernel results from the integral screening equation (7.357):

wlðr; r0;oÞ ¼ wKSðr; r0;oÞ
þ
ðð

dr1dr2wKSðr; r1;oÞ gð1; 2Þ þ fxc;lðr1; r2;oÞ
� �

wlðr2; r0;oÞ:
(7.368)

The Hartree (or better) approximations for wlðr2; r0;oÞ then generate the adequate

functionals for the vdW energies.

To avoid the self-consistent solution of these computationally forbidding

equations for each value of l ando, the wlðr2; r0;oÞ can be expressed as the Fourier
transform

wlðr2; r0;oÞ ¼
ð
dt wlðr2; r0; tÞeiot

of the time-dependent response function wlðr2; r0; tÞ, which generates the density

response to perturbation dVðr0; t0Þ:

drlðr; tÞ ¼
ðð

wlðr; r0; t� t0Þ dVðr0; t0Þ dr0dt0: (7.369)

The corresponding (time-domain) expression for the long-range polarization

energy then reads:

Elr
pol:½r� ¼ �

1

2 p

ðð
drdr0 Vlr

eeðjr � r0jÞ
ð1

0

dl
ð1

0

dt

t
wlðr; r0; tÞ: (7.370)

This approach has been applied with excellent results to determine the asymptotic

vdW interaction between two helium atoms and between hydrogen and helium.
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Gordon and Kim (1972) have proposed a simple model to estimate within

Thomas–Fermi (TF) theory the interaction energies in noble-gas diatomics A----B,

Eint(A ---- B) = ETF
v ½r0A þ r0B� � ETF

v ½r0A� � ETF
v ½r0B�; (7.371)

where ETF
v ½r� stands for the (orbital-free) density functional for the electronic

energy in TF method, calculated for the molecular external potential due to both

atomic nuclei, vðrÞ ¼ vAðr � RAÞ þ vBðr � RBÞ, where (RA, RB) denote the fixed

atomic positions in the BO approximation, and ðr0A ¼ rA½vA� ; r0B ¼ rB½vB�Þ are the
electron densities of the separated (isolated) free atoms. Astonishingly, this

nonvariational approach, requiring the prior knowledge of the free-atom densities,

gives surprisingly good interaction energies, with the energy curves identifying a

bit too short equilibrium distances and failing to reflect the known asymptotics of

vdW interactions.

This approach has introduced the idea of the energy bifunctional,

ETF
v ½r0A þ r0B� � ETF

v ½r0A; r0B� � ETF
total½r0�; (7.372a)

with the interaction energy of (7.371) representing its nonadditive part in the

isolated-atom (promolecule) resolution, given by difference between this total

energy and its additive component

ETF
vA
½r0A� þ ETF

vB
½r0B� � ETF

add:½r0�; (7.372b)

Eint(A ---- B) = ETF
total½r0� � ETF

add:½r0� � ETF
nonadd:½r0�: (7.372c)

This bifunctional approach has been further developed in the DFT treatments by

Cortona (1991) as well as by Wesołowski and collaborators (Wesołowski and

Warshel 1993; Wesołowski et al. 1995; Wesołowski and Weber 1998; Wesołowski

and Tran 2003; Wesołowski 2004a,b). In this (variational) orbital-free embedding
scheme for intermolecular complexes one can adequately describe the selected

fragment A, not covalently bonded to its environment B in a complex material

A----B, without the need to construct KS orbitals representing the entire system.

Assuming the integer number of electrons in each subsystem,

ð
rAðrÞdr ¼ N0

A;

ð
rBðrÞdr ¼ N0

B; N0
A þ N0

B ¼ N;

and partitioning the kinetic energy bifunctional for the overall density

rðrÞ ¼ rAðrÞ þ rBðrÞ of the noninteracting KS system,

Ts½rA þ rB� � Ttotal
s ½rA; rB� ¼ ðTs½rA� þ Ts½rB�Þ þ Tnadd:

s ½rA; rB�
� Tadd:

s ½rA; rB� þ Tnadd:
s ½rA; rB�;

(7.373)
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one can then variationally optimize the densities of the embedded subsystems, feeling

the presence of their complementary environment, by using the Euler–Lagrange type

minimization of the energy. The gradient-dependent bifunctionals Tnadd:
s ½rA; rB� for

the small overlap between the two densities have been developed, which together with

PW91 functional for xc-energy give decent predictions of vdW energies close to the

equilibrium geometries of molecular complexes.

This development allows one to study various intermolecular systems by

performing either the joint-minimization of both densities in Ev½rA; rB� or the

constrained-optimization of the density of the fragment of interest, say A, for the

“frozen” rB. The latter calculations determine the electronic structure of

the embedded molecule A from the KS-like calculations in which the effect of

the presence of the surrounding B is expressed exactly by means of the orbital-free

effective potential simulating the presence of the molecular environment of A:

Vemb:
A ðr;BÞ�Vemb:

A ½r;rA;rB�

¼ vBðrÞþ
ð
rBðr0Þ
r�r0j jdr

0
� �

þ dExc½r�
drðrÞ r¼rAþrB

�� �dExc½r�
drðrÞ r¼rA

��
� �

þdT
nadd:
s ½rA;rB�
drAðrÞ

� vHAðr;BÞþvxcA ðr;BÞþvkin:A ðr;BÞ:
(7.374)

Here, vHAðr; BÞ is the effective Hartree potential due to the nuclei and electrons of

the subsystem B, vxcA ðr; BÞ stands for corresponding exchange-correlation contri-

bution, and vkin:A ðr; BÞ is the extra term due to the nonadditive kinetic energy. Such

formalism is particularly suitable for describing the interactions between two

subsystems bonded by the electrostatic and/or vdW forces, e.g., in solvation

(Wesołowski et al. 1995) and biological systems (Olsson et al. 2004). In combina-

tion with the linear-response DFT it can be also applied to study excited states of

embedded molecules (Casida and Wesołowski 2004).

In the ab initio vdW-corrected DFT scheme of (7.353) one requires both the

accurate nonempirical description of the dispersion energy between DFT

monomers and an adequate (dispersion-free) treatment of the supermolecular

interaction energy within DFT. For the simplest scenario of the above

noncovalently bonded “dimer” complex A----B, Rajchel et al. (2009a, b) have

suggested a promising approach using the energy bifunctional of densities of the

embedded monomers to determine the effects of the noncovalent interactions via

the monomer polarization and the Pauli Blockade of Gutowski and Piela (1988).

The latter is used to enforce the orthogonality between KS orbitals determining the

electron densities of the two polarized monomers. It ensures that the intersubsystem

Pauli exclusion principle is exactly fulfilled in the optimum solutions.

The a posteriori vdW correction from the Coupled-Perturbed Kohn–Sham

(CPKS) formulation within the Symmetry Adapted Perturbation Theory (SAPT)

of molecular interactions (Jeziorski et al. 1994; Jeziorski and Szalewicz 2002;

Bukowski et al. 2008) use the DFT description of monomers (DFT–SAPT)

(Williams and Chabalowski 2001; Jansen and Heßelmann 2001; Heßelmann and

346 7 Density Functional Theory



Jansen 2003; Heßelmann et al. 2005; Misquitta and Szalewicz 2002, 2005;

Misquitta et al. 2003, 2005; Bukowski et al. 2005; Szalewicz et al. 2005; Podeszwa

et al. 2006). This treatment of long-range interactions is based on the generalized

Casimir–Polder expression for the dispersion energy (e.g., Zaremba and Kohn

1976), using the time-dependent DFT response theory (see the next section),

which is added to the electronic energy of the molecular complex consisting of

the polarized monomers.

This promising avenue represents a systematic ab initio Many-Body (MB)

perspective on molecular interactions, giving results of CCSD(T) quality. It

expresses the interaction energy between molecular subsystems as a hierarchy of

the physically meaningful terms in MBPT:

Eint(A - - - - B)¼E
ð1Þ
el: þE

ð1Þ
exch:þE

ð2Þ
ind:þE

ð2Þ
exch:�ind:þE

ð2Þ
disp:þE

ð2Þ
exch:�disp:þ ::: (7.375)

It is also well suited for fitting the molecular force fields and it gives a deeper

understanding of the interaction mechanism. At the same time the MB SAPT, using

the correlated ab initio MBPT wave functions for monomers, provides efficient

means for an explicit calculation of all these electrostatic (el.), exchange (exch.),
inductive (ind.), and dispersion (disp.) contributions to the interaction energy.

Extensions to the three-body effects and open-shell cases are also available

(Podeszwa and Szalewicz 2007).

In the combined DFT–SAPT approach, the first-order electrostatic and exchange
terms, E

ð1Þ
el: and E

ð1Þ
exch:, are calculated using the monomer DFT densities and density

matrices. The associated second-order induction terms, E
ð2Þ
ind: and E

ð2Þ
exch:�ind:, are

determined from the CPKS response functions, while the second-order dispersion
contributions, E

ð2Þ
disp: and E

ð2Þ
exch:�disp:, result from the Time-DependentDFT (TDDFT)

response functions. This computational scheme is relatively “cheap,” giving at best

the MP2-like N5 scaling (Heßelmann and Sch€utz 2006). It is capable of generating
potentially exact E

ð1Þ
el: ; E

ð2Þ
ind:; and E

ð2Þ
disp: terms, but the remaining exchange

corrections have been found to be strongly dependent on a quality of the xc-
potential at the DFT stage, and less – on the xc-kernel fxc, used in CPKS and

TDDFT stages (Jansen and Heßelmann 2001). For the acetylene–benzene (Tekin

and Jansen 2007) and acetylene–furan (Sánchez-Garcia et al. 2008) complexes, the

resulting energy curves are very close to CCSD(T) results. Another successful

benchmark application of this approach (Heßelmann and Sch€utz 2006; Fiethen

et al. 2008) deals with the stacking interactions in DNA, which are of the utmost

importance for the DNA structure. The goal was to compare them to other intermo-

lecular interactions and to determine their variations with changing geometries of

the complex (Jurečka and Hobza 2003).

Other approaches also combine the DFT and WFT perspectives, e.g., within the

ab initio DFT (Sect. 7.5.3), or attempt to model the dispersion directly via the

exchange hole (Becke and Johnson 2007). This general goal has been pursued

vigorously along many lines, e.g., via the range separation (Stoll and Savin 1985;

Savin and Flad 1995; Leininger et al. 1997; Gerber and Ángyán 2007; Goll et al.

2008) of the “double hybrid” method (Grimme 2006a,b).
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7.9 Time-Dependent DFT

Ordinary (time-independent) DFT uses exclusively the ground state electron density

to completely describe the N-electron system, with each observable quantity being in

principle given as the corresponding functional of this state-variable alone. The

density variational principle of DFT or the associated Euler equation for the optimum

electron density then replace the stationary Schr€odinger equation of WFT. The

associated KS scheme allows one to determine the density of the interacting system

as the density of an auxiliary systemof noninteracting electronsmoving in an effective

(local) single-particle potential.We recall that this original formulation is based on the

existence of an exact mapping between densities and external potentials.

The Time-Dependent DFT (TDDFT), covering the time-dependent external and

effective potentials, represents a more recent development in the theory (Pueckert

1978, Zangwill and Soven 1980; Deb andGhosh 1982; Ghosh andDeb 1982, 1983a,b;

Bartolotti 1981, 1982, 1984, 1987; Runge and Gross 1984; Gross and Kurth 1993;

Gross et al. 1996; Marques and Gross 2004; Ghosh 2009), which effectively replaces

the time-dependent Schr€odinger equation ofWFT in determining the evolution in time

of the densities and currents of many-particle systems, through the associated time-

dependent KS scheme. This formal development, the rudiments of which are

summarized in the following subsections, again establishes the mapping between

the time-dependent densities and external potentials, expresses each observable as

the unique functional of the time-dependent density, and replaces the energy varia-

tional principle of the time-independent theory with the associated principle of the

stationary quantum-mechanical action, which ultimately allows one to establish the

time-dependent KS scheme. The need for this replacement arises since in time-

dependent systems the energy is no longer conserved. This important extension of

the original (static) formulation of the theory also generates the computationally

efficient scheme for determining the excitation energies. For the recent reviews by

physicists see Gross et al. (1996), Gross and Kurth (1993), Grabo et al. (1999),

Marques and Gross (2004), and for the survey written from the point of view of

quantum chemistry see Casida (1996).

7.9.1 Extensions of HK Theorems into Time Domain

Let us again examine the system of N electrons moving in an explicitly time

dependent external potential Vext:ðN; tÞ ¼
PN
i¼1

vext:ðri; tÞ. Its electronic Hamiltonian

[see (7.1)],

ĤeðN; tÞ ¼ Vext:ðN; tÞ þ F̂ðNÞ � ĤðtÞ;
shapes the time evolution of quantum states (3.94) (a.u. are used throughout):

ĤðN; tÞCðN; tÞ ¼ i
@CðN; tÞ

@t
; (7.376)
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thus determining the TD analog of the stationary map A (7.9), between the time-

dependent external potentials vext:ðr; tÞ � vðtÞ and quantum states of the N-electron
system in question: vext:ðr; tÞ ! CðN; tÞ � CðtÞ or A vðtÞ ¼ CðtÞ. The trivial map

B, from TD wave function to the associated electron density, BCðtÞ ¼ rðtÞ is
again given by the expectation value of the density operator:

CðN; tÞ ! rðr; tÞ ¼ CðN; tÞh jr̂ðrÞ CðN; tÞj i � rðtÞ: (7.377)

Together they define the unique forward mapping M ¼ AB, from the TD external

potentials to the associated TD densities: M vðtÞ ¼ rðtÞ. The basic aim of TDDFT

was to prove the invertability of this product-mapping, i.e., the existence of the

unique relation M �1rðtÞ ¼ vðtÞ, which then establishes the 1–1 correspondence

between TD densities and potentials.

In TDDFT the external potential is assumed to be time-independent for

t < t0; vext:ðr; t0Þ ¼ v0ðrÞ, so that the time-dependent field is switched on exactly

at (finite) time t0. The Runge–Gross (1984) scenario deals with the quantum states

evolving from the fixed initial state

CðN; t0Þ ¼ C0 � C0½N; v0�; (7.378)

giving rise to the initial density rðr; t0Þ ¼ r0ðrÞ ¼ C0h jr̂ðrÞ C0j i, which is not

required to be the ground state or some other eigenstate of the initial potential

v0ðrÞ. The basic HK-like theorem of TD theory of Gross and collaborators then

states:

the densities r(t) and r0(t) evolving from the common initial state C0 under the

influence of two TD potentials v(t) and v0(t), respectively, both Taylor-expandable

around t0, are always different provided that these potentials differ by more than the

purely t-dependent (r-independent) function:

vðr; tÞ 6¼ v0ðr; tÞ þ cðtÞ; (7.379)

Notice that otherwise the resulting wave functionsC(t) andC0(t) evolving from the

same initial state would differ solely by a purely time-dependent phase factor, thus

giving rise to identical densities: r(t) ¼ r0(t).
The proof (Gross and Kurth 1993; Gross et al. 1996; Grabo et al. 1999) goes in

two steps. One first demonstrates, by using the quantum mechanical equation of

motion (3.117) for the (paramagnetic) current density operator [see (3.128) and

(3.129)],

ĵðrÞ ¼ 1

2i

XN
k¼1
rrkdðrk � rÞ þ dðrk � rÞrrk½ �; (7.380)

and the Taylor expandability of the two potentials that the current densities

jðr; tÞ ¼ CðtÞh ĵjðrÞ CðtÞj i and j0ðr; tÞ ¼ C0ðtÞh ĵjðrÞ C0ðtÞj i are then different for the
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essentially different potentials of (7.379): j(r, t) 6¼ j0(r, t). In the second step

one uses the continuity equation (3.127) to prove, again by the reductio ad
absurdum, that the two densities will become different infinitesimally later than

t0: r(r, t) 6¼ r0(r, t). It can be demonstrated that the difference r(r, t) � r0(r, t)
is nonvanishing already in the first order of vðr; tÞ � v0ðr; tÞ, thus ensuring the

invertibility of the linear response operators.

By virtue of this established 1–1 correspondence, for the given C0, the time-

dependent density determines the external potential uniquely up to within an additive,

purely time-dependent function. The potential in turn determines the time-dependent

wave function, which can therefore be considered as a functional of the time-

dependent density, unique up to within a purely time-dependent phase a(t),

CðtÞ ¼ e�iaðtÞ ~C½r; t�: (7.381)

Therefore, the expectation value of any quantum mechanical operator ÔðtÞ is the
unique functional of the density, with the phase ambiguity canceling out:

Oh iCðtÞ ¼ CðtÞh jÔðtÞ CðtÞj i ¼ ~C½r; t�� ��ÔðtÞ ~C½r; t��� � ¼ O½r; t�: (7.382)

It should be recalled (Gross et al. 1996) that the Schr€odinger equation (7.376)

with the initial condition (7.378) corresponds to a stationary point of the quantum-

mechanical action integral, itself the unique density functional

A½C� ¼
ðt1

t0

CðtÞh ji @
@t
� ĤðtÞ CðtÞj idt ¼

ðt1

t0

~C½r; t�� ��i @
@t
� ĤðtÞ ~C½r; t��� �

dt � A½r�

¼
ðt1

t0

~C½r; t�� ��i @
@t
� F̂ ~C½r; t��� �

dt�
ðt1

t0

ð
vðr; tÞrðr; tÞ dr dt

� B½r� �
ðt1

t0

ð
vðr; tÞrðr; tÞ dr dt:

(7.383)

The exact time-dependent density marks the stationary point of this functional, thus

enabling one to compute r(r, t) from the associated Euler equation:

dA½r�
drðr; tÞ ¼ 0: (7.384)

This stationary-action principle also facilitates the introduction of the time-

dependent KS scheme, in which the exact time-dependent density of the system of
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interacting particles is calculated as the density of the hypothetical system of the

noninteracting electrons occupying the time-dependent KS orbitals f’nðr; tÞg:

rðr; tÞ ¼
XN
n¼1

’�nðr; tÞ’nðr; tÞ: (7.385)

They define the associated time-dependent determinant CsðN; tÞ ¼ detðf’ngÞ and
satisfy the time-dependent KS equation,

i
@

@t
fnðr; tÞ ¼ �r

2

2
þ vKS½r; r; t�

� �
’nðr; tÞ; (7.386)

for the effective time-dependent one-body potential

vKS½r; r; t� ¼ vðr; tÞ þ
ð
rðr0; tÞ
r0 � rj j dr

0 þ vxc½r; r; t� (7.387)

with the effective (time-dependent) exchange-correlation potential vxc½r; r; t�
defined by the functional derivative

vxc½r; r; t� ¼ dAxc½r�
drðr; tÞ : (7.388)

Here, the xc-part of the action integral of (7.383) reads

Axc½r� ¼ Bs½r� � B½r� � 1

2

ðt1

t0

dt

ðð
rðr0; tÞrðr; tÞ

r0 � rj j dr0 dr; (7.389)

with the noninteracting action integral Bs½r� being similarly defined in terms of the

KS Slater determinant CsðN; tÞ ¼ ~Cs½r; t�:

Bs½r� ¼
ðt1

t0

~Cs½r; t�
� ��i @

@t
� T̂eðtÞ ~Cs½r; t�

�� �
dt: (7.390)

In practice vxc½r; r; t� has to be approximated, as in the static KS theory. Compared

to the time-dependent HF and CI theories, the TDKS scheme is computationally

simpler since vKS½r; r; t� is a local potential, i.e., the multiplicative operator in the

position representation.

It should be emphasized that in TDDFT, the above mapping relations are

established only for the fixed initial state, so that the above density functionals

parametrically depend on C0. However, when the initial state is the nondegenerate
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ground state,C0 is then the unique functional of r0, by the ordinary HK theorem, so

that in this case the TD functionals are also functionals of this density alone.

The OEP/OPM method of Sect. 7.5.1 has been generalized to the time-dependent

case by Ullrich et al. (1995). The relevant integral equations determining the time-

dependent x-potential vEXXxs ðr; tÞ for spin s in the EXX approximation, again derived

via a series of chain rules involving derivatives of the Fock action,

AEXX
x ½w½r�� ¼�1

2

X
s

Xoccd:
j;k

ðt1

t0

dt

ðð
’�jsðr0; tÞ’ksðr0; tÞ’jsðr; tÞ’�ksðr; tÞ

r0 � rj j dr0dr; (7.391)

now read (Marques and Gross 2004):

Xoccd:
j

ð
dt0
ð
dr0½vEXXxs ðr0; t0Þ � uxjsðr0; t0Þ� ’jsðr; tÞGRsðr; t; r0; t0Þ’�jsðr0; t0Þ þ c:c: ¼ 0;

(7.392)

where GRsðr; t; r0; t0Þ stands for the KS (retarded) one-particle Green’s function and

uxjsðr; tÞ ¼ 1

’�jsðr; tÞ
dAEXX

xc

d’jsðr; tÞ

�����
’js¼’jsðr;tÞ

: (7.393)

7.9.2 Linear-Response Functions

Next, let us examine the linear response dð1Þrðr; tÞ � drðr; tÞ in the electron density
of an N-electron molecular system, initially in its ground state at t ¼ t0, to the

external time-dependent perturbation dv(r, t), with dv(r, t) ¼ 0 for t 	 t0. There-
fore, the initial density r0(r) can be calculated from the ordinary ground state

(static) KS equations of (7.110),

� 1

2
Dþ v0ðrÞ þ

ð
r0ðr0Þ
r0 � rj j dr

0 þ vxc½r0; r�
� �

’nðrÞ ¼ en’nðrÞ; (7.394)

with the density given by the sum of densities of the lowest N (singly occupied) KS

orbitals:

r0ðrÞ ¼
XN
n¼1

’�nðrÞ’nðrÞ: (7.395)

In this case the time-dependent density of the preceding section is uniquely

determined by the perturbing external potential vext:ðr; tÞ ¼ v0ðrÞ þ dvðr; tÞ:
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rðr; tÞ ¼ r vext:; r; t½ �. This functional relation can be then inverted by virtue of the

Runge–Gross theorem of TDDFT: vext.(r, t) ¼ vext.[r; r, t]. Since the theorem also

holds for the time-dependent KS system with rs(r, t) ¼ r(r, t), the associated

functional relations exist in this noninteracting limit as well: rðr; tÞ ¼ r vKS; r; t½ �
and vKSðr; tÞ ¼ vKS½r; r; t�.

Turning now to the density PT, for a sufficiently small dv(r,t) the functional for
the density response rresp:ðr; tÞ ¼ rðr; tÞ � r0ðrÞ can be expanded in power series

of the perturbation [compare (5.4)] with coefficients {d(k)r(r, t)} at the kth power of
dv(r, t):

rresp:ðr; tÞ ¼ drðr; tÞ þ dð2Þrðr; tÞ þ . . . (7.396)

The first-order, linear response in the density is customarily written as the integral

drðr; tÞ ¼
ðð

wðr; t; r0; t0Þ dvðr0; t0Þ dt0 dr0; (7.397)

where the full (density–density) linear-response function

wðr; t; r0; t0Þ ¼ dr½vext:; r; t�
dvext:ðr0; t0Þ

����
v0

: (7.398)

This functional derivative depends also on r0, which uniquely determines v0. The
associated KS response function, i.e., the density–density response function of the

noninteracting system with the unperturbed density r0 similarly reads:

wKSðr; t; r0; t0Þ ¼
dr½vKS; r; t�
dvKSðr0; t0Þ

����
vKS½r0�

: (7.399)

One then formally establishes the time-dependent KS scheme by inserting the

functional r[vext.; r, t] into vKS[r; r, t]. It gives the effective potential vKS½r; r; t ¼�
vKS½vext:; r; t� � vKSðr; tÞ, such that the noninteracting electrons moving in this

field have the time-dependent density identical with that produced by the fully

interacting electrons moving in vext.(r, t):

vKSðr; tÞ ¼ vext:ðr; tÞ þ
ð
rðr0; tÞ
r0 � rj j dr

0 þ vxcðr; tÞ: (7.400)

Therefore, the functional dependence between r and vext. can be chain-rule

transformed using the dependence of vKS on vext.:

wðr; t; r0; t0Þ ¼
ð
dr00
ð
dt00

dr½vext:; r; t�
dvKSðr00; t00Þ

dvKSðr00; t00Þ
dvext:ðr0; t0Þ

����
r0

: (7.401)
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The complex functional dependence vKS ¼ vKS[vext., r[vext.]] calls for the second

chain-rule transformation in calculating the derivative:

dvKSðr;tÞ
dvext:ðr0;t0Þ

����
r0

¼dðr�r0Þdðt�t0Þþ
ð
dr00
ð
dt00

dðt�t00Þ
r�r00j j þ

dvxcðr;tÞ
drðr00;t00Þ

� �
drðr00;t00Þ
dvext:r0;t0Þ: (7.402)

Finally, combining (7.398), (7.399), (7.401), and (7.402) gives:

wðr; t;r0; t0Þ¼ wKSðr; t;r0; t0Þ

þ
ð
dr1

ð
dt
ð
dr2

ð
dt0wKSðr; t;r1;tÞ

dðt�t0Þ
r1� r2j j þ fxcðr1;t;r2;t0Þjr0

� �
wðr2;t0;r0; t0Þ;

(7.403)

where the time-dependent xc-kernel, implicitly defined in (7.402),

fxcðr; t; r0; t0Þjr0 ¼
dvxc½r; r; t�
drðr0; t0Þ

����
r0

; (7.404)

is the functional of the initial density r0.
Multiplying both sides of (7.403) by the perturbation dv(r0,t0) and integrating

over r0and t0 gives the alternative exact relation between the linear responses in the

density and effective KS potential, respectively (compare (7.397):

drðr; tÞ ¼
ð ð

wKSðr; t; r0; t0Þ dvKSðr0; t0Þ dt0 dr0; (7.405)

where

dvKSðr; tÞ ¼ dvðr; tÞ þ
ð
drðr0; tÞ
r0 � rj j dr

0 þ
ð ð

fxcðr; t; r0; t0Þjr0drðr
0; t0Þdr0dt0: (7.406)

The Fourier transform with respect to t ¼ t � t0 of these KS relations gives the

exact frequency-dependent linear density response:

drðr;oÞ ¼
ð
wKSðr; r1;oÞ dvðr1;oÞ dr1

þ
ð
dr1

ð
dr2wKSðr; r1;oÞ

1

r1 � r2j j þ fxcðr1; r2;oÞjr0
� �

drðr2;oÞ;
(7.407)

where KS response function wKSðr; r1;oÞ is given by (7.356). Here, we have used

the usual Fourier-transform convention:

f ðoÞ ¼ 1

2p

ðþ1

�1
eþiotf ðtÞ dt and f ðtÞ ¼ 1

2p

ðþ1

�1
e�iotf ðoÞ do: (7.408)
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The same operation performed on (7.403) gives:

wðr; r0;oÞ ¼ wKSðr; r0;oÞ

þ
ð
dr1

ð
dr2wKSðr; r1;oÞ

1

r1 � r2j j þ fxcðr1; r2;oÞjr0
� �

wðr2; r0;oÞ:
(7.409)

The static (stat.) analog of (7.403), within the time-independent KS theory which

examines density responses to static perturbations, then reads:

wstat:ðr; r0Þ ¼ wstat:KS ðr; r0Þ

þ
ð
dr1

ð
dr2wstat:KS ðr; r1Þ

1

r1 � r2j j þ f stat:xc ðr1; r2Þ
��
r0

� �
wstat:ðr2; r0Þ;

(7.410)

where wstat:ðr; r0Þ ¼ wðr; r0;o ¼ 0Þ and wstat:KS ðr; r0Þ ¼ wKSðr; r0;o ¼ 0Þ are the

molecular and KS response functions to static perturbation, respectively, while

the xc-kernel

f stat:xc ðr; r0Þ
��
r0
¼ dvxc½r; r�

drðr0Þ
����
r0

¼ d2Exc½r�
drðrÞ drðr0Þ

����
r0

: (7.411)

As also demonstrated by Gross et al. (1996)

lim
o!0

fxcðr; r0;oÞ
����
r0

¼ f stat:xc ðr; r0Þ
��
r0
: (7.412)

7.9.3 Excitation Energies

Applications of the ensemble theory to excited states (Sect. 7.4) are hampered

by the fundamental difficulty that the xc-functional in this approach depends on

the particular ensemble used and on the symmetries of the two states involved

in the transition. Very little is known on how this functional might differ from the

ordinary ground state analog. The TDDFT offers an alternative way to determine

the excitation energies and the associated oscillator strengths. To extract these

quantities one exploits the fact that the frequency-dependent linear density response

of a finite system has discrete poles at the excitation energies of the unperturbed

system. The differences of the KS orbital energies, which similarly determine the

poles of the associated noninteracting system, can be then systematically shifted

toward the true excitation energies (Casida 1996; Gross et al. 1996; Marques and

Gross 2004).

For finite systems, e.g., atoms and molecules, which exhibit the discrete spec-

trum of electron excitations, the Fourier transform (7.409) can be recast in the

Lehmann (spectral) form, involving the sum-over-states:
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ws;s0 ðr;r0;oÞ

¼ lim
�!0þ

X
m

C0h jr̂sðrÞ Cmj i Cmh jr̂s0 ðr0Þ C0j i
o�ðEm�E0Þþi� � C0h jr̂s0 ðr0Þ Cmj i Cmh jr̂sðrÞ C0j i

oþðEm�E0Þþi�
� �

;

(7.413)

where r̂sðrÞ � r̂ðqÞ is the density operator for the s-spin electrons at position r,
{Cm(N)} form the complete set of the N-electron states with energies Em, and � is a
positive infinitesimal. It then directly follows from this expression that the density

response function of the interacting system has poles at frequencies that correspond

to the system excitation energies: Om ¼ Em – E0. In the same way the KS response

function of the noninteracting system wKS;s;s0 ðr; r0;oÞ [see (7.356)],

wKS;s;s0 ðr; r0;oÞ ¼ ds;s0
X
j;k

fks � fjs
o� ðejs � eksÞ þ i�

’�ksðrÞ’�jsðr0Þ’jsðrÞ’ksðr0Þ;

(7.414)

diagonal in the spin variable, exhibits poles at the differences foj;k;s ¼ ejs � eksg of
KS eigenvalues corresponding to single-particle excitations for the electron spin s.

The spin-resolved analog of (7.407) reads:

drsðr;oÞ¼
X
s0

ð
wKS;s;s0 ðr;r1;oÞdvs0 ðr1;oÞdr1

þ
X
s0;s00

ð
dr1

ð
dr2wKS;s;s0 ðr;r1;oÞ

1

r1�r2j jþfxc;s0;s00 ðr1;r2;oÞ
��
r0";r0#

� �

�drs00 ðr2;oÞ;
(7.415)

where the spin-dependent xc-kernel is given by the Fourier transform of [compare

(7.404)]

fxc;s;s0 ðr; t; r0; t0Þ
��
r0";r0#

¼ dvxcs½r0"; r0#; r; t�
drs0 ðr0; t0Þ

����
r0";r0#

: (7.416)

One further observes that formally drsðr;oÞ ¼
P
s00

Ð
dr2ds;s00 dðr2 � rÞ drs00 ðr2;oÞ so

that (7.415) can be rewritten in an equivalent operator form:

X
s00

ð
dr2 dðr2 � rÞf ds;s00

�
X
s0

ð
dr1 r1 � r2j j�1 þ fxc;s0;s00 ðr1; r2;oÞ

��
r0";r0#

h i
wKS;s;s0 ðr; r1;oÞ

�
drs00 ðr2;oÞ

¼
X
s0

ð
wKS;s;s0 ðr; r1;oÞ dvs0 ðr1;oÞ dr1:

(7.417)
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This equation represents in its l.h.s the action of a complicated integral operator on

density responses giving rise in its r.h.s to the perturbation containing term. A

simple reductio ad absurdum argument shows that it cannot be inverted to deter-

mine the density response directly. One observes that since the excitation energies

V ¼ {Om} are not identical with the KS excitation energies v ¼ {oj,k;s}, in the

limit v ! V the r.h.s. of this equation remains finite while the density response

drsðr;oÞ exhibit poles for exact excitation energies. Indeed, should the inverse

integral operator exist for v ! V, its action on both sides of this equation would

produce a finite result on r.h.s. and a pole in the l.h.s. of the resulting equation.

One thus concludes, by integrating over the delta-function, that for the unper-

turbed system, when dvs(r,o) ¼ 0, the following equation determines the excita-

tion frequencies:

X
s0;s00

ðð
dr1dr2wKS;s;s0 ðr; r1;oÞ r1 � r2j j�1 þ fxc;s0;s00 ðr1; r2;oÞ

��
r0";r0#

h i
Bs00 ðr2;oÞ

¼ lðoÞBsðr;oÞ;
(7.418)

marking the vanishing result of the integral operation of the l.h.s. of (7.417), where

lðo 2 VÞ ¼ 1: (7.419)

This condition rigorously determines the true excitation spectrum of the real

interacting system (Gross et al. 1996). After a series of algebraic manipulations one

arrives at the pseudoeigenvalue equation for the excitation energy O (Marques and

Gross 2004):

X
j0;k0

X
s0

�
dj;j0dk;k0ds;s0oj;k;s þ ðfk0s0 � fj0s0 ÞKjk;s;j0k0;s0 ðOÞ

�
bj0k0;s0 ¼ Objk;s; (7.420)

where

Kjk;s;j0k0;s0 ðoÞ ¼
ðð

’�jsðrÞ’ksðrÞ½ r0 � rj j�1 þ fxc;s;s0 ðr; r0;oÞ�’j0s0 ðr0Þ’�k0s0 ðr0Þdr0dr:
(7.421)

When the excitation of interest is well described by a single-electron excitation

from the occupied to unoccupied KSMO, one can neglect the off-diagonal coupling
coefficients of the preceding equation. In this Single-Pole Approximation (SPA),

the KS excitation energy is corrected by the additive Coulomb and fxc terms and the

spin-multiplet structure is preserved through the spin-dependence of fxc (Marques

and Gross 2004).

To simplify the pseudoeigenvalue equations for the excitation energies O, it is
possible to derive the equivalent equation for their squares, defined in the product

7.9 Time-Dependent DFT 357



space S i � S a of subspaces of the occupied S i ¼ f’isgð Þ and virtual S a ¼ð
f’asgÞ KS orbitals, which determine the linear change in the electron density:

drsðr;oÞ ¼
Xocc:
i

Xvirt:
a

�
xia;sðoÞ’�asðrÞ’isðrÞ þ xai;sðoÞ’asðrÞ’�isðrÞ

�
: (7.422)

The matrix pseudoeigenvalue problem for squares O2 of excitation energies reads:

X
a0;i0

X
s0

�
da;a0di;i0ds;s0 ðeas � eisÞ2 þ 2ðeas � eisÞKai;s;a0i0;s0 ðOÞðea0s0 � ei0s0 Þ

�
ba0i0;s0

¼ O2bai;s:

(7.423)

The eigenvectors of this reduced matrix problem then determine the associated

oscillator strengths of the electronic transitions. For interpretative purposes it is

then necessary to assign these excitations to the specific excited states of the system.

In order to make such an assignment, it is necessary to introduce some approximate

assumptions about the nature of the ground and excited states involved (Casida

1996). This approach has been also implemented to subsystems in molecular

complexes within the orbital-free embedding of Cortona and Wesołowski (Casida

and Wesołowski 2004).

7.9.4 Van der Waals Interactions Revisited

As we have already indicated in the overview of Sect. 7.8, the weak-interaction

aspect of the ground state energy calculations is also assisted by TDDFT. Indeed,

the dispersion interactions in vdW complexes, which arise from correlations

between dynamic fluctuations in the electron density, cannot be adequately

represented within the standard LDA and GGA calculations using the local or

near-local approximations (Perez-Jorda and Becke 1995). For widely separated

fragments, e.g., in the dispersion interaction between a pair of neutral spherical

atoms separated by a distance R, the tail of the well-known Lennard–Jones potential
falls off as R�6 (e.g., Mahanty and Ninham 1976). This term, in addition to some

polarization contributions relating to any static electric moments, is readily derived

for nonoverlapping electronic systems by regarding electrons on one subsystem as

distinguishable from those on the other subsystem and by using the second-order
Rayleigh–Schr€odinger perturbation theory in treating the Coulomb interaction

between the two groups of electrons as the perturbation supplement to the sum of

Hamiltonians of separated fragments (e.g., Jeziorski et al. 1994). For very large

separations, when the retardation of the electromagnetic interactions between the

two subsystems cannot be ignored, the R�6 law is replaced by R�7 (Mahanty and

Ninham 1976).

358 7 Density Functional Theory



In the ACFDT approach, based on the adiabatic connection (AC) formula and

the (zero-temperature) FDT, vdW functionals have been generated via the fre-

quency integration over the dynamic susceptibilities, thus emphasizing the funda-

mental part played by TDDFT in generating the heavily nonlocal functional for the

dispersion energy. Both the Coulomb kernel and the dynamic xc-kernel fxc(r,r
0;o)

for inhomogeneous systems appear in the Dyson-type screening equation (7.409)

of Petersilka et al. (1996), which relates w(r,r0;o) and wKS(r,r0;o). They are essential
for generating the right long-range behavior of the resulting RPA functionals.

A closer look into the origins of this effect indicates that the long-range vdW

interaction comes from the long-range of the Coulomb interaction in the screening

equation (7.409), since wKS is not normally long-ranged.
In other words, even the simplest LDA approximations for w or fxc can be quite

successful in generating the correct long-range vdW interaction via the screening

equation. Therefore, if one makes the short-ranged local or gradient approximation

for wKS or fxc in (7.357) and (7.358), one obtains an approximate but highly

nonlocal, long-ranged prescription for the ground state correlation energy, with

the ground-state density as the only input argument. Should the short-ranged
aspects of the ground state correlation be safeguarded by the appropriate set of

conditions imposed on fxc, the xc-energy resulting from (7.355) and (7.358) should

cover molecules, metals, and subdivided systems at all separations, thus providing a

truly universal density functional facilitating calculations on very large systems, too

complicated to handle by the CI methods of WFT.

It follows from the work of Casimir, Lifshitz, London, and many others (see,

e.g., Mahanty and Ninham 1976) that the dispersion energy between such widely

separated systems can be related to their electric polarizabilities. As shown by

Zaremba and Kohn (1976), the second-order interaction energy is given by the

functional derived directly from the second-order PT:

Eð2Þ ¼� 1

2p

ð
dr1

ð
dr2

ð
dr1
0
ð
dr2
0 1

r1�r2j j
1

r10 �r20j j
ð1

0

duwAðr1;r10;iuÞwBðr2;r20;iuÞ;

(7.424)

where wXðr2; r20;oÞ stands for the density–density response function of the separate
subsystem X (in the absence of the other system). It is defined as the linear response

in electron density of X,

drXðr; tÞ ¼ drXðrÞ expðutÞ;

to an externally applied perturbation

dvðr; tÞ ¼ dvext:ðrÞ expðutÞ;

with drXðrÞ ¼
Ð
dr0wXðr; r0; iuÞdvext:ðr0Þ.
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This exact second-order formula have been used (Andersson et al. 1996) to

derive approximate vdW functionals as explicit, highly nonlocal functionals of the

ground state density for widely separated subsystems A and B. Consider, e.g., the

LDA-type hydrodynamic approximation for w,

wðr; r0;oÞ ¼ rrrr0
rðrÞdðr � r0Þ
o2 � o2

PðrðrÞÞ
� �

; (7.425)

where oPðrðrÞÞ ¼ ð4prðrÞ=mÞ1=2 is the local plasma frequency at point r. It does
not violate the charge conservation,

ð
wðr; r0;oÞ dr ¼ 0; (7.426)

as well as the reciprocity condition, wðr; r0; iuÞ ¼ wðr; r0;�iuÞ for real u, and

generates via (7.424)

Eð2Þ ¼ � 3

32p2

ð ð
dr dr0

1

r � r0j j6
oPðrAðrÞÞoPðrBðr0ÞÞ
½oPðrAðrÞÞ þ oPðrBðr0ÞÞ�

; (7.427)

here oPðrAðrÞÞ is the plasma frequency at r in A, while oPðrBðr0ÞÞ similarly

denotes the plasma frequency at r0 in B. One observes the presence in the integrand
of this functional the harmonic mean of the local plasma frequencies on the two

interacting subsystems.

A related functional has been derived on different grounds by Andersson et al.

(1996) who generalized a somewhat similar formula by Rapcewicz and Ashcroft

(1991) postulated on the basis of a diagrammatic analysis. These approximate

functionals validate the pairwise addition of R�6 vdW corrections to GGA energies.

The numerical experience for the isotropic dispersion coefficients for various

atomic pairs shows that this simple approach gives good answers provided that

one uses an appropriate cutoff in the low-density tails of electron distributions.

7.10 Conclusion

The basic premise of DFT, that the ground state electron density uniquely

determines the system energy and its remaining physical properties, can be also

rephrased in terms of the density per particle (probability) state variable, which

provides the shape factor of the electron distribution (Ayers 2000a; Ayers and

Cedillo 2009). It can also serve as a fundamental descriptor in problems of the

atomic/molecular similarity (Ayers and Cedillo 2009). The above nonrelativistic

development can be extended to cover the relativistic treatment (Rajagopal

and Callaway 1973; Engel and Dreizler 1996; Ramana and Rajagopal 1983;
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Engel et al. 1995). The DFT perspective can be also recast as the local thermody-

namics (Ghosh et al. 1984; Ghosh and Berkowitz 1985; Nalewajski 2002c; 2003b,

2004a, 2006h).

The HK theorems of Sect. 7.1 establish the formal (existence) link between the

electron density and the physical properties of a molecule, e.g., its energy, without

invoking the concept of orbitals. Therefore, the orbitals are in principle dispensable

in the “true” (HK) DFT. This prompted theoreticians to perform DFT calculations

on both materials and molecules using the orbital-free density functionals for the

electronic energy (see, e.g., Yang 1987, 1988; Wang and Carter 2000; Wesołowski

2004b). It should be recalled, however, that the historic predecessor of such an

approach, the TF theory (Thomas 1927; Fermi 1928), has been shown by Teller

(1962) to fail to predict the very stability of molecules.

Despite this original failure of the TF approach in predicting the electronic

energy of molecular systems the search for better approximations of the energy

density functional has been an object of continuous interest for theoreticians,

resulting in the orbital-free studies and the computer modeling at the quantum-

mechanical level of complex materials. However, the applications to molecules,

although now already predicting stable systems, are still no match for the more

accurate conventional approaches to very large systems in DFT which do invoke

orbitals (Carr and Parrinello 1985; Galli and Parinello 1992; Yang 1992; Kohn

1993, 1995). Besides, the orbitals provide a solid basis for interpretation and hence

an “anchor” with the contemporary chemical concepts. As stressed by Kohn (1993,

1995), the KS orbitals are the “far-sighted” concepts, depending on the potential

everywhere, while the well-localized Wannier functions are “near-sighted,”

depending only on their neighborhood. The latter property enables one to construct

the linear scaling algorithms for determining the electron density and energy of a

truly large systems. Of particular interest are the “divide-and-conquer” strategy of

Yang (1992) and the generalized Wannier Function approach of Kohn (1993).

This interest in the orbital-free DFT has brought back the issue of an explicit

density functional for the kinetic energy (e.g.: Murphy and Parr 1979; Murphy

1981; Acharya et al. 1980; Yang and Harriman 1986; Parr and Yang 1989). Its

modeling can be also enhanced using some information-theoretic ideas (Sears

1980; Sears et al. 1980; Nalewajski 2003f; Nagy 2003; Ghirinhelli et al. 2010). It

should be recalled that IT has also been used to analyze the electron correlation and

other properties for which the electron localization, measured by the Fisher infor-

mation, and electron delocalization, reflected by the Shannon entropy (see Chap. 8)

are important (e.g., Hõ et al. 1995; Yáñez et al. 1995; Ziesche 1995; Romera and

Dehesa 2004; Sen et al. 2007).
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Chapter 8

Elements of Information Theory

Abstract The Information Theory (IT) of Fisher and Shannon provides convenient
tools for the systematic and unbiased extraction of the chemical interpretation of the
known (experimental or calculated) electron distribution in a molecule. A short

overview of the basic concepts, relations, and techniques of IT is presented. The

Shannon (S) entropy, reflecting the amount of the uncertainty (spread, disorder)

contained in the given probability distribution, and the complementary Fisher (F)

(intrinsic-accuracy) measure, focusing on the distribution narrowness (order), are

introduced. The relative (“cross”) entropy (entropy deficiency, missing informa-

tion, directed-divergence) concept of Kullback and Leibler (KL), probing the

information distance between the compared probability distributions, is presented.

Rudiments of the IT descriptors of the communication channels are outlined

and applied to the illustrative symmetric binary channel (SBC). The average

conditional-entropy (communication noise) and mutual-information (information

flow) quantities of information networks are then discussed in a more detail in view

of their importance for interpreting the covalent and ionic bond components within

the “communication” theory of the chemical bond. The information characteristics

or several dependent probability schemes are then briefly summarized and the

variational principle for the constrained extremum of the adopted measure of

information, called the extreme physical information (EPI) principle, is advocated

as a powerful tool for an unbiased assimilation in the optimum probability distribu-

tion of the information contained in the relevant constraints and/or references.

8.1 Introduction

The Information Theory (IT) (Fisher 1922, 1925, 1959; Hartley 1928; Shannon 1948;
Shannon and Weaver 1949; Kullback and Leibler 1951; Khinchin 1957; Kullback

1959; Abramson, 1963; Ash 1965; Mathai and Rathie 1975; Pfeifer 1978) is one of

the youngest branches of the applied probability theory, in which the probability

ideas have been introduced into the field of communication, control, and data

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
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processing. It has originated from the needs of practice, to create a theoretical model

for a transmission of information, and evolved into an important chapter of

the general theory of probability. Its foundations have been laid in 1920s by Sir

R.A. Fisher (1922, 1925), in his classical measurement theory, and in 1940s by

C.E. Shannon (1948), in his mathematical theory of communication. The theory

provides the unifying principle of science (Brillouin 1956; Frieden 2000; Jaynes

1957a, b, 1985), and it has proved its utility in diverse areas of chemical physics (e.g.,

Aslangul et al. 1972; Sears 1980; Bernstein 1982; Gadre et al. 1985a, b; Gadre 2002;

Esquivel et al. 1996; Nagy and Parr 1994, 1996, 2000) including a novel outlook on

the origins of the chemical bond (Nalewajski 2006g, 2010f).

The distributions of electrons in molecular or reactive systems carry the associated

information content, which changes during the chemical bond formation or in the

course of a chemical reaction, i.e., a concerted bond-forming–bond-breaking process.

Atoms-in-molecules (AIM) and larger molecular fragments (open subsystems) con-

stantly exchange electrons, and hence also the information. In a sense, they “talk”

to each other, both at the equilibrium (ground) state and during a transition to the

displaced equilibrium state, in response to the applied perturbation. It is thus a

challenging task to describe and understand the information content of electronic

probability distributions in molecules, reactive systems, and their subsystems. Such

an IT approach provides the alternative perspective on the molecular electronic

structure, similarity, and reactivity. In fact, an insight into the entropic origins of

chemical bonds and their couplings in diverse chemical phenomena is central to

many branches of chemistry, particularly to the reactivity theory.

The quantum mechanical state of a molecule is determined by the system elec-

tronic wave function, the (complex) amplitude of the associated probability distribu-

tion, which carries the information. It is intriguing to explore the information content

of the electronic probability distribution in a molecule or in its amplitude, and to

extract the pattern of chemical bonds, trends in chemical reactivity, and other

molecular descriptors from it, e.g., the bond multiplicities (“orders”) and their

covalent and ionic components. It is also of great interest to examine the identity of

bonded atoms in molecules, the exchanges of information (communications) between

them, as well as the information representation of subtle electron redistributions

in chemical processes, e.g., those accompanying formation or breaking of bonds

in a molecular or reactive system. It has been already amply demonstrated that

many classical problems in theoretical chemistry can be approached anew using

this novel IT perspective (e.g., Gadre 1984, 2002; Gadre et al. 1985a, b; Gadre and

Sears 1979; Sears 1980; Sears et al. 1980; Gadre and Bendale 1985; Nalewajski

2002b, 2006g, 2010f).

The concepts and techniques of IT have been successfully used to explore the

chemical properties of molecules or their fragments, and to examine the bonding

patterns in both the molecular and reactive systems. For example, the displacements

in the information distribution in molecules, relative to the “promolecular” reference

consisting of the nonbonded constituent atoms in molecular positions, have been

investigated and the least biased partition of the molecular electron distributions into

the subsystem contributions, e.g., densities of bonded AIM, has been examined
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(Nalewajski 2002a, 2003b, 2004a, 2006g, 2010f; Nalewajski and Broniatowska

2003a, 2005, 2007; Nalewajski and Parr 2000, 2001; Nalewajski et al. 2002; Parr

et al. 2005; Ayers 2000b). The IT approach has been shown to lead to the

“stockholder” molecular fragments of Hirshfeld (1977). These pieces of the mole-

cular electron density have been derived from alternative global and local varia-

tional principles of IT, thus providing a solid theoretical basis for these formerly

intuitive constructs. The concept of electronic loges (Daudel 1969, 1974) can also

be tackled anew using IT techniques (Aslangul et al. 1972; Nalewajski 2003d).

The spatial localization of specific bonds, not to mention some qualitative

questions about the very existence of some controversial chemical bonds, e.g.,

between the bridgehead carbon atoms in small propellanes, presents another chal-

lenging problem for this novel IT treatment of molecular systems. Another impor-

tant aspect of the molecular electronic structure deals with the shell structure and

the electron localization in atoms and molecules. The nonadditive Fisher informa-

tion in the AO resolution has been recently used as the contra-gradience (CG)

criterion for localizing the bonding regions in molecules (Nalewajski 2008e, 2010a, f;

Nalewajski et al. 2010a, b), while the related information density in the MO

resolution has been shown (Nalewajski et al. 2005) to determine the vital ingredient

of the electron-localization function (ELF) (Becke and Edgecombe 1990; see also:

Silvi and Savin 1994; Savin et al. 1997).

The Communication Theory of the Chemical Bond (CTCB) has been developed

using the basic entropy/information descriptors of the molecular information

(communication) channels in the AIM, orbital, and local resolution levels of the

electron probability distributions (Nalewajski 2000c, 2004b, c, d, e, 2005a, b, c,

2006a, b, c, d, f, 2008a, b, 2009a, b, c, d, e, f, g, 2010b, c, d, h, i; Nalewajski et al.

2010c). The same bond descriptors have been used to provide the information

scattering perspective on the intermediate stages of the electron redistribution

processes (Nalewajski 2008b), including the atom promotion via the orbital

hybridization (Nalewajski 2007), and the elements of the communication theory

for excited electron configurations have been established (Nalewajski 2006c, e).

Moreover, a phenomenological description of equilibria in molecular subsystems

has been developed (Nalewajski 2002c, 2003b, 2004a, 2006h), which closely

resembles that in ordinary thermodynamics (e.g., Callen 1962; Tisza 1977).

In the next chapter the information roots of quantum mechanics (see, e.g.,

Frieden 2000) will also be stressed by demonstrating that the Schr€odinger equations
of quantum mechanics, which determine the equilibrium distribution of electrons

and its time dependence for the fixed external potential due to the system “frozen”

nuclei, result from the constrained extremum principles of the Fisher information

functional, related to the system average kinetic energy (Nalewajski 2008e, 2010f).

The importance of the nonadditive effects in the chemical bond phenomena will

also be emphasized, and the use of alternative IT probes of the electronic structure

and of chemical bonds in molecules will be illustrated.

The electron redistribution accompanying the bond formation, from the (mole-

cularly placed) free atoms {X0} of the “promolecule,” exhibiting the ground-state

densities fr0xg, to the bonded AIM with densities {rX}, is marked by the difference
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Dr ¼ r � r0 between the molecular (r ¼ ∑XrX) and promolecular (r0 ¼ P
X r0X)

electron densities, which mark the process final and initial stages, respectively.

The entropy/information content of these distributions provides a basis for a novel

IT perspective on the molecular electronic structure. The densities of displacements

in the Shannon entropy and missing information (cross entropy), relative to the

promolecular reference, will be used as sensitive diagnostic tools for detecting

the chemical bonds, and to monitor the promotion/hybridization changes that the

bonded atoms undergo in the molecular environment. As we have already mentioned

above, when applied to a classical problem of the density partition into AIM

pieces, the IT approach gives the familiar “stockholder” division scheme of

Hirshfeld (1977). The nonadditive Fisher information density in the MO and AO

resolutions, respectively, generate the ELF and CG information probes for localizing

electrons and detecting the bonding regions inmolecules, respectively. Representative

examples of such an exploration of the molecular ground-state probability

distributions will be presented.

The Orbital Communication Theory (OCT) of the chemical bond uses the

standard entropy/information descriptors of the Shannon theory of communication

to characterize the scattering of AO electron probabilities, throughout the network

of chemical bonds generated by the system-occupied MO. The molecule is thus

treated as an information system which propagates, from the channel AO “inputs”

to AO “outputs,” the “signals” of the electron allocations to these basis functions

of the molecular SCF LCAO MO calculations. The underlying conditional

probabilities, generated from the (bond-projected) superposition principle of quan-

tum mechanics (Dirac 1967), are shown to be proportional to the squares of the

corresponding elements of the first-order density matrix in the AO representation

(Nalewajski 2009e), thus being also related to the Wiberg (1968) quadratic index of

the chemical bond multiplicity (see also: Gopinathan and Jug 1983; Mayer 1983,

1985; Jug and Gopinathan 1990; Nalewajski and Jug 2002; Nalewajski et al. 1993,

1994a, b, 1996a, b, 1997; Nalewajski and Mrozek 1994, 1996; Nalewajski 2004b).

Such an information propagation inmolecules exhibits the communication “noise”

due to electron delocalization via the systemchemical bonds,which effectively lowers

the information content in the output-signal distribution, comparedwith that contained

in probabilities determining the channel input-signal, molecular or promolecular. The

orbital information systems are now being used to generate the entropic measures of

the chemical bond multiplicity and their covalent/ionic composition for both the

molecule as a whole and its diatomic fragments. The average conditional-entropy,
which measures the channel communication noise due to electron delocalization

(communication-indeterminacy), measures the IT covalency in the molecule, while

the complementary descriptor of the network mutual-information (information-flow,

communication-determinacy) reflects the electron localization effects and measures

the system IT ionic component. The illustrative examples of applying these novel IT

tools for exploring the electronic and bonding structures of representative molecules

will be reported and discussed.

To summarize, the entropic probes of the molecular electronic structure have

provided novel, attractive tools for describing the chemical bond phenomenona in
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information terms. It is the main purpose of this chapter to introduce the key

concepts and techniques of IT which will be used in subsequent chapters of this

part of the book, intended to review some of the recent developments in alternative

local entropy/information probes of the molecular electronic structure and in the

orbital formulation of CTCB (OCT).

8.2 Shannon and Fisher Measures of Information

The Shannon (S) (Shannon 1948) entropy content S[p] in the (normalized) spatial

probability distribution p(r),

S½p� � IS½p� ¼ �
ð
pðrÞ log pðrÞdr;

ð
pðrÞ dr ¼ 1; (8.1)

where the definite integration is over the whole range of the random (position)

variable r, provides a measure of the average indeterminacy in p(r) for the locality
events {r}. As indicated above, it also measures the average amount of information

IS[p] obtained when this spatial uncertainty is removed by an appropriate localiza-

tion measurement (experiment). Here the logarithm is taken to an arbitrary but fixed

base: when taken to base 2, log ¼ log2, the information is measured in bits, while
selecting log ¼ ln expresses the information in nats: 1 nat ¼ 1.44 bits.

The Fisher (F) (Fisher 1922, 1925, 1959) information measure historically

predates the Shannon entropy by about 25 years, being proposed in about the same

time when the final form of the quantum mechanics was shaped. It emerges as an

expected error in a “smart” measurement, in the context of the efficient estimators of

a parameter. Fisher was the first to suggest that data samples in an experiment

together with a given parametric distribution model contain the statistical information

about the parameter(s). Let p(rjy) be the probability distribution function depending

upon the parameter y. The Fisher measure of information contained in this probability

density is then defined as follows:

IðyÞ �
ð
pðr yÞj @ ln pðr yÞj

@y

� �2

dr ¼
ð ½p0ðr yÞ�2��

pðr yÞj dr; p0ðr yÞj ¼ @pðr yÞj
@y

: (8.2)

The intrinsic accuracy is a special case of this parametric measure, for

the locality parameter u, when p(rju) ¼ p(r + u) ¼ p(r0). In this case the

parametric Fisher measure provides the information about the probability

distribution itself:

@pðrjuÞ
@u

¼ @r0

@u

@pðr0Þ
@r0

¼ @pðr0Þ
@r0

¼ rpðr0Þ: (8.3)
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Hence, for the single-component probability distribution

IðuÞ ¼ I½p� ¼
ð
pðr0Þ½r ln pðr0Þ�2dr0 ¼

ð
½rpðrÞ�2=pðrÞ dr � IF½p�: (8.4)

This Fisher information functional, reminiscent of von Weizs€acker’s (1935) inho-
mogeneity correction to the electronic kinetic energy in TF theory, characterizes

the compactness (order) of the probability density p(r). For example, the Fisher

information in the familiar normal distribution measures the inverse of its variance,

called the invariance, while the complementary Shannon entropy is proportional to

the logarithm of variance, thus monotonically increasing with the spread of the

Gaussian distribution.

The Shannon entropy and the Fisher information for locality thus describe the

complementary facets of the probability density: the former reflects distribution’s

“spread” (a measure of uncertainty, “disorder”), while the latter measures its

“narrowness” (“order”). The analytical properties of the Shannon and Fisher infor-

mation functionals are quite different (e.g., Frieden 2000; Frieden and Soffer 2010).

When extremized through variation of the probability distribution the Shannon

entropy gives an exponential solution, while the Fisher information generates the

differential equation, and hence multiple solutions specified by the appropriate

boundary conditions.

The form of the intrinsic accuracy functional can be simplified by expressing it

through the associated classical (real) amplitude AðrÞ ¼ ffiffiffiffiffiffiffiffiffi
pðrÞp

of the probability

distribution p(r):

I½p� ¼ 4

ð
½rAðrÞ�2 dr � I½A�: (8.5)

It is naturally generalized into the case of complex probability amplitudes encoun-

tered in quantummechanics, i.e., the systemwave functions (e.g., Nalewajski 2008e).

For the simplest case of the spinless one-particle system, when A(r) ¼ c(r) and

p(r) ¼ c*(r)c(r) ¼ jc(r)j2,

I½c� ¼ 4

ð
jrcðrÞj2 dr ¼ 4

ð
rc�ðrÞ � rcðrÞ dr �

ð
f ðrÞ dr: (8.6)

Therefore, I[A] or I[c] measures the gradient content in the amplitude of the

probability density. Its extension to the multicomponent (vector) probabilities

p(r) � {pn(r)}, expressed in terms of the associated amplitudes, classical A(r)
� {An(r) � pn(r)

1/2}, or quantum mechanical c � {cn(r)}, in terms of which

pn(r) ¼ [An(r)]
2 or pn(r) ¼ jcn(r)j2, reads:

I½p� �
X
n

I½pn� ¼ 4
X
n

ð
½rAnðrÞ�2dr ¼

X
n

I½An� � I½A�
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or

I½p� ¼ 4
X
n

ð
rcnðrÞj j2dr ¼

X
n

I½cn� � I½c�: (8.7)

8.3 Entropy Deficiency

An important generalization of Shannon’s entropy, called the relative (cross) entropy,
also known as the entropy deficiency, missing information, or the directed diver-
gence, has been proposed by Kullback and Leibler (KL) (Kullback and Leibler 1951).
It measures the information “distance” between the two (normalized) probability

distributions for the same set of events. For example, in the discrete probability

scheme A ¼ [a, P(a)], involving events identified by the admissible values of the

discrete random variable a ¼ {ai}, and their probabilities P(a) ¼ {P(ai) ¼ pi} � p,
this discrimination information in p with respect to the reference distribution p0 ¼
P a0i
� � ¼ p0i

� 	
reads:

DSðpjp0Þ � IKLðpjp0Þ ¼
X

i
pi logðpi=p0i Þ � 0: (8.8)

In the continuous distribution case, e.g., A ¼ {r, p(r)}, this directed-divergence

measure of the entropy deficiency in the probability density p(r), relative to the

prior distribution p0(r), is defined by the related functional

DS½pjp0� � IKL½pjp0� ¼
ð
pðrÞ log½pðrÞ=p0ðrÞ� dr � 0: (8.9)

For individual events the logarithm of the probability ratio, Ii ¼ log pi=p
0
i

� �
,

I(r) ¼ log[p(r)/p0(r)], or for the one-dimensional continuous distributions p(x)
and p0(x), I(x) ¼ log[p(x)/p0(x)], called the surprisal, provides a measure of the

information contained in the current distribition relative to the reference distribu-

tion. The equality in the last two equations takes place only when the surprisal

identically vanishes for all events, i.e., when the two compared probability schemes

are identical.

As we have observed above, the Shannon entropy measures a “disorder” (uncer-
tainty, indeterminacy, “smoothness”) of the probability distribution. On a finite

interval the distribution possessing the highest entropy is the uniform distribution,

and any deviation from uniformity indicates the “perturbing” presence of “order.”
The Kullback–Leibler measure, i.e., the referenced Shannon’s entropy, generates a

similar description, but in reference to some prior distribution. The entropy defi-

ciency thus provides a measure of an information resemblance between the two
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compared probability schemes. The more the two probability distributions differ

from one another, the larger the information distance.

The nonnegative character of the entropy deficiency in p(x) relative to p0(x),

DS½pjp0� ¼
ð
pðxÞ log½pðxÞ=p0ðxÞ� dx �

ð
pðxÞIðxÞ dx; (8.10)

directly follows from the observation that the line y ¼ z � 1 lies above the curve

y ¼ log z, with two functions having equal (zero) value only for z ¼ 1. Taking

z(x) ¼ p0(x)/p(x) and using the condition of the probability normalization then give:

DS½pjp0� ¼ �
ð
pðxÞ log zðxÞ dx �

ð
pðxÞ½zðxÞ � 1� dx

¼
ð
½p0ðxÞ � pðxÞ� dx ¼ 0: (8.11)

Notice, however, that the surprisal itself becomes negative, when the current

probability is smaller than its reference value. Therefore, the directed divergence

functional is not symmetrical with respect to the two probability distributions

involved and exhibits negative values of the integrand. To avoid this limitation,

Kullback (K) (Kullback 1959) has proposed an alternative measure, called the

divergence, defined by the symmetrized combination of the two admissible entropy

deficiencies,

DSðp; p0Þ � IKðp; p0Þ ¼ DSðpjp0Þ þ DSðp0jpÞ
¼
X

i
ðpi � p0i ÞI½pi=p0i � �

X
i
DpiIi; DpiIi � 0;

DS½p; p0� � IK½p; p0� ¼ DS½pjp0� þ DS½p0jp�
¼
ð
½pðrÞ � p0ðrÞ�IðrÞ dr �

ð
DpðrÞIðrÞ dr; DpðrÞIðrÞ � 0;

(8.12)

which in the continuous case gives rise to a nonnegative integrand.

8.4 Dependent Probability Distributions

For two mutually dependent (discrete) probability distributions,

PðaÞ ¼ fPðaiÞ ¼ pig � p and PðbÞ ¼ fPðbjÞ ¼ qjg � q; (8.13)

determining the associated probability schemes A ¼ [a, P(a)] and B ¼ [b, P(b)],
respectively, we decompose the joint-probabilities P(a∧b) ¼ {P(aibj) ¼ pi,j} � p
of the simultaneous events a∧b ¼ {ai∧bj � aibj}, as products {pi,j ¼ pi P(jji)} of
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the marginal probability pi ¼ P(ai) of ith event in a and the conditional probability
P(jji) ¼ P(aibj)/P(ai) of the event bj of b, given that the event ai has already

occurred. The relevant normalization conditions for the joint probabilities p and

the conditional probabilities P(bja) ¼ {P(jji)} then read:

X
j
pi;j ¼ pi;

X
i
pi;j ¼ qj;

X
i

X
j
pi;j ¼ 1;

X
j
PðjjiÞ ¼ 1;

i ¼ 1; 2; . . . ; n:
(8.14)

In this two-scheme scenario the Shannon entropy of the product distribution p,

SðpÞ ¼ �
X

i

X
j
pi;j log pi;j ¼ �

X
i

X
j
piPðjjiÞ½log pi þ logPðjjiÞ�

¼ �
X

j
PðjjiÞ

h iX
i
pi log pi �

X
i
pi

X
j
PðjjiÞ logPðjjiÞ

h i

� SðpÞ þ
X

i
piSðqjiÞ � SðpÞ þ SðqjpÞ;

(8.15)

is seen to be given by the sum of the average entropy in the marginal probability

distribution, S(p), and the average conditional entropy in q given p:

SðqjpÞ ¼ �
X

i

X
j
pi;j logPðjjiÞ ¼ �

X
i
pi

X
j
PðjjiÞ logPðjjiÞ

h i

�
X

i
PiSðqjiÞ: (8.16)

The latter represents the extra amount of uncertainty about the occurrence of

outcomes b, given that the events a are known to have occurred. In other words:

the amount of information obtained as a result of simultaneously observing the

events a and b of the two discrete probability distributions p ¼ P(a) and q ¼ P(b),
respectively, equals the amount of information observed in one set, say a,
supplemented by the extra information provided by the occurrence of events in

the other set b, when a are known to have occurred already. These information

quantities are shown in Fig. 8.1.

Clearly, by using the other probability distribution q ¼ {P(bi)} as the marginal

one, one arrives at the alternative expression for S(p):

SðpÞ ¼ SðqÞ þ
X

j
qjSðpj jÞ � SðqÞ þ SðpjqÞ; (8.17a)

where

SðpjqÞ¼�
X

j

X
i
pj;i logPðij jÞ� ¼�

X
j
qj

X
i
Pðij jÞ logPðij jÞ

h i
¼
X

j
qjSðpj jÞ;
(8.17b)

and probabilities P(ajb) ¼ {P(ijj)} satisfy the normalization conditions: ∑i

P(ijj) ¼ 1, j ¼ 1, 2, . . ., m. Here, the average conditional entropy S(pjq) represents
the residual uncertainty about the occurrence of events a, when b are known to have
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been observed. Since the conditional probability is a probability measure the

properties of the conditional entropy are similar to those of the information entropy

itself.

The common amount of the information content in two events ai and bj, I(i:j),
measuring the information about ai provided by the occurrence of bj, or the

information about bj provided by the occurrence of ai,

Iði:jÞ ¼ log½PðaibjÞ=PðaiÞPðbjÞ� ¼ log½pi;j=ðpiqjÞ�
� log½Pðij jÞ=pi� � log½PðjjiÞ=qj� ¼ Iðj:iÞ; (8.18a)

is called the mutual information in two events. This quantity may take on any real

value, positive, negative, or zero. It vanishes, when both events are independent,

PðaibjÞ ¼ PðaiÞPðbjÞ; Pðij jÞ ¼ PðaiÞ; PðjjiÞ ¼ PðbjÞ;

i.e., when the occurrence of one event does not influence (or condition) the

probability of the occurrence of the other event, and it is negative, when the

occurrence of one event makes the nonoccurrence of the other event more likely.

It also follows from the preceding equation that

Iði:jÞ ¼ IðiÞ � Iðij jÞ ¼ IðjÞ � IðjjiÞ ¼ IðiÞ þ IðjÞ � Iði ^ jÞ or

Iði ^ jÞ ¼ IðiÞ þ IðjÞ � Iði : jÞ; (8.18b)

where the information of the joint event I(i∧j) ¼ �logpi,j. Thus, the information in

the joint occurrence of two events ai and bj is the information in the occurrence of

S(p|q) I(p:q) S(q|p)

S(p) S(q)

Fig. 8.1 A qualitative diagram of the conditional entropy and mutual information quantities of

two dependent probability distributions p and q. Two circles enclose the areas representing the

Shannon entropies S(p) and S(q) of the two separate distributions, while the common (overlap)
area of the two circles represents the mutual information I(p:q) in two distributions. The remaining

parts of two circles correspond to conditional entropies S(pjq) and S(qjp), measuring the residual

uncertainty about events in one set, when one has the full knowledge of the occurrence of events

in the other set of outcomes. The area enclosed by the envelope of the two overlapping circles

then represents the entropy of the “product” (joint) distribution: SðpÞ ¼ SðPða ^ bÞÞ ¼
SðpÞ þ SðqÞ � Iðp:qÞ ¼ SðpÞ þ SðqjpÞ ¼ SðqÞ þ SðpjqÞ
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ai plus that in the occurrence of bj minus their mutual information. Clearly, for the

independent events I(i∧j) ¼ I(i) + I(j), since I(i:j) ¼ log 1 ¼ 0.

The mutual information of an event with itself defines its self-information:

Iði:iÞ � IðiÞ ¼ log½PðijiÞ=pi� ¼ � log pi; (8.19a)

since P(i|i) ¼ 1. It vanishes when pi ¼ 1, i.e., when there is no uncertainty about

the occurrence of ai so that the occurrence of this event removes no uncertainty, and

hence conveys no information. This quantity provides a measure of the uncertainty

about the occurrence of the event, i.e., the information received when the event

actually occurs. The Shannon entropy of (8.1) can be thus interpreted as the mean

value of the self-information in all individual events defining the probability

distribution, e.g.,

SðpÞ ¼ �
X

i
pi log pi �

X
i
pi IðiÞ: (8.19b)

One similarly defines the average mutual information in two probability distri-

butions, I(p:q), as the p-weighted mean value of the mutual information quantities

for the individual joint-events:

Iðp:qÞ ¼
X

i

X
j
pi;jIði:jÞ ¼

X
i

X
j
pi;j logðpi;j=p0i;jÞ

¼ SðpÞ þ SðqÞ � SðpÞ ¼ SðpÞ � SðpjqÞ ¼ SðqÞ � SðqjpÞ � 0;
(8.20)

where the equality holds only for the independent distributions, when fpi;j ¼
p0i;j � piqjg. These average entropy/information relations are also shown in

Fig. 8.1. Indeed, the amount of uncertainty in q can only decrease, when p has

been known beforehand, S(q) � S(qjp) ¼ S(q) � I(p:q), as indeed seen in Fig. 8.1,
with equality being observed only when the two sets of events are independent

giving rise to nonoverlapping entropy circles.

It should also be observed that the average mutual information is an example

of the entropy deficiency, which measures the missing information between

the joint probabilities P(a∧b) ¼ p of the dependent events a and b and the joint

probabilities Pind.(a∧b) ¼ p0 � p � q for the independent events: I(p:q) ¼
DS(pjp0). The average mutual information thus measures a degree of a dependence

between events defining the two probability schemes. A similar information

distance interpretation can be attributed to the conditional entropy: S(pjq) ¼
S(p) � DS(pjp0).

Again, the nonnegative character of this average information measure can be

demonstrated using the inequality log z 	 z � 1 for z ¼ p0i;j=pi;j and the normali-

zation conditions of p and p0:

Iðp:qÞ ¼
X

i

X
j
pi;j logðpi;j=p0i;jÞ �

X
i

X
j
ðpi;j0 � pi;jÞ ¼ 0: (8.21)
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8.5 Information Propagation in Communication Systems

We continue this short overview with the key entropy/information descriptors of a

transmission of signals in the communication systems (Abramson 1963). The basic

elements of such a “device” are shown in Fig. 8.2. The input signal emitted from n
“inputs” a ¼ (a1, a2, . . ., an) of the channel source (A) is characterized by the input
probability distribution P(a) ¼ p ¼ (p1, p2, . . ., pn) � P(A). It can be received at m
“outputs” b ¼ (b1, b2, . . ., bm) of the system receiver (B). The distribution of the

output signal among the detection “events” b gives rise to the output probability
distribution P(b) ¼ q ¼ (q1, q2, . . ., qm) � P(B). The transmission of signals is

randomly disturbed within the communication system, thus exhibiting a typical

communication noise, since the signal sent at the given input is in general received

with a nonzero probability at several outputs. This feature of communication

systems is described by the spread in the conditional probabilities of the outputs-
given-inputs,

PðBjAÞ ¼ fPðbjjaiÞ ¼ Pðai ^ bjÞ=PðaiÞ � PðjjiÞg;

or the conditional probabilities of inputs-given-outputs,

PðAjBÞ ¼ fPðaijbjÞ ¼ Pðai ^ bjÞ=PðbjÞ � PðijjÞg;

where P(ai∧bj) � pi,j stands for the probability of the joint-occurrence of the

specified pair of the output and input events.

The Shannon entropy of the input (source) probabilities p, H(A) � S(p),
determines the channel a priori entropy. The average conditional entropy
H(BjA) � S(BjA) � S(qjp), of the outputs given inputs, is thus determined by the

scattering probabilities P(BjA) ¼ {P(bjjai) � P(jji)} � P(bja). This entropy

measures the average noise in the “forward” transmission of signals, from a to b.

Input (Source): A Communication network: P(B|A) Output (Receiver): B

a1             b1

a2      b2

……….……………………………………………….................... 
pi → ai       P(bj|ai) ≡ P( j|i) bj → qj

……………………………………………………….……………. 
an bm

Fig. 8.2 The communication system is characterized by the probability vectors: P(a) ¼ {P(ai)} ¼
p ¼ (p1, . . ., pn) � P(A), of the channel “input” events a ¼ (a1, . . ., an) in the system source A,
and P(b) ¼ {P(bj)} ¼ q ¼ (q1, . . ., qm) � P(B), of the “output” events b ¼ (b1, . . ., bm) in the

system receiver B. The transmission of signals via a network of this communication channel

is described by the (n 
 m) matrix of the conditional probabilities P(BjA) ¼ {P(bjjai) � P(jji)}
� P(bja), of observing different “outputs” (columns, j ¼ 1, 2, . . ., m), given the specified “inputs”
(rows, i ¼ 1, 2, . . ., n). For clarity, only the single “forward” scattering ai ! bj is shown in the

diagram
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The so-called a posteriori entropy, of the inputs given outputs, H(AjB) � S(pjq), is
similarly defined by the conditional probabilities of the “reverse” probability scatter-
ing, from b to a: P(AjB) ¼ {P(aijbj) ¼ P(ijj)} � P(ajb). It reflects the residual

indeterminacy about the input signal, when the output signal has already been received.

The average conditional entropy H(AjB) � S(pjq) thus measures the indetermi-

nacy of the source with respect to the receiver, while the conditional entropy

H(BjA) � S(qjp) reflects the uncertainty of the receiver relative to the source.

Hence, an observation of an output signal provides on average the amount of

information given by the difference between the a priori and a posteriori

uncertainties, S(p) � S(pjq) ¼ I(p:q) � I(A:B), which defines the mutual informa-
tion in the source and receiver. In other words, the mutual information I(p:q)
measures the net amount of information transmitted through the communication

channel, while the conditional information S(pjq) reflects a portion of the initial

information content S(p) transformed into the communication “noise” as a result of

the input signal being scattered in the information channel. Accordingly, S(qjp)
reflects the noise part of S(q): S(q) ¼ S(qjp) + I(p:q).

As an illustrative example consider the Symmetric Binary Channel (SBC)

shown in Fig. 8.3, consisting of two inputs and two outputs, with the input

probabilities p ¼ (x, 1 – x) and the symmetric conditional probability matrix

PSBCðBjAÞ ¼ 1� o o
o 1� o


 �
:

Its input entropy is determined by the Binary Entropy Function (BEF) shown in

Fig. 8.4,

HðAÞ ¼ � xlog x� ð1� xÞ logð1� xÞ � HðxÞ;

which defines the channel a priori entropy. The systemoutput entropy is also generated

by BEF, H(B) ¼ H(z(x, o)), where z(x, o) � q2 ¼ xo + (1 � x)(1 � o).
One also finds that the channel conditional entropy H(BjA) ¼ H(o) measures

its average communication noise in the forward transmission of signals and

hence the mutual information between the system inputs and outputs, I(A:B) ¼
S(B) � S(BjA) ¼ H[z(x, o)] � H(o), reflects the net information flow in SBC.

These relations are illustrated in Fig. 8.4. It should be observed that z always lies
between o and 1 � o, and hence:

Input (Source): A P(B|A) Output (Receiver): B

x a1 1 − ω b1 → x (1 − ω) +(1 − x)ω = 1 − z(x, ω)
ω

ω
1– x a2 1 − ω b2 → xω + (1 − x)(1 − ω) = z(x, ω)

→

→

Fig. 8.3 The symmetric binary channel (SBC)
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HðzÞ ¼ Hð1� zÞ � HðoÞ ¼ Hð1� oÞ:

This demonstrates a nonnegative character of the mutual information, represented

by the overlap area between the two entropy circles in a qualitative diagram shown

in Fig. 8.1.

The amount of information I(A:B) flowing through SBC thus depends on both

the conditional probability parameter o, characterizing the communication system

itself, and on the input probability parameter x, which determines the way the

channel is used (or probed). For x ¼ 0 (or 1) H(z) ¼ H(o) and thus I(A:B) ¼ 0,

i.e., there is no net flow of information from the source to the receiver whatever. For

x ¼ ½, when the two inputs are equally probable, one finds H(z) ¼ 1 bit, thus

giving rise to the maximum value of the channel mutual information determining

the system transmission capacity:

CðoÞ � maxAIðA:BÞ ¼ max
x

fH½zðx;oÞ� � HðoÞg ¼ 1� HðoÞðbitsÞ:

Hence, for o ¼ ½, the information capacity of SBC identically vanishes.

We have already remarked in Sect. 8.1 that in molecular communication systems

the conditional entropy S(qjp), where p and q stand for the molecular input and

output probabilities, measures the entropy covalency of all bonds in the molecular

system, while the complementary mutual information relative to the reference

(“promolecular”) distribution p0 reflects the system overall IT ionicity. One can

similarly regard the SBC foro¼½ as a prototype of the symmetric chemical bond,

e.g., the s bond in H2 or p bond in ethylene. The channel IT covalency S(qjp) ¼
H(o ¼ ½) ¼ 1 bit and the complementary IT ionicity relative to the

“promolecular” input probabilities p0 ¼ (½, ½), I(p0:q) ¼ C(o ¼ ½) ¼ 0,

reflecting the maximum flow of information in this channel, then generate the

Fig. 8.4 The binary entropy function (BEF) H(x) ¼ �xlog2x � (1 � x) log2(1 � x) and a

geometric interpretation of the conditional entropy H(BjA) ¼ H(o) and mutual information

I(A:B) ¼ H(z) � H(o) in SBC shown in Fig. 8.3
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overall IT “bond” index of this prototype information network of the purely

covalent “single” chemical bond:

NðA0;BÞ ¼ Nðp0; qÞ � SðqjpÞ þ Iðp0:qÞ ¼ 1 bit: (8.22)

8.6 Several Probability Schemes

Let us now examine the entropic quantities characterizing three probability

distributions, represented by overlapping entropy circles in the lower part of

Fig. 8.5; the diagram upper part again summarizes the two-distributions case also

shown in Fig. 8.1. This variety of the entropy/information descriptors of three

dependent probability schemes, A ¼ [a, P(a)], B ¼ [b, P(b)], and C ¼ [c, P(c)],
now involves the conditional (relative) entropies with respect to a single or two

probability schemes, the mutual information contained in two or three probability

distributions, and the mutual information characteristics of two probability

distributions conditional on the third one. In what follows we denote by a, b, and
c, the representative single events in the three probability schemes involved: a2a,
b2b and c2c.

The diagrams shown in Fig. 8.5 demonstrate the additivity of the information

quantities in the three-probability scenario, which may now involve two output
signals resulting from a single input signal in the communication channel, or the

repeated, two input signals transmitted in the noisy information system. For exam-

ple, the information about the input signal A obtained by observing two output

signals B and C is measured by the difference of the Shannon (a priori) entropy

H(A) and the conditional (double a posteriori) entropy in A given (B and C), i.e.,

the indeterminacy of A relative to (B and C), which defines the three-scheme

mutual information quantity

IðA : BCÞ ¼
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ log Pða ^ b ^ cÞ
PðaÞPðb ^ cÞ

¼
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPða b ^ cj Þ
PðaÞ

¼ HðAÞ � HðAjBCÞ ¼ SðPðaÞÞ � SðPðaÞjPðb ^ cÞÞ
� IðPðaÞ : Pðb ^ cÞÞ;

(8.23)

where

HðAjBCÞ ¼ �
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPðajb ^ cÞ

� SðPðaÞjPðb ^ cÞÞ: (8.24)
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The mutual information quantity of (8.23) can be alternatively expressed in

terms of other entropic quantities shown in the qualitative diagrams of Fig. 8.5. For

example, it is seen to measure the sum of elementary amounts of the mutual

information in three or two probability schemes, or it can be equivalently expressed

in terms of the relevant entropies:

IðA:BCÞ ¼ IðA:BjCÞ þ IðA:CjBÞ þ IðA:B:CÞ ¼ IðA:BÞ þ IðA:CjBÞ
¼ HðABÞ � HðAjBCÞ � HðBjAÞ: (8.25)

Fig. 8.5 A variety of the conditional-entropy and mutual-information descriptors of two (upper

part) and three (lower part) dependent probability schemes. Here, the individual circles H(A) ¼
S(P(a)), H(B) ¼ S(P(b)), and H(C) ¼ S(P(c)) represent the Shannon entropies of the separate

probability distributions, H(AB) ¼ S(P(a∧b)), H(BjA) ¼ S(P(b)jP(a)), I(A:B) ¼ I(P(a):P(b)), etc.
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Here, the mutual information in two probability distributions, given the third

distribution, reads:

IðA:BjCÞ¼HðAjCÞ�HðAjBCÞ¼
X
a2a

X
b2b

X
c2c

Pða^b^ cÞ logPða b^ cj Þ
Pða cj Þ

¼
X
a2a

X
b2b

X
c2c

Pða^b^ cÞ log Pða^b cj Þ
Pða cj ÞPðb cj Þ

¼
X
a2a

X
b2b

X
c2c

Pða^b^ cÞ logPða^b^ cÞpðcÞ
Pða^ cÞPðb^ cÞ:

(8.26)

The mutual information in three probability schemes,

IðA:B:CÞ ¼ IðA:BÞ � IðA:BjCÞ ¼ IðA:CÞ � IðA:CjBÞ ¼ IðB:CÞ � IðB:CjAÞ

¼
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPða ^ bÞPða ^ cÞPðb ^ cÞ
pðaÞpðbÞpðcÞPða ^ b ^ cÞ

¼ HðAÞ þ HðBÞ þ HðCÞ � HðABÞ � HðACÞ � HðBCÞ þ HðABCÞ;
(8.27)

which may assume negative values, is represented in Fig. 8.5 by the common area

of three entropy circles. The above expression can be straightforwardly generalized

for larger numbers of probability schemes. For example, in the four-scheme case as

shown in Fig. 8.6, one finds (Abramson 1963):

IðA:B:C:DÞ¼ IðA:B:CÞ�IðA:B:CjDÞ
¼HðAÞþHðBÞþHðCÞþHðDÞ�HðABÞ�HðACÞ
�HðBCÞ�HðADÞ�HðBDÞ�HðCDÞþHðABCÞ
þHðABDÞþHðACDÞþHðBCDÞ�HðABCDÞ:

(8.28)

D 

A 
B

C

H(D|A∧B∧C)

I(C:D|A∧B) ≅ I(C:D|A)

I(A:D|B∧C)

I(A:C:D|B)

I(A:B:C:D)

I(A:B:C|D)

Fig. 8.6 General entropy/information diagrams of four dependent probability schemes (A,B,C,D).

The entropies of the separate probability distributions are represented by circles, the circle overlap

area denotes the mutual-information quantity, while the circle remainder, after removal of the

overlap(s) with other circle(s), signifies the corresponding conditional entropy descriptor
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The three-scheme conditional entropy of (8.24),

HðAjBCÞ � HðAjDÞ ¼ HðADÞ � HðDÞ; (8.29)

where the “product” probability scheme D ¼ BC � B∧C ¼ [d, P(d)] � [b∧c,
P(b∧c)], measures the average noise in the d ! a propagation of information in

the underlying communication system. This entropy can be compared (Fig. 8.5)

with the two-scheme relative entropy H(AjB) ¼ H(A) � I(A:B), the communica-

tion noise in the b ! a probability scattering,

HðA BCj Þ ¼ �
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPða ^ b ^ cÞ
Pðb ^ cÞ

¼ �
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPða ^ b ^ cÞpðaÞ
pðaÞPðb ^ cÞ

¼ HðAÞ � IðA:BCÞ<HðAjBÞ;

(8.30)

since I(A:D) > I(A:B).
The information propagation from the product events in the d ! a channel thus

results in less noise (IT covalency) compared with that characterizing the b ! a
communication system. Accordingly, the opposite trend must be detected in the

complementary mutual information quantity:

IðA:BCÞ ¼ HðAÞ � HðAjDÞ> IðA:BÞ ¼ HðAÞ � HðAjBÞ: (8.31)

Therefore, the product event scattering preserves in D a larger portion of the

information content of A, compared with that conserved in scheme B alone,

because of the extra information in C about A given B, as measured by I(A:CjB).
In other words, the d ! a probability propagation results in a larger IT ionic

(deterministic) component, compared with the b ! a scattering.

To summarize, the (d ¼ b∧c) ! a communications appear less noisy (more

deterministic) compared with the b ! a probability propagation. Therefore, the a

posteriori indeterminacy of A relative to B, H(AjB), exceeds the double a posteriori
entropy H(AjBC), which measures the indeterminacy of A relative to (B and C),

while the information about A provided by B alone, I(A:B), is lower than that

provided by (B and C), I(A:BC), by the extra amount of information I(A:CjB)
about A provided by C, when B is known beforehand.

Let us finally examine the remaining four-scheme entropy/information

descriptors shown in Fig. 8.6. In this qualitative diagram we have delineated

areas representing various indices reflecting the entropy/information couplings

between the four dependent probability schemes, {X ¼ (x, P(x))} ¼ (A, B, C, D),

which combine the relevant sets of events, {x} ¼ (a, b, c, d), and their associated

probabilities, {P(x)} ¼ [P(a), P(b), P(c), P(d)]. For example, these partial events

may refer to finding in the bond system of the molecule an electron on the basis

functions {x ¼ xX} contributed by molecular fragments X ¼ {X}. In these
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diagrams the Shannon entropies {H(X) ¼ H[P(x)]}, are depicted by circles, the

overlap areas reflect the average mutual information quantities, measuring

the associated IT ionicities, while the corresponding circle remainders represent the

complementary average conditional entropies, i.e., the corresponding IT covalencies.

Consider, e.g., the conditional entropy of D, given the simultaneous occurrence

of events in A, B, and C,

HðDjA ^ B ^ CÞ ¼ S½PðdÞjPðaÞ ^ PðbÞ ^ PðcÞ�
¼ �

X
a2a

X
b2b

X
c2c

X
d2d

Pða ^ b ^ c ^ dÞ logPðdja ^ b ^ cÞ:

(8.32)

It represents the residual uncertainty in D, when the events of the three remaining

schemes are known to have occurred already. In the molecular fragment scenario

it can measure the overall IT covalency components of all bonds in fragment D,
due to the basis functions of the remaining subsystems A, B, and C. Together with
the complementary IT ionicity index,

IðA ^ B ^ C:DÞ ¼ I½PðaÞ ^ PðbÞ ^ PðcÞ:PðdÞ�
¼ HðDÞ � HðDjA ^ B ^ CÞ

¼
X
a2a

X
b2b

X
c2c

X
d2d

Pða ^ b ^ c ^ dÞ log Pða ^ b ^ c ^ dÞ
PðdÞPða ^ b ^ cÞ

¼
X
a2a

X
b2b

X
c2c

X
d2d

Pða ^ b ^ c ^ dÞ logPðdja ^ b ^ cÞ
PðdÞ ;

(8.33)

it gives rise to the overall (conditional) bond index of D due to interactions with

A, B and C,

NðA ^ B ^ C;DÞ ¼ HðDjA ^ B ^ CÞ þ IðA ^ B ^ C:DÞ ¼ HðDÞ: (8.34)

Using the property of the information additivity (Abramson 1963) one can

alternatively express the amount of information of (8.33) in terms of more elemen-

tary mutual information quantities, which generate the underlying “overlap” area

between the envelope of three circles (A,B,C) and the entropy circle ofD (Fig. 8.6):

IðA ^ B ^ C:DÞ ¼ IðA:DÞ þ IðB:DjA ^ CÞ þ IðC:DjA ^ BÞ
¼ IðA:DjB ^ CÞ þ IðB:DjA ^ CÞ þ IðC:DjA ^ BÞ
þ IðA:C:DjBÞ þ IðA:B:DjCÞ þ IðA:B:C:DÞ:

(8.35)

To conclude this section, we summarize the key expressions for the comple-

mentary communication-noise (IT covalency) and information-flow (IT ionicity)
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descriptors involving several probability distributions. For two dependent probability
schemes, these basic quantities read:

HðBjAÞ ¼ �
X
a2a

X
b2b

Pða ^ bÞ logPðbjaÞ ¼ HðA ^ BÞ � HðAÞ; (8.36)

IðA:BÞ ¼
X
a2a

X
b2b

Pða ^ bÞ logPðbjaÞ
PðbÞ ¼ HðBÞ � HðBjAÞ

¼
X
a2a

X
b2b

Pða ^ bÞ logPðajbÞ
PðaÞ ¼ HðAÞ � HðAjBÞ

¼ HðAÞ þ HðBÞ � HðA ^ BÞ:

(8.37)

The associated three-scheme quantities have been similarly expressed by the

relevant entropies and probabilities:

IðA:B:CÞ ¼ IðA:BÞ � IðA:BjCÞ
¼ HðAÞ þ HðBÞ þ HðCÞ � HðA ^ BÞ � HðA ^ CÞ

� HðB ^ CÞ þ HðA ^ B ^ CÞ

¼
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ log Pðc aj ÞPðc bj Þ
PðcÞPðc a ^ bj Þ;

(8.38)

where:

IðA:BjCÞ ¼ HðAjCÞ � HðAjB ^ CÞ

¼
X
a2a

X
b2b

X
c2c

Pða ^ b ^ cÞ logPða b ^ cj Þ
Pða cj Þ : (8.39)

Finally, for four dependent probability distributions one finds:

IðA:B:C:DÞ ¼ IðA:B:CÞ � IðA:B:CjDÞ

¼
X
a2a

X
b2b

X
c2c

X
d2d

Pða^ b^ c^ dÞ log Pðd a^ b^ cj ÞPðd aj ÞPðd bj ÞPðd cj Þ
PðdÞPðd a^ bj ÞPðd b^ cj ÞPðd a^ cj Þ;

(8.40)

IðA:B:CjDÞ ¼ IðA:BjDÞ � IðA:BjC ^ DÞ; (8.41)

where the conditional mutual information measure

IðA:BjC ^ DÞ ¼ HðAjC ^ DÞ � HðAjB ^ C ^ DÞ

¼
X
a2a

X
b2b

X
c2c

X
d2d

Pða ^ b ^ c ^ dÞ logPða b ^ c ^ dj Þ
Pða c ^ dj Þ :

(8.42)

390 8 Elements of Information Theory



8.7 Variational Principles

Let us briefly summarize some general properties of the Shannon entropy, which

might be expected to characterize a reasonable measure of uncertainty/information.

For the simplest case of a finite (discrete) probability distribution p ¼ {pi},
S(p) ¼ �∑ipi log pi ¼ 0 if and only if one of the probabilities in p equals one

(sure event) and all the others exactly vanish. Indeed, in this case the outcome of

the experiment carries no uncertainty, since the result can be predicted before-

hand with complete certainty. In all other cases S(p) > 0. For the fixed number

of n outcomes the probability scheme exhibiting the most uncertainty, i.e., the

largest value of the entropy, is the one with equally probable outcomes: pi ¼ 1/n.
This “maximum smoothness” property of the optimum probability distribution is

summarized by the (constrained) variational principle of Shannon and Jaynes

(1957a, b, 1985), called the maximum entropy (ME) rule: given data F0 ¼ fF0
i g,

the probability distribution p [or p(r)], which describes these constraints most

objectively, must maximize the entropy S(p) (or S[p]) with respect to all ps (ps)
satisfying F0. It implies the associated Euler–Lagrange variational principles

containing the relevant Lagrange multipliers {li} enforcing the auxiliary

conditions, which should be eventually determined from the constraint values

themselves:

d SðpÞ �
X

i
liFiðpÞ

n o
¼ 0 or d S½p� �

X
i
liFi½p�

n o
¼ 0: (8.43)

Thus, the entropy maximization results in the most “evenly spread” of all probabil-

ity distributions consistent with the imposed constraints. This principle represents a

device allowing one to assimilate in the optimum distribution the physical informa-

tion contained in the constraints in the most unbiased manner possible.

The ME principle represents a powerful method for determining the equilibrium

probability distributions of physical systems or processes, given some information

about them. It has been successfully used to reconstruct the equilibrium thermody-

namics, asserting at the same time the principle applicability to far more general

problems. The ME rule involves the maximization of Shannon’s entropy subject to

the imposed constraints and provides a unifying principle in statistical physics,

allowing a construction of thermodynamic laws based upon statistical inference and

the unbiased assimilation of available data. In other words, the entropy becomes the

starting point in the construction of the statistical mechanics, instead of being

identified in the end as a byproduct of the energy-centered arguments. The

Shannon–Jaynes principle is the uniquely correct method for inductive inference,

when new information is given in the form of the statistical expectation values.

Clearly, this optimum assimilation of the physical information contained in the

constraints can also be accomplished using any other admissible information measure,

e.g., the local Fisher information or the information distance (entropy deficiency)

quantities introduced in this chapter. For example, Kullback has proposed the
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generalization of the ME rule to problems involving the reference probability

distribution(s), which can be called the Maximum-Resemblance principle or the

Minimum Entropy Deficiency (MED) rule, as another unbiased procedure for

assimilating in the optimum probability distribution the constraints of available

experimental data, and thus its highest similarity to the reference distribution

afforded by the constraints.

Suppose that an experiment has been performed, which yields the expectation

values of several functions of the discrete probability distribution p, fFiðpÞ ¼ F0
i g,

or functionals of the continuous probability density p(r), fFi p½ � ¼ F0
i g. The

Kullback principle asserts that the task of assimilating this information in the

optimum probability distribution, which is to resemble the reference distribution

as much as possible, can be accomplished by minimizing the entropy deficiency

subject to these constraints:

d DSðpjp0Þ �
X

i
liFiðpÞ

n o
¼ 0 or d DS½pjp0� �

X
i
liFi½p�

n o
¼ 0: (8.44)

Alternatively, the Fisher measure of information, which reflects the overall

“order” (“sharpness”) of the probability distribution, can be used in the variational

procedure of assimilating the available data in the probability distribution, e.g.,

d I½p� �
X

i
liFi½p�

n o
¼ 0: (8.45)

These variational procedures can thus be regarded as examples of the Extreme
Physical Information (EPI) principle (Frieden 2000), which is closely related to

the theory of measurement (Fisher 1959). The maximum Shannon entropy and

the minimum Fisher information principles may have coincident solutions for the

given set of constraints. The Maxwell–Boltzmann velocity dispersion law of the

equilibrium statistical thermodynamics results from both information principles,

with the Fisher information principle generating additional nonequilibrium

solutions as subsidiary minima, with the absolute minimum being attained by the

Maxwell–Boltzmann solution. Thus, the coincidence is observed at the equilibrium

level of statistical mechanics, with the Shannon ME rule being unable to cover the

nonequilibrium phenomena.

References

Abramson N (1963) Information theory and coding. McGraw-Hill, New York

Ash RB (1965) Information theory. Interscience, New York

Aslangul C, Constanciel R, Daudel R, Kottis P (1972) Adv Quant Chem 6:94

Ayers PW (2000b) J Chem Phys 113:10886

Becke AD, Edgecombe KE (1990) J Chem Phys 92:5397

392 8 Elements of Information Theory



Bernstein RB (1982) Chemical dynamics via molecular beam and laser techniques. Clarendon,

Oxford

Brillouin L (1956) Science and information theory. Academic, New York

Callen HB (1962) Thermodynamics: an introduction to the physical theories of equilibrium

thermostatics and irreversible thermodynamics. Wiley, New York

Daudel R (1969) The fundamentals of theoretical chemistry. Pergamon, Oxford

Daudel R (1974) The quantum theory of the chemical bond. D. Reidel, Dordrecht

Dirac PAM (1967) The principles of quantum mechanics. Clarendon, Oxford
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Chapter 9

Schr€odinger Equations from Information

Principles

Abstract The amplitude and phase contributions to the Fisher-information density

and its current are examined. Its local balance is probed and the source term in the

associated continuity equation is established. The physically constrained informa-

tion principles generating the stationary and time-dependent Schr€odinger equations
are summarized and IT variational rule for the adiabatic separation of the fast

(electronic) and slow (nuclear) motions in molecular systems is given. The Kohn–

Sham equations of the computational DFT are derived from the relevant EPI

principle using the Fisher measure of the information content.

9.1 Fisher-Information Density and Its Current

For simplicity, let us consider a single, spinless particle of mass m ¼ me, charac-

terized by the Hamiltonian (energy) operator

ĤðrÞ ¼ �ð�h2=2mÞr2 þ vðrÞ ¼ T̂ðrÞ þ V̂ðrÞ; (9.1)

with V̂ðrÞ � vðrÞ standing for the (multiplicative) potential energy operator, e.g.,

of the nuclear–electron attraction energy, v ¼ vne, and the Laplacian operator

D ¼ ∇2. In the Schr€odinger mechanics, the system quantum state is specified by

the complex wave-function in the position representation,

cðr; tÞ ¼ Rðr; tÞ exp½iFðr; tÞ�; (9.2)

where the real functions R(r, t) and F(r, t) describe the probability-amplitude and

the phase of c, respectively. Its physical interpretation has been established through
the particle-probability density p(r, t) defined by the amplitude R(r, t) alone,

pðr; tÞ ¼ jcðr; tÞj2 ¼ c�ðr; tÞ cðr; tÞ ¼ R2ðr; tÞ;
ð
pðr; tÞ dr ¼ 1; (9.3)

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
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and the probability-current density:

j ¼ �h

2mi
½c�rc� crc�� ¼ �h

m
Imðc�rcÞ � j½c� � pV

¼ �h

m
prF ¼ pr �hF

m

� �
: (9.4a)

The preceding equation expresses the local speed of the probability “fluid,”

V(r, t) ¼ j(r, t)/p(r, t), in terms of the gradient of the phase part of the system

wave-function. The probability-current distribution is seen to explore the gradient

of the phase function weighted by the local probability density. The latter is deter-

mined solely by the density-amplitude, while the speed of the probability fluid

is proportional to the gradient of the phase part of the wave-function. We recall

that the probability-current density can be regarded as the expectation value of the

associated (Hermitian) quantum-mechanical operator (3.129 and 7.380):

jðrÞ ¼ ch ĵjðrÞ cj i; ĵðrÞ ¼ �h

2mi

XN
k¼1

½rkdðrk � rÞ þ dðrk � rÞrk�: (9.4b)

For such complex probability-amplitudes of quantum mechanics the classical

Fisher information of (8.5), I[p] ¼ I[R], is generalized into the functional of (8.6)

with its integrand then defining the associated density f(r, t) of the intrinsic accuracy
measure:

I½c� ¼ 4

ð
jrcðr; tÞj2dr ¼ 4

ð
rc�ðr; tÞ � rcðr; tÞ dr �

ð
f ðr; tÞ dr: (9.5)

Its multicomponent analog, described by the vector of the component wave-

functions c ¼ {cn}, similarly reads:

I½c� ¼ 4
X

n

ð
jrcnðr; tÞj2 dr ¼

X
n
I½cn� �

X
n

ð
fnðr; tÞ dr: (9.6)

In what follows we shall examine some properties of this generalized informa-

tion measure (Nalewajski 2008e, 2010f). A somewhat different, dimensionless

approach has recently been proposed by Frieden and Soffer (2010).

We first observe that, by a straightforward integration by parts, the Schr€odinger
functional for the expectation value of the kinetic energy operator can be inter-

preted as being proportional to the average Fisher information contained in the

wave-function c :

Th i ¼
ð
c�T̂c dr � ch jT̂ cj i ¼ �h2

2m

ð
rc� � rc dr ¼ �h2

8m
I½c�: (9.7)
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In terms of the probability-amplitude and phase parts of the system wave-function,

this Fisher-information functional reads:

I½c� ¼ 4

ð
fðrRÞ2 þ pðrFÞ2g dr � I½R� þ I½R;F�

¼
ð ðrpÞ2

p
dr þ 4m2

�h2

ð
j2

p
dr � I½p� þ I½j� � I½p; j�: (9.8)

Therefore, this generalized measure of information becomes identical with the

classical Fisher functional I[p] for the stationary quantum states characterized by

the time-independent probability amplitude R ¼ ’(r) and the position-independent
phase F ¼ �ot:

cðr; tÞ ¼ ’ðrÞ exp½�iEt=�h� � ’ðrÞ expð�iotÞ: (9.9)

These eigenfunctions of the Hamiltonian operator,

Ĥc ¼ Ec or Ĥ’ ¼ E’; (9.10)

correspond to the sharply specified system energy E and frequency o. Indeed, such
states imply the vanishing current, j ¼ 0, and hence also I[j] ¼ 0.

The generalized functional I[c] is seen to symmetrically probe the gradient

content of both parts of the complex wave-function, with the gradient of the proba-

bility-amplitude determining the classical Fisher measure of information contained

in the probability distribution p, with the latter also providing the weight in the local
contribution from the phase gradient, due to the probability-current density,

I½p� � IF½R� ¼
ð rpffiffiffi

p
p
� �2

dr �
ð
ð �rpÞ2dr; (9.11)

I½j� ¼
ð

2RrFð Þ2dr � I½R;F� ¼
ð

2m j
�h
ffiffiffi
p

p
� �2

dr �
ð
�j
2
dr: (9.12)

It follows from these expressions that the classical Fisher information measures the

“length” of the “reduced” gradient of the probability density, �rpðrÞ, while the other
contribution represents the length of the reduced vector of the probability-current

density �jðrÞ.
These two-information contributions can be alternatively expressed in terms

of the real and imaginary parts of the gradient of the wave-function logarithm,

r lnc ¼ ðrcÞ=c:

I½R� ¼ 4

ð
p½Reðr lncÞ�2dr and I½R;F� ¼ 4

ð
p½Imðr lncÞ�2dr: (9.13)
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Thus, these complementary components of the generalized Fisher information have

a common interpretation in quantum mechanics as the p-weighted averages of

the gradient content of the real and imaginary parts of the logarithmic gradient of

the system wave-function. As such they represent a natural (complex) generaliza-

tion of the classical (real) information concept of (8.5).

Of interest also is the information density per electron:

~f � f

p
¼ rp

p

� �2

þ 2m j
�hp

� �2

� ð ~rpÞ2 þ ð~jÞ2 � 0: (9.14)

It is seen to be generated by squares of the local values of the related quantities per

electron: the probability gradient ð ~rpÞ2 and the current density ð~jÞ2. This expres-
sion emphasizes the basic equivalence of the roles played by the probability density

and its current in shaping the resultant value of the generalized Fisher-information

density in quantum mechanics.

9.2 Continuity Equations and Information Source

For the IT interpretation of electron redistributions in molecules the concept of the

information flow is paramount. The Hamiltonian operator Ĥ determines the time-

evolution of the system wave-function through the Schr€odinger equation

i�h
@c
@t

¼ Ĥc; (9.15)

which implies the conservation of the wave-function normalization in time:

d

dt

ð
c�ðr; tÞcðr; tÞ dr ¼ d

dt

ð
pðr; tÞdr ¼ 0: (9.16)

The probability density and its current together determine the local balance of

the probability distribution in quantum mechanics, which is summarized by the

familiar continuity equation:

@p

@t
¼ �r � j or

dp

dt
� _p ¼ @p

@t
þr � j ¼ 0: (9.17)

The first form of the preceding equation expresses the fact that for the norm-

conserving evolution of the system wave-function the local rate of change of the

probability density is determined by the probability density leaving that location,

so that the local net production (source) _p of the probability density identically

vanishes, as expressed by the second form of this equation. Indeed, the particles are

neither created nor destroyed in (closed) molecular systems.
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Moreover, by Green’s theorem, the volume integral representing the overall

outflow of the particle-probability from the volume V enclosed by the surface

S can be expressed as the surface integral measuring the global flux through S:
ð

V

r � j dr ¼
ð

S

j � dS; (9.18)

with dS ¼ dSn standing for the normal vector along the unit vector n of the surface

element dS. By using (9.18), the generalized Fisher information of (9.5) can be thus

expressed as the following difference between the relevant surface and volume integrals,

I½c� ¼ 4

ð
rc� � rc dr ¼ 4

ð

S

c�ðrcÞ � dS�
ð

V

c�Dcdr

2
4

3
5; (9.19)

with V ! 1 corresponding to a very large volume defined by the closed surface

S ! 1. Subtracting from this equation its complex conjugate and taking into

account the Hermitian property of the Laplacian then gives the conservation of

the overall probability in V: ð

S

j � dS ¼ 0: (9.20)

In the Time-Dependent Density Functional Theory (TDDFT) (see Sect. 7.9), for
the given initial state c(r, t0) the time-dependent density determines the external

potential uniquely up to within an additive, purely time-dependent function. The

latter in turn determines the time-dependent wave-function up to within a purely

time-dependent phase: CðtÞ ¼ exp[� iaðtÞ� ~C½r; t�. This phase ambiguity cancels

out in the expectation values of physical quantities, which for the given initial state

can be thus regarded as unique functionals of the system time-dependent probabi-

lity distribution p(r, t), or of the associated electron density r(r, t) ¼ Np(r, t), e.g.,

jðr; tÞ ¼ CðtÞh ĵjðrÞ CðtÞj i ¼ j½r; r; t�: (9.21)

From the expression for the time-dependence of the quantum-mechanical expec-

tation values (3.117),

@

@t
CðtÞh jQ̂ðtÞ CðtÞj i ¼ CðtÞh j @Q̂ðtÞ

@t
� i

�h
½Q̂ðtÞ; ĤðtÞ� CðtÞj i; (9.22)

one then obtains for Q̂ðr; tÞ ¼ ĵðrÞ:

@jðr; tÞ=@t ¼ @ CðtÞh ĵjðrÞ CðtÞj i=@t ¼ i

�h
CðtÞh j½ĤðtÞ; ĵðrÞ� CðtÞj i

¼ �p

m
rv � p

m
F ¼ G½r; r; t�;

(9.23)

where the force acting on the particle F(r) ¼ �rv(r).
The two “hydrodynamical” equations (9.17) and (9.23) are equivalent to the

TDDFT stationary-action principle of (7.384).
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It should be stressed, however, that – with the exception of the stationary

quantum states – the overall amount of information in the system is not conserved,

when the particle-probability density evolves in time. Therefore, the continuity

equation expressing the local balance of the Fisher information in quantum

mechanics has to include a nonvanishing “source” term df=dt ¼ _f 6¼ 0, since the

overall information content, proportional to the system average kinetic energy,

changes for different shapes of the electronic probability density:

@f

@t
¼ _f �r � J or

df

dt
¼ _f ¼ @f

@t
þr � J 6¼ 0; J ¼ fV ¼ f

p

� �
j ¼ ~f j: (9.24)

Above, the information-current density J exhibits the same local velocity V as the

probability “fluid” in (9.4a, 9.4b), since the information current in the system is

effected through the probability flow j.
It should be observed that in the continuity equations (9.17) and (9.24) the partial

derivatives ∂p/∂t and ∂f/∂t measure the rate of change at the fixed point in space,

inside an infinitesimal volume element at rest. Alternatively, these continuity

equations have been interpreted in terms of the total derivatives (sources) _p and _f ,
which represent the time rate of change of these densities in a volume element of the

particle-probability fluid as it moves in space with the speed V.
The full time-dependence of the Fisher information contained in state c can be

determined directly using (9.8) and (9.17):

dI½c�
dt

¼
ð
@I½p; j�
@pðrÞ

dpðrÞ
dt

dr þ
ð
@I½p; j�
@jðrÞ � djðrÞ

dt
dr

¼
ð
@I½j�
@jðrÞ �

djðrÞ
dt

dr ¼ 8m
�h2

ð
jðrÞ � FðrÞdr �

ð
df ðrÞ
dt

dr:

(9.25)

Hence, the local production of the Fisher information density is proportional to

the product of the local force [F(r)] and flow [ j(r)] vectors, in perfect analogy to the
entropy “source” in irreversible thermodynamics:

_f ðrÞ ¼ 8m
�h2

jðrÞ � FðrÞ: (9.26)

Indeed, since by the probability continuity dp(r)/dt = 0, the only source of

variations of I[c] =
R
f(r) dr � R

p(r) ~f ðrÞdr in time is the dependence of the informa-

tion density per electron, ~f ðrÞ (9.14), on the probability-current density j(r):

dI½c�
dt

¼
ð
pðrÞ @~f ðrÞ

@jðrÞ
� �

p

� djðrÞ
dt

dr

¼
ð
pðrÞ 2

2m
�hpðrÞ
� �2

jðrÞ
" #

� pðrÞ
m

FðrÞ
� �

dr

¼ 8m
�h2

ð
jðrÞ � FðrÞ dr;

where we have used the hydrodynamical equation (9.23).
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Another, equivalent way to explicitly identify this information density is by

using the time derivative of the expectation value of the associated observable [see

(3.117) and (3.118)]. We first observe that the quantum-mechanical operator ÎðrÞ
(linear and Hermitian) of the generalized Fisher information, which defines its

expectation value of (9.5),

I � Ih i ¼
ð
c�ðrÞ̂IðrÞcðrÞ dr;

ÎðrÞ ¼ �4D ¼ 4ðp̂ðrÞ=�hÞ2 � 4k̂ðrÞ2;
(9.27)

where p̂ðrÞ ¼ �i�hr � �hk̂ðrÞ stands for the quantum-mechanical operator of the

particle momentum with k̂ðrÞ standing for the particle wave-vector operator. The

average information Ih i thus measures the average length of the particle momen-

tum vector. Indeed, for the wave-functions and their gradients vanishing at

infinity the identity of (9.25) follows directly by a straightforward integration

by parts.

Since ÎðrÞ does not depend explicitly on time, the quantum-mechanical expres-

sion for the time rate of change of Ih i is determined by the expectation value of the

commutator ½bH, Î� [see (3.118)]:

d Ih i
dt

�
ð
df ðr; tÞ

dt
dr ¼ i

�h
½Ĥ; Î�� � ¼ i

�h
½V̂; Î�� �

: (9.28)

The net time rate of change of the Fisher information density is thus seen to be

determined by the commutator

½V̂; Î� ¼ 4½D; v� ¼ 8ðrvÞ � r þ 4ðDvÞ: (9.29)

Using the identity from the integration by parts,
Ð
pDv dr ¼ � Ð rp:rv dr, and

(9.4a) again recovers (9.25) defining the total time derivative (9.26) of the Fisher

information density, which determines the source term in the associated continuity

equation. A general form of this expression for the local production of the Fisher

information resembles the familiar terms of the local entropy source in the

irreversible thermodynamics, which are expressed as products of thermodynamic

forces and the conjugated fluxes (e.g., Callen 1962).

We again recall that in a general case of the nonstationary quantum states,

when the system average energy is not conserved, it is the stationary property of

the quantum-mechanical action integral

A ¼
ðt1

t0

cðtÞh jÂðtÞ cðtÞj idt; (9.30)

with the expectation value AðtÞ ¼ cðtÞh jÂðtÞ cðtÞj i defined by the action operator

ÂðtÞ ¼ i�h@=@t� Ĥ, which generates the time-dependent Schr€odinger equation.
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Indeed, (9.15) is seen to result directly from the stationary-action principle dA ¼ 0,

which can be equivalently expressed by the vanishing functional derivative:

dA
dc�ðr; tÞ ¼ 0: (9.31)

9.3 Physical Information Principles Generating Schr€odinger
Equations

Consider again the stationary wave-equation of quantum mechanics for a general

N-electron molecular system,

ĤðNÞ CðNÞ ¼ E CðNÞ: (9.32)

It marks the eigenvalue equation of the electronic (fixed-nuclei) Hamiltonian in the

familiar adiabatic (BO) approximation,

ĤðNÞ ¼ �ð�h2=2meÞ
XN
i¼1

Di þ VðNÞ ¼ T̂ðNÞ þ V̂ðNÞ; (9.33)

where the (multiplicative) potential-energy operator V̂ðNÞ ¼ VneðNÞ þ VeeðNÞ ¼
VðNÞ includes the nuclear–electron (ne) attraction as well as the electron–electron

(ee) repulsion terms, and E stands for the system ground-state electronic energy.

This equation directly follows from the Schr€odinger variational principle for the

system minimum average energy hE(N)i subject to the normalization constraint of

the electronic ground-state wave-function:

df EðNÞh i � EðNÞ CðNÞ j CðNÞh ig ¼ 0; (9.34)

where the exact value of the electronic energy E(N) plays the role of the Lagrange
multiplier enforcing the constraint.

The average electronic energy, the expectation value of the Hamiltonian (9.33),

contains the kinetic and potential contributions,

EðNÞh i ¼ CðNÞh jĤðNÞ		CðNÞi ¼ CðNÞh jT̂ðNÞ		CðNÞi þ CðNÞh jV̂ðNÞ		CðNÞi
¼ TðNÞh i þ VðNÞh i;

(9.35)

with the kinetic-energy hTi component being proportional to the N-electron Fisher

information:

IðNÞh i¼4
XN
i¼1

riC�ðNÞh �riCðNÞi¼�4
XN
i¼1

CðNÞh jDijCðNÞi¼8me

�h2
TðNÞh i: (9.36)
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One also observes that the joint-probability distribution of N electrons,

PðNÞ ¼ C�ðNÞCðNÞ ¼ CðNÞj j2;
ð
PðNÞdtN ¼ 1; (9.37)

determines the average value of the system potential energy,

VðNÞh i ¼
ð
PðNÞVðNÞ dtN: (9.38)

The wave-function principle (9.34) thus expresses the stationary character of the

constrained Fisher information in the associated EPI rule (Nalewajski 2008e,

2010f):

d IðNÞh i þ 8me

�h2

ð
PðNÞVðNÞ dtN � EðNÞ

ð
PðNÞ dtN

� �
 �

¼ d I½PðNÞ�h i � l Vh i V½PðNÞ�h i � lNorm:

ð
PðNÞ dtN

� �
¼ 0: (9.39)

Here, the average Fisher-information term hI(N)i represents the EPI intrinsic-
information term and the remaining, constraint part, stands for the EPI bound-
information contribution (Frieden 2000). The latter consists of two terms: the physical,

potential-energy part, effected by the Lagrange multiplier l Vh i ¼ �8me=�h
2, and

the “geometric” condition of the system probability normalization enforced by

lNorm: ¼ 8meE=�h
2.

Therefore, the time-independent Schr€odinger equation can be regarded as hav-

ing the information origins, by resulting from the above EPI rule. This Schr€odinger
equation for stationary states thus determines the optimum wave-function (proba-

bility-amplitude) which marks the extremum of the N-electron Fisher information

subject to the probability-normalization and the average potential energy cons-

traints. It is satisfied by the optimum probability distribution P(N) of the electronic
ground state. The two Lagrange multipliers in this information principle can be also

interpreted as corresponding derivatives of the optimum Fisher information with

respect to the associated constraints (Nalewajski 2008e).

Next, let us examine sufficient physical constraints in the relevant Euler–

Lagrange information principle giving rise to the time-dependent Schr€odinger
equation. For simplicity, we again assume a single, spin-less particle of mass m ¼ me,

with the energy operator (9.1), described by the wave-finction (9.2). We have

demonstrated above that the time-independent (stationary) Schr€odinger equation results
from the Euler–Lagrange EPI principle for the trial probability-amplitude R0(r) ¼ ’0(r)
(9.9), which determines the variational probability density p0(r) ¼ j’0(r)j2, including the
constraint terms due to the probability/wave-function normalization,

c0k k2 ¼
ð
c0�c0 dr ¼

ð
p0ðrÞ dr ¼ 1; (9.40)
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and the fixed value of the average potential energy, of the interaction between the

electron density and the external potential v(r) due to the fixed nuclei:

Vh i ¼
ð
c�ðrÞ vðrÞcðrÞ dr ¼

ð
pðrÞ vðrÞ dr ¼ V0; (9.41)

These constraints have been found to be enforced by the global Lagrange

multipliers a ¼ 8Em=�h2 and b ¼ �8m=�h2, respectively, in the underlying EPI rule:

d I½c0� � a
ð
c0�ðrÞc0ðrÞ dr � b

ð
c0�ðrÞvðrÞc0ðrÞ dr


 �
¼ 0; (9.42)

where E stands for the fixed ground-state energy of this one-particle system.

The nonstationary wave-equation additionally requires the time-dependent

constraint. The stationary action principle (Gross et al. 1996) of (9.31) for the

trial variations dc�ðr; tÞ ¼ dcðtÞh jri, with

dA ¼
ðt1

t0

dt dcðtÞh jÂðtÞ cðtÞj i

¼ i�h

ðt1

t0

dt dcðtÞh j@cðtÞ=@ti �
ðt1

t0

dt dcðtÞh jĤ cðtÞj i ¼ 0; (9.43)

suggests that the associated nonstationary EPI rule has to include the time deriva-

tive of the squared norm of (9.40),

@ c0k k2
@t

¼
ð

@c0�

@t
c0 þ c0� @c

0

@t

� �
dr ¼

ð
@p0ðrÞ
@t

dr; (9.44)

besides the variation of the system average electronic energy. Therefore, the

conservation of the probability normalization in time (9.16),

@ c j ch i
@t

¼ @

@t

ð
pðrÞdr ¼ 0; (9.45)

provides the relevant time-dependent constraint in the EPI principle generating the

Schr€odinger dynamics of quantum states.

For the already normalized wave-functions, when a ¼ 0 (redundant constraint),

the corresponding Fisher-information EPI rule reads (Nalewajski 2008e):

d I½c0��b
ð
c0�ðrÞvðrÞc0ðrÞdr� g

@

@t

ð
c0�ðrÞc0ðrÞdr


 �
� dI½c0�;c0� ¼ 0; (9.46)

where b has already been identified before and g ¼ 8mi/�h. This identification follows
from the functional differentiation of the above auxiliary functional I½c0�;c0� with

406 9 Schr€odinger Equations from Information Principles



respect to c0�. These Lagrange multipliers can be also interpreted as derivatives

of the optimum Fisher information with respect to the associated constraints.

9.4 Information Principle for Adiabatic Approximation

As further application of the physically constrained information principle let us exam-

ine the quantum mechanical system with particles differing in mass, in the familiar

scenario of the BO separation of the (stationary) electronic and nuclear distributions in

molecules. Since the Fisher-information principle generating the electronic

Schr€odinger equation, for the fixed (parametric) positions of nuclei, has already been

discussed in the preceding section, here we shall focus on the effective Schr€odinger
equation for nuclearmotions, in which the influence of the fast-moving (light) electrons

is averaged out in the resultant potential determining forces acting on the slowlymoving

(heavy) nuclei. To simplify the notation a.u. will be used throughout this section.

A reference to (9.26) indicates that the Fisher-information operator probes the

length of the electron velocity, i.e., of its momentum per unit particle mass. There-

fore, in order to bring on equal footing the Fisher intrinsic-information terms for

electrons and nuclei in the molecular EPI principle, which generates the adiabatic

separation of the electronic and nuclear motions, one has to combine the electronic

information term with the corresponding nuclear contribution per unit mass.

The molecular wave-function Cðq;QÞ of N electrons at positions r ¼ {ri}
exhibiting spins s ¼ {si}, or in the combined notation

q ¼ fri; sig ¼ fqig ¼ fr;sg;

and of m nuclei with masses {Ma}, charges {Za}, and spins S ¼ {Sa}, in positions

R ¼ {Ra},

Q ¼ fRa;Sag ¼ fQag ¼ fR;Sg;

generates the probability distribution of the joint electronic–nuclear events,

Pðq;QÞ ¼ Cðq;QÞj j2, satisfying the relevant overall and partial normalizations:

ð ð
Pðq;QÞ dq dQ ¼

ð
PðQÞ dQ ¼

ð
pðqÞ dq ¼ 1; (9.47)

here P(Q) and p(q) denote the partially integrated nuclear and electronic probabil-

ity distributions, respectively.

The essence of the adiabatic approximation (see Sect. 5.2) lies in extracting the

probability density of the heavy (slow) nuclei as the marginal (reference, parame-

ter) distribution (see also Sect. 8.4):

Pðq;QÞ ¼ PðQÞPðq;QÞ
PðQÞ � PðQÞpðq Qj Þ;

ð
pðq Qj Þ dq ¼ 1; (9.48a)
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where in the (conditional) electronic probability density p(qjQ) the nuclear

variables Q constitute parameters, as indeed reflected by the above normalization

condition of this parametric probability density. This further implies the familiar

factorization of the system wave-function (probability amplitude) in terms of the

nuclear and electronic functions w(Q) and f(qjQ), respectively [see (5.48)],

Cðq;QÞ ¼ wðQÞfðq Qj Þ; (9.49)

representing the amplitudes of the associated probability distributions:

PðQÞ ¼ jwðQÞj2 and pðqjQÞ ¼ jfðqjQÞj2: (9.48b)

The “intrinsic”-information functional of the EPI principle for this molecular

scenario of N electrons and m nuclei now combines the average Fisher-information

terms per unit mass for all constituent particles (Nalewajski 2008e):

I½C� ¼ IðNÞh i þ
Xm
a¼1

1

Ma
Iah i: (9.50)

Here, the electronic contribution hI(N)i represents the nuclear probability-weighted

mean-value of (equal) contributions due to the indistinguishable N electrons:

IðNÞh i ¼ 4
XN
i¼1

ð ð
riC� � riC dq dQ

¼ 4
XN
i¼1

ð
PðQÞ½

ð
rif

� � rif dq� dQ

¼
XN
i¼1

ð
PðQÞ IiðQÞh i dQ ¼ N

ð
PðQÞ I1ðQÞh idQ: (9.51)

The average Fisher information due to nucleus a in (9.50) similarly reads:

Iah i ¼ 4

ð ð
raC� � raC dq dQ

¼ 4

ð
rawj j2dQþ

ð
P
ð
rafj j2dq dQþ

ð
wðraw�Þ �

ð
f�raf dq dQ

�

þ
ð
w�ðrawÞ �

ð
fraf

�dq dQ
�
:

(9.52)

The molecular EPI principle should now include, besides the usual subsidiary

conditions of the probability normalizations, the constraint of the fixed value of the

overall Coulombic potential energy:
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Wh i ¼
ð ð

Pðq;QÞWðq;QÞ dq dQ

¼
ð
PðQÞ

ð
pðq Qj Þ½Vneðq;QÞ þ VeeðqÞ� dq dQþ

ð
PðQÞVnnðQÞ dQ

�
ð
PðQÞ WðQÞh iq dQ ¼ Wh i0:

(9.53)

Here, hW(Q)iq denotes the overall BO potential energy, for the specified nuclear

positions, including the nuclear repulsion, averaged over the electronic coordinates

q, defined by the multiplicative operator

Wðq;QÞ ¼ �
Xm
a¼1

XN
i¼1

Za
ri � Raj j þ

XN�1

i¼1

XN
j¼iþ1

1

ri � rj
		 		þ

Xm�1

a¼1

Xm

b¼aþ1

ZaZb

Ra � Rb
		 		

� Vneðq;QÞ þ VeeðqÞ þ VnnðQÞ:
(9.54)

The adiabatic EPI principle using the Fisher-information contributions per

unit mass,

dfI½C� � l1

ð
PðQÞdQ�

ð
l2ðQÞ

ð
pðqjQÞdq dQ

� l3

ð
PðQÞ

ð
pðqjQÞWðq;QÞdq dQg ¼ 0;

(9.55)

includes the global (l1, l3) and local [l2(Q)] Lagrange multipliers, which enforce the

subsidiary conditions of the normalization of P(Q), the fixed value of the average

potential energy, and the normalization of p(q|Q) for any given Q, respectively.

The functional differentiation of the overall Fisher information of (9.50) with

respect to w*(Q) then gives:

d I½C�
dw�ðQÞ¼ 4

XN
i¼1

ð
rifj j2dq

 !
wðQÞ

(

�
Xm
a¼1

1

Ma
DawðQÞþ

ð
f�Dafdq

� �
wðQÞþ2

ð
f�rafdq

� �
�rawðQÞ

� �)
;

(9.56)

where we have taken into account the integration by parts and the conservation of

the normalization of the electronic (conditional) probability, which further implies

ra

ð
pðqjQÞ dq ¼

ð
ðf�rafþ fraf

�Þ dq ¼ 0: (9.57)
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A similar differentiation of the constraint part of the auxiliary functional of (9.55)

generates the remaining terms of the Euler equation for the optimum nuclear wave-

function of (9.49):

dI½C�
dw�ðQÞ � ½l1 þ l3 WðQÞh iq�wðQÞ ¼ 0: (9.58)

Let us interpret the contributions in (9.56) in terms of the electronic and nuclear

kinetic-energy operators:

T̂ðqÞ ¼ �1=2
XN
i¼1

Di and T̂nðQÞ ¼ �
Xm
a¼1

1

2Ma
Da: (9.59)

The nuclear Euler equation then reads:

T̂nðQÞ þ ½ TðQÞh iq �
l3
8

WðQÞh iq� þ Tf
n ðQÞ� �

q
� l1

8


 �
wðQÞ

�
Xm
a¼1

1

Ma
f j rafh iq � rawðQÞ ¼ 0: (9.60)

Here [see (5.54) and (5.56)],

Tf
n ðQÞ� �

q
¼ f T̂n

		 		 f� �
q

(9.61)

stands for the (“diagonal”) kinetic-energy correction to the electronic PES of (5.55),

EðQÞh iq ¼ TðQÞh iq þ WðQÞh iq ¼ EeðQÞ; (9.62)

in the resultant effective potential for nuclear motions in the adiabatic approximation

(5.54),

UðQÞ ¼ EeðQÞ þ Tf
n ðQÞ� �

q
: (9.63)

It complements T̂nðQÞ in the effective Hamiltonian of (5.54),

Ĥ
eff :

n ðQÞ ¼ T̂nðQÞ þ UðQÞ; (9.64)

which accounts for the averaged (integrated) influence, due to fast electronic motions,

of the Schr€odinger equation determining the nuclear distributions:

fT̂nðQÞ þ UðQÞ � Emol:gwðQÞ � ½Ĥeff :

n ðQÞ � Emol:�wðQÞ ¼ 0: (9.65)
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Here, Emol. denotes the full Coulomb molecular energy, the eigenvalue of the

effective molecular Hamiltonian Ĥ
eff :

n ðQÞ.
In this approximation one neglects the last, nonadiabatic term in (9.60), which

involves the nuclear gradients of both the electronic and nuclear wave-functions.

This equation is seen to assume the form of the preceding eigenvalue equation of

the effective nuclear Hamiltonian for l3 ¼ �8 and l1 ¼ 8Emol.. It should be finally

recalled that by additionally neglecting the small diagonal correction Tf
n ðQÞ� �

q
in

the effective potential for nuclear motions, U(Q) � Ee(Q), one arrives at the

original (crude-adiabatic) approximation of Born and Oppenheimer.

9.5 Kohn–Sham Equations from Information Rule

Next, we shall briefly demonstrate that the KS equations (7.110) of the computa-

tional DFT also result from the associated EPI principle (Nalewajski 2003c, 2006g).

To simplify notation a.u. will be used again. The relevant intrinsic-data information

functional for this orbital approximation is now in the multicomponent Fisher form

I[c] (8.7), where c ¼ {cn} groups the N-lowest (singly occupied) KS SO. Indeed,

in the spin-resolved KS theory, with {cn � cns ¼ ’nsxns} defined by the spatial

functions (KS MO) w ¼ {’ns} and the corresponding spin functions j ¼ {xns},
each orbital (probability) density rns(r) ¼ |’ns(r)|

2 constitutes a distinct, indepen-

dent component of the overall one-electron probability distribution p(r) ¼ r(r)/N.
Here, the ground-state electron density r(r) of the fictitious noninteracting system

of N particles is by hypothesis equal to that of the real system of the fully interacting

electrons:

rðrÞ ¼
X

s¼";#
X

n
j’nsðrÞj2 �

X
n
rnðrÞ �

X
s¼";# rsðrÞ;ð

rðrÞ dr ¼ N;

ð
rsðrÞ dr ¼ Ns; (9.66)

above, {rs(r)} groups the two spin densities and Ns denotes the number of electrons

exhibiting the spin-up (", s ¼ ½) or the spin-down (#,s ¼ �½) states.

The physical information functional K[c] ¼ I[c] � J[c] of the associated EPI

principle, where I[c] denotes the usual (intrinsic) Fisher-information term and J[c]
stands for the multicomponent constrained (bound) information part, then uniquely

defines the variational KS problem for the molecular system in question, which

constitutes the basis of traditional DFT computations.

Let us now consider in some detail this key one-body problem of KS theory of N
noninteracting electrons moving in an effective (local) external potential vKS(r),
which also determines the exact ground-state density of the real molecular system

of N interacting electrons moving in the external potential v(r) due to the system

nuclei in their fixed positions in space. The ground-state of the hypothetical

noninteracting system is exactly described by the KS determinant Cs(N) � |c| ¼
det{’nsxns} constructed from the N lowest (orthonormal), singly occupied KS SO.

9.5 Kohn–Sham Equations from Information Rule 411



We begin with a brief reminder of the theory basic assumptions and concepts (see

Sect. 7.3). By the Hohenberg–Kohn theorem both the effective potential vKS(r)
and the system exact electronic energy are unique functionals of the ground-state

electronic density:

vKSðrÞ ¼ vKS½r; r� and E½N; v� ¼ Ev½r�: (9.67)

The Hohenberg–Kohn variational principle also implies that the optimum

KS orbitals, which also mark the solution point of the underlying KS–EPI

principle, are the unique functionals of the system electron density: w ¼ w[r].
It also follows from Sect. 7.3 that the density functional for the ground-state

electronic energy, Ev[r], consists of the trivial external potential energy functional,
Vne[r] ¼ ʃr(r)v(r) dr, and the v-independent Hohenberg–Kohn–Levy functional

for the sum of the expectation values of the electron kinetic and repulsion energies,

F[r] ¼ T[r] þ Vee[r]:

Ev½r� ¼
ð
rðrÞvðrÞ dr þ F½r�: (9.68)

We also recall that the total kinetic energy T[r] of N electrons includes both the

noninteracting (s) and (Coulomb) correlation (c) parts:

T½r� ¼ Ts½r� þ Tc½r�; (9.69)

where the separable (additive) contribution

Ts½r� ¼ � 1

2

X
s

X
n

’ns½r�h jD ’ns½r�j i: (9.70)

In KS theory one further extracts from the electron-repulsion energy of the real

(interacting) system, Vee[r], the classical (Hartree) energy,

Jee½r� ¼ 1

2

ð ð
rðrÞrðr0Þ
rj � r0j dr dr0; (9.71)

and the (potential) correlation contribution Exc[r] � Tc[r],

Vee½r� ¼ Jee½r� þ ðExc½r� � Tc½r�Þ;

so that

F½r� ¼ Ts½r� þ Jee½r� þ Exc½r�: (9.72)
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Here Exc[r] stands for the xc-energy of KS theory, including the Tc[r] contribu-
tion to T[r], which determines the correlation part vxc(r) of the effective KS

potential,

vKSðrÞ ¼ vðrÞ þ
ð

rðr0Þ
r0 � rj j dr

0 þ dExc½r�
drðrÞ � vðrÞ þ vHðrÞ þ vxcðrÞ; (9.73)

in the effective one-body Hamiltonian of (7.108),

ĤKSðrÞ ¼ �1=2r2 þ vKSðrÞ; (9.74)

determining the optimum KS MO of the N lowest eigenvalues (orbital energies)

{ens} (7.110):

ĤKSðrÞ’nsðrÞ ¼ ens’nsðrÞ; n ¼ 1; 2; . . . ;N: (9.75)

In the KS theory, the electronic energy of the interacting system is thus given by the

density functional:

Ev½r� ¼ Ts½r� þ ðVne½r� þ Jee½r� þ Exc½r�Þ � Ts½w½r�� þ VKS
e ½r�; (9.76)

where the KS functional for the electronic potential energy VKS
e ½r� contains the

correlation part of the kinetic energy of interacting electrons:

VKS
e ½r� ¼ ðVne½r� þ Vee½r�Þ þ Tc½r� � Ve½r� þ Tc½r�: (9.77)

The KS equations (9.75), which determine the optimum shapes of orbitals of the

hypothetical noninteracting system and hence also the electron density and energy

of the interacting system, follow from the HK variational principle for the system

electronic energy,

d Ev½r� �
X

s

X
s0

X
n

X
m
Yms;ns0 ’msj’ns0h i

n o
� dKs½w½r�� ¼ 0 or

8dTs½w� � dIs½w½r�� ¼ 8
X

n

X
m
Yms;ns0d ’msj’ns0h i � dVKS

e ½r�
� 


� dJs½w½r��;
(9.78)

where, in the canonical representation the matrix of Lagrange multipliers, which

enforce the constraints of MO normalization/orthogonality, becomes diagonal:

fYms;ns0 ¼ ensdm;nds;s0 g. The preceding equation identifies the intrinsic (Is[w[r]])
and bound (Js[w[r]) information terms in the KS EPI problem. The former is related

to the kinetic energy of noninteracting system. Indeed, a straightforward integration
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by parts shows that the expectation value of the kinetic energy of noninteracting

electrons of the separable KS problem,

Ts½w� ¼ � 1

2

X
s

X
n

ð
’nsðrÞr2’nsðrÞ dr

¼ 1

2

X
s

X
n

ð
½r’nsðrÞ�2 dr;

(9.79)

is proportional to the multicomponent Fisher information Is[c] ¼ Is[w]:

Is½w� ¼ 4
X

s

X
n

ð
½r’nsðrÞ�2 dr ¼ 8Ts½w�: (9.80)

Thus, the KS variational rule of (9.78) can indeed be interpreted as another

example of the EPI principle (8.45) using the Fisher measure of information:

dfIs½w½r�� � Js½w½r��g ¼ dKs½w½r�� ¼ 0: (9.81)

In a similar way one derives the EPI problem for the orbital approximation in the

wave-function theory, which defines the HF approach. Again, the kinetic energy

functional of HF orbitals determines the intrinsic information of the variational

problem, while the combined electronic attraction and repulsion terms of the poten-

tial energy, supplemented by the constraints of the orbital orthonormality define

the associated bound-information part of the underlying HF EPI principle.
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Chapter 10

Electron Density as Carrier of Information

Abstract The information densities of electronic ground-state distributions are

used as local probes of the chemical bonds in molecules. The entropy-deficiency

and entropy-displacement relative to the promolecular electron density identify

effects due to formation of the chemical bond. They reflect typical atom-promotion

(polarization) and charge-transfer processes. The nonadditive information

contributions to the density of molecular Fisher information (kinetic energy) of

electrons are investigated in the MO and AO resolution levels. The former gives

rise to the Electron Localization Function, while the latter is used to define the

Contra-gradience criterion for locating the bonding regions in molecules. Illustra-

tive applications to typical atomic/molecular systems are presented and discussed.

They are seen to reflect quite adequately the system bonding pattern and the valence

state of bonded atoms in the molecular environment, in accordance with intuitive

chemical expectations.

10.1 Local Entropy-Deficiency (Surprisal) Analysis

As we have already remarked before, the electron densities r0i
� �

of the separated

atoms define the molecular (isoelectronic, N ¼ N0) prototype called the atomic

“promolecule” (e.g., Hirshfeld 1977; Nalewajski 2006g), given by the sum of the

atomic ground-state electron densities shifted to the actual locations of Atoms-
in-Molecules (AIM). The resulting electron density r0 ¼Pi r

0
i of this collection of

the “frozen” free-atom distributions defines the initial stage in the bond-formation

process and determines a natural reference for extracting changes due to the

chemical bonds in the familiar density difference function Dr ¼ r�r0. This defor-
mation density has been widely used to probe the electronic structure of molecular

systems. In this section we shall compare these plots with some local IT probes

introduced in Chap. 8, to explore the molecular electron distributions r(r) or their
shape(probability) factors p(r) ¼ r(r)/N generated using the KS LDA calculations.

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_10, # Springer-Verlag Berlin Heidelberg 2012
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Consider first the density Ds(r) (in nats per unit volume) of the molecular

KL entropy-deficiency (directed-divergence) reflecting the average information

distance between the molecular and promolecular electron distributions:

DS½rjr0� ¼ IKL½rjr0� ¼
ð
rðrÞ ln½rðrÞ=r0ðrÞ� dr ¼

ð
rðrÞI½wðrÞ� dr �

ð
DsðrÞ dr;

(10.1)

where w(r) ¼ r(r)/r0(r) ¼ p(r)/p0(r) stands for the local enhancement factor of the
density/probability distribution and I[w(r)] denotes the associated surprisal func-
tion. The functional density Ds(r) also represents the local (renormalized) missing

information between the shape(probability) factors p(r) and p0(r) ¼ r0(r)/N0 of the

two compared electron densities:

DsðrÞ � Ds½rðrÞjr0ðrÞ� ¼ NpðrÞ ln½pðrÞ=p0ðrÞ� � NDs½pðrÞjp0ðrÞ�: (10.2)

The KL-information density Ds(r) thus measures the local value of the electron-

density/probability-weighted surprisal of the electronic distribution relative to

the promolecular reference. The related divergence measure of Kullback’s (K)

symmetrized missing information reads:

DS½r; r0� ¼ IK½r; r0� ¼
ð
½rðrÞ � r0ðrÞ� ln½rðrÞ=r0ðrÞ�dr

�
ð
DrðrÞI½wðrÞ� dr �

ð
DDðrÞ dr: (10.3)

Therefore, its density DD(r) represents the local surprisal “weighted” by the density
difference Dr(r) ¼ r(r)�r0(r) or the probability difference Dp(r) ¼ p(r) �p0(r) ¼
Dr(r)/N:

DDðrÞ � Ds½rðrÞ; r0ðrÞ� ¼ DrðrÞI½wðrÞ�
¼ NDpðrÞI½wðrÞ� � NDs½pðrÞ; p0ðrÞ�: (10.4)

The molecular surprisal I[w(r)] thus measures the density-per-electron of the

local entropy-deficiency relative to the promolecular reference,

I½wðrÞ� ¼ DsðrÞ=rðrÞ; (10.5)

or the density-per-electron–displacement of the molecular divergence,

I½wðrÞ� ¼ DDðrÞ=DrðrÞ: (10.6)

We further recall that the molecular electron density r(r) is on average only

slightly modified relative to the promolecular distribution r0(r), r(r) � r0(r) or
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w(r) � 1. Indeed, the formation of chemical bonds involves only a minor recon-

struction of the electronic structure, mainly in the valence-shells of the constituent
atoms, so that |Dr(r)| � |r(r) � r0(r)| << r(r) � r0(r) and hence the ratio Dr(r)/
r(r) � Dr(r)/r0(r) is generally small in the energetically important regions of the

large density values, near the atomic nuclei. As explicitly shown in the first column

of Fig. 10.1, the largest values of the density difference Dr(r) are observed mainly

in the bond region, between the nuclei of chemically bonded atoms; the reconstruc-

tion of atomic lone pairs can also lead to an appreciable displacement in the

molecular electron density in the outer regions of atomic densities.

By expanding the logarithm of the molecular surprisal I[w(r)] around w(r) ¼ 1,

to first-order in the relative displacement of the electron density, one obtains the

following approximate relations between the local values of the molecular surprisal

and the density-difference function:

I½wðrÞ� ¼ ln½rðrÞ=r0ðrÞ� ¼ lnf½r0ðrÞ þ DrðrÞ�=r0ðrÞg
ffi DrðrÞ=r0ðrÞ � DrðrÞ=rðrÞ: (10.7)

This relation provides a semiquantitative information-theoretic interpretation

of the relative density difference diagrams and links the local surprisal of IT to

the density difference function of quantum chemistry (Nalewajski et al. 2002;

Nalewajski and Świtka 2002). It also relates the integrands of the alternative

information-distance functionals to the corresponding functions of displacements

in the electron density:

DsðrÞ ¼ rðrÞI½wðrÞ� ffi DrðrÞwðrÞ � DrðrÞ; (10.8)

DDðrÞ ¼ DrðrÞI½wðrÞ� ffi ½DrðrÞ�2=r0ðrÞ � 0: (10.9)

The first of these relations qualitatively explains a remarkable similarity between

the density difference and the KL information density plots observed in Fig. 10.1,

where the contour maps of these quantities are reported for selected linear diatomics

and triatomics.

The approximate equalities of (10.8) and (10.9) are numerically verified in

Figs. 10.1 and 10.2, respectively. In the former, the contour diagram of the directed

divergence density Ds(r) is compared with the corresponding map of its first-order
approximation, Dr(r)w(r), and the density difference function Dr(r) itself. A general

similarity between these diagrams in each row of the figure confirms the semiquanti-

tative character of the first-order expansions of the directed divergence densities. The
corresponding numerical validation of (10.9) is shown in Fig. 10.2, where the contour

maps of Kullback’s divergence density DD(r) are compared with the corresponding

diagrams of its first-order approximation [Dr(r)]2/r0(r). Again, a remarkable similar-

ity between the two diagrams in each row numerically validates this approximate

relation thus also testifying to the overall smallness of the density adjustments due to

the bond-formation processes in molecules.
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Fig. 10.1 Contour diagrams of the molecular density difference function, Dr(r) ¼ r(r)�r0(r)
(first column), the information-distance density, Ds(r) ¼ r(r)I[w(r)] (second column) and its

approximate, first-order expansion Ds(r) ffi Dr(r)w(r) (10.8) (third column), for selected diatomic

and linear triatomic molecules: H2, HF, LiF, HCN, and HNC. The solid, pointed, and broken lines

denote the positive, zero, and negative values, respectively, of the equally spaced contours; the

same convention is applied in Fig. 10.2
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In Fig. 10.1 the density difference function Dr(r) for representative linear

diatomic and triatomic molecules exhibits typical aspects of the equilibrium

reconstructions of the free atoms during formation of the single and multiple

Fig. 10.2 A comparison between contour maps of the molecular divergence density, DD(r) ¼
Dr(r)I[w(r)] (first column) and its first-order term [Dr(r)]2/r0(r) (second column), for molecules

of Fig. 10.1, which validates the approximate relation (10.9)
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chemical bonds, which exhibit varying degree of the bond covalency (electron-

sharing) and ionicity (electron-transfer) components. Let us first examine the

contour maps for the two homonuclear diatomics. The single covalent bond in H2

gives rise to a relative accumulation of electrons in the bond region, between the

two nuclei, at the expense of the outer, nonbonding regions of space. The triple-bond
pattern for N2 is seen to be more complex, reflecting the density accumulations in

the bonding region, due to both the s and p bonds, and the accompanying increase

in the density of the lone pairs on both nitrogen atoms, due to their expected

sp-hybridization in the promoted valence state of each atom. One also observes a

density decrease in the vicinity of the nuclei and an outflow of electrons from the 2pp
AO to their overlap area, a clear sign of these orbitals involvement in the formation of

the double p bond.

Both heteronuclear diatomics, HF and LiF, represent partially ionic bonds

between the two atoms exhibiting small and large differences in their electronega-

tivity and chemical hardness descriptors, respectively. A pattern of the density

displacement in HF reflects a weakly ionic (strongly covalent) bond, while in LiF

the two AIM are seen to be connected by the strongly ionic (weakly covalent) bond.

Indeed, in HF one detects a relatively high degree of a “common possession” of the

valence electrons by the two atoms, which significantly contribute to the shared

bond-charge located between them, and a comparatively weak H ! F polarization.

In LiF, a substantial Li ! F CT can be detected so that an ion-pair picture indeed

provides more adequate zeroth-order description of the chemical bond in this

diatomic.

Finally, in the two triatomic molecules shown in Fig. 10.1, one identifies

a strongly covalent pattern of the electron density displacements in the regions of

the single N–H and C–H bonds. A typical buildup of the bond charge due to the

multiple CN bonds in the two isomers HCN and HNC can be also observed. The

increase in the lone-pair electron density on the terminal heavy atom, N in HCN

and or C in HNC, can be also detected, thus again confirming the expected

sp-hybridization of these bonded atoms in their promoted, valence states in the

molecular environment.

A comparison between the corresponding panels of the first two columns in

Fig. 10.1 shows that the two displacement maps so strongly resemble one another

that they are hardly distinguishable. This confirms a close relation between the local

density and entropy-deficiency relaxation patterns, thus attributing to the former the

complementary IT interpretation of the latter. This strong resemblance between

the two types of molecular diagrams also indicates that the local inflow of electrons

increases the relative entropy, while the outflow of electrons gives rise to a dimin-

ished level of this relative-uncertainty content of the electron distribution in the

molecule. The density displacement and the missing-information distribution can

be thus viewed as equivalent probes of the system chemical bonds.

Similar diagnostic conclusions follow from the divergence density plots of

Fig. 10.2, where all crucial bonding and nonbonding regions of space are now

identified by the positive values of Kullback’s symmetrized information-distance

density. Therefore, all information-distance densities can indeed be regarded as

420 10 Electron Density as Carrier of Information



efficient tools for diagnosing the presence of chemical bonds and monitoring the

effective valence states of the bonded atoms in molecules.

10.2 Displacements in Entropy Density

We shall now examine the molecular displacements in the average Shannon

entropy, relative to the promolecular reference value,

H ½r� � S½r� � S½r0� ¼ �
ð
rðrÞ ln rðrÞ dr þ

ð
r0ðrÞ ln r0ðrÞ dr �

ð
hrðrÞ dr;

(10.10)

and its density ℎr(r) as alternative candidates for the global/local probes of the

electron distributions in molecules. The corresponding entropy shifts in terms of the

unity-normalized probability distributions,

H ½p� � S½p� � S½p0� ¼ �
ð
pðrÞ ln pðrÞ dr þ

ð
p0ðrÞ ln p0ðrÞ dr �

ð
hpðrÞ dr;

(10.11)

can also be used as alternative tools to explore the local relaxations in electron

uncertainties, which accompany the chemical bond formation in molecules.

In Fig. 10.3, the contour maps of the entropy-displacement density ℎr(r) are
compared with the corresponding density-difference diagrams Dr(r) for the repre-
sentative linear molecules of Fig. 10.1. To better visualize details of the two

functions and to facilitate a qualitative comparison between their topographies,

nonequidistant contour values have been selected. Therefore, only the profile of

ℎr(r), shown in the third column of the figure, reflects the relative importance

of each feature. When interpreting these plots one should realize that a negative

(positive) value of ℎr(r) [or ℎp(r)] signifies a decrease (increase) in the local

electron uncertainty in the molecule, relative to the associated promolecular refer-

ence value.

Again, the Dr and ℎr diagrams for H2 are seen to qualitatively resemble one

another and the corresponding Ds map shown in Fig. 10.1. The main feature of the

ℎr diagram, an increase in the electron uncertainty in the bonding region between

the two nuclei, is due to the inflow of electrons to this region. This manifests the

bond-covalency phenomenon, which can be attributed to the electron-sharing effect

and a delocalization of the bonding electrons, now effectively moving in the field of

both nuclei. One detects in all these maps a similar nodal structure and finds that the

nonbonding regions exhibit a decreased uncertainty, due to a transfer of the electron

density from this area to the vicinity of the two nuclei and the region between them

or as a result of the orbital hybridization (cylindrical polarization).
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Therefore, the molecular entropy difference function displays all typical features

in the reconstruction of electron distributions in a molecule, relative to those of the

corresponding free atoms. Its diagrams thus provide an alternative information tool

Fig. 10.3 A comparison between the (nonequidistant) contour diagrams of the density difference

Dr(r) (first column) and entropy-difference ℎr(r) (second column) functions for the linear

molecules of Fig. 10.1. The corresponding profiles of ℎr(r) for the cuts along the bond axis are

shown in the third column of the figure
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for diagnosing the presence of chemical bonds through displacements in the

entropy/information content of the molecular electron densities.

In fact, the comparison of Fig. 10.3 also demonstrates that, compared to the

corresponding density difference diagrams, the entropy difference plots provide in

many respects a more detailed account of the reorganization of the electronic

structure relative to the free atoms in the promolecule, particularly in the inner-
shell regions of heavy atoms.

In Table 10.1 we have listed the representative values of the molecular entropy

difference (10.10) together with the associated Shannon entropies for the molecular

and promolecular electron densities (Nalewajski and Broniatowska 2003a). These

results show that in general the molecular distribution gives rise to a lower level of

the information-entropy (less electron uncertainty) compared to the promolecule.

This confirms an expected higher degree of compactness exhibited by electron

distributions of the bonded atoms, which experience the presence of the remaining

atoms, compared to their free (separated) analogs.

Thus, the degree of uncertainty contained in the electron distribution on average

decreases when the constituent free atoms form the chemical bonds. Indeed, the

dominating overall contraction of atomic electron distributions in the field of all

nuclear attractors in the molecule should imply a higher degree of “order” (less

uncertainty) in the molecular electron density in comparison to that present in the

promolecular distribution. The largest magnitude of this relative decrease in the

entropy content of the molecular electron density is observed for LiF, which

exhibits the most ionic bond (largest amount of CT) among all molecules included

in the table.

There is no apparent correlation in the table between the global entropy-dis-

placement and the chemical bond multiplicity. For example, a triple covalent bond

in N2 generates less overall entropy loss than does a single bond in H2. The reason

for a low magnitude of the entropy-displacement in N2 is the result of a mutual

cancellation of the negative and positive contributions due to valence electrons.

Indeed, the orbital hybridization and AO contraction should lower the entropy of

the atomic electron distribution, since they increase charge inhomogeneity in the

molecule, relative to the atomic promolecule. By the same criterion, the effective

expansion of atomic densities due to the AIM promotion, as well as the electron

delocalization via the system chemical bonds and the charge-transfer between AIM

should have the opposite effect, of relatively increasing the uncertainty content of

the electron distribution in the molecule. Notice that, should one assume a similar

Table 10.1 Displacements of

Shannon entropies (in bits) for

molecules of Fig. 10.1

Molecule ℋ [r] � S[r]�S[r0] S[r] S[r0]

H2 �0.84 6.61 7.45

N2 �0.68 8.95 9.63

HF �1.00 3.00 4.00

LiF �3.16 5.12 8.28

HCN �1.44 12.99 14.45

HNC �1.39 13.06 14.45
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entropy-displacement of about �0.7 bits for all triple bonds in a series of isoelec-

tronic molecules N2, HCN and CNH, one obtains a contribution due to a single C–H

or N–H bond of about �0.7, a result close to that found for the H–H bond.

10.3 Illustrative Application to Propellanes

As an additional illustration we now present the combined density-difference,

entropy-displacement, and the information-distance analysis of the central bond

in small propellane systems (Nalewajski and Broniatowska 2003a). The main

purpose of this study was to examine the effect on the central C0–C0 bond, between
the (primed) “bridgehead” carbon atoms, of a successive increase in the size of the

carbon bridges in the series of the [1.1.1], [2.1.1], [2.2.1], and [2.2.2] propellanes

shown in Fig. 10.4. Figure 10.5 reports the contour maps of the molecular density

difference function Dr(r), the KL integrand Ds(r), and the entropy-displacement

density ℎr(r), for the planes of sections displayed in Fig. 10.4. The corresponding

central-bond profiles of the density- and entropy-difference functions are shown in

Fig. 10.6. The corresponding ground-state densities have been generated using the

DFT-LDA calculations in the extended (DZVP) basis set.

The density difference plots show that in the small [1.1.1] and [2.1.1]

propellanes there is on average a depletion of the electron density between the

bridgehead carbon atoms, relative to the atomic promolecule, while the [2.2.1] and

Fig. 10.4 The propellane structures and the planes of sections containing the bridge and bridge-

head (C0) carbon atoms, identified by black circles
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[2.2.2] systems exhibit a net density buildup in this region. A similar conclusion

follows from the entropy-displacement and entropy-deficiency plots of these

diagrams. The two entropic maps are again seen to be qualitatively similar to the

corresponding density-difference plots. This resemblance is seen to be particularly

strong between Dr(r) and Ds(r) diagrams shown in first two columns of Fig. 10.5.

In the generalized outlook on the bond-order concept (Nalewajski 2011a, b, c;

Nalewajski and Gurdek 2010), emerging from extensions of both the Wiberg-type

(Wiberg 1968; Gopinathan and Jug 1983; Mayer 1983, 1985; Jug and

Gopinathan 1990) or the quadratic-difference approaches (Nalewajski et al. 1993,

1994a, 1996b, 1997; Nalewajski and Mrozek 1994, 1996; Mrozek et al. 1998;

Nalewajski 2004b) to bond multiplicities in MO theory, and from the entropic

bond-multiplicity concept in the Orbital Communication Theory (OCT) of the

chemical bond (Nalewajski 2009e, f, g, 2010b, c, d, f; see also Chap. 12), one

identifies the overall chemical bond multiplicity as a measure of the statistical

“dependence” (nonadditivity) between orbitals on different atomic centers.

On one hand, this dependence between a given pair of AO on different atoms,

the basis functions contributed to the bond system of the molecule, can be realized

Fig. 10.5 A comparison between the equidistant contour maps of the density-difference function

Dr(r) (first column), the information-distance density Ds(r) (second column), and the entropy-

displacement density ℎr(r) (third column), for the four propellanes of Fig. 10.4
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directly (through space), by the constructive interference of these two orbitals,

which increases the electron density between them. For the positive AO overlap

it is then manifested by the positive value of the off-diagonal CBO (1-matrix) element

coupling the two AO in the molecule. In OCT this through-space component, which

signifies the absence of any AO intermediaries in the chemical interaction, originates

from the direct probability/information scattering between the two AO under

consideration.

On the other hand, such an interdependence between the two orbitals can also

originate from indirect sources, through their chemical coupling to the remaining

basis functions used to construct the system-occupied MO. Indeed, the ortho-

normality relations of the occupied MO, which determine the framework of chemical

bonds in the molecule, introduce the implicit dependencies between orbitals, which

generate the associated “through-bridge” bond-order contributions (Nalewajski

2011a,b,c,e,f; Nalewajski and Gurdek 2011a, b). In OCT this “cascade” bond com-

ponent is effected through the indirect probability/information propagation between

the specified pair of AO, through the specified subsets of the remaining basis

functions (Nalewajski 2011e,f; Nalewajski and Gurdek 2011b). This component is

thus realized through several AO-intermediates, which form an effective “bridge” for

the probability/information scattering from one basis function to another.

Therefore, each pair of AO or AIM exhibits the partial through-space and

through-bridge bond components. The bond-order of the former quickly decays

with an increase in the interatomic separation. It is also small, when interacting

orbitals are heavily engaged in forming chemical bonds with other atoms. The

through-bridge bond-order, however, can still assume appreciable values, when the

remaining atoms form an effective bridge of neighboring (bonded) atoms, which

links the atomic pair in question. We shall discuss the basic concepts of this novel

IT outlook on statistical origins of bond-orders in Chap. 12.

The numerical bond-orders reported in Fig. 10.6 originate from the two-electron
difference approach (Nalewajski et al. 1993, 1994a, 1996a, b, 1997; Nalewajski

andMrozek 1994, 1996; Mrozek et al. 1998; Nalewajski 2004b), an extension of the

original bondmultiplicity index ofWiberg (1968) and its subsequent generalizations

(Gopinathan and Jug 1983; Mayer 1983, 1985; Jug and Gopinathan 1990). Together

with the corresponding density profiles shown in this figure they reveal a changing

nature of the central bond in the four propellanes included in this analysis. The

central “bonds” in the smallest systems, lacking the accumulation of the electron

density or the entropy/entropy-deficiency density between the bridgehead atoms, are

seen to be mostly of the indirect character, being realized through-bridges rather

than directly through-space (Nalewajski 2011a,b,e,f). Clearly, the most important

atomic intermediates for this indirect bond mechanism in propellanes are the bridge
carbons, which strongly overlap (communicate) with the bridgehead carbons.

The missing through-space component in the smallest [1.1.1] system is due to

nearly tetrahedral (sp3) hybridization on the bridgehead carbons (see Sect. 12.10.6),
optimum to form strong bonds with the bridging carbon atoms, with the three

hybrids on each of these central atoms being used to form the chemical bonds

with the bridge carbons and the fourth (nonbonding, singly-occupied) hybrid being
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directed away from the central-bond region. In the largest [2.2.2] propellane these

central carbons acquire a nearly trigonal (sp2) hybridization, to form bonds with the

bridge neighbors, with one 2p orbital, not used in this hybridization scheme, being

now directed along the central-bond axis thus being capable of forming a strong

through-space component of the overall multiplicity of the C0–C0 bond.
A gradual emergence of the direct, through-space component of the central bond,

due to accumulation of the electron density and the entropy (entropy-deficiency)

density between the bridgehead carbons, is observed when the bridges are enlarged

in the two largest propellanes. Using the above two-electron difference approach

one roughly estimates a full (single) central C0–C0 bond in the [2.2.1] and [2.2.2]

propellanes, and approximately 0.8 (through-bridge) bond-order in the [1.1.1]

Fig. 10.6 The bridgehead bond profiles of the density difference function (left panel) and the

molecular entropy-displacement (right panel) for the four propellanes shown in Fig. 10.4. For

comparison the numerical values of the bond-multiplicities from the two-electron difference

approach (Nalewajski et al. 1996b) are also reported
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propellane. A more realistic orbital model of these interactions (Nalewajski

2011b) predicts for the largest [2.2.2] system the 0.62 of the direct Wiberg-type

component and 0.14 of the indirect bond-order via the three double-carbon bridges,
giving rise to the total measure of 0.76 bond multiplicity between the bridge-head

carbons. The corresponding model estimate of the through-bridges chemical inter-

action in the smallest [1.1.1] propellane predict a weaker 0.40 bond-order. There-

fore, the smaller system exhibits a higher through-bridge component, compensating

for the lack of the direct central bond in this system, while the larger system

generates almost twice as large overall bond multiplicity, mainly due to the direct

component.

10.4 Nonadditive Information Measures

Each scheme r ¼ ∑ara of exhaustively resolving the molecular ground-state

electron density r into the corresponding pieces r ¼ {ra} attributed to molecular

fragments of interest, e.g., AIM, MO or AO, molecular fragments, etc., implies the

associated division of the physical quantity A � A[r] into its subsystem additive

and nonadditive components [Nalewajski 2003e, 2008e, 2010a, c, f; Nalewajski

et al. 2010a, b; see also (7.372a)–(7.372c) in Sect. 7.8]:

A ¼ A½r� � Atotal½r� ¼ Aadd:½r� þ Anadd:½r�: (10.12)

Indeed, by the Hohenberg–Kohn theorem A correspond to the unique functional of

the ground-state density r, which defines the overall (total) multicomponent func-

tional in the adopted subsystem resolution: Atotal[r] � A[r]. This partition of the

electron density also determines the associated additive contribution,

Aadd:½r� ¼
X

a
A½ra�; (10.13)

and hence also (indirectly) the nonadditive component:

Anadd:½r� ¼ Atotal½r� � Aadd:½r� ¼ A½r� �
X

a
A½ra�: (10.14)

For example, this Gordon and Kim (1972) type division (see Sect. 7.8) of the

kinetic energy functional defines its nonadditive contribution, which constitutes the

basis of the DFT-embedding concept of Cortona (1991) and Wesołowski et al.

(Wesołowski and Warshel 1993; Wesołowski et al. 1995; Wesołowski and Weber

1998; Nalewajski 2002f, 2003e; Wesołowski and Tran 2003; Wesołowski 2004a, b;

Casida and Wesołowski 2004). It has also been demonstrated (Nalewajski et al.

2005) that the inverse of the nonadditive Fisher information in the MO resolution

defines the IT-ELF concept, in spirit of the original ELF formulation by Becke and

Edgecombe (1990), while the related quantity in the AO resolution of the SCF MO

428 10 Electron Density as Carrier of Information



theory offers the key Contra-gradience (CG) criterion for localizing the chemical

bonds in molecular systems (Nalewajski 2008e, 2010f; Nalewajski et al. 2010a, b).

Such a division can also be used to partition the information quantities themselves

(Nalewajski 2006g, 2010a, c). As an illustration consider the local partitioning of

the molecular electron density into the AIM components, e.g., in the Hirshfeld

(“stockholder”) division, in which the molecular probability density at point r is
divided into atomic contributions in accordance with the conditional probabilities

(share factors) (Nalewajski and Parr 2000, 2001; Nalewajski 2002a, 2006g):

dðrÞ ¼ fPðXjrÞ ¼ pXðrÞ=pðrÞ ¼ rXðrÞ=rðrÞg or

rðrÞ ¼ frXðrÞ ¼ NpXðrÞ ¼ rðrÞPðXjrÞg: (10.15a)

The promolecular reference similarly determines the initial conditional prob-

abilities of the free atoms:

d0ðrÞ ¼ fP0ðXjrÞ ¼ p0XðrÞ=p0ðrÞ ¼ r0XðrÞ=r0ðrÞg or

r0ðrÞ ¼ fr0XðrÞ ¼ Np0XðrÞ ¼ r0ðrÞP0ðXjrÞg: (10.15b)

In this local partition scheme the overall distributions r(r) [or p(r) ¼ r(r)/N] as
well as r0(r) [or p0(r) ¼ r0(r)/N] and the associated promolecular conditional

probabilities d0(r) are assumed to be known from earlier molecular and atomic

calculations, respectively. The “stockholder” division rule (Hirshfeld 1977) then

assumes d(r) ¼ d0(r).
The overall KL missing-information density in this local partition of the electron

density,

Ds½r; r� ¼ rðrÞ log½rðrÞ=r0ðrÞg� ¼ rðrÞIðrÞ � Dstotal½rðrÞjr0ðrÞ�; (10.16)

where w(r) stands for the molecular enhancement factor relative to the promolecule

and I(r) � I[w(r)] denotes the associated surprisal, can be subsequently divided

into its additive and nonadditive contributions in this atomic resolution:

Dsadd:½rðrÞjr0ðrÞ� ¼
X

X
Ds½rX; r�;

Ds½rX; r� ¼ rXðrÞ log½rXðrÞ=r0XðrÞ� � rXðrÞ logwXðrÞ � rXðrÞIXðrÞ;
(10.17)

here wX(r) again denotes the atomic enhancement factor and IX(r) � I[wX(r)]
stands for the associated local value of the atomic surprisal. Finally, the difference

of the two entropy-deficiency densities determines the associated nonadditive

contribution:

Dsnadd:½rðrÞjr0ðrÞ� ¼ Dstotal½rðrÞjr0ðrÞ� � Dsadd:½rðrÞjr0ðrÞ�: (10.18)
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10.5 Electron Localization Function

Consider now the nonadditivities of the Fisher measure of information in the MO

resolution, say, defined by the occupied KSMO from DFT calculations. In the spin-

resolved approach one uses the energy functional of spin densities {rs(r)}, each
defined by the spin-like electrons occupying the corresponding spin-subsets of MO

c ¼ cs ¼ fcs
i g

� �
,

rsðrÞ ¼
Xoccd:
i2s

cs
i ðrÞ

�� ��2: (10.19)

The (double) noninteracting kinetic energy density (a.u.),

2tss½r; rs� � ts½r; rs� ¼
Xoccd:
i2s

rcs
i ðrÞ

�� ��2; (10.20)

is then proportional to the distribution of the multicomponent (additive) Fisher

information functional in the amplitude representation [see (8.7)],

Iadd:½cs� ¼ 4
Xoccd:
i2s

ð
rcs

i ðrÞ
�� ��2dr �

ð
f add:s ðrÞ dr; (10.21)

tsðrÞ ¼ 1

4
f add:s ðrÞ: (10.22)

The leading term of the Taylor expansion of the spherically averaged HF

(conditional) pair-probability of finding in distance s from the reference electron

of spin s at position r the other spin-like electron then reads (Becke and Edgecombe

1990; see also: Fuentalba et al. 2009):

Pss
c ðsjrÞ ¼ 1

3
DsðrÞs2 þ :::;

DsðrÞ ¼ tsðrÞ � rrsðrÞj j2
4rsðrÞ

¼ � 1

4
½f totals ðrÞ � f add:s ðrÞ� ¼ � 1

4
f nadd:s ðrÞ � 0:

(10.23)

Above, we have explicitly indicated that the function DsðrÞ, a key concept for the

definition of ELF, is proportional to the negative nonadditive component of the

Fisher information in the spin-resolved MO resolution.

The appropriately calibrated square of its inverse, which determines the original

ELF, has been successfully used as a probe of the electron localization patterns in

atoms (Fig. 10.7) and molecules (Nalewajski et al. 2005). Indeed, the magnitude of
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the (negative) nonadditive information component increases with the electron

delocalization; therefore, its inverse reflects the complementary aspect of the

electron localization. When supplemented with elements of the distribution topo-

logical analysis, the ELF concept provides a powerful tool for approaching many

problems in structural chemistry (Silvi and Savin 1994; Savin et al. 1997).

A somewhat improved behavior at long distances is observed in the DFT-

tailored simple inverse of this function, known as IT-ELF (Nalewajski et al.

2005). In Fig. 10.7, representative graphs of both functions are presented for Ne,

Ar, Kr, and Xe. A qualitative behavior of the two curves is seen to be very similar,

emphasizing the shell structure of these noble gas atoms. One also observes that

ELF exhibits a faster decay at large distances from the nucleus and thus gives rise to

smaller spatial extension of the valence basins compared to those in IT-ELF.

In Fig. 10.8, we have compared the perspective views of these functions for N2,

NH3, PH3, and B2H6. These ELF plots convincingly validate the use of this local

probe as an indicator of the localization of the valence electrons in the bonding and

nonbonding (lone-pair) regions of these illustrative molecular systems. Indeed, in

the homonuclear diatomic N2 one detects in both plots the typical accumulation of

electrons between the nuclei, due to the formation of the triple covalent bond, and

the accompanying increase in the localization of the lone-pair electrons in the

nonbonding regions of both atoms, a clear manifestation of the accompanying

sp-hybridization. The three localized N–H bonds are also clearly visualized in

Fig. 10.7 Plots of ELF (dashed line) and IT-ELF (solid line) for Ne, Ar, Kr, and Xe
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both NH3 panels of the figure and a similar ELF features are detected in its PH3 part.

The final B2H6 plots are also seen to successfully locate the bonding electrons of the

four terminal B–H bonds.

The final application, shown in Fig. 10.9, again investigates the direct central

and bridge bonds between the carbon atoms in the smallest [1.1.1] and largest

[2.2.2] propellanes of Fig. 10.4. In these contour maps the absence (presence) of the

through-space component of the central bond, between the bridgehead carbon

atoms, is clearly seen in the upper (lower) panel for both versions of ELF, while

the structure of the C–C bonds in the bridges is also transparently revealed. An

interesting feature of the bridge bonds in the upper diagrams, also seen in Fig. 10.5,

is a slight displacement of the bonding electrons away from the line connecting the

bridge and bridgehead carbons, due to the near sp3-hybridization on the bridge-

carbon, which is required to additionally accommodate the two hydrogen atoms

(Nalewajski 2010l).

Fig. 10.8 (continued)
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Fig. 10.8 (continued)
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10.6 Contra-gradience Criterion for Locating Bonding

Regions in Molecules

Consider next the familiar problem of combining the two (L€owdin-orthogonalized)
AO (OAO), A(r) and B(r), say, two 1s orbitals centered on nuclei A and B,

respectively, which contribute a single electron each, N ¼ 2, to form the chemical

bond A––B. The two basis functions x ¼ (A, B) then form the bonding (’b) and

antibonding (’a) MO combinations, w ¼ (’b, ’a) ¼ xC:

’b ¼
ffiffiffi
P

p
Aþ

ffiffiffiffi
Q

p
B �

X
k¼A;B

wkCk;b; ’a ¼ �
ffiffiffiffi
Q

p
Aþ

ffiffiffi
P

p
B �

X
k¼A;B

wkCk;a;

Pþ Q ¼ 1;

(10.24)

Fig. 10.8 Comparison between perspective views of the ELF and IT-ELF surfaces for N2, NH3,

PH3, and B2H6, on the corresponding planes of section: along the bond axis (N2), in the plane

determined by three hydrogen atoms (NH3 and PH3), and in the plane passing through both

terminal BH2 groups (B2H6), respectively
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where the square matrix C ¼ [Cb, Ca] groups the LCAO MO expansion coefficients

expressed in terms of the complementary probabilities: P and Q ¼ 1�P. The former

marks the conditional probabilities P(Aj’b) ¼ jCA,bj2 ¼ P(Bj’a) ¼ jCB,aj2 � P,
and the latter measures the remaining elements of the conditional-probability matrix,

of observing AO in MO: P(Bj’b) ¼ jCB,bj2 ¼ P(Aj’a) ¼ jCA,aj2 ¼ Q.
We now examine the (bonding) ground-state, C0 ¼ ’2

b

� �
, the (nonbonding)

singly excited configuration C1 ¼ ’1
b’

1
a

� �
, and the (antibonding) doubly excited

stateC2 ¼ ’2
a

� �
. Consider the charge-and-bond-order (CBO), density matrix of the

SCF LCAO MO theory for each of these model configurations,

gi ¼ C nðCiÞCT ¼ x
�� coccd:ðCiÞ

� 	
nðCiÞ coccd:ðCiÞ

�� x� 	

¼ N x
�� coccd:ðCiÞ

� 	
pðCiÞ coccd:ðCiÞ

�� x� 	 ¼ N xh jd̂(CiÞ xj i; i ¼ 0; 1; 2;

(10.25)

with the diagonal matrix of the MO electron occupations {ns(Ci)}, n(Ci) ¼
{nsðCiÞds;s0} ¼ Np(Ci) ¼ {NpsðCiÞds;s0}, reflecting the MO probabilities {ps(Ci)

¼ ns(Ci)/N} in the electron configuration under consideration. As shown in the

Fig. 10.9 Plots of the ELF(first column) and IT-ELF (second column) for the [1.1.1] (top row) and

[2.2.2] (bottom row) propellanes of Fig. 10.4, on the indicated planes of section. The color scale

for the ELF values is given in the bottom of the figure
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preceding equation, this matrix constitutes the OAO representation of the density

operator d̂(CiÞ determined by the appropriate statistical mixture of the subspace of

the singly occupied spin-MO in the given electron configuration Ci, c
occd:ðCiÞ. The

three CBO matrices of the preceding equation read:

g0 ¼ 2
P

ffiffiffiffiffiffiffi
PQ

p
ffiffiffiffiffiffiffi
PQ

p
Q


 �
; g1 ¼ 1 0

0 1


 �
; g2 ¼ 2

Q � ffiffiffiffiffiffiffi
PQ

p
� ffiffiffiffiffiffiffi

PQ
p

P


 �
: (10.26)

They are seen to reflect the configuration bonding status. Indeed, the (bonding)

ground state exhibits the positive off-diagonal bond-order, gA,B ¼ 2(PQ)1/2, which
vanishes in the nonbonding configuration C1, gA,B ¼ 0, while its negative value in

C2, gA,B ¼ �2(PQ)1/2, correctly reflects the configuration antibonding character.

In this (real) 2-OAO model the AO-partition of the Fisher information densities

of the bonding and antibonding MO gives the following total MO information

densities:

fb ¼ 4ðr’bÞ2 � f totalx ½’b� ¼ 4½PðrAÞ2 þ QðrBÞ2� þ 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB

� f add:x ½’b� þ f nadd:x ½’b�; (10.27)

fa ¼ 4ðr’aÞ2 � f totalx ½’a� ¼ 4½QðrAÞ2 þ PðrBÞ2� � 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB

� f add:x ½’a� þ f nadd:x ½’a�: (10.28)

Along the bond-axis, in the AO-overlap region between the two atoms, which is

decisive for the (direct) bonding or antibonding character of MO, the CG density

defined by the product of gradients of the two interacting basis functions is negative:

ic�g ¼ rA � rB< 0 (see Fig. 10.10). Therefore, for these crucial locations

f nadd:x ½’b� ¼ 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB � 8

ffiffiffiffiffiffiffiffi
PQ

p
ic�g < 0;

f nadd:x ½’a� ¼ �8
ffiffiffiffiffiffiffi
PQ

p
rA � rB ¼ �8

ffiffiffiffiffiffiffi
PQ

p
ic�g > 0: (10.29)

One similarly defines the average densities of the nonadditive and additive

Fisher information contributions per electron for the configuration in question:

f nadd:x ½Ci� ¼
X

s
½nsðCiÞ=N� f nadd:x ½’s� �

X
s
psðCiÞf nadd:x ½’s�;

f add:x ½Ci� ¼
X

s
psðCiÞf add:x ½’s�: (10.30)

In particular, for the three model electron configurations one finds:

f nadd:x ½C0� ¼ 8
ffiffiffiffiffiffiffi
PQ

p
ic�g; f nadd:x ½C1� ¼ 0; f nadd:x ½C2� ¼ �8

ffiffiffiffiffiffiffi
PQ

p
ic�g: (10.31)
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Therefore, the AO-phase-dependent, nonadditive contribution to the MO Fisher

information density, proportional to the CG integral

Ic�g ¼
ð
ic�gðrÞ dr ¼

ð
rAðrÞ � rBðrÞ dr ¼ �

ð
AðrÞDBðrÞ dr

¼ 2me

�h2
Ah j T̂ Bj i � 2me

�h2
TA;B; (10.32)

reflects the bonding and antibonding characters of both MO as well as the bonding,

nonbonding, and antibonding nature of the model configurations C0, C1, and C2,

respectively. It thus provides an attractive concept for both locating and indexing

the chemical bonds in molecules (Nalewajski 2010a, g; Nalewajski et al. 2010a, b).

As also indicated in the preceding equation, the CG integral measures the

coupling (off-diagonal) element TA,B of the electronic kinetic energy operator T̂

between the two basis functions. Such integrals are routinely calculated in typical

quantum-chemical packages for determining the electronic structure of molecular

systems. This observation also emphasizes the crucial role of the kinetic energy

terms in the IT interpretations of the entropic origins of the chemical bonding, using

the Fisher measure of information.

A reference to Fig. 10.10 indicates that the ic�g(r) ¼ 0 contour is defined by the

equation rA�rB ¼ 0. It separates the region of positive contributions ic�g(r) > 0,

outside this contour, from the region of negative CG density, ic�g(r) < 0, inside

the contour. Consider, e.g., its section in xz-plane, for y ¼ 0. For the Cartesian

reference frame located at the bond midpoint and the two nuclei in positions

RA ¼ (0, 0,�½R) and RB ¼ (0, 0, ½R), where the internuclear separation RAB ¼ R,
the electron-position vectors {rX ¼ r � RX} in this plane of section are: rA ¼ (x, 0,
z + ½R) and rB ¼ (x, 0, z �½R). The equation determining the ic�g(r) ¼ 0 contour

ic-g = 0 ic-g > 0

A B

ic-g < 0 r0 = R/2 

Fig. 10.10 The circular contour of the vanishing CG integrand for two 1s orbitals on atoms A and

B, ic�g(r) ¼ 0, passing through both nuclei, which separates the bonding region (inside the circle),
where ic�g(r) < 0, from the region of positive contributions ic�g(r) > 0 (outside the circle). At

each location r the sign of ic�g(r) is determined by the scalar product of the electron-position

vectors ra ¼ r�Ra, a ¼ A, B, which are mutually perpendicular on the zero contour passing

through both nuclei
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MO combinations of AO:
PzA – PzB (s-bonding)

PzA + PzB (s-anti-bonding)

PxA + PxB (p–bonding)

ic-g > 0

ic-g > 0

ic-g = 0 

z

z

z

z

x

z

x

xx

A

A B

A B

B

PxA – PxB (p–anti-bonding)

ic-g < 0

ic-g < 0

Fig. 10.11 Schematic representation of the bonding [ic�g(r) < 0] and antibonding [ic�g(r) > 0]

regions of the strong AO overlap in the chemical interaction between the valence orbitals ps and
pp on atoms A and B, enclosed by the vanishing CG contours, ic�g(r) ¼ 0, represented by the

pointed–broken line. The AO gradients, each in the direction perpendicular to the orbital contour,

remain mutually perpendicular on the ic�g(r) ¼ 0 surface (see also Fig. 10.10). It again follows

from these qualitative diagrams that the negative density of the nonadditive Fisher information

accompanies the electron delocalization via the constructive-combination of AO in the bonding

MO, while the positive density of this information contribution is associated with an effective

electron localization, due to the destructive-combination of AO in the antibonding MO.
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then reads: x2 þ z2 ¼ 1=2Rð Þ2 � r20. It thus determines the circle shown in the figure,

centered at the bond midpoint and passing through both nuclei.

As also argued in the qualitative diagram of Fig. 10.11, the negative CG density

is essential for any bonding interaction between basis functions, e.g., the two p-type
orbitals. Therefore, it is vital for the direct bonding interaction between a given pair
of basis functions that the gradient of one orbital exhibits a nonvanishing, negative
component along the direction of the gradient of the other orbital, which justifies

the name of the CG criterion itself.

10.7 Illustrative Applications of CG Probe

In the ground-state of N-electron system and the OAO basis set x ¼ (w1, w2, . . ., wm)
the nonadditive Fisher information density in the AO resolution for the electron

configuration defined by N lowest (singly-occupied) molecular spin-orbitals
c ¼ fckg, with the spatial MO parts w ¼ xC ¼ f’k; k ¼ 1; 2; :::; Ng, e.g.,

those from the SCF MO or KS calculations, reads:

Inadd: ½x� ¼ 4
Xm
k¼1

Xm
l¼1

ð1� dk;lÞ
ð
gk;lrw	l ðrÞ � rwkðrÞ dr � 2

ð
f nadd:ðrÞ dr

¼ 8Tnadd:½x�; (10.33)

where the CBO (density) matrix now provides the AO representation of the

projection operator onto the occupied subspace of SO, d̂(C0Þ ¼ P̂c ¼ jcihcj,

g ¼ xh j
XN
k¼1

ckj i ckh j
 !

xj i ¼ xjch i cjxh i ¼ CCy ¼ fgu;wg: (10.34)

It is proportional to the nonadditive component Tnadd.[x] of the system average

kinetic energy: Ttotal[x] ¼ tr(gT), where the kinetic-energy matrix in AO repre-

sentation T ¼ Tk ;l ¼ wkh j T̂ wlj i� �
.

In this general molecular scenario of the orbital approximation one uses the most

extended (valence) basins of the negative CG density, f nadd.(r) < 0, enclosed by the

corresponding fnadd.(r) ¼ 0 surfaces, as locations of the system chemical bonds.

This proposition has been recently validated numerically (Nalewajski et al. 2010a,

b). These results have been obtained using the standard SCF MO calculations

[GAMESS (1993) software] in the minimum AO basis; the STO-3G basis has

been selected to facilitate a comparison with intuitive chemical considerations. In

the remaining part of this section we present in Figs. 10.12–10.21 representative

results of this extensive study (see also: Nalewajski 2010a, f). The contour maps,

for the optimized geometries, will be reported in a.u. The negative CG basins, also

shown in the perspective views, are identified by the broken-line contours. For the

visualization purposes the Matpack and DISLIN graphic libraries have been used.
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The contour map of Fig. 10.12 confirms qualitative predictions of Fig. 10.10. In

this axial cut of f nadd.(r) for H2 the nonadditive Fisher information is seen to be

lowered in the spherical bonding region between the two nuclei. At the same time

the accompanying increases in this quantity are observed in the nonbonding regions

of each hydrogen atom, signifying the increased localization (structure) in this

homonuclear diatomic due to the axial polarization of the initially spherical atomic

densities. It should be stressed that the molecular CG integral over the whole space

must be positive, since by the virial theorem for the equilibrium geometry the shift

in kinetic component of the BO potential, relative to the separated atom (dissocia-

tion) limit, must be positive, thus giving rise to the overall “production” of the

nonadditive Fisher information in the molecular hydrogen.

A similar analysis for HF is presented in Fig. 10.13. The perspective view of

f nadd:ðrÞ< 0 volumes (upper panel) and the contour map of the axial cut of f nadd:ðrÞ
(lower panel) indicate the existence of three basins of a decreased nonadditive

Fisher information: a large, dominating (bonding) region O1 located in the valence

shells of two atoms, and the axially centered two small volumes detected in the

inner-shell of fluorine. The shape of the bonding volume is seen to exhibit a

polarization toward the 2pp orbitals of a more electronegative fluorine atom.

In HCl (Fig. 10.14) one again observes two smaller (inner-shell) and a large

(valence-shell) basins of the negative CG density. The softer heavy atom is now

seen to undergo a more substantial inner-shell reconstruction in the nonadditive

Fisher information. There is an axial build-up of f nadd:ðrÞ seen in the nonbonding

regions of two atoms, particularly on the hydrogen atom. It should be realized that

Fig. 10.12 The contour map of the CG density f nadd:ðrÞ for H2 (see also Fig. 10.10)
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compared to HF, where both atoms exhibit the “hard” (difficult to polarize) electron

distributions in their valence shells, the (soft) chlorine atom combined with the

(hard) hydrogen generates a stronger ionic (electron-transfer) component H ! Cl,

ultimately giving rise to the ionic pair H+Cl� in the dissociation limit, and hence a

smaller covalent (electron-sharing) component H––Cl in the resultant chemical

bond.

Consider next the triple chemical bond in N2 (Fig. 10.15), where the bonding

(valence) basin is now distinctly extended away from the bond axis, due to the

presence of two p bonds accompanying the central s bond. Small core-polarization

basins, now symmetrically distributed near each constituent atom along the bond

axis, are observed in the perspective view, while the sp-hybridization reconstruc-

tion of the nonbonding regions on both atoms is again much in evidence in the

Fig. 10.13 The perspective view of the negative basins of CG (upper panel) and the contour map

of the CG density (lower panel) for HF
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accompanying contour map. The dominating (bonding) region around the bond

middle-point is now “squeezed” between the two cores of nitrogen atoms. The

small, axially placed core regions of the depleted contra-gradience are seen to

be surrounded by the volumes of the positive values of this information density

in transverse directions. They reflect the charge displacements accompanying the

p-bond formation, which is also seen in the corresponding density difference

diagram of Figs. 10.1 and 10.3.

In the water molecule (Fig. 10.16) one detects two slightly overlapping outer-

basins of the negative nonadditive Fisher information in the O–H bonding regions,

and two small inner-shell basins of the negative CG density on oxygen atom. The

bonding basins, which define the two localized single bonds, are located between

Fig. 10.14 The same as in Fig. 10.13 for HCl
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the corresponding pairs of nuclei and the lowering of the CG density in each bond is

seen to be the strongest in the direction linking the two O and H nuclear attractors.

The overlapping character of these two regions of the negative nonadditive kinetic-

energy, reflected by the present nonadditive Fisher-information probe, indicates a

partial delocalization of the bonding electrons of one O–H bond into the bonding

region of the other chemical bond, as indeed implied by the delocalized character of

the occupied canonical MO. The contour map for the cut in the molecular plane also

reveals a strong buildup of this information/kinetic-energy quantity in the lone-pair

region of oxygen, and – to a lesser degree – in the nonbonding regions of two

hydrogens. This effect on the heavy atom should indeed be expected as a result of its

promotion due to the nearly tetrahedral sp3-hybridization.

Fig. 10.15 The same as in Fig. 10.13 for N2
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One thus concludes on the basis of this numerical evidence that CG criterion for

detecting the valence basins of a diminished nonadditive Fisher information in AO-

resolution indeed provides an efficient tool for locating the bonding regions in

representative diatomics. It diagnoses all typical displacements of the bonded atoms

in the bond formation process, relative to the corresponding free atoms of the

promolecule, which have already been diagnosed from the density difference

diagrams, e.g., the AIM polarization via the promotion/hybridization mechanism,

the interatomic CT, and the constructive interference of AO in the bonding region,

which is responsible for the electron accumulation between the covalently

bonded atoms.

The chemical bonds in small hydrocarbons are investigated in contour maps of

Figs. 10.17–10.20. These diagrams testify to the efficiency of the CG criterion

in localizing all C–C and C–H bonding regions in ethane, ethylene, acetylene,

butadiene, and benzene. The CG pattern of the triple bond between the carbon

Fig. 10.16 The same as in Fig. 10.13 for H2O
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atoms in acetylene (upper panel of Fig. 10.18) strongly resembles that observed in

N2 (Fig. 10.15). In acetylene the two cylindrical bonding regions of the C–H bonds,

axially extended due to a strong linear promotion of both carbon atoms via the

sp-hybridization, and the central bonding basin due to the triple C–C bond, now

transversely extended in the directions perpendicular to the bond axis, can be

Fig. 10.17 The same as in

Fig. 10.12 for ethane (upper

panel) and ethylene (lower

panel)

10.7 Illustrative Applications of CG Probe 445



clearly seen in the contour map. The f nadd:ðrÞ> 0 regions on each carbon atom, very

much resembling the atomic 2pp distributions, reflect the presence of the bond p
component. The depletion of the 2pp electron density near the carbon nuclei

generates more structure in the electron p-donating (nonbonding) regions of both

Fig. 10.18 The same as in Fig. 10.12 for acetylene (upper panel) and butadiene (lower panel)
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carbon atoms, and hence less structure (more delocalization) in the p-accepting
(bonding) volume between the two nuclei.

The butadiene contour map in the molecular plane containing all nuclei is shown

in the lower panel in Fig. 10.18. As seen in this diagram all bonds are properly

accounted for by the IT CG probe. The same conclusion follows from examining

Fig. 10.20, where the CG contour maps for benzene are shown, in the molecular

plane (upper diagram) and in the perpendicular section containing the C–C bond

(lower panel). It also follows from Fig. 10.19, where the additional CG cuts for

butadiene are shown, in the planes of sections perpendicular to the molecular plane,

along the peripheral and middle C–C bonds, respectively, that the p bond between

the neighboring peripheral carbons in butadiene is indeed stronger than its central

counterpart, in full accord with familiar quantum chemical predictions from the

SCF LCAO MO theory.

Finally, the bonding patterns in a series of four small propellanes of Fig. 10.4 are

examined in CG contour maps of Fig. 10.21. Each row of the figure is devoted to a

different propellane, arranged from the smallest [1.1.1] molecule, exhibiting three

single-carbon bridges, to the largest [2.2.2] system, consisting of three double-

Fig. 10.19 The same as in Fig. 10.18 for the planes of section perpendicular to the molecular

plane in butadiene passing through the peripheral (upper diagram) and middle (lower diagram)

C––C bond axis
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carbon bridges; the left panel of each row corresponds to the plane of section

perpendicular to the central bond between the bridgehead carbons, at the bond

midpoint, while the axial cut of the right panel involves one of the system carbon

bridges.

The main result of the previous IT and density-difference analyses, the apparent

lack of the direct (through-space) bond between the carbon bridgeheads in the

Fig. 10.20 The same as in

Fig. 10.12 for benzene. The

upper panel shows the

contour map in the molecular

plane, while the lower panel

corresponds to the

perpendicular plane of section

passing through one of the

C––C bonds
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[1.1.1] and [2.1.1] systems, and a presence of practically single bond in the [2.2.1]

and [2.2.2] propellanes, remain generally confirmed by the new CG probe, but this

transition is now seen to be less sharp, with very small bonding basins between

bridgeheads being also observed in the two smallest molecules. Thus, in accordance

with the CG criterion the transition from the missing direct bonding in [1.1.1]

system to the full, direct central bond in [2.2.2] propellane appears to be less abrupt:

a very small bonding basin identified in the former case is steadily evolving into

that attributed to the full bond in both [2.2.1] and [2.2.2] propellanes. The C–C and

C–H chemical bonds in the bridges are again perfectly delineated by the valence

surfaces of the vanishing CG density. The observed patterns of the nonadditive

Fig. 10.21 (continued)
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Fisher information density always appear to be very much polarizational in charac-

ter, with the closed bonding-regions of the negative CG being separated by the

molecular environment of the positive values of this quantity, marking the system

nonbonding regions.
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Chapter 11

Bonded Atoms from Information Theory

Abstract The chemical concept of bonded atoms, the building blocks of

molecules, is approached using the variational principles of IT. The Hirshfeld

stockholder rule of partitioning the molecular density into pieces attributed to

Atoms in Molecules (AIM) is derived from the principle of maximum information

resemblance of AIM to the free constituent atoms defining the promolecular

prototype. This principle can be straightforwardly extended into the related

schemes for partitioning many-electron distributions, which give slightly different

effective one-electron distributions for light AIM, compared with their Hirshfeld

analogs. Representative information densities of such bonded atoms are presented

and the combination relations between their charge sensitivities and the associated

properties of the molecule as a whole are derived.

11.1 Chemical Concepts

In chemistry an understanding of the electronic structure of molecules and of their

preferences in reactions comes from interpreting the computed (or experimental)

electron densities as collections of bonded atoms, and from locating/characterizing

the chemical bonds, which represent the molecular “connectivities” between

AIM. Of interest also are some larger fragments of the whole molecular system,

e.g., the functional groups or reactants, or such chemically meaningful subsystems

as the s and p electrons in benzene. Indeed, an understanding of molecules as

combinations of atoms is fundamental to chemistry. It is not surprising, then, that

the classical concept of AIM and efficient probes of the chemical bonds have been

recently much discussed in scientific literature (e.g., Bader 1990; Nalewajski and

Parr 2000, 2001; Parr et al. 2005; Nalewajski 2002a, 2006g, 2010f; Nalewajski and

Broniatowska 2007; Savin et al. 1997; Silvi and Savin 1994).

In fact, chemistry deals mainly with rather small changes in bonded atoms and/or

larger molecular fragments, with reasonably well-understood and transferable

molecular invariants, such as AIM, functional groups, molecular subsystems,

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_11, # Springer-Verlag Berlin Heidelberg 2012
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e.g., reactants and products of an elementary chemical reaction, etc., which tend to

maintain their identity in different molecular environments. Molecular systems do

indeed consist of only slightly perturbed atoms (or atomic ions), deformed by the

presence of their molecular environment and exhibiting somewhat modified net

electric charges. These displacements in the electronic structure of AIM, relative to

the corresponding states of the isolated atoms, are due to the coupled processes of

the intraatomic Polarization (P), responsible for the “promotion” of bonded atoms

to their effective valence states in the molecule, and the interatomic Charge
Transfer (CT), which accompany the formation of the system chemical bonds.

An important part of chemical science is based on such intuitive notions, which

ultimately escape the rigorous definition in molecular quantum mechanics, thus

representing the Kantian noumenons of chemistry (Parr et al. 2005). The natural

question to be addressed in the novel IT approach to the bonded fragment problem

(e.g., Nalewajski 2006g) is whether this theory can actually help in making these

concepts more precisely defined in terms of the molecular and/or promolecular

electron distributions. Other questions of interest are about the location of chemical

bonds, an extent of the information redistribution accompanying the bond forma-

tion processes, the information probes of bond multiplicity, and the entropic

descriptors of their covalent/ionic composition.

The bonded fragment of a given molecular system represents the externally open
subsystem capable of exchanging electrons with the molecular reminder. One

would hope to find that a given AIM, like its free (nonbonded) analog, would

possess a single cusp at the nucleus in its electron density, linked to the effective

atomic number of the nucleus. Their electron densities {ri} must sum up to the

molecular electron density r ¼ ∑i ri. However, since each bonded atom preserves

to a remarkably high degree the free atom identity, the AIM distributions should be

also closely related to electron densities r0i
� �

of the separated atoms, which define

the atomic promolecule consisting of such free atom densities shifted to the

actual AIM locations in themolecule.We also recall that the resultant electron density

r0 ¼ P
i r

0
i of this collection of the “frozen” atomic electron distributions defines the

initial stage in the bond formation process, a natural reference for extracting changes

due to chemical bonds. Indeed, the density difference function Dr ¼ r � r0 has

been widely used to probe the chemical bonds in molecules (see the preceding

chapter).

The electronic structure of molecular systems is effectively characterized by

their one-, two-, and many-electron probability distributions in the continuous

(“fine-grained”) description. To obtain its chemical interpretation, e.g., in terms

of AIM, functional groups, reactants, or other type of chemically significant

subsystems, e.g., the s and p electrons in aromatic compounds, these overall

distributions have to be “discretized” in terms of the relevant pieces of the overall

density attributed to the constituent parts of the molecular system under consider-

ation, e.g., the bonded atoms or molecular fragments (clusters of AIM). The

densities of molecular subsystems constitute their fine-grained description. By an

appropriate integration of the electron/probability densities, one subsequently
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obtains the corresponding condensed descriptors of the electronic structure of

molecules and their fragments, providing the associated discrete (“coarse-

grained”) indices (occupations or populations) of the underlying continuous

electron distributions. Additional resolution levels are provided by the AO and

MO representations resulting from the quantum mechanical calculations of the

molecular electronic/geometrical structure.

It should be emphasized, however, that an exhaustive partitioning of the given

molecular electron density between constituent (bonded) atoms, which determines

the AIM effective net charges (oxidation states) in a given molecular environment,

is not unique, since it depends on the adopted criterion for such a division. The

imposing variety of published theoretical methods for partitioning the molecular

density into “best” AIM contributions testifies to the importance of this theme in

chemistry. Different methods are based on different principles, some to a degree

arbitrary or heuristic, which can produce conflicting trends in the associated AIM

charges. Methods differ in theoretical techniques used, e.g., topological analysis

of the molecular density, wave function description, or the density functional

approach. They also differ in the physical/heuristic principles invoked, e.g., elec-

tronegativity equalization, zero flux, the minimum promotion energy rules, and the

minimum entropy deficiency (information distance, missing information) criteria of

the IT approach.

The historically first scheme of the Mulliken/L€owdin population analysis
(Mulliken 1955; L€owdin 1950, 1956) has used the function space partitioning, in

which one distributes electrons between AO which form the basis set for expanding

MO of the Hartree–Fock (SCF LCAOMO) theory and its Configuration Interaction
(CI) extension, nonorthogonal in the Mulliken approach and the symmetrically

orthogonalized in the L€owdin variant. Another popular approach of Bader (1990),

with a solid topological and quantum mechanical basis, uses the physical space
partitioning, i.e., a division of space into the exclusive atomic domains (basins), with

the boundaries determined by the zero flux surfaces, on which the flow of electrons

between subsystems vanishes. In the latter approach, the spatially nonconfined

bonded atoms of the population analysis are replaced by the topological, nonspherical

pieces of the molecular density, obtained as cuts along the zero flux surfaces. As

a result, the topological AIM represent the spatially confined (nonoverlapping) and

strongly nonsymmetrical atoms.

11.2 Stockholder Atoms in Molecules

Yet another stockholder division scheme of Hirshfeld (1977), which has been

widely exploited in crystallography, uses the commonsense local partitioning

principle, which parallels the familiar stockmarket rule: in forming a molecule

each bonded atom locally partakes of the molecular density gain or loss (“profit”)

in proportion to its share in the promolecular density (“investment”). Thus, by

construction, the (overlapping) stockholder AIM are infinitely extending (spatially
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nonconfined) and known to be only slightly polarized relative to the free atom

reference. Both the topological and stockholder atoms are derived from the mole-

cular electron density, and as such they preserve a “memory” of their molecular

origin.

This one-electron stockholder division scheme has recently been shown to have

a strong basis in IT (e.g., Nalewajski and Parr 2000, 2001; Nalewajski 2002a,

2006g). However, in molecules involving light atoms, e.g., hydrogen or lithium,

a generalization of the stockholder principle applied to partition the two-electron
density (Nalewajski and Broniatowska 2007) generates slightly different effective

one-electron distributions of the associated bonded hydrogens, compared to the

corresponding stockholder atoms originating from partitioning the one-electron
density, which more strongly emphasize the bonding (overlap) regions between

the bond partners.

It has been shown by Hirshfeld (1977) that the electron density r(r) of the

molecular system M ¼ (AH
j
j BH

j
j . . .), consisting of the mutually open atoms

XH ¼ (AH, BH, . . .), as marked by the perpendicular broken lines separating the

AIM symbols in M, can be exhaustively partitioned into the “stockholder” AIM

densities rHXðrÞ
� � � rHðrÞ:

rHXðrÞ ¼ r0XðrÞ½rðrÞ=r0ðrÞ� � r0XðrÞ wðrÞ
¼ rðrÞ½r0XðrÞ=r0ðrÞ� � rðrÞ dHXðrÞ; X ¼ A;B; . . .X

X
dHXðrÞ ¼ 1; rðrÞ ¼

X
X
rHXðrÞ: (11.1)

Here, r0 rð Þ ¼ fr0XðrÞg groups the densities of the free constituent atoms, giving

rise to the reference electron density r0 rð Þ ¼ P
X r0XðrÞ of the (isoelectronic)

atomic promolecule M0 ¼ (A0j B0j . . .), consisting of the nonbonded (mutually

closed) atoms X0 ¼ (A0, B0, . . .), as marked by the perpendicular solid lines

separating the atomic symbols in M0:

ð
r0ðrÞ dr ¼

X
X

ð
r0XðrÞ dr ¼

X
X
N0
X ¼ N0

¼
ð
rðrÞ dr ¼

X
X

ð
rHXðrÞ dr ¼

X
X
NH
X ¼ N:

(11.2)

Above, the free atom densities r0 in M0 are shifted to the respective atomic

positions in the molecule, and the vectors NH ¼ NH
X

� �
and N0 ¼ N0

X

� �
group the

atomic average numbers of electrons of the bonded and free atoms, respectively.

As we have already observed in the preceding chapter, the same promolecular

reference is used to determine the density difference function Dr(r) ¼ r(r) � r0(r).
A reference to (11.1) shows that the Hirshfeld AIM densities satisfy the local

principle of the one-electron “stockholder” division, which can be stated as the

following equality between the local molecular and promolecular conditional
probabilities [see also (10.15a, b)]:
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dHXðrÞ ¼ rHXðrÞ=rðrÞ � PHðXjrÞ ¼ d0XðrÞ ¼ r0XðrÞ=r0ðrÞ � P0ðXjrÞ;X
X
PHðXjrÞ ¼

X
X
P0ðXjrÞ ¼ 1:

(11.3)

As we have also remarked above, this relation has been interpreted by Hirshfeld

using the stockmarket analogy: each atom participates locally in the molecular

“profit” r(r) in proportion to its “share” d0XðrÞ ¼ P0ðXjrÞ in the promolecular

“investment” r0(r). In this section, we shall demonstrate that this commonsense

division rule has a solid basis in IT.

By extracting the overall number of electrons N ¼ N0 from the molecular and

subsystem densities, one introduces the associated (molecularly normalized) prob-

ability distributions:

rðrÞ ¼ NpðrÞ ¼ N
X

X
pHXðrÞ and rHðrÞ ¼ NpHðrÞ ¼ N pHXðrÞ

� �
: (11.4)

Here, p(r) and pH rð Þ ¼ pHXðrÞ
� �

stand for the shape factors of the system as a whole

and of its Hirshfeld fragments, respectively,

X
X

ð
pHXðrÞ dr ¼

X
X

NH
X=N

� � �
X

X
PH
X ¼ 1; (11.5)

while PH ¼ PH
X

� �
groups the condensed probabilities of finding an electron of M on

the specified stockholder AIM.

This molecular normalization reflects the important fact that bonded atoms are

constituent parts of the molecule, so that the full normalization condition has to

involve the summation/integration over the complete set of one-electron events,

consisting of all possible “values” of the discrete argument X (atomic label) and

all spatial locations of an electron, identified by the continuous coordinates

r ¼ (x, y, z) in the subsystem probability distributions:

pHðrÞ ¼ pHXðrÞ � PHðX ^ rÞ ¼ pðrÞPHðXjrÞ� �
: (11.6)

The same, global normalization has to be adopted for the free-atom pieces of the

one-electron probability distribution in the isoelectronic promolecule and for its

free-atom components, respectively,

p0ðrÞ ¼ r0ðrÞ=N0 ¼
X

X
p0XðrÞ; p0ðrÞ ¼ r0ðrÞ=N0 ¼ fp0XðrÞ ¼ r0XðrÞ=N0g;

X
X

ð
p0XðrÞ dr ¼

X
X
ðN0

X=N
0Þ �

X
X
P0
X ¼ 1;

(11.7)

where P0 ¼ P0
X

� �
collects the condensed probabilities of observing an electron of

M0 on the specified free atom. Again, the full normalization of the shape (probabil-

ity) factors p0 rð Þ ¼ fp0XðrÞ � P0ðX ^ rÞg of the nonbonded atoms in the

promolecular system involves summation over the discrete atomic “variable”

11.2 Stockholder Atoms in Molecules 457



X and integration over all positions r of an electron, the latter representing the

continuous event label of the probability distributions of atomic fragments in M0.

It also follows from (11.1) that in Hirshfeld’s (one-electron) stockholder division
scheme each free subsystem density (or its shape factor) is locally modified in

accordance with the molecular (subsystem-independent) enhancement factor w(r):

wH
XðrÞ � rHXðrÞ=r0XðrÞ ¼ pHXðrÞ=p0XðrÞ

¼ rðrÞ=r0ðrÞ ¼ pðrÞ=p0ðrÞ � wðrÞ: (11.8)

Therefore, this procedure is devoid of any subsystem bias and as such appears to be

fully objective.

Representative plots of the overlapping electron densities of the stockholder

hydrogens in H2 are shown in Fig. 11.1. They are seen to be distributed all over the

physical space, decaying exponentially at large distances from the molecule and

exhibiting in the bond density profile a single cusp at the atomic nucleus. They also

display the expected molecular polarization toward the bonding partner. These

subsystem densities are highly transferable and their overlap in the molecule

accords with the classical interpretation of the origin of the (direct) chemical

bonding. One also observes a higher AIM density at the atomic nucleus, in

comparison with the free hydrogen density, i.e., a contraction of the AIM

Fig. 11.1 Profiles of the Hirshfeld electron densities of the bonded Hirshfeld hydrogen atoms

(HH) obtained from the molecular density (H2). The free hydrogen densities (H
0) and the resulting

electron density of the promolecule H0
2

� �
are also shown for comparison. The density and

internuclear distance are in a.u. The zero cusps at nuclear positions are the artifacts of the Gaussian

basis set used in DFT calculations
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distribution at the expense of the nonbonding, outer part of the free atom density.

This is due to the presence of the other atom causing an effective lowering of the

molecular external potential relative to the external potential of the separated atom.

Let us examine the asymptotic properties of the stockholder atomic densities. For

simplicity, we consider a diatomic system M ¼ (AH
j
jBH), r ¼ rHA þ rHB, consisting

of two Hirshfeld atoms AH and BH, the free analogs of which, A0 and B0, are

assumed to exhibit relative electron acceptor (acidic) and donor (basic) properties,
respectively. This further implies I0A > I0B, where I

0
X denotes the ionization potential

of X0. Rewriting (11.1) in terms of the local density ratio x ¼ r0B=r
0
A gives:

rHA ¼ ð1þ xÞ�1r and rHB ¼ ð1þ x�1Þ�1r: (11.9)

Hence, x ! 1 for rX ¼ jr � RXj ! 1, when distances from both nuclei become

large compared with the interatomic separation RAB, since the asymptotic behavior

of the free subsystems of the promolecule is determined by their electronegativities,

measured by the negative energies of the highest occupied KS orbitals, i.e., their

ionization potentials:

r0X ! exp½�2ð2I0XÞrX� ðrX ! 1Þ; X ¼ A;B: (11.10)

Therefore, for rX ! 1 rHA ! 0 and rHB ! r, so that the density of the softer

(donor) atom B has a dominant contribution to the molecular density at distances

from the molecule large compared with RAB.

In Table 11.1, we have listed the net charges and average entropy deficiencies of

the Hirshfeld AIM for a series of illustrative linear molecules discussed in Sect.

10.1. It follows from these numerical results that the Hirshfeld charges represent the

chemical intuition quite well. For example, in the series (HF, LiH, LiCl, and LiF)

of heteronuclear diatomics of increasing bond ionicity due to a growing electro-

negativity difference between constituent atoms, the amount of CT monotonically

increases, as intuitively expected.

The atomic missing information,

DSX pHXjp0X
� � ¼

ð
pHXðrÞ log½pHXðrÞ=p0XðrÞ� dr; (11.11)

reflects the information distance between the atomic shape factors pHXðrÞ and p0XðrÞ.
The reported values of these quantities are quite small, thus numerically confirming

that the bonded atoms do indeed strongly resemble their free atom analogs. The

same general conclusion follows from examining the reported global entropy

deficiencies:

DS½pjp0� ¼
X

X
DSX pHXjp0X

� � ¼
ð
pðrÞ log½pðrÞ=p0ðrÞ� dr �

ð
pðrÞ I½wðrÞ� dr:

(11.12)
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This strong similarity between the molecular and promolecular electron

distributions is also seen in Fig. 11.1: the appreciable changes of the free atom

densities in the molecule are observed only around the nuclei (a contraction of the

free atom density) and in the bond region between the two nuclei (a polarization

of the free atoms toward the bonding partner). As expected, in heavier atoms only

a slight distortion of the valence (external) electrons is observed in the stockholder

(bonded) atoms, with the inner-shell structure being left practically intact.

11.3 Information Theoretic Justification

The problem of the optimum local partition of the molecular density can be best

formulated in terms of the unknown conditional probabilities d(r) ¼ {dX(r) �
P(X|r)}, which uniquely determine the AIM pieces of p(r), {pX(r) ¼ dX(r)p(r)}
[see (10.15a, b)]. The relevant (local, multicomponent) KL function of the

Table 11.1 Representative net charges qHX ¼ NH
X � ZX

� �
(a.u.) of the stockholder AIM, where ZX

denotes the charge of nucleus X, the AIM entropy deficiencies DSX pHXjp0X
� �� �

, and the global

entropy deficiency DS[pjp0] (in bits), for the linear molecules of Fig. 10.1

Molecule X qHX DSX pHXjp0X
� �

DS[pjp0]
H2 H 0.00 0.056 0.056

N2 N 0.00 0.006 0.006

HF H 0.24 0.144 0.020

F �0.24 0.005

LiH Li 0.35 0.157 0.136

H �0.35 0.012

LiF Li 0.58 0.244 0.063

F �0.58 0.007

LiCl Li 0.53 0.212 0.033

Cl �0.53 0.003

HCN H 0.14 0.104 0.017

C 0.03 0.015

N �0.17 0.005

HNC H 0.20 0.110 0.018

N �0.10 0.008

C �0.10 0.011

HNCS H 0.19 0.114 0.008

N �0.13 0.007

C 0.05 0.008

S �0.11 0.002

HSCN H 0.22 0.088 0.008

S �0.07 0.002

C 0.04 0.008

N �0.19 0.004
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unknown share factors d(r), which measures the local information distance relative

to the promolecular reference values d0(r) ¼ {P0(Xjr)}, is then given (in nats) by

the sum of AIM contributions [see also (11.12)] (Nalewajski and Parr 2000;

Nalewajski 2002a, 2003c, 2006g):

Dsadd:½dðrÞjd0ðrÞ� ¼
X

X
PðXjrÞ ln½PðXjrÞ=P0ðXjrÞ�: (11.13)

The best (unbiased) share factors of subsystems, giving rise to the maximum

similarity of the bonded fragment densities to their nonbonded (free) analogs, must

minimize this missing information function subject to the normalization constraint

of the local conditional probabilities, ∑X P(Xjr) ¼ 1,

d Dsadd:½dðrÞjd0ðrÞ� � lðrÞ
X

X
PðXjrÞ

n o
¼ 0; (11.14)

where l(r) stands for the Lagrange multiplier associated with this auxiliary condi-

tion at the given location r. The resulting Euler equation for the optimum local

conditional probability Popt.(Xjr),

ln½Popt:ðXjrÞ=P0ðXjrÞ� þ ½1� lðrÞ� � lnfPopt:ðXjrÞ=½CðrÞ P0ðXjrÞ�g ¼ 0; (11.15)

or Popt.(Xjr) ¼ C(r)P0(Xjr), when combined with the normalization constraint,P
X Popt:ðXjrÞ ¼ CðrÞ P

X P
0ðXjrÞ ¼ CðrÞ ¼ 1, is then seen to give the Hirshfeld

solution of (11.1) and (11.8): dopt.(r) ¼ d0(r) ¼ dH(r). Therefore, the Hirshfeld,

promolecular choice of the local share factors minimizes the local information

distance to the lowest value possible: Dsadd.[dH(r)jd0(r)] ¼ 0.

The same answer follows from the alternative, global information principles

formulated in terms of either the electron densities or their shape factors (e.g.,

Nalewajski and Parr 2000), in which one seeks the optimum overall atomic (or

fragment) distributions exhibiting the strongest resemblance to the corresponding

nonbonded, reference distributions of the associated promolecular system. Let us

define the KL information distance functional between the trial one-electron
densities of atomic fragments {rX} � r (or the associated probability distributions

{pX} � p ¼ r/N) of the bonded atoms and the corresponding reference densities

r0X
� � � r0 (or fp0Xg � p0 ¼ r0=N) of the free atoms:

DSadd:½rjr0� ¼
X

X

ð
rXðrÞ ln rXðrÞ=r0XðrÞ

� �
dr �

X
X

ð
rXðrÞIX½wXðrÞ� dr

�
X

X
DSX rXjr0X

� �

¼ N
X

X

ð
pXðrÞ ln pXðrÞ=p0XðrÞ

� �
dr � N

X
X

ð
pXðrÞ IX½wXðrÞ� dr

� NDSadd:½ pjp0� � N
X

X
DSX pXjp0X

� �
:

(11.16)
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Here, IX wX rð Þ½ � ¼ ln pXðrÞ=p0XðrÞ
� � � IX rð Þ stands for (variational) surprisal of

atom X, for the current value of the local enhancement factor relative to the free
subsystem reference: wX rð Þ ¼ rXðrÞ=r0XðrÞ ¼ pXðrÞ=p0XðrÞ.

In the preceding equation we have also indicated that the directed divergence of

r relative to r0, DSadd.[rjr0] is just N times the entropy deficiency DSadd.[pjp0]. The
same relation holds between the subsystem missing information: DSX½rXjr0X� ¼
NDSX½pXjp0X�. Therefore, for the isoelectronic molecular and promolecular systems,

the problem of normalization of the compared electronic densities does not

influence the corresponding constrained variational principle for determining the

optimum densities of atomic pieces:

d DSadd:½rjr0� �
ð
lðrÞ

X
X
rXðrÞdr

� 	

¼ Nd DSadd:½ pjp0� �
ð
lðrÞ

X
X
pXðrÞdr

� 	
¼ 0;

(11.17)

where the local Lagrange multiplier l(r) enforces the corresponding condition of

the exhaustive division at point r:∑X rX(r) ¼ r(r). The above variational problem
in terms of electron densities is thus equivalent to the associated principle in terms

of the probability distributions (shape factors):

d DSadd:½ pjp0� �
ð
lðrÞ

X
X
pXðrÞ dr

� 	
¼ 0; (11.18)

with l(r) now multiplying the local exhaustive division constraint∑X pX(r) ¼ p(r).
Finally, it can be directly verified by a straightforward functional differentiation

that both these variational principles give the same answer of the local stockholder

division: popt:X ðrÞ ¼ pHXðrÞ ¼ rHXðrÞ=N or wH
XðrÞ ¼ wðrÞ. In these global minimum

entropy deficiency principles the missing information term provides an entropy

“penalty” for the AIM densities deviating from the corresponding free atom

densities.

This Hirshfeld solution of the density partitioning problem in IT is thus inde-

pendent of the adopted entropy deficiency (missing information) measure. The

symmetrized divergence of Kullback,

DSadd:½r0; r� ¼ DSadd:½rjr0� þ DSadd:½r0jr� ¼
X

X

ð
DrXðrÞ ln½rXðrÞ=r0XðrÞ� dr

¼ NDSadd:½p0; p�;
(11.19)

where DrX rð Þ ¼ rXðrÞ � r0XðrÞ ¼ NDpX rð Þ, gives rise to the same optimum

division of the molecular electron distribution into the AIM fragments.
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It follows from (11.1), (11.2), (11.3), and (11.8) that the molecular missing

information

DS½rjr0� ¼
ð
rðrÞ log½rðrÞ=r0ðrÞ� dr ¼

ð
rðrÞ log½wðrÞ� dr

¼
ð
rðrÞIðrÞ dr; (11.20)

which determines the total multicomponent entropy deficiency functional in the

Hirshfeld partition of the molecular electron density r(r) (see Sect. 10.4),

DS½rjr0� � DStotal½rHjr0�; (11.21)

is exactly equal to its additive component:

DSadd:½rHjr0� ¼
X

X
DSX½rHXjr0X� ¼ DS½rjr0� � DStotal½rHjr0�;

DSX½rHXjr0X� ¼
ð
rHXðrÞ log½rHXðrÞ=r0XðrÞ� dr ¼

ð
dHXðrÞrðrÞIðrÞ dr:

(11.22)

Therefore, this particular division scheme marks the exactly vanishing nonadditive

information contribution (Nalewajski 2006g, 2010c):

DSnadd:½rHjr0� ¼ DStotal½rHjr0� � DSadd:½rHjr0� ¼ 0: (11.23)

The Fisher intrinsic accuracy similarly generates the differential Euler equation

for the optimum subsystem distributions. One of its particular solutions is also the

Hirshfeld prescription for the bonded atom pieces of the molecular electron density

(Nalewajski and Parr 2001).

The minimum entropy deficiency principle can be similarly applied to a division

of the molecular joint distribution of k electrons into the corresponding pieces

describing the AIM k-clusters (Nalewajski 2002a, 2003a). This approach gives

rise to the associated many-electron stockholder principle (Nalewajski 2006g;

Nalewajski and Broniatowska 2007). By an appropriate partial summation and

integration these cluster distributions can be used to determine the associated

effective one-particle densities reff :X ðr; kÞ
n o

of these k-electron “stockholder”

(k-S) atoms, which in general slightly differ from their one-electron (1-S) analogs
of Hirshfeld. The largest differences (see Fig. 11.2) between densities of 2-S and

1-S bonded atoms have been observed for the lightest hydrogen and lithium atoms

(Nalewajski and Broniatowska 2007). As seen in the figure, the 2-S H and Li AIM

exhibit more bonding (overlapping) character compared with their 1-S analogs.
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11.4 Representative Information Densities

The same entropic descriptors, which have been used in Sections 10.1-10.3 to

probe the molecular electron densities/probabilities, can be applied to diagnose

changes the bonded atoms undergo in molecules relative to the free atom

reference (e.g., Nalewajski et al. 2002; Nalewajski and Świtka 2002; Nalewajski

and Broniatowska 2003a; Nalewajski 2006g). The entropy deficiency of the stock-

holder AIM,

DS rHXjr0X
� � ¼

ð
rHXðrÞ log½rHXðrÞ=r0XðrÞ� dr �

ð
rHXðrÞIHXðrÞ dr

¼
ð
PHðXjrÞrðrÞIðrÞ dr �

ð
PHðXjrÞDsðrÞ dr �

ð
DsHXðrÞ dr;

(11.24)

defines the density of atomic cross-entropy (shown in Figs. 11.3 and 11.4),

DsHXðrÞ ¼ PHðXjrÞDs rð Þ, where the conditional probability PH(Xjr) is defined by

the stockholder share factor dHXðrÞ of (11.3), and the atomic surprisals IHXðrÞ
� �

are

all equalized at the global (molecular) value I(r) ¼ I(w(r)) (11.8).
The global values of the entropy displacement of the Hirshfeld AIM,

Fig. 11.2 A comparison of the contour diagrams of the rHXðrÞ (1-S, Panel a) and reffX ðrÞ (2-S, Panel
b) distributions of bonded atoms in H2 (left column) and LiH (right column)
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HH
X ¼ S½rHX� � S½r0X� ¼ �

ð
rHXðrÞ log rHXðrÞ dr þ

ð
r0XðrÞ log r0XðrÞ dr

�
ð
hHXðrÞ dr;

(11.25)

for selected linear molecules of Table 10.1 are listed in Table 11.2 together with the

corresponding stockholder and free atom values of the Shannon entropy. The

preceding equation also defines the atomic entropy displacement density hHXðrÞ,
shown in Figs. 11.3 and 11.4.

A reference to H2 and N2 entries of Tables 10.1 and 11.2 shows that the atomic

entropy displacements for bonded hydrogen atoms are approximately additive:

2HH
X ffi H½r H2ð Þ�. A similar near-additivity is observed for most of the remaining

molecules, with the largest deviation from such an uncoupled (independent)

behavior of changes in the AIM entropy being observed for the most ionic Li–F

bond, which exhibits the largest amount of CT. In general, the bonded atom exhibits

a lower degree of uncertainty compared with the free atom value, a clear sign of the

dominating effect of a relatively more compact electron distribution in a molecule.

In strong electron acceptors, e.g., in F of LiF, F[LiF], and in N of HCN, N[HCN],

one detects positive displacements due to the dominating CT contribution, which

should result in a softer atomic distribution of electrons, thus exhibiting more

“disorder” (uncertainty).

The atomic entropy displacements for HF and LiF indicate that the donor atom
exhibits the dominating (negative) displacement, while the acceptor AIM only

slightly increases its entropy (see also the net AIM charges in Table 11.1). The

triatomic data in Table 11.2 provide an additional confirmation of this rule, with an

exception of N in HNC. A reference to the atomic charges reported in Table 11.1

again shows a strong sensitivity of the atomic entropy displacements to a magnitude

of the interatomic CT. As expected, a degree of this sensitivity to a change in

the atomic overall electron population decreases with a growing overall number of

electrons on the atom in question. Indeed, a given displacement in the AIM charge

is seen to produce relatively larger reconstructions of the free atom electron

distributions in H or Li, compared with N or F.

In Fig. 11.3 we have compared the contour maps of the density difference

function for the Hirshfeld AIM,

DrHXðrÞ ¼ rHXðrÞ � r0XðrÞ; (11.26)

with the corresponding entropy displacement density hHXðrÞ, for the constituent AIM
of the representative diatomics of Fig. 10.1. The density difference plot (left panel)

for the “stockholder” hydrogen in H2, H[H2], exhibits changes typical for the

covalently bonded atom, which have been already observed in the density profile

of Fig. 11.1: the electron density buildup around the nucleus and in the bond region

between nuclei, at the expense of the outer, nonbonding regions of the atomic

density distribution. This is due to the contraction of the bonded hydrogen and its
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Fig. 11.3 Representative contour maps of the electron density difference function of bonded

stockholder atoms, DrHXðrÞ (first column), and the associated entropy displacement density hHXðrÞ
(second column), for the constituent atoms of representative diatomic molecules (see also

Fig. 10.1): H2 (a), N2 (b), HF (c), and LiF (d). The contour values are not equidistant, having

been selected only for the purpose of revealing the topographic features of the quantities com-

pared. In the third column the associated bond axis profiles of hHXðrÞ (a.u.) are reported
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Fig. 11.4 Contour diagrams of displacements in the electron density (upper panel), information

distance density (medium panel) and of the atomic Shannon entropy (lowest panel), for the

stockholder bridgehead carbon atoms in the four propellanes of Fig. 10.4
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polarization toward the other atom. This directional (cylindrical) polarization of the

atomic electron density is clearly seen in the left, electron density panel. A similar

pattern, with a somewhat more emphasized bond polarization, is seen in the entropy

difference plot of the right contour map. The bonding part of the AIM entropy

displacement is positive, thus marking an increase in the local uncertainty due to the

electron delocalization toward the bonding partner.

A reference to part b of the figure, devoted to N[N2], again shows a general

similarity between the two compared contour diagrams. The displacements

observed in the valence shell of both panels accord with the known density

deformation changes in the triply bonded nitrogen: the (2s, 2ps)-hybridization
along the molecular axis, a transfer of the 2pp electrons to the bond charge region

between two nuclei, with the buildup (lowering) of the electron density of the left

panel giving rise to the associated increase (decrease) in the local electron uncer-

tainty of the right panel. Both these diagrams confirm the molecular character of

the Hirshfeld atoms, with the atom displacement “tails” extending all over the

molecule.

In both the density and entropy panels for H[HF], again strongly resembling one

another, the hydrogen is seen to be strongly polarized toward the fluorine atom,

with the transferred electron density being channeled to both the s bond region and

to the 2pp (lone pair) regions on fluorine. The valence shell part of the F[HF] panels
reveals a similar polarization of the fluorine toward the hydrogen, with the

accompanying increase in the lone pair (2pp) density, in the direction perpendicular
to the bond axis. These observations confirm a relatively strong covalency of H–F

bond. The localization of the fluorine bond charge close to the proton position

provides an additional support to this observation.

A different CT pattern is found in the strongly ionic Li–F bond, for which the

difference diagrams of the AIM density and entropy consistently show a transfer of

electrons from the peripheral part of the Li[LiF] electron distribution toward F[LiF]

Table 11.2 Displacements of the Hirshfeld AIM entropies (in bits) for representative linear

molecules of Table 10.1. The molecular and promolecular entropy data are also listed. The

corresponding molecular entropy shifts are reported in Table 10.1

Molecule X HH
X S[rX

H] S[rX
0]

H2 H �0.41 3.77 4.18

N2 N �0.34 5.86 6.20

HF H �1.09 3.09 4.18

F 0.03 1.22 1.19

LiF Li �4.02 3.87 7.89

F 0.97 2.14 1.17

HCN H �0.87 3.31 4.18

C �0.73 7.29 8.03

N 0.15 6.35 6.20

CNH C 0.01 8.04 8.03

N �0.44 5.76 6.20

H �0.98 3.20 4.18
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as a whole, giving rise to a much lower degree of localization of the density

displacement. This reflects much lower covalent (electron-sharing) contribution,

compared with that observed in HF. This observation accords with the relative

hardnesses of the two atoms in these two molecules: the two hard atoms in HF give

rise to a strongly covalent bond, while the soft (Li) and hard (F) atoms in LiF

generate a relatively more ionic (CT) bond character.

As a final illustration of this section we examine the bridgehead carbon atoms of

the four propellanes of Fig. 10.4. The contour maps of Fig. 11.4 report the density

difference function, DrHX, the KL missing information density, DsHX, and the entropy
displacement density, hHX. They fully support the conclusions already drawn from

the molecular plots of Figs. 10.5 and 10.6. The three contour diagrams for the given

bridgehead carbon atom in Fig. 11.4 are seen to be qualitatively similar, thus further

validating the usefulness of all these quantities as sensitive probes into changes the

free atoms undergo in the molecule. These alternative diagnostic tools are seen to

be to a large extent equivalent.

For the small [1.1.1] and [2.1.1] propellanes, which are lacking a large portion of

the direct (“through-space”) component of the central chemical bond between the

bridgehead carbons, the atomic density/information buildups observed in the three

panels indeed reflect a presence of only the bridge chemical bonds. It should be

emphasized that the latter also imply the associated indirect (“through-bridge”)
component of the central bond linking the two bridgehead carbons (see Sect.

12.10). In the contour maps of Fig. 11.4 one indeed observes a distinct lowering

of the AIM densities and information densities in the direction of the other

bridgehead atom, which is indicative of the antibonding direct interaction between

these central carbons in the [1.1.1] and [2.1.1] propellanes. For two larger systems

of the [2.2.1] and [2.2.2] propellanes, in which the presence of the “through-space”

component of the central bond has already been inferred from both the molecular

density difference and the direct bond order measures, the displacement in the AIM

electron density and the corresponding information-distance/entropy densities all

exhibit increases in directions of both the neighboring bridgehead and bridge

carbon atoms.

To summarize, the observed features of displacements in the entropy/cross-

entropy distributions indicate that they can indeed serve as an alternative, sensitive

diagnostic tools for monitoring the valence state of bonded atoms.

11.5 Charge Sensitivities of Stockholder AIM

Several attractive features of the stockholder pieces of the molecular electron

distribution make them attractive concepts for chemical applications (e.g.,

Nalewajski 2006g). In particular, these entropy equilibrium densities were shown

to give rise to the local equalization of the fragment surprisals. The role of the

entropy penalty term in the variational principle of the entropy deficiency in the

atomic resolution, which is responsible for the Hirshfeld density localization around
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the atomic nucleus, has been examined and the additivity of the information

distances of Hirshfeld AIM has been established. In addition to the extremum

principle of the additive entropy deficiency of atomic components of the molecular

electron density the complementary variational rule has been formulated for the

extremum of the nonadditive missing information in atomic densities relative to the

free-atom distributions (Nalewajski 2006g, 2010c). The latter has also been shown

to generate the stockholder partition of the molecular electron distribution into

atomic fragments. In the preceding section the displacements of the electron

density of bonded atoms from the corresponding free-atom references and the

associated missing information densities and changes in the Shannon entropy

density have all been used to diagnose the atomic promotion to their respective

valence states in molecules. All these probes were shown to give a consistent

diagnosis of the main changes the atoms undergo, when they form the chemical

bonds.

Thus, these novel entropic concepts attribute to the atomic density difference

function the complementary information theoretic interpretation. The reported

illustrative applications demonstrate the potential of IT in extracting the chemical

interpretation from the known molecular electron distributions and reflect the

information origins of the chemical bonds (Nalewajski 2010f). The charge
sensitivities (CS) of the Hirshfeld atoms, e.g., their hardness, softness, and Fukui

Function descriptors, have been expressed in terms of the share factors of atomic

fragments as fractions of the corresponding molecular properties. It has also been

argued that the Hirshfeld atoms equalize their chemical potentials and are in

principle the (effective) external potential representable (Nalewajski 2006g).

It should be realized that irrespective of the adopted density partition scheme the

chemical potentials of the mutually open AIM pieces of the molecular ground state

density are always equalized at the global value of the chemical potential, for the

system as a whole. Indeed, for any exhaustive partitioning r ¼ ∑XrX of the

ground state density r one obtains, via a straightforward chain-rule transformation

of the functional derivative of the density functional for the system electronic

energy,

Ev½r� ¼ Ev

X
X
rX

h i
¼ Etotal

v ½r� � Ev½r�;
mX½r� ¼ f@Ev½r�=@rXðrÞgv ¼ fdEv½r�=drðrÞg½@rðrÞ=@rXðrÞ�

¼ dEv½r�=drðrÞ ¼ m:

(11.27)

This chemical potential equalization should indeed be expected, by analogy to the

ordinary thermodynamics, for any set of the mutually open subsystems, i.e., for

arbitrary shapes of the atomic pieces of the molecular electron density. Therefore,

the fragment chemical potential, representing in the energy representation the sub-

system “intensity” associated with the fragment electron density, does not discrimi-

nate between alternative divisions of the molecular electron density. In other words,

such quantities are insensitive to all admissible “vertical” displacements in the
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electronic structure, which preserve the specified ground state density of the

molecule as a whole.

Therefore, in order to determine the equilibrium vertical partition, one needs the

entropic principle of IT to uniquely characterize the states of such embedded open

AIM. As we have demonstrated above the alternative extremum principles of the

entropy deficiency (cross-entropy), which give rise to the intersubsystem equaliza-

tion of the AIM local surprisals, are indeed required to identify the Hirshfeld AIM

as the optimum (equilibrium) atomic fragments, which exhibit the least information

distance from (i.e., the maximum resemblance to) the corresponding free atoms.

This failure of the energetic criterion to identify the equilibrium partition among

all admissible, exhaustive divisions of a given molecular density is because the

overall electronic energy in the subsystem resolution is the same for all vertical

partitioning schemes:

Ev½rH� ¼ Ev½r� ¼ Ev½r�;X
X
rHXðrÞ ¼

X
X
rX½r; r� ¼ rðrÞ:

This invariance of the overall electronic energy with respect to the density

partitioning schemes further confirms a need for the subsidiary entropy/information

principles in determining the “best” bonded atomic fragments of the molecule.

One further observes that any “horizontal” displacement dr 6¼ 0 of the molecular

ground state density is uniquely partitioned into the corresponding displacements of

the “stockholder” AIM,

drH½dr� ¼ fdrHXðrÞ ¼ dHXðrÞdrðrÞg:

This partitioning results from the Hirshfeld division of both the initial

distribution,

rðrÞ ¼
X

X
rHX½r; r�;

rHX½r; r� ¼ rðrÞ dHXðrÞ ¼ r0XðrÞ wðrÞ; wðrÞ ¼ rðrÞ=r0ðrÞ;

and the displaced molecular density r0 ¼ r þ dr:

r0ðrÞ ¼
X

X
rHX½r0; r�;

rHX½r0; r� ¼ r0ðrÞ dHXðrÞ ¼ r0XðrÞw0ðrÞ; w0ðrÞ ¼ r0ðrÞ=r0ðrÞ:

Hence, the associated AIM partitioning of the horizontal density displacement

reads:

drðrÞ ¼
X

X
rHX½r0; r� � rHX½r; r�

� � ¼
X

X
dHXðrÞdrðrÞ

¼
X

X
drHXðrÞ ¼

X
X
r0XðrÞ dwðrÞ;
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where the displacement in the molecular enhancement factor dw ¼ w0 � w.
This allows one to interpret the local “share” factors (conditional probabilities)

dHXðrÞ ¼ PHðXjrÞ ¼ d0XðrÞ
� �

and their inverses as the corresponding local

derivatives:

drHXðrÞ=drðrÞ ¼ dHXðrÞ and drðrÞ=drHXðrÞ ¼ 1=dHXðrÞ; X ¼ A;B: (11.28)

Moreover, since the molecular density can be expressed in terms of any single
Hirshfeld component,

rðrÞ ¼ r½rHXðrÞ� ¼ rHXðrÞ=dHXðrÞ ¼ rHXðrÞ=d0XðrÞ; (11.29)

the overall electronic energy also represents the unique functional of the density of

any single Hirshfeld atom:

�Ev rHX
� � ¼ Ev r rHX

� �� � �
ð
rHXðrÞ VH

XðrÞ dr þ �F rHX
� � � �E rHX;V

H
X

� �

� Ev½r� ¼
ð
rðrÞ vðrÞ dr þ F½r�;

(11.30)

where �F½rHX� ¼ F½rðrHXÞ� and the Hirshfeld external potential

VH
XðrÞ ¼ vðrÞ=dHXðrÞ: (11.31)

Equation (11.30) expresses the full dependence of the molecular energy on the

selected stockholder density, including a dependence due to rHYð6¼XÞ ¼ rHYðrHXÞ.
Therefore, the functional derivative of �Ev½rHX� with respect to its density argument

does not represent the partial derivative of the molecular energy with respect to rHX
[(11.27)], for the fixed electron densities of the remaining constituent atoms, and as

such is not equalized throughout the space [see (7.21)]. Indeed, using the relevant

local chain rule transformation gives for the total energy conjugate of the Hirshfeld
subsystem density, called the Hirshfeld potential,

d �Ev½rHX�=drHXðrÞ ¼ fdEv½r�=drðrÞg½drðrÞ=drHXðrÞ�
¼ m=dHXðrÞ � mH

XðrÞ 6¼ m=dHXðr0Þ � mH
Xðr0Þ . . .

(11.32)

In Sect. 7.3.7 we have introduced several charge sensitivities characterizing the

equilibrium distribution of electrons in the molecule as a whole. In what follows we

examine specific examples of CS of the one-electron “stockholder” (1-S) AIM,

resulting from the Hirshfeld division scheme, which describe the mutually closed

and open subsystems. Following the previous molecular development, we shall

investigate the second-derivative properties emerging in both the chemical softness
representation, within the Electron Following (EF) perspective of the BO approxi-

mation, and the chemical hardness representation, in the Electron Preceding (EP)
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perspective of the Hellmann–Feynmann theorem. An overview of the chemical
softness (density response) and hardness (potential response) properties of the

Hirshfeld atoms has been given in (Nalewajski 2006g).

Consider first the EF outlook, in which the chemical softness descriptors of

molecular systems are defined. In this representation the external potential due to

the nuclei or the effective external potentials of molecular fragments define the

controlled local state variable(s) of the molecular system in the fragment resolution.

For simplicity, we assume a diatomic molecule consisting of two Hirshfeld AIM.

They are considered to be either mutually closed, when densities of each AIM can

be independently modified in the hypothetical system Mc ¼ (AHjBH), or open,

when the densities of these molecular fragments are determined by the electron

distribution of the molecule as a whole, as in the real molecule M ¼ (AH
j
j BH).

It follows from the strict preservation of the stockholder proportions of the

displaced molecular densities [see (11.28)] that

drðrÞ
drHXðrÞ

¼ 1

dHXðrÞ
; X ¼ A, B: (11.33)

Therefore, any single density of the Hirshfeld AIM uniquely specifies the current

(horizontally displaced) molecular ground state density: r ¼ rðrHXÞ. The molecular

Euler equation (7.21),

uðrÞ � vðrÞ � m ¼ �dF½r�=drðrÞ; (11.34)

can be thus transcribed as the equivalent equation for its single Hirshfeld compo-

nent. The F½rðrHXÞ� � �F½rHX� conjugates of the stockholder AIM densities {rHX}
derived from the ground state density r, for which m ¼ m1 (11.27), then read:

�UHðrÞ �mHðrÞ�VHðrÞ ¼ � UH
XðrÞ �mH

XðrÞ�VH
XðrÞ ¼ m=dHXðrÞ� vðrÞ=dHXðrÞ

� �

¼ d �F rHX
� �

drHXðrÞ
¼ dF½r�
drðrÞ

drðrÞ
drHXðrÞ

¼ � uðrÞ
dHXðrÞ

� 	
:

(11.35)

This Euler equation for the single Hirshfeld AIM density component further implies

the associated functional relations:

rHX ¼ rHX UH
X

� �
; UH

X ¼ UH
X rHX
� �

and �F rHX
� � ¼ �F rHX UH

X

� �� � � ~F UH
X

� �
:

Equation (11.35) is thus fully equivalent to the molecular Euler equation (11.34):

the latter is recovered by multiplying both sides of the former by the atomic share

factor dHXðrÞ. This indeed should be expected, since for the fixed promolecular

reference in the Hirshfeld scheme the subsystem density uniquely specifies the

molecular distribution of electrons and, conversely, the overall density uniquely

determines the stockholder densities of subsystems.
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The ground state electronic energy Ev[r] of the whole molecular system has

been similarly expressed in Eq. (11.30) as the functional �Ev½rHX� of the single

Hirshfeld AIM component. It gives rise to the associated first differential:

d �E½rHX;VH
X � ¼

ð
@ �E½rHX;VH

X �
@rHXðrÞ


 �

VH
X

drHXðrÞ dr þ
ð

@ �E½rHX;VH
X �

@VH
XðrÞ


 �

rH
X

dVH
XðrÞ dr

¼
ð
mH

XðrÞ drHXðrÞ dr þ
ð
rHXðrÞ dVH

XðrÞ dr

¼ mdN þ
ð
rðrÞ dvðrÞ dr ¼ dE½N; v�:

(11.36)

In the foregoing equation, we have identified the local intensity mH
XðrÞ as the

�E½rHX;VH
X �-conjugate of rHXðrÞ with the latter representing the �E½rHX;VH

X �-conjugate
of VH

XðrÞ (the Hellmann–Feynman theorem for the Hirshfeld AIM component).

One similarly interprets the Legendre transforms of the system energy as the

associated functionals of any single Hirshfeld component of the molecular electron

density. For example, for the grand-potential functional at zero temperature [see

(7.82)] one finds:

Ou½r� ¼ O½m; v� ¼
ð
rðrÞ uðrÞ dr þ F½r� ¼ O½u�

¼
ð
rHXðrÞ UH

XðrÞ dr þ �F½rHX�

� �OUH
X
½rHX� � �O½mH

X;V
H
X � � ~O½UH

X�;

(11.37)

Again, as in (11.36), the associated differential expressions are equivalent to those

of the corresponding molecular density functionals:

d�O½mH
X;V

H
X � ¼

ð
@ �O½mH

X;V
H
X �

@mH
XðrÞ


 �

VH
X

dmH
XðrÞ dr þ

ð
@ �O½mH

X;V
H
X �

@VH
XðrÞ


 �

mH
X

dVH
XðrÞ dr

¼�
ð
rHXðrÞ dmH

XðrÞ dr þ
ð
rHXðrÞ dVH

XðrÞ dr

¼
ð
rHXðrÞ dUH

XðrÞ dr

¼� Ndmþ
ð
rðrÞ dvðrÞ dr ¼ dO½m; v�

¼
ð
rðrÞ duðrÞ dr ¼ dO½u�;

(11.38)
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d �F½rHX� ¼
ð
d �F½rHX�
drHXðrÞ

drHXðrÞ dr ¼ �
ð
UH

XðrÞ drHXðrÞ dr

¼�
ð
uðrÞ drðrÞ dr ¼ dF½r�:

(11.39)

The (AIM-diagonal) second functional derivatives of �E½rHX;VH
X � and

�O½mH
X;U

H
X� � �OUH

X
½rHX� with respect to the chosen stockholder density argument

rHX, calculated for the fixed atomic external potential VH
X in the molecule, then

define the hardness kernel of the bonded (embedded) atom XH:

d2 �E½rHX;VH
X �

drHXðrÞ drHXðr0Þ

 �

VH
X

¼ d2OUH
X
½rHX�

drHXðrÞ drHXðr0Þ
¼ d2 �F½rHX�

drHXðrÞ drHXðr0Þ

� �HX;Xðr; r0Þ ¼ � dUH
Xðr0Þ

drHXðrÞ
¼ �ðr; r0Þ

dHXðrÞ dHXðr0Þ
:

(11.40)

Since the specification of any Hirshfeld component is equivalent to the specification

of the molecular ground state density itself, �OUH
X
½rHX� ¼ �OUH

Y
½rHY�, one could simi-

larly define the AIM off-diagonal hardness kernels. Together, these descriptors

determine the corresponding matrix of the hardness kernels in the Hirshfeld AIM

resolution:

d2 ~F½rH�
drHðrÞ drHðr0Þ ¼ � dUHðr0Þ

drHðrÞ � hHðr; r0Þ

¼ �HX;Yðr; r0Þ ¼ � dUH
Yðr0Þ

drHXðrÞ
¼ �ðr; r0Þ

dHXðrÞ dHYðr0Þ
� 	

;

(11.41)

with each element representing the corresponding fraction of the molecular kernel

determined by the inverse product of atomic share factors. Its “inverse” determines

the corresponding matrix of the softness kernels in the stockholder AIM resolution:

sHðr; r0Þ ¼ � drHðr0Þ
dUHðrÞ � hHðr; r0Þ�1

¼ sHX;Yðr; r0Þ ¼ � drHYðr0Þ
dUH

XðrÞ
¼ dHXðrÞ sðr; r0Þ dHYðr0Þ

� 	
:

(11.42)

They satisfy the relevant reciprocity relation,

ð
�HX;Zðr; r00ÞsHZ;Yðr00; r0Þ dr00 ¼ dðr0 � rÞ d

H
Yðr0Þ
dHXðrÞ

¼ drHYðr0Þ
drHXðrÞ

;

X;Y;Z 2 ðA;BÞ:
(11.43)
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Similar interpretations of other linear response properties of the Hirshfeld AIM

as stockholder fractions of the corresponding molecular quantities follow from

the relevant chain rule manipulations of the defining derivatives. We recall that

the two-point molecular kernel defined by the second (partial) functional derivative

of the ground state energy Ev[r] ¼ E[N, v] with respect to the molecular external

potential represents the molecular Linear Response (LR) function (7.230):

bðr; r0Þ � f@2E½N; v�=@vðrÞ@vðr0ÞgN ¼ ½@rðr0Þ=@vðrÞ�N: (11.44)

In the externally closedmolecular systems, for the fixed overall number of electrons

N, it transforms the external potential perturbation Dv into the associated linear

response of the system density, [Dr]N:

½DrðrÞ�N ¼
ð
Dvðr0Þbðr0; rÞdr0: (11.45)

One similarly introduces the square matrix of the doubly AIM-resolved kernels

of the second partial derivatives of the electronic energy E N; v½ � ¼ E½N;VHðvÞ�with
respect to the Hirshfeld external potentials:

bHðr; r0Þ ¼ @2E½N;VH�
@VHðrÞ @VHðr0Þ


 �

N

¼ @rHðr0Þ
@VHðrÞ


 �

N

¼ bHX;Yðr; r0Þ ¼
@rHYðr0Þ
@VH

XðrÞ

 �

N

� 	
(11.46)

This matrix of the Hirshfeld responses transforms the given displacements of the

atomic effective external potentials DVH into the associated linear responses of

electron densities of the externally closed AIM:

½DrHðrÞ�NH ¼
ð
DVHðr0ÞbHðr0; rÞ dr0: (11.47)

The double chain-rule transformation of the bHX;Yðr; r0Þ derivative then expresses

this kernel as the corresponding fraction of the molecular kernel:

bHX;Yðr; r0Þ ¼
@rHYðr0Þ
@VH

XðrÞ

 �

NH

¼ dvðrÞ
dVH

XðrÞ
@rðr0Þ
@vðrÞ


 �

N

drHYðr0Þ
drðr0Þ

¼ dHXðrÞbðr; r0ÞdHYðr0Þ: (11.48)
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Consider next the FF indices of the Hirshfeld atoms, the bonded atom analogs of

the molecular FF (7.229):

f ðrÞ ¼ @2E½N; v�=@N@vðrÞ ¼ ½@rðrÞ=@N�v ¼ ½@m=@vðrÞ�N: (11.49)

In the atomic resolution one introduces the row vector of the stockholder FF:

fHðrÞ ¼ @2E½N;VH�
@N @VHðrÞ ¼

@rHðrÞ
@N


 �

VH

¼ @m
@VHðrÞ


 �T

N

¼ fHX ðrÞ ¼
@rHXðrÞ
@N


 �

VH

¼ @m
@VH

XðrÞ

 �

N

� 	
:

(11.50)

They can be also expressed as the associated fractions of the molecular FF by the

appropriate chain-rule transformation of the defining derivative:

fHðrÞ ¼ ffHX ðrÞ ¼
@vðrÞ
@VH

XðrÞ

 �

@2E½N; v�
@vðrÞ @N


 �
¼ dHXðrÞf ðrÞg: (11.51)

These contributions thus define the additive atomic contributions to the molecu-

lar FF:
P

X fHX ðrÞ ¼ f ðrÞ. By integrating these atomic FF one finds the associated

condensed FF index of the stockholder subsystems:

FH
X � ½@NH

X=@N�v ¼
ð
f HX ðrÞdr ¼

ð
f ðrÞdHXðrÞdr; (11.52)

measuring the linear response in atomic electron population NH
X per unit shift in the

global number of electrons N.
As we have already indicated in (11.36)–(11.39), the first partials of the single-

AIM density functionals reproduce the corresponding first differential of the

associated molecular functional. One can similarly demonstrate such consistency

of the second differential, e.g., of the energy functional �E½rHX;VH
X �. In order to show

that the above CS of AIM recover the second differential of the molecular elec-

tronic energy in (7.227), we observe that for the “frozen” molecular external

potential v of the BO approximation, the shift of the Hirshfeld AIM density is

determined by its FF [Eq. (11.51):

drHXðrÞ
� �

v
¼ dN½@rHXðrÞ=@N�v ¼ dN fHX ðrÞ ¼ dN dHXðrÞf ðrÞ: (11.53)
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The second differential of �E½rHX;VH
X � then gives:

d2 �E½rHX;VH
X � ¼

1

2

ðð
½drHXðr0Þ�v

@mH
XðrÞ

@rHXðr0Þ

 �

v

½drHXðrÞ�v dr dr0
�

þ
ðð

dVH
Xðr0Þ

@mH
XðrÞ

@VH
Xðr0Þ


 �

N

½drHXðrÞ�v dr dr0

þ
ðð

dVH
Xðr0Þ

@rHXðrÞ
@VH

Xðr0Þ

 �

N

dVH
XðrÞ dr dr0

þ
ðð

½drHXðr0Þ�v
@rHXðrÞ
@rHXðr0Þ


 �

v

dVH
XðrÞ dr dr0




¼ 1

2
½ðdNÞ2

ðð
fHX ðr0Þ�HX;Xðr0; rÞfHX ðrÞ dr dr0

þ dN

ðð
drHXðrÞ
dHXðrÞ

fHX ðr0Þ dVH
Xðr0Þ f HX ðrÞ dr dr0

þ
ðð

dVH
Xðr0ÞbHX;Xðr0; rÞdVH

XðrÞ dr dr0

þ dN

ðð
fHX ðr0Þ

dHXðrÞ
dHXðr0Þ

dðr � r0Þ dVH
XðrÞ dr dr0�

¼ 1

2
½ðdNÞ2� þ 2dN

ð
f ðrÞ dvðrÞdr þ

ðð
dvðr0Þbðr0; rÞdvðrÞ dr dr00�

¼ d2E½N; v�:
(11.54)

It should be emphasized that ultimately the “vertical,” submolecular reality of

the system resolution into atomic fragments, which is so important for both the

language and understanding in chemistry, cannot be verified by any direct experi-

ment, since descriptors of bonded atoms cannot be formulated as the unique

quantum mechanical “observables.” Therefore, the bonded atoms, functional

groups, and chemical bonds have to be ultimately classified as Kantian noumenons
(Parr et al. 2005). Nonetheless, the partial understanding and indirect probes of

these important chemical concepts are available from several different perspectives

(e.g., Bader 1990; Nalewajski 2006g). Moreover, the close analogy between the

phenomenological description of molecules/fragments in IT and the ordinary ther-

modynamics introduces the thermodynamic-like causality into relations between

perturbations and responses of molecular subsystems thus bringing more consis-

tency into chemical theories (Nalewajski 2006g).
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Chapter 12

Orbital Communication Theory

of the Chemical Bond

Abstract The rudiments of the Orbital Communication Theory (OCT) of the

chemical bond are presented. Molecules are interpreted as communication systems

in which the electron probability (information) is scattered between AO of the basis

set of molecular calculations. They are defined by the conditional probabilities

derived from the bond-projected superposition principle. The IT multiplicity of

all chemical bonds in a molecule is introduced, originating from the orbital

interactions between AO of all constituent atoms, and its covalent and ionic

components are linked to the channel average communication noise and informa-

tion flow descriptors, respectively. In the illustrative two-AO model of the single

chemical bond this approach conserves the overall bond descriptor for all admissi-

ble MO polarizations, from the purely covalent structure to the ion pair configura-

tion. This bond order preservation signifies the competition between the covalent

and ionic bond components. The orbital communications are partitioned into the

internal (intra-atomic) and external (interatomic) subchannels.

The multiconditional probabilities of orbital events in the chemical bond system

of the molecule, required for determining the information theoretic indices of the

bond couplings between molecular fragments, are established within the theoretical

framework of the one-determinantal orbital representation of molecular electronic

structure. They are again derived from an appropriate generalization of the bond-

projected superposition principle. The triply conditional probabilities, relating one

conditional event to another, are shown to satisfy the relevant nonnegativity and

symmetry requirements. The probability/information scattering perspective on the

localized diatomic interactions between AO originating from a given pair of AIM is

presented. It uses the ensemble averaging, known as the flexible input approach,
with the weights provided by the joint (bond) two-orbital probabilities of the

interacting AO. This procedure is first applied to the two-orbital model, where it

is shown to reproduce (in bits) the corresponding Wiberg measure of the bond

order. Its generalization to atoms contributing several AO to the chemical bond

system is shown to exactly reproduce the corresponding Wiberg index in diatomic

molecules, while closely approximating the latter in larger systems. The coupling

effects between chemical bonds, which require conditional probabilities of several

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_12, # Springer-Verlag Berlin Heidelberg 2012
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AO on molecular subsystems, are examined and the effect of the IT-ionic activation

of adsorbates is predicted.

The direct (through-space) and indirect (through-bridge) components of chemical

interactions between atomic orbitals are identified in both the Wiberg bond order

formalism and in OCT. The illustrative examples using the H€uckel description of

the conjugated p-bonds in benzene and butadiene are given and the existence

of the through-bridge bond between bridgehead carbons in small propellanes is

conjectured. The amplitude channels of probability scattering in molecules are

introduced and the operator representation of the direct and multiple probability

propagations is developed. The independent (principal) AO communications are

defined and the stationary probability distribution is shown to be conserved in the

multiple bridge propagations of the scattering amplitudes. The bridge amplitudes

are expressed in terms of the bond overlap (density) matrix elements using the chain

rule expressions for the implicit derivatives between AO in the molecular bond

system.

12.1 Molecular Communication Systems

The key concept of CTCB is the molecular communication (information) channel

(see Sect. 8.5), which can be constructed at alternative levels of resolving

the electron probabilities into the underlying elementary “events” determining the

channel inputs a ¼ {ai} and outputs b ¼ {bj}. For example, they may involve

finding an electron on the basis set orbitals (AO), MO, AIM, molecular fragment,

etc. Such communication channels can be generated within both the local and
condensed descriptions of electronic probabilities. These networks describe the

probability/information propagation in the molecule and are characterized using

standard entropic quantities developed in IT for real communication devices (e.g.,

Shannon 1948; Shannon and Weaver 1949; Abramson 1963), describing the cova-

lent (communication noise) and ionic (information flow) components of the chemi-

cal bonds, which together determine the IT measure of the overall bond

multiplicity, expressed in the entropy/information units (Nalewajski 2006g, 2010f

and references therein).

Due to the electron delocalization throughout the network of chemical bonds in

a molecule the transmission of “signals” about the electron assignment to the

underlying elementary events of the resolution in question becomes randomly

disturbed, thus exhibiting typical communication “noise.” Indeed, an electron

initially attributed to the given atom/orbital in the channel “input” a (molecular,

promolecular) can be later found with nonzero probabilities at several locations in

the molecular “output” b. Therefore, the input signal (molecular, promolecular, or

ensemble “tailored”) becomes scattered in the molecule in accordance with its

communication connections determined by the conditional probabilities of finding

the channel outputs given inputs in the specific resolution under consideration.
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The input signal propagation due to electron delocalization in the molecular

bond system is thus embodied in the conditional probabilities of the outputs-given-
inputs, P(bja) ¼ {P(bjjai) � P(jji)}, which define the molecular information net-

work. Both the one- and two-electron approaches have been devised to construct

this matrix (Nalewajski 2006g, 2010f, and references therein). The latter have used

the joint probabilities of simultaneous, joint events involving two electrons in a

molecule, in the AIM input and output, respectively, to determine the network

conditional probabilities (Nalewajski 2006g and references therein), while the

former constructs the relevant orbital probabilities using the bond-projected super-

position principle of quantum mechanics (Nalewajski 2010f and references

therein).

In OCT of the chemical bond, which explores the information propagation in the

AO-resolved molecular communication channels (Nalewajski 2009e, f, g, 2010b, f,

2011d, e, f, g, h; Nalewajski et al. 2011a), the overall IT bond orders and their

entropic covalent (communication “noise”) and ionic (information “flow”)

components result from the appropriate conditional probabilities between AO

contributed by the system constituent atoms. The latter are generated by the

bond-projected superposition principle of quantum mechanics. The basis functions

(AO) of the standard SCF LCAOMO calculations indeed determine a natural set of

the elementary electron occupation events within the orbital representation of the

molecular electronic structure. The ultimate goal of these orbital (Hartree–Fock or

Kohn–Sham) theories is to determine the subspace of the occupied Molecular
Orbitals (MO), which determine the equilibrium (ground state) distribution of

electrons in a molecule and thus its system of chemical bonds.

The two-electron CTCB treatment (Nalewajski 2000c, 2004b, c, d, e, 2005a, b, c,

2006a, b, c, d, e) has been found to give rise to rather poor representation of the bond

differentiation patterns in molecules (Nalewajski 2006g). These bonding patterns

are decisively improved within OCT using the AO resolution (Nalewajski 2009f, g,

2010c, f, 2011g, h; Nalewajski et al. 2011a). The latter scheme complements its

earlier orbital implementation using the effective AO promotion channel generated

from the sequential cascade of the intermediate orbital transformation stages

(Nalewajski 2008a, b, c). Such consecutive cascades of elementary information

systems have been used to represent the orbital transformations and the electron

excitations in the resultant propagations of the electron probabilities in molecules.

The information cascade approach also provides the probability scattering perspec-

tive on the atomic promotion due to the orbital hybridization (Nalewajski 2007).

In OCT the conditional probabilities determining the molecular communication

channel in the basis function resolution follow from the quantum mechanical

superposition principle (Dirac 1967) supplemented by the “physical” projection

onto the subspace of the system occupied MO, which determine the molecular

network of chemical bonds (Nalewajski 2009e, 2010b, 2011g, h; Nalewajski

et al. 2011a). Both the molecule as a whole and its constituent subsystems have

been shown to be adequately described by the CTCB/OCT bond indices

(Nalewajski 2005b, c, 2009g, 2010d; Nalewajski et al. 2010c). The internal and

external indices of molecular fragments (groups of AO) can be efficiently generated
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using the appropriate reduction of the molecular channel by combining several

inputs/outputs into a single molecular fragment (Nalewajski 2005a).

In the OCT formulation of CTCB, the off-diagonal orbital communications have

been shown (Nalewajski 2009e) to be proportional to the corresponding Wiberg

(1968) or related quadratic indices of the chemical bond (Gopinathan and Jug 1983;

Mayer 1983; 1985; Jug and Gopinathan 1990; Nalewajski and Mrozek 1994, 1996;

Nalewajski et al. 1993, 1994a, 1996b, 1997; Nalewajski 2004b). The Wiberg-

calibrated IT indices of diatomic interactions in molecules, generated using

the input-weighted approach, which adopts the flexible (“ensemble”) input

probabilities to probe the localized bonds in the molecule, have been successfully

implemented in the spin-restricted Hartree–Fock (RHF) theory (Nalewajski et al.

2011a). The resulting IT descriptors have been shown to account for the chemical

intuition quite well, at the same time providing the resolution of the overall bond

multiplicities into the complementary IT-covalent and IT-ionic components. In the

same study, the need for recognizing the signs of the off-diagonal matrix elements

of the CBO matrix has been stressed, in order to properly account for the so-

called “occupation” decoupling, when the antibonding MO become successively

populated in the excited electron configurations.

In this chapter we shall summarize the theoretical basis and representative

ground state applications of OCT to the localized chemical bonds and the bond

coupling phenomena in molecular and/or reactive systems. The novel, generalized

perspective on the bond multiplicity origins, recognizing both the direct (through-
space) and indirect (through-bridge) contributions to chemical interactions in

molecules will be presented and appropriate generalization of the orbital commu-

nication contributions will be introduced. This generalized outlook on orbital

interactions in molecules rectifies some artifacts of the p-interactions in benzene

and butadiene, and it gives an additional insight into the origins of the central bond

in small propellanes.

12.2 Information Channels in Atomic Orbital Resolution

We begin with a short overview of the molecular communication systems in the

AO/basis-function resolution for the propagation of the condensed electron

probabilities of AO in the molecular bond system (Nalewajski 2009e, f, g). The

underlying conditional probabilities generate the entropy/information descriptors

of both the overall pattern of chemical bonds and their covalent and ionic composi-

tion in the molecular system under consideration. The conditional entropy (com-

munication noise) and mutual information (information flow) descriptors of the

molecular channel then provide the IT measures of the system covalency and

ionicity, respectively (Nalewajski 2000c, 2004b, c, d, e, 2006g).

In MO theory, the network of chemical bonds is determined by the occupied MO

in the system ground state. Let us assume, for reasons of simplicity, the closed-shell

(cs) electron configuration of N ¼ 2n electronic system, within the standard RHF
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description, which involves the n lowest (doubly occupied, orthonormal) MO. In

the familiar SCF LCAO MO approach, they are generated as linear combinations

w ¼ (’1, ’2, . . ., ’m) ¼ {’s} ¼ xC of the adopted basis functions of the generally

overlapping AO contributed by the constituent AIM, x ¼ (w1, w2, . . ., wm) ¼ {wi},
for which the overlap matrix S ¼ xh jxi ¼ fSi;j 6¼ di;jg. Alternatively, the

L€owdin (symmetrically) orthogonalized AO (OAO) can be used, for which

S ¼ xh jxi ¼ fSi;j ¼ di;jg � I; unless specified otherwise the OAO basis is assumed

throughout this chapter. The square matrix C ¼ fCi;sg ¼ xh jwi ¼ (C�
j
jCv) then

groups the relevant LCAO MO coefficients to be determined using the iterative

SCF procedure, with the rectangular submatrices Co andCv grouping the expansion

coefficients of the occupied (o) and virtual (v) MO:

wo ¼ ð’1; ’2; . . . ; ’nÞ ¼ xCo and wv ¼ ð’nþ1; ’nþ2; . . . ; ’mÞ ¼ xCv:

The system electron density r(r),

rðrÞ ¼ 2wðrÞwyðrÞ ¼ xðrÞ½2CCy�xyðrÞ � xðrÞgxyðrÞ ¼ NpðrÞ; (12.1)

and hence also the one-electron probability distribution p(r) ¼ r(r)/N, the shape-
factor of r, are then determined by the (CBO) density matrix g of (6.45), (10.25),

and (10.34),

g ¼ 2 xh jwoi woh xj i ¼ 2CoCoy � 2 xh jP̂ow xj i ¼ 2 xh jP̂ow
� �

P̂
o

w xj i
� �

� 2 xb
� ��xb

�

¼ gi;j ¼ 2 wih jP̂ow wj
�� � � 2 ih jP̂ow jj i ¼ 2 ib

�� jb� �n o
:

(12.2)

The latter thus constitutes the AO representation of the projection operator onto the

subspace of all doubly occupied MO, P̂
o

w ¼ woj i woh j ¼ Poccd:
s

sj i sh j � SsP̂
o

s . Above,

we have also introduced the AO projections onto the bond subspace

wo : jxbi ¼ jwoihwojxi ¼ fjibig. In orbital approximation of the single Slater

determinant the density matrix g of the closed-shell system then satisfies the

following idempotency relation

ðgÞ2 ¼ 4 xh jP̂ow xj i xh jP̂ow xj i ¼ 4 xh j P̂
o

w

� �2
xj i ¼ 4 xh jP̂ow xj i ¼ 2g: (12.3)

This CBO (density) matrix reflects the promoted, valence state of AO in the

molecule, with the diagonal elements measuring the effective electron occupations

of basis functions, {Ni ¼ gi,i ¼ Npi}, and hence also the net charges of AIM,

with probabilities p ¼ {pi ¼ gi,i/N} of the AO being occupied in the molecule,

∑i pi ¼ 1. The signs of its off-diagonal (interatomic) elements, called bond orders,
reflect the character of the effective chemical interaction between the given pair

(wi,wj) of AO: for their positive overlap Si,j > 0, gi,j > 0 then signifies their bonding
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combination and gi,j < 0 implies the resultant antibonding coupling in all occupied

MO, with gi,j ¼ 0 identifying the mutually nonbonding status of the two basis

functions [see (10.26)].

The molecular information channel in the (condensed) orbital resolution thus

involves the AO events x in its input a ¼ {wi} and output b ¼ {wj}. It represents the
effective communication promotion of these basis functions in the molecule, via

the probability/information scattering described by the conditional probabilities of

the AO outputs given the AO inputs, identified by the column (output) and row
(input) indices, respectively. In this one-electron description, the AO ! AO com-

munication network is determined by the conditional probabilities of the output AO

events, given the input AO events,

PðbjaÞ ¼ fPðwjjwiÞ � PðjjiÞ ¼ Pði ^ jÞ=pig;
X

j
PðjjiÞ ¼ 1; (12.4)

where the associated joint probabilities of simultaneously observing two AO in the

system chemical bonds P(a∧b) ¼ {P(i∧j)} satisfy the usual partial and total

normalization relations:

X
i
Pði ^ jÞ ¼pj;

X
j
Pði ^ jÞ ¼pi;

X
i

X
j
Pði ^ jÞ ¼ 1: (12.5)

The conditional probabilities P(bja) define the information scattering in the AO

promotion channel of the molecule, in which the “signals” of the molecular electron

allocations to basis functions are transmitted between the AO inputs and outputs.

Such communication system constitutes the basis of the OCT.

In quantum mechanics, the “geometric” (g) conditional probability Pg(fjc) of
observing the normalized (variable) state f, given another (parameter, reference)
state c, emerges in the context of the superposition principle (Dirac 1967):

PgðfjcÞ ¼ cjfh ij j2 ¼ fjch i cjfh i ¼ fjP̂cjf
� � ¼ cjP̂fjc

� � ¼ PgðcjfÞ: (12.6)

It should be observed that the quantum state conditioned upon itself in the molecu-

lar Hilbert space gives the probability of the sure event: Pg(cjc) ¼ 1.

Since we are interested in the simultaneous AO events occurring in the bond

system of the molecule, the two scalar products in the preceding equations have to

be calculated between the AO projections into the occupied subspace wo of MO

(Nalewajski 2009e). Such “physical” conditional probabilities between AO are

obtained by inserting the projector P̂
o

w between the two states, say f ¼ wj and
c ¼ wi, involved in the two scalar products of the preceding geometrical

expression:

PðjjiÞ ¼ N ijhijP̂owjjij2 ¼ N ih jjP̂owjiihijP̂
o

wjji ¼ N ih jjP̂owP̂iP̂
o

wjji � N i jjŜijj
� �

¼ ð2gi;iÞ�1gi;jgj;i:

(12.7)
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This probability is thus determined as expectation value in the final (variable,
output) state wj of the molecular scattering operator Ŝi from the initial (reference,
input) state wi (Nalewajski 2011c):

Ŝi ¼ P̂
o

w ij i ih jP̂ow ¼ P̂
o

w P̂
o

i P̂
o

w ¼ ib
�� � ib
� �� � P̂

b

i : (12.8)

The proportionality constant N i ¼ ð2gi;iÞ�1
satisfies the required normalization

condition [see (12.4)],

X
j
PðjjiÞ ¼ N i

X
j
gi;jgj;i ¼ 2N igi;i ¼ 1: (12.9)

For the open-shell generalization, see Nalewajski (2009g).

To summarize, the generalized, bond-projected superposition principle of quan-

tum mechanics generates the (physical) conditional probabilities as renormalized

squares of corresponding elements of the CBO matrix:

PðbjaÞ ¼ PðjjiÞ ¼ N i ih jP̂ow jj i
���

���
2

¼ ð2gi;iÞ�1gi;jgj;i ¼ ð2gi;iÞ�1gi;j2
� �

: (12.10)

These probabilities explore the dependencies between AO resulting from their

simultaneous participation in the framework of all occupied MO, i.e., their

involvement in the entire network of chemical bonds in the molecule. This molec-

ular channel can be probed using both the promolecular p0 ¼ p0i
	 
� �

, molecular

(p ¼ {pi}), or arbitrary, e.g., the ensemble input probabilities, in order to extract the

desired IT descriptors of the system/fragment bond multiplicities and their ionic
and covalent components (Nalewajski 2009e, f, g, 2010b, c, f, 2011g, h; Nalewajski

et al. 2010c).

In this approach, the off-diagonal conditional probability of jth AO output

given ith AO input is thus proportional to the squared element of the CBO matrix

linking the specified pair of AO, gj,i ¼ gi,j, thus being also proportional to the

corresponding AO contribution M i;j ¼ g2i;j to the Wiberg index of the overall

chemical bond order between two atoms A and B in the molecule (Wiberg 1968),

M A;B ¼
X

i2A
X

j2B M i;j; (12.11)

or to related generalized quadratic descriptors of the molecular bond multiplicities

(Gopinathan and Jug 1983; Mayer 1983; Jug and Gopinathan 1990; Nalewajski and

Mrozek 1994, 1996; Nalewajski et al. 1993, 1994a, 1996a, b, 1997).

It can be straightforwardly verified using the idempotency relation of (12.3) that

the associated matrix of the joint two-AO probabilities,

Pða^ bÞ ¼ Pði ^ jÞ ¼ piPðjjiÞ ¼ ð2NÞ�1gi;jgj;i ¼ ð2NÞ�1 ih jP̂ow jj i jh jP̂ow ij i
n o

;

(12.12)
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indeed satisfies the normalization conditions of (12.5):

X
i
Pði ^ jÞ ¼ ð2NÞ�1

X
i
gj;igi;j ¼ ð2NÞ�1

2gj;j ¼ pj: (12.13)

12.3 Entropy/Information Descriptors of Bond Components

In OCT the entropy/information indices of the covalent/ionic components of all

chemical bonds in the given molecular system as a whole represent the comple-

mentary descriptors of the average communication noise and the average amount of

the information flow in the molecular channel (e.g., Nalewajski 2000c, 2004b, c, d, e,

2005a, b, c, 2006g, 2010f; 2011e; Nalewajski et al. 2010c). The molecular input

signal P(a) � p then generates the same distribution in the channel output,

p PðbjaÞ ¼
X

i
piPðjjiÞ �

X
i
Pði ^ jÞ ¼ pj

n o
¼ p; (12.14)

thus identifying p as the stationary probability vector of AO in the molecular

ground state, while the promolecular input P(a0) � p0 in general produces slightly

different output probability.

The purely molecular communication channel, with p defining its input signal, is
devoid of any reference (history) of the chemical bond formation and generates the

average noise index of the molecular IT bond covalency, measured by the condi-
tional entropy of the molecular outputs given molecular inputs (see Sects. 8.4 and

8.5):

S PðbÞjPðaÞð Þ � HðBjAÞ ¼ �Pi

P
j Pði ^ jÞ log½Pði ^ jÞ=pi�

¼Pi pi �Pj PðjjiÞ logPðjjiÞ
h i

�Pi piSi � SðpjpÞ � S:
(12.15)

This average noise descriptor expresses the difference between the Shannon

entropies of the molecular one- and two-orbital probabilities (see Sect. 8.4),

S ¼ HðABÞ � HðAÞ;
HðAÞ ¼ �

X
i
pi log pi � S PðaÞð Þ ¼ HðBÞ � S PðbÞð Þ;

HðABÞ � SðPða ^ bÞÞ � HðA ^ BÞ ¼ HðAÞ þ HðBÞ � IðA:BÞ
¼ �

X
i

X
j
Pði ^ jÞ logPði ^ jÞ: (12.16)

Hence, for the independent input and output events, when Pind.(a∧b) ¼ {pipj},
S(Pind.(a∧b)) ¼ 2S(p) and hence Sind. ¼ S(p).

The AO channel with the promolecular AO probabilities P(a0) ¼ p0 as its input
“signal” refers to the initial state in the bond formation process. It corresponds to
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the ground state (fractional) occupations of the AO contributed by the system

constituent (free) atoms, before their mixing into MO. This input signal gives rise to

the average information flow descriptor of the system overall IT bond ionicity, given
by the mutual information in the channel inputs and outputs (Nalewajski 2011e):

IðPða0Þ:PðbÞÞ � IðA0:BÞ ¼
X

i

X
j
Pði ^ jÞ log Pði ^ jÞ= pjp

0
i

� �
 �

¼
X

i
pi
X

j
PðjjiÞ log PðijjÞ=p0i


 �n o
�
X

i
piI

0
i � Iðp0:pÞ � I0

¼ SðPðbÞÞ þ SðPða0ÞÞ � SðPða ^ bÞÞ ¼ DSðpjp0Þ þ SðpÞ � S;

(12.17)

where (see Section 8.3) the entropy deficiency in the molecular output distribution

p relative to the promolecular reference p0 reads: DS(pjp0) ¼ ∑ipilog(pijpi0). This
amount of information reflects the fraction of the initial (promolecular) information

content S(p0) received in the channel output, which has not been dissipated as noise
in the molecular communication system. In particular, for the molecular input,

when p0 ¼ p and DS(pjp) ¼ 0,

IðPðaÞ:PðbÞÞ ¼
X

i

X
j
Pði; jÞ log½Pði; jÞ=ðpjpiÞ� ¼ SðpÞ � S � Iðp:pÞ: (12.18)

Hence, for the independent input and output events Iind.(P(a) : P(b)) ¼ 0.

Finally, the sum of these two bond components,

N ðPða0Þ;PðbÞÞ ¼ Sþ I0 � N ðp0; pÞ � N 0 ¼ DSðpjp0Þ þ SðpÞ
¼
X

i
pi Si þ I0i
� � �

X
i
piN 0

i ; (12.19)

where N 0
i ¼ � log p0i stands for the self-information in the promolecular AO input

event wi, measures the overall IT multiplicity of all bonds in the molecular system

under consideration. Alternatively, for the molecular input, when P(a) ¼ p, this
quantity preserves the Shannon entropy of the molecular input probabilities:

N ðPðaÞ;PðbÞÞ ¼ SðPðbÞjPðaÞÞ þ IðPðaÞ:PðbÞÞ ¼ SðPðaÞÞ ¼ SðpÞ: (12.20)

We recall (see diagrams of Figs. 8.1 and 8.5) that for two dependent probability

schemes the common (overlap) area of the associated entropy circles corresponds

to the mutual information I(P(a):P(b)) in both distributions, while the remaining

parts of individual circles represent the corresponding conditional entropies S(P(b)j
P(a)) and S(P(a)jP(b)). The latter measure the residual uncertainty about events

in one set, when one has the full knowledge of the occurrence of the events in the

other set of outcomes. Accordingly, the area enclosed by the envelope of these two

overlapping circles represents the entropy in the joint distribution of these two sets

of events [see also (12.16)]:
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SðPðaÞ ^ PðbÞÞ ¼ SðPðaÞÞ þ SðPðbÞÞ � IðPðaÞ : PðbÞÞ
¼ SðPðaÞÞ þ SðPðbÞjPðaÞÞ ¼ SðPðbÞÞ þ SðPðaÞjPðbÞÞ: (12.21)

12.4 Two-Orbital Model of Chemical Bond

To illustrate these IT concepts, let us again examine the 2-AO model of the

chemical bond (see Sect. 10.6). The ground state density matrix g0 for the doubly

occupied bonding MO ’b (10.26) generates the following conditional probability

matrix PðbjaÞ ¼ PðxjxÞ ¼ fPðjjiÞg (12.10):

PðxjxÞ ¼ P Q
P Q

� �
; (12.22)

which determines the relevant AO ! AO communication network for this model

bond system, shown in Fig. 12.1. In this nonsymmetrical binary channel, one adopts

the molecular input signal, p ¼ (P, Q ¼ 1 � P), to extract the bond IT-covalency

index, which measures the channel average communication noise, and the

promolecular input signal, p0 ¼ (½, ½), to calculate the IT-ionicity index measur-

ing the channel information capacity relative to this covalent promolecule, in

which the two basis functions contribute a single electron each to form the chemical

bond.

The bond IT-covalency S(P) is thus determined by the binary entropy function

H(P) ¼ �Plog2P � Qlog2Q ¼ H(p) of Fig. 8.4. It reaches the maximum value

H(P ¼ ½) ¼ 1 bit for the symmetric bond P ¼ Q ¼ ½, e.g., the s bond in H2 or

p-bond in ethylene, and vanishes for the lone pair molecular configurations,

when P ¼ (0, 1), H(P ¼ 0) ¼ H(P ¼ 1) ¼ 0, marking the alternative ion pair

configurations A+B� and A�B+, respectively, relative to the initial AO occupations

N0 ¼ (1, 1) in the assumed (atomic) promolecular reference, in which both atoms

contribute a single electron each to form the chemical bond.

The complementary descriptor of IT-ionicity, determining the channel mutual

information (capacity), I0(P) ¼ DS(pjp0) ¼ H[p0] � H(P) ¼ 1 � H(P), reaches
the highest value for these two limiting electron-transfer configurations P ¼ (0, 1):

p(p0) P(b⏐a) p 

P(½)

Q(½)

A

B BQ Q

AP P S = –Plog2P – Qlog2Q = H(P)

I0 = H(p0) – H(P) =1 – H(P)
P
Q

0 = I0 + S = H(p0) = 1

Fig. 12.1 Communication channel of the 2-OAO model of the chemical bond and its entropy/

information descriptors (in bits)
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I0(P ¼ 0) ¼ I0(P ¼ 1) ¼ H(½) ¼ 1 bit. This ionicity descriptor identically

vanishes for the purely covalent, symmetric bond: I0(P ¼ ½) ¼ 0.

Therefore, these two components of the chemical bond multiplicity compete

with one another, yielding the conserved overall IT bond index N 0ðPÞ ¼
SðPÞ þ I0ðPÞ ¼ 1 bit:, marking a single bond in IT, in the whole range of admissible

bond polarizations P ∈ [0, 1]. This simple model thus properly accounts for

the competition between the bond covalency and ionicity, while preserving the

single bond order measure reflected by the conserved overall IT multiplicity of

the chemical bond. Similar effects transpire from this model description in the

(two-electron) CTCB and the quadratic bond indices formulated in the MO theory.

12.5 Additive and Nonadditive Components of Information

Channels

Let us combine the molecular basis functions of typical SCF LCAO MO

calculations into the corresponding atomic subsets:

x ¼ fxXg ¼ ðxA;xB;xC; . . .Þ � xAIM: (12.23)

This arrangement determines the associated block structure of the AO conditional

probability matrix:

PðxAIMjxAIMÞ ¼ fPðxXjxYÞg; ðX;YÞ 2 A;B;C; . . . (12.24)

As schematically shown in Fig. 12.2, each diagonal block P(xXjxX) then

determines the internal (one-center) communications X ! X, within atom X

alone, which are responsible for the AIM promotion to its bonding (valence) state
in the molecule. The off-diagonal blocks P(xXjxY) and P(xYjxX), X 6¼ Y, similarly

generate the external (two-center) communications Y ! X and X ! Y, respec-

tively, between AO contributed by both atoms, which are ultimately responsible for

the truly bonding contributions to the overall IT multiplicities of the localized

chemical bonds between the specified pair of AIM. It should be emphasized,

however, that the chemical values of diatomic bond multiplicities combine both

the one- and two-center effects of the intra-atom polarization (promotion) and

interatomic delocalization and CT effects, respectively, since in bonding phenom-

ena both these processes are synergetically combined with one another.

The interatomic communications in the molecular channel reflect the covalent

interactions between the given pair of atoms, so that nonbonded (separated) atoms

of the promolecule exhibit only the intra-atom probability propagations. The same

principle can be used to naturally partition the molecular AO communication

system of the AIM-arranged basis set xAIM into its AIM additive and nonadditive

subchannels (Fig. 12.2) (Nalewajski 2010c):
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PðxAIMjxAIMÞ � PtotalðxAIMjxAIMÞ
¼ Padd:ðxAIMjxAIMÞ þ Pnadd:ðxAIMjxAIMÞ: (12.25)

The former combines all internal (intra-atomic) communications within each

(externally decoupled) AIM, thus being solely determined by the diagonal, atomic

blocks of the molecular conditional probabilities P(xAIM jxAIM):

Pint:ðxAIMjxAIMÞ ¼ fPðxXjxXÞdX;Yg � Padd:ðxAIMjxAIMÞ: (12.26)

The latter groups all complementary, external (interatomic) probability

propagations between the (externally coupled) pairs of bonded atoms in the molec-

ular system under consideration:

Pext:ðxAIMjxAIMÞ ¼ fPðxXjxYÞð1� dX;YÞg � Pnadd:ðxAIMjxAIMÞ: (12.27)

It should be stressed, however, that these scattering probabilities of atomic

subchannels, which originate from the given input, do no longer sum up to 1,

since this normalization condition applies only to the total list of outputs involving

both the AIM diagonal and off-diagonal communications. In OCT only the full list

of the AO inputs determines the complete origins (sources) of all chemical bonds in

the molecule. Accordingly, the full list of such outputs signifies that all chemical

bonds have been counted in the resulting resultant IT bond multiplicities. Thus,

should one focus on the effective chemical bonds between the specified pair of
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= +

Fig. 12.2 Partitioning of the conditional AO probabilities defining the molecular information

system into the one-center (AIM-internal, additive) and two-center (AIM-external, nonadditive)

subchannels, and the underlying communications between the constituent bonded atoms
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atoms A and B, only the xAB ¼ (xA, xB) outputs should be included in the relevant

communication network. Again, the full list x ¼ xAIM of the AO inputs generates

the resultant chemical connectivity between the two bonded atoms in the molecule

under consideration, while limiting this list to xAB generates the corresponding

entropy/information measures solely due to internal communications (bonds) in this

diatomic fragment.

Therefore, both the inter-atom and interatom communications ultimately con-

tribute to the overall IT bond index in the molecular system in question. Indeed, the

chemical bond concept combines both the intra-atomic promotion (polarization)

and the interatomic delocalization/CT phenomena. As we have already argued in

the preceding section, the promoted (valence) state of each AIM is determined

mainly by the associated atomic (diagonal) block of molecular conditional

probabilities. Important though it is for the full characterization of the AIM valence

preparation in the molecule and the resultant, chemical values of bond multiplicities

reflected by the overall IT multiplicities and their covalent/ionic components, it has

no direct relevance for the pattern of diatomic “connectivities” between bonded

atoms. Therefore, the partition of (12.25)–(12.27) again emphasizes the importance

of separating the additive and nonadditive subchannels for distinguishing the

chemical one-center promotion of AIM from the molecular two-center interaction
phenomena in OCT of the chemical bond.

It should be stressed, however, that the exact AO additivity calls for the strictly

deterministic (unit matrix) character of the intra-atomic communications. There-

fore, the presence of the off-diagonal probability scattering introduces the atomic

information nonadditivities, which are synonymous with the presence of some

chemical bonds associated with this one-center covalency.
One also realizes that the external/internal proportions of the chemical bond

contributions depend on the adopted orbital representation. Clearly, in the canonical

AO representation, there are always some internal covalency (communication

noise) and ionicity (information flow) contributions involved in the atomic promo-

tion processes. One also observes that in the Natural Hybrid Orbital (NHO)

framework on constituent atoms, in which the atomic (diagonal) blocks of the

first-order density matrix become diagonal, the intra-atomic communications

become exactly deterministic in character, so that one-center (additive) IT-

covalency then identically vanishes. As in the CG probe of the chemical bond

localization, the entropic descriptors of the bond IT-covalency are then determined

solely by the nonadditive subchannel, which combines the communications

between AO originating from different atoms.

The partitioning of the conditional probabilities in (12.25)–(12.27) is in the spirit

of the related division of the AO representations of quantum mechanical operators

in the context of their internal and external eigenvalue problems (Nalewajski

et al. 1996a; Nalewajski 2008d). The latter approach has been successfully applied

in identifying the partially decoupled channels of the collective electron

displacements in reactants (Nalewajski and Korchowiec 1997; Nalewajski

2008d), and it has recently been used to determine the interatomic flows of electrons

in molecules (Mitoraj 2007; Mitoraj and Michalak 2005, 2007; Mitoraj et al. 2006,
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2007). In the next chapter, we shall demonstrate that, when additionally supple-

mented by the atom promotion communications and the ensemble bond weighting

in the channel input, this separation exactly reproduces the Wiberg bond orders in

diatomic molecules, thus fully accounting for the chemical bond differentiation

patterns in diatomic fragments of typical molecules.

12.6 Quantum Conditioning of Orbital Subspaces

and Conditional AO Events

It follows from (12.6) that the essence of the quantum conditioning of two states in

Pg(fjc), measuring the expectation value in the variable state of the projector onto

the parameter state, is the projection operator onto the reference state. This pre-

scription is then supplemented in the physical probability of (12.7) by the additional

projections of OAO onto the occupied subspace wo of MO, which reflects the actual

participation of the basis functions in the whole system of chemical bonds in a

molecule. It is the main goal of this section to devise a similar procedure for

conditioning the OAO subspaces involving several basis functions and/or two

conditional events on different molecular fragments. Again, the appropriately

generalized bond-projected superposition principle will be used to derive these

singly and triply conditional probabilities, respectively, which simultaneously

involve four basis functions in the molecular system of chemical bonds (Nalewajski

2010b, 2011d).

Let us first examine the quantum conditioning of two subspaces in x, spanned by
the disjoint pairs of OAO, e1 � fuð1Þg ¼ fwi;wjg and e2 � fwð2Þg ¼ fwk; wlg, which
define the associated subspace projectors:

P̂e1 ¼ ij i ih j þ jj i jh j ¼ P̂i þ P̂j; P̂e2 ¼ kj i kh j þ lj i lh j ¼ P̂k þ P̂l: (12.28)

A natural generalization (Nalewajski 2011d) of the procedure adopted in the two-
AO development calls for the subtrace over the variable subspace e1 of the projector
onto the reference subspace e2. This gives the following geometric (g) expression,
corresponding to the whole molecular Hilbert space,

Pgðe1je2Þ ¼ N g
X

uð1Þ uð1ÞjP̂e2 juð1Þ
� �

¼ N g ijkh i kjih i þ ijlh i ljih i þ jjkh i kjjh i þ jjlh i ljjh i½ �
¼ N gðdi;k þ di;l þ dj;k þ dj;lÞ
¼ N g

X
wð2Þ wð2ÞjP̂e1 jwð2Þ

� � ¼ Pgðe2je1Þ ¼ 0: (12.29)

Its physical, bond-projected analog then reads:
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Pðe1je2Þ � Pði; jjk; lÞ ¼ N 2

X
uð1Þ uð1Þ

����P̂
0

wP̂e2 P̂
0

w

����uð1Þ
� �

� N 2tre1 Ŝe2

¼ ðN 2=4Þðgi;kgk;i þ gi;lgl;i þ gj;kgk;j þ gj;lgl;jÞ
¼ ðN 2=4Þ ðgi;kÞ2 þ ðgi;lÞ2 þ ðgj;kÞ2 þ ðgj;lÞ2

h i
� 0; (12.30)

where the probability scattering operator from the reference subspace e2

Ŝe2 ¼ P̂
0

w P̂e2 P̂
0

w � P̂eb
2
�
X
w2e2

wb
�� �

wb
� ��: (12.31)

As required, up to the normalization constant the resulting expression for the

(nonnegative) conditional probability P(e1|e2) is seen to be symmetrical with respect

to exchanges of orbitals inside and between the two subspaces. It combines the

(renormalized) additive two-orbital contributions of (12.7) for all selections of single
orbitals in the variable and parameter subspaces, respectively. It is straightforward to

calculate once the self-consistent density matrix g is known. This result can be

extended to cover any number of basis functions in each subspace. Such conditional

probabilities reflect the communications between all members of the two spaces

involved and generate the associated IT-covalent and -ionic descriptors of the collective

chemical interactions between these groups of orbitals in the molecular ground state.

As illustrated in Fig. 12.3, this subspace information scattering involving pairs of

AO actually calls for the enlarged channel P(x, x0jx, x0) containing doubled OAO

inputs and outputs, where: e1 ¼ fi 2 x; j 2 x0g and e2 ¼ fk 2 x; l 2 x0g.
Thus, the proportionality constant N 2 has to satisfy the modified normalization

condition involving summation over the union [ of all double-AO (output)

subspaces e1 ¼ (jii, jji) amounting to the double trace over of the entire list

(x, x0) of the output events:

tr[fe1¼ði;jÞgPði; j k; lj Þ ¼ 1: (12.32)

Therefore, the overall normalization of (12.32) can be expressed in terms of the

double AO trace:

Inputs P        Outputs

P

P P(i, j|k, l)
e2 = { k, l} e1 = {ci, cj}

      P

’ P ’

Fig. 12.3 The double AO information channel P(x, x0jx, x0) and its elementary conditional

probability P(e1|e2) � P(i, j|k, l)
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N 2 trxŜe2 þ trx0 Ŝe2

 � ¼ N 2

X
i2x j ih jP̂

0

w P̂e2 P̂
0

w ij i þ
X

j2x0 jh jP̂0w P̂e2 P̂
0

w jj i
h i

¼ ðN 2=4Þ
X

i2x ðgk;i gi;k þ gl;igi;lÞþ
X

j2x0 ðgk;j gj;k þ gl;jgj;lÞ
h i

¼ N 2ðgk;k þ gl;lÞ ¼ 1;

(12.33)

where we have used the idempotency relation of (12.3). Hence,

N 2 ¼ 1=ðgk;k þ gl;lÞ: (12.34)

Therefore, the normalized expression for the singly conditional probability,

relating in the bond space one pair of OAO to another, reads:

Pði; jjk; lÞ ¼ ðgk;igi;k þ gl;igi;l þ gk;jgj;k þ gl;jgj;lÞ=ðgk;k þ gl;lÞ: (12.35)

It constitutes a natural generalization of the two-AO expression (12.10). As

expected, this probability vanishes when there is no chemical coupling between

the two AO subsets, gi,k ¼ gi,l ¼ gj,k ¼ gj,l ¼ 0, either because of the symmetry

requirements or due to large spatial separation R1,2 between two sets of AO,

Pði; jjk; lÞ ! 0ðR1;2 ! 1Þ: (12.36)

This probability is seen to assume a general form of the known two-orbital
expression (12.7),

Pðe1je2Þ ¼ g2e1;e2=ð2ge2;e2Þ; (12.37)

when expressed in terms of the square of the chemical coupling ge1;e2 between the

conditioned subspaces,

g2e1;e2 ¼ g2i;k þ g2i;l þ g2j;k þ g2j;l; (12.38)

and the average AO electron occupation in the parameter (reference) subspace:

ge1;e2 ¼
1

2
ðgk;k þ gl;lÞ: (12.39)

As an alternative measure of an effective information coupling between the two

subspaces one could also adopt the average of the four intersubspace (two-AO)
conditional probabilities of Fig. 12.4:

�Pðe1 e2j Þ ¼ �Pði; j k; lj Þ ¼ 1=4½PðijkÞ þ PðjjkÞ þ PðijlÞ þ PðjjlÞ�
¼ 1

8
½ðgk;igi;k þ gk;jgj;kÞ=gk;k þ ðgl;igi;l þ gl;jgj;lÞ=gl;l�: (12.40)
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It also satisfies the normalization of (12.32) and (12.33):

tr[fe1¼ði;jÞg �Pði;j k;lj Þ¼
X

i2x gk;igi;kþ
X

j2x0 gk;jgj;k
� �

=ð8gk;kÞ

þ
X

i2x gl;igi;lþ
X

j2x0 gl;jgj;l
� �

=ð8gl;lÞ¼1;

where we have again used the idempotency property of the closed-shell CBO

matrix.

The conditional probability (12.35) subsequently defines the associated joint
probability of the two subspaces in the bonding space of the molecule [see (12.12)]:

Pðe1 ^ e2Þ ¼ P½ði; jÞ ^ ðk; lÞ� � Pði; j; k; lÞ ¼ Pðk ^ lÞPði; jjk; lÞ
¼ ½2Nðgk;k þ gl;lÞ��1ðgk;lÞ2½ðgi;kÞ2 þ ðgi;lÞ2 þ ðgj;kÞ2 þ ðgj;lÞ2�;

(12.41a)

which also conforms to the adopted normalization:

tr[fe1¼ði;jÞgP½ði; jÞ ^ ðk; lÞ� ¼ Pðk ^ lÞtr[fe1¼ði;jÞgPði; j k; lj Þ ¼ Pðk ^ lÞ
� Pðk; lÞ: (12.41b)

These joint probabilities of the simultaneous two subspace (four-orbital) events in
the molecular bond space originate from the actual participation of these orbitals in

the system chemical bonds described by the occupied MO. The corresponding

average measure associated with �Pðe1 e2j Þ reads:
�Pðe1 ^ e2Þ ¼ Pðk ^ lÞ �Pði; j k; lj Þ

¼ g2k;l
16N

g2i;k þ g2j;k
� �

=gk;k þ g2i;l þ g2j;l
� �

=gl;l
h i

:
(12.41c)

Let us now address the associated problem of conditioning the probability

propagations in molecular fragments. In the communication theory the localized

chemical interaction between the given AO pair {wi, wj} reflects the probability

scattering between these two basis functions. It is embodied in the respective

elements P(jji) and P(ijj) of the conditional probability matrix P(bja). In order to

Inputs P( | )
k

l j

iP(i k)|

P( j l )|

P( j k)|

P( i l )|

Outputsε2ε1

k, l i, jε2 = {       } ε1 = {       }
P(i, j k, l )|

Fig. 12.4 The elementary two-AO scatterings between subspaces e2 and e1 and the associated

average conditional probability �Pðe1 e2j Þ ¼ �Pði; j k; lj Þ
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quantify in IT the coupling effects between such localized chemical bonds, say

between wi and wj in one molecular fragment, and between wk and wl in another part

of the molecule, when e1 ¼ (wi, wj) and e2 ¼ (wk, wl) are disjoint, one has to relate

two conditional events a ¼ (jji) and b ¼ (ljk) in these subsystems. One then

requires the triply conditional probability P[(jji)j(ljk)] ¼ P(ajb), of the variable
(conditional) two-orbital event a in one fragment, of the i ! j scattering, condi-
tional on the parameter (conditional) two-orbital event b in another fragment, of the

k ! l probability propagation.

Earlier attempt (Nalewajski 2010b) to solve this nonunique problem of

generating such coupling, triply conditional probabilities P[(jji)j(ljk)] and the

associated joint probabilities,

P½ðjjiÞ ^ ðljkÞ� � P½ðjjiÞ; ðljkÞ� ¼ Pða ^ bÞ
¼ PðaÞPðbjaÞ ¼ PðjjiÞP½ðkjlÞjðjjiÞ�
¼ PðbÞPðajbÞ ¼ PðljkÞP½ðjjiÞjðljkÞ�; (12.42)

was shown to violate the requirements of the nonnegativity and of the relevant

symmetries with respect to exchange of orbitals. However, for equal AO occupa-

tions, these model probabilities were shown to satisfy Bayes’ rule,

PðbjaÞ ¼ PðbÞPðajbÞ=PðaÞ ¼ PðbÞPðajbÞ=
X

b
PðbÞPðajbÞ

h i
; (12.43a)

about “hypotheses” {b} accounting for the occurrence of a. Its first part implies

that the probability ratio of individual propagations can be expressed as the

corresponding ratio of the mutually reverse conditional probabilities:

PðbÞ=PðaÞ ¼ PðbjaÞ=PðajbÞ: (12.43b)

The simplest way to automatically satisfy the preceding Bayes relation is to use

the subspace conditioning of (12.35) to identity the probability of the joint condi-

tional events,

Pða ^ bÞ ¼ Pðb ^ aÞ ¼ P½ðjjiÞ; ðljkÞ�

� P½j; lji; k� ¼ PðeIjeIIÞ ¼
ðg2j;i þ g2j;k þ g2l;i þ g2l;kÞ

ðgi;i þ gk;kÞ
;

here, the AO labels (j, l) combine the variable labels of two conditional events and

span the subspace eI, while the remaining labels (i, k), including the reference AO

labels of two conditional events, determine the parameter subspace eII. In accor-

dance with the standard practice of the probability conditioning, one then defines

the conditional probabilities were seek as the ratios:

PðajbÞ ¼ Pða ^ bÞ=PðbÞ and PðbjaÞ ¼ Pða ^ bÞ=PðaÞ:
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This procedure gives:

PðajbÞ ¼ P½ðjjiÞjðljkÞ� ¼ 2gk;kðg2i;j þ g2j;k þ g2i;l þ g2k;lÞ
ðgi;i þ gk;kÞg2k;l

;

PðbjaÞ ¼ P½ðljkÞjðjjiÞ� ¼ 2gi;iðg2i;j þ g2j;k þ g2i;l þ g2k;lÞ
ðgi;i þ gk;kÞg2i;j

: (12.44a)

The same conditioning prescription adopted to the average probability measure

of (12.40) gives:

�Pða ^ bÞ � �P½j; l i; kj � ¼ �PðeI eIIj Þ ¼ 1

8
ðg2j;i þ g2l;iÞ=gi;i þ ðg2j;k þ g2l;kÞ=gk;k
h i

;

�Pða bj Þ ¼ gk;k
4g2k;l

ðg2j;i þ g2l;iÞ=gi;i þ ðg2j;k þ g2l;kÞ=gk;k
h i

;

Pðb aj Þ ¼ gi;i
4g2i;j

ðg2j;i þ g2l;iÞ=gi;i þ ðg2j;k þ g2l;kÞ=gk;k
h i

:

(12.44b)

In designing the adequate measure of the triply conditional probabilities of AO
events in the molecular bond system, one could also follow the heuristic approach

of (12.37)–(12.39):

~Pða bj Þ ¼ g2a;b=ð2gb;bÞ; (12.45a)

where ga,b denotes the appropriate average chemical interaction attributed to two

conditional AO events a and b, and gb,b stands for the effective electron occupation
associated with the reference event. In defining these mean quantities, we use as

weighting factors the known probabilities of the separate conditional events,

PðaÞ ¼ g2i;j
2gi;i

and PðbÞ ¼ g2k;l
2gk;k

;

g2a;b ¼ PðaÞg2e1;e2PðbÞ ¼ ðg2i;k þ g2i;l þ g2j;k þ g2j;lÞ
g2i;jg

2
k;l

4gi;igk;k
;

gb;b ¼ PðbÞge2;e2 ¼
g2k;l
4gk;k

ðgk;k þ gl;lÞ;
ga;a ¼ PðaÞge1;e1 ¼

g2i;j
4gi;i

ðgi;i þ gj;jÞ:

(12.45b)

The emerging heuristic expressions for the triply conditional probabilities then

read:

~Pða bj Þ ¼ PðaÞg2e1;e2=ð2ge2;e2Þ; ~Pðb aj Þ ¼ PðbÞg2e1;e2=ð2ge1;e1Þ: (12.46)

Hence, the Bayes’ ratio of (12.43b),

~Pðb aj Þ= ~Pða bj Þ ¼ ½PðbÞ=PðaÞ�ðge1;e1=ge2;e2Þ; (12.47)
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indeed reproduces the probability ratio of individual conditional events,

PðbÞ=PðaÞ ¼ g2k;lgi;i=ðg2i;jgk;kÞ; (12.48)

for equal occupations of the two-orbital subspaces:

Ne1 ¼ gi;i þ gj;j ¼ 2ge1;e1 ¼ Ne2 ¼ gk;k þ gl;l ¼ 2ge2;e2 :

The additional test comes from the symmetry requirement for the joint

probabilities of the two conditional events:

~Pða ^ bÞ ¼ PðbÞ ~Pða bj Þ ¼ PðaÞ ~Pðb aj Þ: (12.49)

The two probability products give:

PðbÞ ~Pða bj Þ ¼ PðaÞg2e1;e2PðbÞ=ð2ge2;e2Þ ¼ g2a;b=Ne2 ;

PðaÞ ~Pðb aj Þ ¼ PðaÞg2e1;e2PðbÞ=ð2ge1;e1Þ ¼ g2a;b=Ne1 : (12.50)

Therefore, these probabilities are again equal to one another for identical

occupations of the two-orbital subspaces.

In practical molecular calculations, for general AO occupations, the average of

these two estimates can be used as the joint probability measure,

~Pða ^ bÞ ffi 1=2 PðbÞ ~Pða bj Þ þ PðaÞ ~Pðb aj Þ
 �

¼ 1=2g
2
a;b½1=Ne1 þ 1=Ne2 � �

g2a;b
2Nh

ðe1;e2Þ
: (12.51)

It then assumes a general form of the two-orbital probability of (12.12) when

expressed in terms of the harmonic average of the two subspace occupations:

Nh
ðe1;e2Þ ¼ Ne1Ne2=ðNe1 þ Ne2Þ: (12.52)

One thus concludes that the heuristic probabilities ~Pðb aj Þ and ~Pða bj Þ can indeed

serve as adequate measures of the triply conditional probabilities emerging in the

bond coupling phenomena of OCT.

12.7 Flexible Input Approach

In typical SCF LCAO MO calculations the lone pairs of the valence- and/or inner-
shell electrons can strongly affect the overall IT descriptors of the chemical bonds

(see Sect. 12.3). Elimination of such lone pair contributions to the resultant IT bond

indices of diatomic fragments in molecules requires an ensemble approach, in

which the input probabilities are derived from the joint (bond) probabilities of
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two AO centered on different atoms (Nalewajski 2010c, f; Nalewajski et al. 2011a).

Indeed, the contributions due to each AO input on atom A to chemical bond(s) with

AO on atom B should be weighted using the corresponding joint (two-orbital)
probabilities, which reflect the actual, simultaneous participation of the given pair

of basis functions in the A––B chemical bonds. Such an approach effectively

projects out the spurious contributions due to the inner- and outer-shell AO, which
are excluded from mixing into the delocalized, bonding MO combinations. This

probability weighting procedure, known as the flexible input approach, is capable of

reproducing the Wiberg bond order in diatomics, at the same time providing the

IT-covalent/ionic resolution of this overall bond index (Nalewajski et al. 2011a).

The localized (diatomic) bond multiplicities in molecules are mainly determined

by the constituent AO of both atoms, xAB ¼ (xA, xB). This partial basis

corresponds to the diatomic block gAB ¼ {gX,Y; X, Y ∈ (A, B)} of the molecular

density matrix, and to the associated block of molecular conditional probabilities

between the AO contributed by both atoms: PABðxABjxABÞ ¼ fPðxYjxXÞ;
X,Y 2 (A,B)g. The former also determines the effective number of electrons on

AB in the molecule, given by the partial trace NAB ¼Pi2AB gi;i.
We begin this section by applying this weighting procedure to the 2-OAO model

of Sect. 12.4. In the bond-weighted approach one distinguishes in the molecular

channel of Fig. 12.1 the elementary (row) subchannels (Nalewajski 2005b, 2006g)
due to each AO input (see Fig. 12.5). The conditional entropy and mutual informa-

tion quantities for these partial communication systems, {SAB(xAB|i), I
0
ABði : xABÞ;

i ¼ A, B}, respectively, with the latter being determined for the covalent-reference
probabilities p0 ¼ (½, ½) marking the single electrons contributed by each AO to

the diatomic chemical bond, are also listed in the diagram. Since the row descriptors

represent the IT indices per electron, these contributions have to be multiplied by

NAB ¼ 2 in the corresponding resultant covalent/ionic and overall measures.

Therefore, using the off-diagonal joint probability PðA ^ BÞ ¼ PðB ^ AÞ ¼
PQ ¼ gA;BgB;A=4 as the ensemble probability for both OAO inputs gives the

following average quantities for this model diatomic bond:

SAB ¼ NAB½PðA ^ BÞSABðxABjAÞ þ PðB ^ AÞSABðxABjBÞ�
¼ 4PQHðPÞ ¼ M A;BHðPÞ;

I0AB ¼ NAB PðA ^ BÞI0ABðA:xABÞ þ PðB ^ AÞI0ABðB:xABÞ

 �

¼ 4PQ½1� HðPÞ� ¼ M A;B½1� HðPÞ�;
N 0

AB ¼ SAB þ I0AB ¼ 4PQ ¼ ðgA;BÞ2 ¼ M A;B:

(12.53)

P
A A

Q

P
B B

I0
AB(A:      ) =AB I0

AB (B:     )AB

= 1–H(P)

AB |SAB(      A) = AB |SAB(      B) = H(P)

Q

Fig. 12.5 The elementary (row) subchannels due to inputs A (solid lines) and B (broken lines) in
the 2-OAO model of the chemical bond of Fig. 12.1
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We have thus recovered the Wiberg index as the overall IT descriptor of the

chemical bond in 2-OAO model, N 0
AB ¼ M A;B, at the same time establishing its

covalent, SAB ¼ M A;BHðPÞ, and ionic, I0AB ¼ M A;B½1� HðPÞ�, contributions. It

follows from Fig. 12.6 that these IT-covalency and IT-ionicity components com-

pete with one another while conserving the Wiberg bond order of this model as the

overall information measure of the bond multiplicity (in bits).

12.8 Localized Bonds in Diatomic Fragments

This development can be straightforwardly generalized to a general case of several

basis functions contributed by each bonded atom (Nalewajski et al. 2011a).

The molecular probability scattering in the specified diatomic fragment (A, B)

involving the basis functions xAB ¼ (xA, xB) contributed by these two atoms

to the overall set of AO, x ¼ {xX}, is fully characterized by the corresponding

block PAB(xABjxAB) of the molecular conditional probability matrix P(xjx) ¼
{PXY(xXYjxXY)}. This diatomic block contains only the intradiatomic com-

munications, missing the probability propagations to (A, B) fragment originating

from AO of the remaining constituent atoms xZ =2 xAB, thus neglecting indirect
A––B bond components, due to the presence of the system remainder. However, in

the spirit of the Wiberg approach, such diatomic basis should be perfectly capable

of describing the direct (localized) chemical interactions, between A and B alone

(see Sect. 12.10).

The atomic output reduction XAB ¼ (A, B) (Nalewajski 2005a, 2006g) of P

(xABjxAB), carried out by combining the output AO events xX into a single AIM

event X in the output of the molecular channel, gives the associated condensed
conditional probabilities of such (partially) reduced information system of the

diatomic fragment in question:

1

10 P

0
AB(P) /  A,B = 1

I 0
AB/  A,B

SAB/  A,B

Fig. 12.6 Variations of the IT-covalent [SAB(P)] and IT-ionic I0ABðPÞ

 �

components (in the

Wiberg M A;B units) of the chemical bond in the 2-OAO model (see Figs. 12.1 and 12.5) with

changing MO polarization P, and the conservation of the relative bond order N 0
ABðPÞ=M A;B ¼

SABðPÞ þ I0ABðPÞ

 �

=M A;B ¼ 1
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PABðXABjxABÞ ¼ ½PðAjxABÞ;PðBjxABÞ� ¼ fPðXjiÞg ¼
X
j2X

Pð jjxABÞ;

wi 2 xAB; XAB ¼ X ¼ A;Bf g: (12.54)

Here, P(Xji) measures the conditional probability that an electron originating from

wi will be found on atom X in the diatomic AB of the molecule.

The sum of these conditional probabilities over all AO contributed by the

selected two atoms then determines the communication connections {P(ABji)}
linking the totally condensed (reduced) diatomic output AB and the given AO

input wi in the communication system of the diatomic fragment under consideration:

PðAjxABÞ þ PðBjxABÞ ¼ PðABjxABÞ

¼ PðABjiÞ ¼ PðAjiÞ þ PðBjiÞ ¼
X

j2ðA;BÞ
Pð jjiÞ � 1

8<
:

9=
;:

(12.55)

In other words, P(AB|i) measures the probability that an electron occupying wi will
be detected in the diatomic fragment AB of the molecule. The inequality in the

preceding equation reflects the fact that the atomic functions participate in chemical

bonds with all constituent atoms, with the equality sign thus corresponding only to

the diatomic molecule, when xAB ¼ x.
The associated fragment-normalized AO probabilities,

~pðABÞ ¼ f~piðABÞ ¼ gi;i=NAB; wi 2 xABg;
X

i2ðA;BÞ
~piðABÞ ¼ 1; (12.56)

where NAB ¼ P
i2ðA;BÞ

gi;i stands for the number of electrons found in the molecule on

this diatomic fragment and ~piðABÞ denotes the probability that one of them

occupies wi∈(A,B), then determine the simultaneous probabilities of the joint two-
orbital events:

PABðxAB ^ xABÞ ¼ fPABði ^ jÞ ¼ ~piðABÞPðjjiÞ ¼ gi;jgj;i=ð2NABÞg: (12.57)

These probabilities in turn generate via the relevant partial summations the joint

atom-orbital probabilities in AB, {PAB(X, i)}:

PABðXAB ^ xABÞ ¼ ½PABðA ^ xABÞ; PABðB ^ xABÞ�
¼ fPABðX ^ iÞ ¼

X
j2X

PABði ^ jÞ � ~piðABÞPðXjiÞ; X ¼ A;Bg:

(12.58)
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For the closed-shell molecular ground state, one thus finds:

PABðX ^ xABÞ ¼ PAB(X ^ iÞ ¼ ~piðABÞ
X
j2X

Pð jjiÞ ¼
X
j2X

gi;jgj;i
2NAB

( )

� PABðxAB ^ XÞT;
X ¼ A;B:

(12.59)

These vectors of AO probabilities in the diatomic fragment AB subsequently

define the condensed probabilities {PX(AB)} of both bonded atoms in this diatomic

subsystem:

PXðABÞ ¼ NXðABÞ
NAB

¼
X

i2ðA;BÞ
PABðX ^ iÞ ¼

X
i2ðA;BÞ

X
j2X

gi;jgj;i
2NAB

;

X ¼ A;B; (12.60)

where the effective number of electrons NX(AB) ¼ NABPX(AB) found in fragment

AB on atom X ∈(A, B) now reads:

NXðABÞ ¼
X

i2ðA;BÞ

X
j2X

gi;jgj;i
2

: (12.61)

Therefore, in diatomic molecules, when xAB ¼ x, one finds using the idempotency

relation of (12.3),

PXðABÞ ¼
X
j2X

X
i

gj;igi;j
2NAB

 !
¼
X
j2X

gj;j
NAB

¼
X
j2X

~pjðABÞ X ¼ A; B, (12.62)

and hence: PA(AB)þ PB(AB) ¼ 1.

One further observes that the relative importance of the basis functions

contributed by one atom in forming the chemical bonds with the other atom of

the specified diatomic fragment is reflected by the joint bond (b) probabilities of
the two atoms, defined only by the diatomic components of their simultaneous

probabilities:

PbðA ^ B) �
X
j2B

PABðA ^ jÞ �
X
i2A

PABði ^ BÞ ¼ PbðB ^ A)

¼
X
i2A

X
j2B

gi;jgj;i
2NAB

: (12.63)

Indeed, the joint atom-orbital bond probabilities, {PAB(A∧j), j∈B} and

{PAB(i∧B,), i∈A}, to be used as weighting factors in determining the average
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conditional entropy (covalency) and mutual information (ionicity) descriptors of

the chemical bond(s) between A and B, assume appreciable magnitudes only when

the electron occupying the atomic orbital wi of one atom is simultaneously found

with a significant probability on the other atom, thus effectively excluding the

contributions to the entropy/information bond descriptors due to the lone pair

electrons.

The reference bond probabilities of AO, to be used to calculate the mutual

information (IT-ionicity) bond index of the diatomic channel, have to be

normalized to the corresponding sums P(ABjxAB) ¼ {P(ABji)} of (12.55). Since

the bond probability concept of the preceding equation involves symmetrically the

two bonded atoms, one applies the same symmetry requirement in determining the

associated reference bond probabilities of AO:

fpbðiÞ ¼ PðABjiÞ=2; i 2 ðA;BÞg; (12.64)

where P(ABji) denotes the probability that an electron originating from orbital wi
will be found on atom A or B in the molecule.

In OCT the complementary quantities characterizing the average noise (condi-

tional entropy of the channel output given input) and the information flow (mutual

information in the channel output and the reference input) in the diatomic commu-

nication system defined by the AO conditional probabilities provide the overall

descriptors of the fragment bond covalency and ionicity, respectively. Both molec-

ular and promolecular reference (input) probability distributions have been used in

the past to determine the information index characterizing the displacement (ionicity)

aspect of the system chemical bonds. In the bond-weighted diatomic development,

the equal bond probabilities of (12.64) will be used as the input reference values

for this purpose.

In the fragment development one defines the following (“ensemble”) average

contributions of both constituent atoms to the diatomic covalency (delocalization)

entropy:

SABðBjxAÞ ¼
X
i2A

PABði ^ BÞSABðxABjiÞ and

SABðAjxBÞ ¼
X
i2B

PABði ^ AÞSABðxABjiÞ; (12.65)

where the Shannon entropy (in bits) of the conditional probabilities for the given

AO input wi∈ xAB ¼ (xA, xB) in the diatomic channel:

SABðxABjiÞ ¼ �
X

j2ðA;BÞ
Pðj ij Þlog2Pðj ij Þ: (12.66)

Finally, since in (12.65) the conditional entropy SAB(YjxX) quantifies (in bits) the

X ! Y delocalization per electron, the absolute IT-covalency in the diatomic

fragment A––B reads:
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S AB ¼ NAB½SABðBjxAÞ þ SABðAjxBÞ�: (12.67)

The bond-weighted contributions to the average mutual information quantities

(in bits) of the two bonded atoms are similarly defined in reference to the unbiased

bond probabilities of AO (12.64):

IABðxA:BÞ ¼
X
i2A

PABði ^ BÞIði:xABÞ;

IABðA:xBÞ ¼
X
i2B

PABði ^ AÞIði:xABÞ; (12.68)

where:

Iði:xABÞ ¼
X

j2ðA;BÞ
Pðj ij Þlog2

Pðj ij Þ
pbðjÞ

� �
: (12.69)

They generate the total IT-ionicity of all chemical bonds in the diatomic

fragment:

I AB ¼ NAB IABðxA:BÞ þ IABðA:xBÞ½ �: (12.70)

Hence, the sum of the above total (diatomic) entropy-covalency and information

ionicity indices determines the overall information-theoretic bond multiplicity for

the diatomic fragment in question:

N AB ¼ S AB þ I AB: (12.71)

For diatomic molecules, for which xAB ¼ x and the reference probabilities

{pb(k) ¼ P(AB|k)/2 ¼ ½}, the identity [see (12.11)]

N AB ¼ S AB þ I AB ¼ M A;B (12.72)

can be readily demonstrated:

N AB¼S ABþI AB

¼NAB

X
i2A

PABði ^BÞ½SABðxjiÞþ Iði:xÞ�þ
X
i2B

PABði^AÞ½SABðxjiÞþ Iði:xÞ�
( )

�NAB

X
i2A

PABði ^BÞNðx;iÞþ
X
i2B

PABði^AÞNðx;iÞ
( )

¼NAB

X
i2A

PABði ^BÞþ
X
i2B

PABði ^AÞ
( )

¼2NABPbðA ^BÞ¼M A;B:

(12.73)
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We have observed above that the conditional IT bond multiplicity due to the

input wk (per single electron)

Nðx; kÞ ¼
X
l2x

f�PðljkÞlog2PðljkÞ þ PðljkÞlog2½PðljkÞ=pbðlÞ�g

¼
X
l2x

PðljkÞ
" #

log22 ¼ 1: (12.74)

In Table 12.1, we have compared the illustrative numerical RHF results

(Nalewajski et al. 2011a) of the IT bond multiplicities for the localized (diatomic)

interactions in representative diatomic and polyatomic molecules, calculated for

their equilibrium geometries. These predictions have been obtained using two

choices of the Gaussian basis set: the minimum basis set (STO-3G), combining

the ground state occupied Slater-type AO of constituent atoms expanded into three

GTO each, and the extended basis (6-31G*), involving a larger GTO expansion of

the inner shells and the Gaussian polarization functions.

In diatomic systems the trends exhibited by the entropic covalent and ionic

components of the exactly conserved Wiberg overall bond order generally agree

with intuitive chemical expectations. For example, in the minimum basis set

description the roughly “single” chemical bond in F2, HF, and LiH is seen to be

almost purely covalent, although a more substantial IT-ionicity is diagnosed for the

Table 12.1 Comparison of the diatomic Wiberg index M A;B and the entropy/information bond-

multiplicities N A;B; S A;B; and I A;B (in bits) from the bond-weighted AO communication

channels of selected diatomic fragments A––B in representative molecules M; RHF results for

equilibrium geometries in the minimum (Min., STO-3G) and extended (Ext., 6-31G*) basis sets

(Nalewajski et al. 2011a)

M A––B M A;B N A;B S A;B I A;B

Min. Ext. Min. Ext. Min. Ext. Min. Ext.

F2 F––F 1.00 1.23 1.00 1.23 0.95 1.01 0.05 0.27

HF H––F 0.98 0.82 0.98 0.82 0.89 0.60 0.09 0.22

LiH Li––H 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00

LiF Li––F 1.59 1.12 1.59 1.12 0.97 0.49 0.62 0.63

CO C––O 2.60 2.90 2.60 2.90 2.09 2.37 0.51 0.53

H2O O––H 0.99 0.88 1.01 0.90 0.86 0.66 0.15 0.23

AlF3 Al––F 1.07 1.15 1.09 1.15 0.78 0.75 0.31 0.41

CH4 C––H 1.00 0.98 1.02 1.00 0.93 0.92 0.09 0.08

C2H6 C––C 1.02 1.13 1.07 1.18 1.00 1.08 0.07 0.11

C––H 0.99 0.95 1.02 0.98 0.94 0.88 0.08 0.11

C2H4 C––C 2.03 2.16 2.09 2.23 2.00 2.12 0.09 0.11

C––H 0.98 0.93 1.01 0.97 0.95 0.88 0.07 0.09

C2H2 C––C 3.00 3.13 3.06 3.19 2.98 3.09 0.06 0.10

C––H 0.99 0.91 1.02 0.94 0.98 0.88 0.04 0.06

C6H6
a C1––C2 1.44 1.51 1.53 1.59 1.41 1.47 0.14 0.12

C1––C3 0.00 0.06 0.00 0.06 0.00 0.03 0.00 0.02

C1––C4 0.12 0.11 0.12 0.12 0.08 0.08 0.03 0.03
aFor the sequential numbering of carbon atoms in the benzene ring
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fluorine compounds in the extended basis set calculations. For the most ionic LiF,

which exhibits in the minimum basis set roughly 3/2 bond, consisting of approxi-

mately 1 covalent and ½ ionic bond multiplicities, the extended basis set gives

approximately a “single” bond order estimate, with the information theory again

predicting the ionic dominance over the covalent component of the resultant bond

index. In CO, for which the extended basis set calculations have diagnosed approxi-

mately a “triple” bond, this chemical interaction is seen to be predominantly covalent.

The basis set dependence of the predicted IT bond descriptors is seen to be

relatively weak with the extended basis calculations often giving rise to predictions

exhibiting slightly better agreement with intuitive chemical estimates. One also finds

that in polyatomic systems the Wiberg bond orders are very well reproduced by the

overall IT descriptors. The (direct) carbon–carbon interactions in the benzene ring are

seen to be properly differentiated and the intuitive multiplicities of the carbon–carbon

chemical bonds in ethane, ethylene, and acetylene are correctly accounted for.

The IT bond descriptors thus provide the covalent/ionic resolution of the Wiberg

bond order M A;B, which has been customarily regarded as being of purely “cova-

lent” origin. However, the LCAOMO coefficients carry the information about both

the electron-sharing (covalent) and electron-separation/transfer (ionic) phenomena

in the chemical bond. Therefore, this overall index in fact combines the covalent

and ionic contributions, which remain to be separated (Nalewajski et al. 1993,

1994a, 1996a, b, 1997; Nalewajski and Jug 2002; Nalewajski and Mrozek 1994,

1996; Nalewajski 2004b). The present IT approach provides a novel resolution

scheme for this in fact resultant bond order.

The significant information ionicity contribution is also detected for all metal

halides in the upper part of Table 12.2, where additional predictions from the

Table 12.2 Additional RHF predictions (Nalewajski et al. 2011a) obtained using the extended

6-31G* basis set for illustrative diatomic and polyatomic molecules. The reported IT bond orders

are in bits

Molecule A––B M A;B N A;B S A;B I A;B

LiCl Li––Cl 1.39 1.39 0.73 0.66

LiBr Li––Br 1.39 1.39 0.73 0.66

NaF Na––F 0.91 0.91 0.43 0.48

KF K––F 0.83 0.83 0.37 0.46

SF2 S––F 1.06 1.08 0.68 0.40

SF4 S––Fa 1.05 1.06 0.67 0.39

S––Fb 0.91 0.93 0.60 0.32

SF6 S––F 0.98 0.98 0.73 0.25

B2H6
a B––B 0.82 0.85 0.79 0.06

B––Ht 0.97 0.99 0.94 0.06

B––Hb 0.48 0.49 0.46 0.03

Propellanesb:

[1.1.1] Cb––Cb 0.80 0.83 0.76 0.07

[2.1.1] Cb––Cb 0.83 0.86 0.79 0.07

[2.2.1] Cb––Cb 0.95 0.99 0.87 0.11

[2.2.2] Cb––Cb 1.01 1.05 0.99 0.06
aHt and Hb denote the terminal and bridge hydrogen atoms, respectively
bCentral bonds between the bridgehead carbon atoms Cb
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extended basis set RHF calculations are reported. The subtle bond differentiation of

the “equatorial” and “axial” S––F bonds in the irregular tetrahedron of SF4 is

correctly reproduced, and an increase in the strength of the direct central bond in

propellanes with the increase in size of the bridges is correctly predicted. Moreover,

as intuitively expected, the C––H bonds are seen to slightly increase their informa-

tion ionicity, when the number of these terminal bonds increases in a series:

acetylene, ethylene, ethane. In B2H6 the correct, around ½ bond order of the

bridging B––H bond is found and approximately single terminal bond multiplicity

is detected. For the alkali metal fluorides, the increase in the bond entropy-

covalency (decrease in information ionicity) with increasing size (softness) of the

metal is also observed. For the fixed alkali metal in halides, e.g., in a series LiF,

LiCl, and LiBr, the overall IT bond multiplicity is increased for larger (softer)

halogen atoms, mainly due to a higher entropy-covalency (delocalization, noise)

component of the molecular information channel in AO resolution.

12.9 Many-Orbital Effects

The entropy/information quantities for several (dependent) probability schemes (see

Sect. 8.6), which relate two conditional events in the molecular bond system, each

involving a pair of basis functions (see also Sect. 12.6), have recently been used to

describe within the OCT the interfragment couplings between internal orbital

communications (chemical bonds) in molecular subsystems (Nalewajski 2009g,

2010b, d, f). In this section, we shall briefly summarize potential applications of

these generalized IT bond descriptors in probing such subtle bonding effects in

molecular and/or reactive systems. For simplicity, we shall limit our discussion to

IT quantities involving three or four probability schemes in the AO resolution.

The molecular scenarios invoking the IT bond multiplicities of three probability

distributions and their covalent and ionic components may involve three separate

species A, B, and C, e.g., two reactants A and B and the catalyst/surface C, with the

corresponding sets of the AO events (a, b, c) of the associated probability schemes

(A, B, C) then referring to the basis functions provided by the constituent atoms of

these subsystems. Alternatively, three molecular fragments can be involved. The

three-orbital development then enables one to discuss the influence of one reactant/

fragment, say C, on the bond structure (or reactivity) of two remaining fragments

A and B.

For example, one could address in such an IT framework a natural question about

the influence of the catalyst on the structure/reactivity of two adsorbed species,

and ultimately assess the cooperation effects between the catalyst–adsorbate

bonds (A––C, B––C) and the A––B bond linking the two adsorbates. For this

catalytic scenario, the conditional three-scheme entropy

SðPðbÞjPða ^ cÞÞ ¼ HðBjACÞ ¼ H BjAð Þ � IðB:CjAÞ; (12.75)
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reflects the molecular indeterminacy of the AO output events b in B with respect to

the input product events a∧c in the combined subsystem (Aj
jC). As seen in Fig. 8.5,

this IT-covalency accounts for only a part of the overall noise component in the

a ! b communications, measured by the indeterminacy of b with respect to a
alone, H(BjA) ¼ S(P(b)jP(a)), which reflects the overall information loss in the

a ! b probability scattering between A and B. The remaining part, the mutual

information I(B:CjA), by which H(BjAC) is decreased relative to H(BjA) and by

which I(B:AC) ¼ I(A:B) + I(B:CjA) is increased relative to I(A:B), should now be

attributed to the influence of the catalyst C on interactions between B and (Aj
jC).

Similarly, H(AjBC) ¼ H(AjB) � I(A:CjB) and I(A:BC) ¼ I(A:B) + I(A:CjB), so
that the presence of the catalyst C is again felt by an effective increase in IT-ionic

character of the interaction of A with (Bj
jC), compared with the separate interaction

of A with B alone.

Thus, the mutual information in A and C, given B, I(A:CjB), and in B and C,

given A, I(B:CjA), together account for the effect of an increased ionic (determin-

istic) character of the chemical interactions (communications) between the

chemisorbed reactants A and B, compared with the AO communications involving

separate species:

IðA:BCÞ þ IðB:ACÞ � 2IðA:BÞ ¼ IðA:CjBÞ þ IðB:CjAÞ: (12.76)

This increase in the IT-ionicity of A–B interaction (decrease in its IT-covalency)

results from the fact that due to the electron delocalization Y ! C the chemisorbed

reactant Y, now representing the modified interaction partner of X in the combined

subsystem (Yj
jC), effectively increases its direct information “overlap” with the

other adsorbate X in (Xj
jC), by extra areas (ionicities) due to the overlaps between

their entropy circles and that of the catalyst, in the (Y, C) and (X, C) entropy

“envelopes,” respectively.

Such an IT-ionic “activation” of adsorbates, as a result of forming the partial

A––C and B––C bonds on active sites of the catalytic surface, also manifests the

competition effect between these surface bonds and the interadsorbate bond A––B

in the catalytic system: the more heavily are the valence orbitals/electrons of A and

B involved in chemical bonds with C, the less noisy (more deterministic) are their

mutual communications, thus giving rise to the less IT-covalent (more IT-ionic)

interactions between the chemisorbed species.

The surface chemical bond between a given adsorbate and the catalyst should be
strongly felt at the position of the other adsorbate, and hence the information

“coupling” between probability distributions of the chemisorbed species and that

of the catalyst should be relatively strong. The physical adsorption of these

reactants should be marked by a relatively small value of I(B:C|A), since the

dependencies (“overlaps”) between entropy circles of schemes (B, A) and C should

be relatively small, thus grossly diminishing the above IT-ionic activation effect

generated by catalyst’s presence (Nalewajski 2010b, d).

Another molecular scenario, in which the three-scheme entropy/information

descriptors are expected to be useful, is the influence of one reactive site in

510 12 Orbital Communication Theory of the Chemical Bond

http://dx.doi.org/10.1007/978-3-642-20180-6_8#Fig5_8


a molecule upon another, e.g., in the contexts of subtle reactivity preferences in

the DA reactive systems implied by the HSAB rule (Nalewajski 2010d), and

particularly its regional formulation for predicting the regioselectivity trends in

cyclization reactions (Chandra et al. 1998), the Maximum Complementarity princi-
ple (Nalewajski 2000d), and the Bond Length Variation Rules of Gutmann (1978).

Such cooperative interaction between different sites in a molecule is also responsi-

ble for the directing trans/cis influence of ligands in transition metal complexes and

the familiar substituent effect in aromatic systems. The adequate IT description of

the AIM cooperation in many-center bonds, e.g., in boron hydrides or propellanes,

may also require the entropy/information indices involving several probability

schemes (see Sect. 12.10).

The four probability schemes generate a diversity of the conditional entropy and

mutual information descriptors introduced in Sect. 8.6. They have been delineated

in a qualitative entropy diagram of Fig. 8.6. Figures 12.7 and 12.8 correspond to the

weakly and strongly (chemically) interacting subsystems M1 and M2 in the molec-

ular complex M ¼ (M1j
jM2), which involves smaller molecular fragments of inter-

est, M1 ¼ A––B and M2 ¼ C––D, to which the probability schemes A, B, C, D are

ascribed.

Alternatively, the pairs of the input and output distributions in the communica-

tion systems describing M1 and M2, respectively, may constitute the four probabil-

ity schemes under consideration. Let us examine the IT-covalent and IT-ionic

couplings between the orbital information systems of these complementary

subsystems in M (Fig. 12.9). Let the probability schemes A and B, respectively,

denote the AO input and outputs in M1 with the remaining schemes C and D having

a similar meaning for M2. It should be stressed that each scheme in M1 now

combines the AO contributed by its both constituent fragments A and B, while

A  B

C D

H(B|AÙCÙD) @ H(B|AÙD) »H(B|A)

I(A:B|CÙD) @ I(A:B)

I(B:D|AÙC) @ I(B:D)

I(A:C|BÙD) @ I(A:C)

I(C:D|AÙB)@ I(C:D)

H(D|AÙBÙC) @ H(D|CÙB) »H(D|C)

Fig. 12.7 General entropy/information diagrams of four probability schemes (A, B, C, D)

corresponding to weakly interacting, internally bonded subsystems A––B and C––D in the

reaction complex
A B

C D
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each scheme in M2 combines the AO of its fragments C and D, with the fragment

AO events extending over all basis functions contributed by its constituent atoms.

Our aim now is to identify prospective candidates for the entropy/information

description, of the mutual influence of chemical bond(s) in M1, originating from

communications a ! b, on bonds in M2, generated by communications c ! d.
These intrafragment communications are characterized by the conditional

probabilities P(bja) ¼ {P(bja) � P(a)} and P(djc) ¼ {P(djc) � P(b)}, respec-

tively, which define the associated singly conditional probability schemes (BjA) and
(DjC) (see Sect. 12.2). The mutual dependencies of the internal communications in

the complementary subsystems of M are then described by the triply conditional

probabilities of the probability propagations (a ! b) � a in M1 conditional on the

information scattering (c ! d) � b in M2 (see Sect. 12.6):

P½ðbjaÞjðdjcÞ� ¼ fP½ðbjaÞjðdjcÞ� � PðajbÞ � Pða ^ bÞ=PðbÞg: (12.77)

Here, the joint probabilities of two conditional AO events, P(a∧b), are assumed to

satisfy the usual normalization:

XM1

a

XM2

b

Pða ^ bÞ ¼
XM2

b

PðbÞ ¼ 1: (12.78)

I(A:B|CÙD)

H(B|AÙCÙD)

I(B:D|AÙC)

I (B:C:D|A)

ba

c d

Fig. 12.8 Entropy/

information diagram of the

interaction between the

internal communications

a ! b and c ! d in the

strongly interacting

complementary fragments

M1 ¼ (Aj
j
B) and M2 ¼ (Cj

j
D)

of the molecular complex

M ¼ (M1j
j
M2)

H(B|A) I [(B|A):(D|C)] H(D|C) 

H[(B|A) | (D|C)] H[(D|C) | (B|A)]

Fig. 12.9 Alternative

entropy diagram for the

complementary fragments

M1 and M2 of M ¼ (M1j
j
M2)
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with summations ranging over all internal communications in each subsystem.

The average conditional entropy indices of this interfragment covalent coupling

then read:

H½ðBjAÞjðDjCÞ� ¼ SðPðaÞjPðbÞÞ ¼ �
XM1

a

XM2

b

Pða ^ bÞ logPða bj Þ;

H½ðDjCÞj BjAð Þ� ¼ SðPðbÞjPðaÞÞ ¼ �
XM1

a

XM2

b

Pða ^ bÞ logPðb aj Þ; (12.79)

while the IT-ionic coupling between the two fragments is embodied in the

associated average mutual information quantity:

I½ðBjAÞ:ðDjCÞ� ¼ IðPðaÞ:PðbÞÞ ¼
XM1

a

XM2

b

Pða ^ bÞ logPða ^ bÞ
PðaÞPðbÞ

¼ HðBjAÞ � H½ðBjAÞjðDjCÞ� ¼ HðDjCÞ � H½ðDjCÞjðBjAÞ�:
(12.80)

These IT-covalency and -ionicity descriptors of the communication interaction

between the two subsystems thus conserve the internal uncertainties in each

molecular fragment (Fig. 12.9) measured by the corresponding Shannon entropies

of the internal communications in each subsystem:

N½ðBjAÞ; ðDjCÞ� ¼ H½ðBjAÞjðDjCÞ� þ I½ðBjAÞ:ðDjCÞ� ¼ HðBjAÞ;
N½ðDjCÞ; ðBjAÞ� ¼ H½ðDjCÞjðBjAÞ� þ I½ðBjAÞ:ðDjCÞ� ¼ HðDjCÞ: (12.81)

Next, let us attribute the four probability schemes (A, B, C, D) to AO events

in fragments A, B (of M1) and C, D (of M2), respectively (Fig. 12.8). Other

entropy/information descriptors discussed in Sect. 8.6 should also reflect specific

ionic and covalent influences between the chemically interacting subsystems in

M ¼ (M1j
jM2). For example, the mutual information I(A:BjC∧D) (8.42) accounts

for the influence of M2 on the IT-ionicity in M1. The associated conditional entropy,

H½ðBjAÞjC ^ D� ¼ HðBjAÞ � IðB:DjA ^ CÞ � IðB:C:DjAÞ; (12.82)

similarly reflects the effect of M2 on the IT-covalency in M1.

Finally, by attributing the four schemes A, B, C, and D to the corresponding

fragments in the weakly interacting bimolecular reactive system (Fig. 12.7),

one predicts I(A:BjC∧D) ffi I(A:B), I(B:C:DjA) ffi 0, and hence H[(BjA)jC∧D] ffi
H(BjA) � I(B:DjA∧C) 	 H(BjA). Therefore, weak M1----M2 interactions have

practically vanishing effect on the internal ionicities of reactants, with only their

covalencies being slightly affected.
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12.10 Through-Space and Through-Bridge Bond Components

In MO theory the chemical interaction between, say, two (valence) AO or general

basis functions originating from different atoms is strongly influenced by their

direct overlap/interaction, which conditions the bonding effect experienced by

electrons occupying their bonding combination in the molecule, compared with

the nonbonding reference of electrons on separated AO. This “through-space”
bonding mechanism is then associated with typical accumulation of the valence

electrons in region between the two nuclei, due to the constructive interference

between the two AO functions, which can also exhibit some polarization reflecting

the initial electronegativity difference of the two atoms involved.

Indeed, such “shared” bond charge is synonymous with the presence of the bond

covalency in the direct interaction between the two AO. It is also reflected by the

associated covalent VB structure. Similar effect of the bonding accumulation of the

information densities relative to the promolecular distribution has been detected in

maps of alternative information densities relative to the promolecule, e.g., of the

entropy deficiency and the displacement in Shannon’s entropy (Sects. 10.1 and

10.2). Accordingly, the complementary bond ionicity aspect is manifested by the

MO polarization and CT or – alternatively – by the participation of the orthogonal

part of the ionicVB structure in the ground state wave function. Let us recall that on

the elementary CID level in the minimum basis set both MO and VB descriptions of

the chemical bond in H2 are exactly equivalent, differing only in specific routes of

arriving at the same two-electron (ground state) wave function describing the

singlet-paired electrons. Finally, in OCT the bond ionicity descriptor reflects a

degree of “localization” (determinicity) in communications between bonded

atoms, while the bond covalency is manifested by the “delocalization” (noise)

aspect of the molecular (direct) information channel.

Therefore, the direct (“through-space”) bonding interaction between neighbor-

ing atoms, as reflected by the associated Wiberg bond orders, is usually associated

with the presence of the bond charge between the two nuclei. However, for more

distant atomic partners such an accumulation of valence electrons can be absent,

e.g., in the cross-ring p-interactions in benzene or between the bridgehead carbon

atoms in small propellanes (see Sect. 10.3 and Table 12.2). It has been already

argued above that the bonding interaction lacking such an accumulation of the bond

charge (information) can be also realized indirectly, through the neighboring AO

intermediaries forming a “bridge” for an effective interaction between more distant

(terminal) AO, e.g., in the cross-ring interactions between two meta- or para-
carbons in benzene (Nalewajski 2011a, b, d, f). This indirect (“through-bridges”)

mechanism reflects the implicit dependencies between AO resulting from their

participation in all chemical bonds in the molecular system under consideration,

determined by the subspace of the occupied MO (Nalewajski and Gurdek 2011a, b).

Indeed, the orthonormality constraints imposed on the occupied MO imply

the implicit dependencies between AO on different (terminal) atoms (Nalewajski

and Gurdek 2011a), which can generate the indirect contributions to their chemical

514 12 Orbital Communication Theory of the Chemical Bond

http://dx.doi.org/10.1007/978-3-642-20180-6_10#Sec1_10
http://dx.doi.org/10.1007/978-3-642-20180-6_10#Sec2_10
http://dx.doi.org/10.1007/978-3-642-20180-6_10#Sec3_10


interactions in molecules also when they are widely separated in a molecule,

provided they directly couple to the chemically interacting orbitals of real bridges

connecting the terminal atoms (Nalewajski 2011a, b).

In such a generalized outlook on the bond order concept, emerging from both the

Wiberg and quadratic difference measures formulated in the MO theory, as well as

from the IT bond multiplicity of OCT, one identifies the chemical bond multiplicity

as a measure of the statistical “dependence” (nonadditivity) between orbitals on

different atomic centers. On one hand, this dependence between basis functions of

different atoms can be realized directly (through space), by the constructive inter-

ference of orbitals (probability amplitudes) on two atoms, which generally

increases the electron density between them. On the other hand, it can also have

an indirect origin, through the dependence on orbitals of the remaining AIM used to

construct the system occupied MO. As we have already remarked above, the latter

component is due to the orthonormality relations between the occupied MO, which

determine the entire framework of chemical bonds in the molecule.

In OCT the internal A––B bonds result from the xAB ! xAB probability

scatterings, while the communications xC 6¼(A,B) ! xAB originating from the molec-

ular complement of this diatomic fragment generate the external bond components.

In this IT approach the indirect interactions between A and B result from effective

communications between AB basis functions xAB via the AO intermediaries

xC 6¼(A,B) in the molecular communication cascade: xAB ! xC 6¼(A,B) ! xAB.

Admissible also are the multiple cascade propagations of information between

basis functions (Nalewajski 2011a, c, f; Nalewajski and Gurdek 2011a, b).

Therefore, each pair of AO or AIM exhibits the partial through-space and

through-bridge components: the bond order of the former quickly vanishes with

an increase of the interatomic separation or when the interacting AO are heavily

engaged in forming chemical bonds with other atoms, while the latter can still

assume appreciable values, when the remaining atoms form an effective bridge of

the neighboring, chemically interacting atoms, which links the specified AO/AIM

in question (Nalewajski 2011a, b, c, f; Nalewajski and Gurdek 2011a, b). In this

section, we shall identify these components of general chemical interactions

between AO using the Wiberg measure of bond multiplicities. The corresponding

IT-covalencies originating from the indirect (cascade) communications will be also

examined within the recently proposed OCT of the chemical bond.

12.10.1 Bond Projections and Density Matrix

In standard SCF MO theory (see Sect. 12.2) the network of chemical bonds is

determined by the occupied MO in the system ground state. Let us again assume the

closed-shell (cs) configuration of N ¼ 2n electrons in the standard spin-restricted

Hartree–Fock (RHF) description, which involves n lowest, doubly occupied

(orthonormal) MO. In the familiar LCAO MO approach, they are generated as

linear combinations of the (L€owdin-orthogonalized) OAO (basis functions)
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x ¼ ðw1; w2; . . . ; wmÞ ¼ fwig; xh jxi ¼ fdi;jg � I, contributed by the system con-

stituent atoms:

w¼ ½ð’1;’2; . . .’nÞ; ð’nþ1; . . .’mÞ ¼ ðwo;wvÞ ¼ f’sg ¼ xC¼ xðC0
j
jCvÞ: (12.84)

Here, the rectangular matrices Co ¼ xh jwoi and Cv ¼ xh jwvi group the rele-

vant expansion coefficients of n (doubly occupied) and m � n virtual (empty) MO,

respectively, to be determined using the iterative self-consistent field (SCF) proce-

dure. The full LCAO MO matrix C is unitary, C{ ¼ C�1, since it “rotates” m
orthonormal AO into the m orthonormal MO; hence, the inverse transformation

reads: x ¼ wC{.

The 1-density (CBO) matrix g of (12.2) now reads

g ¼ 2hxjwoihwojxi ¼ 2CoCoy ¼ CdCy

� 2hxjP̂owjxi ¼ 2 hxjP̂ow
� �

P̂
o

wjxi
� �

� 2hxbjxbi

¼ gi;j ¼ 2 ih jP̂ow jj i ¼ 2 ih j P̂
o

w

� �2
jj i � 2 ib

�� jb� �� �
; (12.85)

where the diagonal matrix d groups the MO occupations, d ¼ fds;s0 ð2; s �
n; 0; s>nÞg, and the basis set projections onto the occupied (bond) subspace wo,

jxbi ¼ P̂
o

wjxi ¼ jwoihwojxi ¼ jwoiCoy ¼ P̂
o

w ij i ¼ ib
�� �n o

; (12.86)

determine the bond projections of AO. The closed-shell CBO matrix thus

constitutes the AO representation of the projection operator onto the subspace of

all doubly occupied MO,

P̂
o

w ¼ jwoihwoj ¼
Xoccd:

s
jwsihwsj

�
Xoccd:

s
P̂s ¼ 1=2jxighxj; P̂

o

w

� �2
¼ P̂

o

w; (12.87)

and satisfies the idempotency relation of (12.3).

It also follows from (12.85) that MO determine the eigenvectors of g
corresponding to the eigenvalues (occupations) d: gC ¼ Cd. Thus, m bond

projections jxbi of AO effectively span the n-dimensional subspace of the occupied

MO, jwoi ¼ {jsoi}. Indeed, the occupied MO determine the complete orthonormal

basis in the bonding vector space jxbi, so that any bond projection of AO can be

exactly expanded in terms of jwoi [see (12.86)].
We again recall that the 1-matrix reflects the promoted, valence state of

AO in the molecule, with the diagonal elements measuring the effective

electron occupations of basis functions, {Ni ¼ gi,i ¼ Npi}, with the normalized
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probabilities p ¼ {pi ¼ gi,i/N} of the basis functions occupancy in molecule:

(1/N) trg ¼ ∑i pi ¼ 1. The off-diagonal CBO elements {gi,j} between AO on

different atoms similarly reflect the bonding status of the resultant interaction of

the specified AO pair in the molecule. For the standard (positive) AO overlap, the

positive (negative) values of gi,j signify the resultant bonding (antibonding) cou-

pling between basis functions, and the vanishing bond order gi,j ¼ 0 identifies the

net nonbonding chemical interaction, i.e., ib
�� � ¼ 0 or jb

�� � ¼ 0 [see (10.26)]. Thus,

the “constructive” (bonding) interference requires that the two AO exhibit the

positive product of their bond projections, while the negative product value

identifies their resultant “destructive” interference in the molecular bond system.

Therefore, the (nonorthonormal) bond-projected AO basis contains m � n
linearly dependent vectors, with 1-matrix determining the singular overlap matrix:

Sb ¼ hxbjxbi ¼ g=2 ¼ CoCoy ¼ Si;j
b ¼ ib

�� jb� �	 

: (12.88)

The |ibi projector can be expressed in terms of the renormalized bond projection of

AO onto �wbi
�� � ¼ ib

�� � ffiffiffiffiffiffiffiffiffiffi
2=gi;i

q
; �wbi
�

�wbi
�� � ¼ 1;

�̂P
b

i ¼ �wbi
�� �

�wbi
� �� ¼ ib

�� �2g�1
i;i ib
� �� ¼ 2g�1

i;i P̂
b

i ;
�
�̂P
b

i

�2
¼ �̂P

b

i ; (12.89)

while the idempotent projection onto the whole bonding subspace jxbi ¼ jwoi
amounts to P̂

o

w projection:

Xm
i¼1

P̂
b

i ¼
Xoccd:
s;s0

soj i
Xm
i¼1

so ij ih ih js0o�
 !

s0o
� �� ¼

Xoccd:
s;s0

soj i
Xm
i¼1

Cy
s;iCi;s0

 !
s0o
� ��

¼
Xoccd:
s;s0

soj i ds;s0 s0o
� �� ¼

Xoccd:
s

soj i soh j ¼ P̂
o

w; (12.90)

where we have recognized the unitary character of the LCAO MO matrix:

C{C ¼ I.

12.10.2 Through-Space and Through-Bridge Bond Orders

The square of the off-diagonal CBO matrix element gi,j linking two different AO wi
and wj, contributed by atoms A and B, respectively, determines the ground state

index proposed by Wiberg (1968) (12.11) for the (ground state) chemical bond
order between these two basis functions:

M i;j ¼ gi;jgj;i ¼ 4 jb
�� ib� �

ib
�� jb� � ¼ 4 jb

� ��P̂bi jb
�� �

¼ 2gi;i jb
� ���̂Pbi jb

�� � ¼ 4 ib
�� jb� ����� 2 � 4jSbi;jj2: (12.91)

12.10 Through-Space and Through-Bridge Bond Components 517



It constitutes the additive contribution to the overall index of the molecular bond
multiplicity between these two atoms,

M A;B ¼
X

i2A
X

j2B M i;j: (12.92)

This bond multiplicity concept has been subsequently extended (Gopinathan and

Jug 1983; Mayer 1983; Jug and Gopinathan 1990) and generalized in terms of the

quadratic bond orders from the two-electron difference approach (Nalewajski et al.
1993, 1994a, 1996a, b, 1997; Nalewajski and Mrozek 1994, 1996; Nalewajski

2004b). It follows from (12.91) that this “through-space” dependence between

two AO located on different atoms originates from the direct “overlap” Sbi;j between
the bond projections ib

�� � and jb
�� � of the two interacting orbitals:

Si;j
b ¼ ih jP̂ow

� �
P̂
o

w jj i
� �

¼ ib
�� jb� � ¼ gi;j=2; (12.93)

which reflect the overall involvement of these two basis functions in all chemical

bonds in the molecular system under consideration.

However, the overall dependence between two AO, say wi∈A and wj∈B, in the

molecular bond subspace combining all occupied MO has also an indirect
(“through-bridge”) origins, as represented by the associated amplitude Si,j(bridges)
(Nalewajski 2011a). It originates from the implicit dependencies between two

specified AO through the remaining AO in the molecular bonding subspace

(Nalewajski and Gurdek 2011a). As shown in Fig. 12.10, these intermediate AO

interactions can be classified as originating from the AO a-bridges, a ¼ 1, 2, . . ., t,
. . .,m� 2, including a AO intermediaries in communications between the specified

pair of basis functions:

Fig. 12.10 Direct (through-space) and indirect (through-bridges) information propagations

between orbitals wi and wj. The latter involve communications through the a ¼ 1, 2, . . ., t, . . .
m�2 AO intermediaries defining a-bridges for the implicit probability scattering in molecules
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Si;jðbridgesÞ ¼
X
k 6¼ði;jÞ

Sbi;jðkÞþ
X

k;l6¼ði;jÞ
Sbi;jðk; lÞþ . . .þ

X
k;l;:::;m;n 6¼ði;jÞ

Sbi;jðk; l; :::;m;nÞþ . . .

� S
ð1Þ
i;j þ S

ð2Þ
i;j þ . . .þ S

ðtÞ
i;j þ . . .¼

X
a

S
ðaÞ
i;j :

(12.94)

Let us examine the representative bond overlap Sbi;jðk; l; :::;m; nÞ between wi and wj
due to t-bridge, originating from the bond projections of t strongly overlapping

intermediate AO kb
�� �

; lb
�� �; . . . ; mb

�� �
; nb
�� �� �

(see Fig. 12.11), contributed by a

cluster of the neighboring, bridging atoms {C, D, . . ., F, G}, which connect the

specified AIM pair A and B in the molecule. This indirect overlap is proportional to

the associated product of the CBO matrix elements:

Sbi;jðk; l; ::;m; nÞ ¼ ib
�� kb� �

kb
�� lb� �

lb
�� mb

� �
mb
� �� . . . nb

�� �
nb
� ��jb�

¼ 2�tgi;kgk;lgl;m . . . gm;ngn;j: (12.95)

Clearly, the most important 1-bridge bonding overlaps Si;j
bðkÞ	 


are realized

through orbitals wk∈C contributed by the atomic neighbor(s) C, chemically bonded

to both atoms A and B, which contribute the specified pair of communicating AO,

thus forming the real atomic bridge A––C––B. Similarly, in a general t-bridge case,
the intermediate AO which contribute the most to the overlap Sbi;jðk; l; :::;m; nÞ
between wbi 2 A and wbj 2 B, through t AO intermediaries of Fig. 12.11

wbk 2 C, wbl 2 D, . . . ; wbm 2 F, wbn 2 G
� �

, are orbitals contributed by AIM forming

the real bridge of chemical bonds: A––[C––D–– . . .––F––G]––B. Thus, such indirect
interactions between A and B can indeed be long ranged in character, provided

there exist real chemical bridge connecting the two terminal atoms A and B.

This representative indirect overlap through t-bridge, Sbi;jðk; l; ::; m; nÞ
constitutes a natural generalization of its direct, through-space analog of (12.91)

and (12.93), by additionally including the product of (nonidempotent) bond
projections onto the indicated intermediate AO,

Sbi;jðk; l; :::;m; nÞ ¼ ib
Yt
r¼1

P̂
b

r

�����

����� j
b

* +
� ib P̂

b

t�bridge

���
��� jb

D E
: (12.96)

Sn, j
b

Si,k
b

Sk,l
b Sm,n

b

k(C) l (D) m(F) n(G)

Si, j
b

i(A) j(B)

Fig. 12.11 Direct (through-space) chemical interaction (broken line) between orbitals wi and wj
contributed by atoms A and B, respectively, and the indirect (through-bridge) interaction (solid
lines), through t-AO intermediaries (wk, wl, . . ., wm, wn) ¼ {wr , r ¼ 1, 2, . . ., t} contributed by the

neighboring bonded atoms (C, D, . . ., F, G), respectively
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For example, for specific bridges of Fig. 12.10, this indirect bond overlap reads:

Sbi;jðkÞ ¼ Sbi;kS
b
k;j; Sbi;jðk; lÞ ¼ Sbi;kS

b
k;lS

b
l;j; . . . :;

Sbi;jðk; l; ::;m; nÞ ¼ Sbi;kS
b
k;l . . . S

b
m;nS

b
n;j; . . . (12.97)

The square of such an overlap defines the associated Wiberg-type bond order of

the implicit interaction between orbitals wi and wj originating from the bridge in

question:

M i;jðk; l; :::;m;nÞ ¼ 22tjSbi;jðk; l; ::;m;nÞj2 ¼ gi;kfgk;l . . . ½gm;nðgn;jgj;nÞgn;m� . . . gl;kggk;i
¼ M i;kM k;lM l;m:::M m;nM n;j:

(12.98)

This indirect bond multiplicity is thus given by the product of the partial (direct)

bond orders of Wiberg, which involve the specified pair of orbitals and a sequence

of AO intermediaries of the bridge under consideration. These orbital contributions

in turn define the overall interaction between two atoms through the specified AO

bridge:

M A;Bðk; l; :::;m; nÞ ¼
X

i2A
X

j2B M i;jðk; l; :::;m; nÞ; (12.99)

and hence also the overall indirect bond order due to the given t-AIM bridge:

M A;BðC;D; :::; F;GÞ ¼
X

k2C
X

l2D . . .
X

m2F
X

n2G M A;Bðk; l; :::;m; nÞ
¼
X

i2A
X

j2B M
ðtÞ
i;j ðC;D; :::; F;GÞ:

(12.100)

This bond index explores all implicit dependencies between the bonded atoms A

and B, which originate from the basis functions of the t-AIM intermediaries

defining the atomic bridge in question.

Thus, the overall implicit bond order between atoms A and B due to all

admissible bridges:

M A;BðbridgesÞ¼
X
k 6¼ði;jÞ

M i;jðkÞþ
X

k;l 6¼ði;jÞ
M i;jðk;lÞþ:::þ

X
k;l;:::;m;n 6¼ði;jÞ

M i;jðk;l;:::;m;nÞþ:::

� M ð1Þ
i;j þM ð2Þ

i;j þ:::þM ðtÞ
i;j þ:::¼

X
a

M ðaÞ
i;j ;

(12.101)

where M ðtÞ
i;j stands for the bond order generated by all t-AIM bridges. Together with

the direct component of (12.92), this bridge contribution thus determines the full

quadratic bond multiplicitiy between atoms A and B:
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M ðA; BÞ ¼ M A;B þ M A;BðbridgesÞ: (12.102)

The indirect bond component due to AO bridges can be alternatively viewed in

the AIM resolution defined by the atomic bond projectors:

P̂
b

X ¼
X
x2X

xb
�� �

xb
� ��; X ¼ A;B;C; . . . ; (12.103)

which define the associated AIM bridge projections:

P̂
b

bridges ¼
X

C 6¼ðA;BÞ
P̂
b

Cþ
X

C;D6¼ðA;BÞ
P̂
b

CP̂
b

Dþ:::
X

C;D;:::;F;G6¼ðA;BÞ
P̂
b

CP̂
b

D:::P̂
b

FP̂
b

Gþ:::

�
XAIM

b

P̂
ðbÞ
b�AIM bridge; (12.104)

and the corresponding A–B bond order contributions:

M A;BðbridgesÞ ¼
X

C 6¼ðA;BÞ
M A;BðCÞ þ

X
C;D 6¼ðA;BÞ

M A;BðC,DÞ þ . . .þ
X

C;D;:::;F;G6¼ðA;BÞ
M A;B(C,D,:::,F,G)

� M ðIÞ
A;B þ M ðIIÞ

A;B þ . . .þ M ðt�AIMÞ
A;B þ . . . ¼

XAIM

b

M ðb�AIMÞ
A;B ;

(12.105)

where:

M ðt�AIMÞ
A;B ¼ jSbA;BðC;D; . . . ;F;GÞj2 ¼

X
i2A

X
j2B

ib
Yt
X¼1

P̂
b

X

�����

����� j
b

* +�����

�����
2

�
X
i2A

X
j2B

ib P̂
b

t�AIM bridge

���
��� jb

D E���
���
2

: (12.106)

This atomic resolution is better suited for interpretations in chemistry by expressing

the overall bridge bond order M A;B(bridges) in terms of all admissible clusters of

AIM, with the dominant contributions again being expected from the real t-AIM
bridges of the chemically bonded atoms connecting A and B.

As an illustration let us examine the resultant bond order due to 1-AIM bridges.

One first observes that
P
C

P̂
b

C ¼ P̂
o

w and hence
P

C 6¼ðA;BÞ
P̂
b

C ¼ P̂
o

w � P̂
b

A � P̂
b

B:

M ðIÞ
A;B ¼

X
C 6¼ðA;BÞ

M A;BðCÞ ¼ 4
X
i2A

X
j2B

ib
X

C 6¼ðA;BÞ
P̂
b

C

������

������
jb

* +������

������

2

¼ 4
X
i2A

X
j2B

ib P̂
o

w � P̂
b

A � P̂
b

B

���
��� jb

D E���
���
2

: (12.107)
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Recognizing next that P̂
o

w xb
�� � ¼ ðP̂owÞ2 xj i ¼ P̂

o

w xj i ¼ xb
�� �

and taking into account

the AO orthogonality,

(̂P
b

A þ P̂
b

BÞ jb
�� � ¼ P̂

b

B jb
�� � ¼ jb

�� �gj;j=2 and (̂P
b

A þ P̂
b

BÞ ib
�� � ¼ P̂

b

A ib
�� � ¼ ib

�� �gi;i=2;

finally gives:

M ðIÞ
A;B ¼ 4

X
i2A

X
j2B

ib P̂
o

w � P̂
b

A � P̂
b

B

���
��� jb

D E���
���
2

¼ 4
X
i2A

X
j2B

jb P̂
o

w � P̂
b

A � P̂
b

B

���
��� ib

D E
ib P̂

o

w � P̂
b

A � P̂
b

B

���
��� jb

D E

¼ 4
X
i2A

X
j2B

Sbi;j

���
���
2

1� 1

2
ðgi;i þ gj;jÞ þ

1

4
gi;igj;j

� �

¼ M A;B � 1

4

X
i2A

X
j2B

M i;j 2ðgi;i þ gj;jÞ � gi;igj;j

 �

: (12.108)

This equation thus determines the exact relation between the indirect A––B bond

order M ðIÞ
A;B, realized through single-AIM bridges of all remaining atoms, and the

direct through-space Wiberg component M A;B of the overall bond multiplicity of

(12.102).

Let us now examine two limiting occupations of the valence AO on atoms A and

B. For the full occupations in the molecule of all chemically active AO contributed

by these two atoms, fgi;i ¼ gj;j ¼ 2g, i.e., f2ðgi;i þ gj;jÞ � gi;igj;j ¼ 4g, when they

remain effectively nonbonded, exhibiting only the lone pairs in their inner and

valence shells, (12.108) gives: M ðIÞ
A;B ¼ M A;B � M A;B ¼ 0. Thus, as intuitively

expected, the nonbonded AIM do not generate the implicit bond component

through the single-AIM bridges. Indeed, since the bridge projectors probe the

common part of the diatomic bonding subspace xA
b

�� �
; xB

b
�� �	 


and the remaining

basis functions wC 6¼ A;Bð Þb
�� �	 


, for the nonbonded A and B, which do not exhibit

the common part of their AO subspace with any single remaining atom and

hence also with AO bases of any cluster of such bridging atoms, one predicts the

vanishing bond order contribution generated through any bridges: atomic, diatomic,

triatomic, etc.

It should be stressed that the common bonding subspaces for a larger number of

AIM should steadily decrease with increasing order of the AIM-cluster in bridges,

thus implying their expected diminished contribution to the overall bridge compo-

nent of the chemical bond under consideration: M ðIÞ
A;B>M ðIIÞ

A;B> . . . The bridging

atoms must be also mutually bonded to generate the appreciable through bridge

overlap of the interacting AO, so that significant hypothetical bridges are in fact

limited to real chemical bridges of atoms in the molecular structural formula.

The next configuration of interest is the promoted state in which all valence

orbitals from A and B are half occupied in the molecule: {gi,i ¼ gj,j ¼ 1}, i.e.,
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f2ðgi;i þ gj;jÞ � gi;igj;j ¼ 3g, e.g., on hydrogens and the carbon atoms of the

p-systems in hydrocarbons, in their promoted, valence state in the molecule. This

implies that jxAi and jxBi are heavily engaged in forming the chemical bonds and

gives: M ðIÞ
A;B ¼ M A;B � 3

4
M A;B ¼ 1

4
M A;B. Therefore, quite a substantial indirect

bond order, amounting to a quarter of the through-space component, is then realized

already through all single-atom bridges in the molecule. It should be also realized

that in this case one also expects significant, nonvanishing contributions from

higher orders of the AIM bridges.

12.10.3 Conditional Probabilities for Information Propagation

The key concept of CTCB is the molecular information system (see the opening two

sections of this chapter). It can be constructed at alternative levels of resolving the

electron probabilities into the underlying electron localization “events,” which

determine the channel inputs a ¼ {ai} and outputs b ¼ {bj}. In OCT the AO

basis functions of SCF MO calculations determine a natural resolution level for

discussing the information contributions to the multiplicity (order) of the system

chemical bonds: a ¼ {wi} and b ¼ {wj}. These AO-resolved networks describe the
direct probability/information propagation a ! b in the molecule, which can be

described by the standard quantities developed in IT for real communication

devices. Due to electron delocalization throughout the network of chemical

bonds, the transmission of “signals” about the electron assignments to AO becomes

randomly disturbed, thus exhibiting typical communication “noise.” Indeed, an

electron initially attributed to the given AO in the channel “input” a can be later

found with a nonzero probability at several locations in the molecular “output” b.
This feature of the electron delocalization is embodied in the conditional

probabilities of the “outputs-given-inputs,” P(bja) = f PðwjjwiÞ � Pðjji)g , which

define the molecular information network. As we have argued in the preceding

section, the two basis functions on atoms A and B, respectively, wi∈A and wj∈B,

can also “communicate” indirectly via the AO intermediaries {wk 6¼ (wi,wj)}, e.g., in
the single-AO information cascade: {i ! {wk} ! j}. Determining the conditional

probabilities for such bridge propagation of the electronic information in molecules

is the basic goal of this section.

As we have seen in Sect. 12.2, in OCT one constructs the orbital pair

probabilities (12.7) using the superposition principle of quantum mechanics

(Dirac 1967) supplemented by the “physical” projection onto the subspace of the

system occupied MO, which determine the molecular network of all chemical

bonds. The AIM off-diagonal orbital communications are thus related to Wiberg’s

(1968) bond order contributions or to related generalized “quadratic” bond

multiplicities formulated in MO theory (Gopinathan and Jug 1983; Mayer 1983;

Jug and Gopinathan 1990; Nalewajski and Mrozek 1994, 1996; Nalewajski et al.

1993, 1994a, 1996b, 1997; Nalewajski 2004b). The IT descriptors have been
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shown to account for the chemical intuition quite well, at the same time providing

the resolution of the diatomic bond multiplicities into their complementary

IT-covalent and IT-ionic components (e.g., Nalewajski 2010f).

The orbital information system thus involves the AO events in the channel input

a ¼ {wi} and output b ¼ {wj}. In this description the AO ! AO communication

network is determined by the conditional probabilities of (12.7) for the (direct)

communications between AO, involving squares of corresponding off-diagonal
elements of the system CBO matrix. We recall that for the closed-shell systems

PðbjaÞ ¼ PðjjiÞ ¼ ð2gi;iÞ�1gi;jgj;i ¼ ð2gi;iÞ�1ðgi;jÞ2 � ð �Ni!jgi;jÞ2
n o

; (12.109)

where the amplitude normalization constant �Ni!j satisfies the requirement:

∑j P(jji) ¼ 1. One observes that this conditional probability has the following

interpretation in terms of the AO projectors of (12.89):

PðjjiÞ ¼ 2

gi;i
jb
� ��P̂bi jb

�� � ¼ jb
� ���̂Pbi jb

�� �: (12.110)

In order to estimate the IT bond contributions due to the through-bridge

interactions between the specified pair of basis functions, in the molecular input

and output, respectively, one requires the associated conditional probabilities

realized through the indicated AO intermediaries. A straightforward projection

generalization of the preceding expression gives:

P½ðjjiÞjk; l; :::;m; n� ¼ jb
� �� �̂P

b

n
�̂P
b

m:::
�̂P
b

l
�̂P
b

k

� �
�̂P
b

i
�̂P
b

k
�̂P
b

l :::
�̂P
b

m
�̂P
b

n

� �
jb
�� �

� jb
� ���̂Pbybridge �̂P

b

i
�̂P
b

bridge j
b
�� �

¼ 1

2gi;ig2k;kg
2
l;l:::g2m;mg2n;n

gi;kfgk;l . . . ½gm;nðgn;jgj;nÞgn;m� . . . gl;kggk;i

¼ 1

2gi;i

gi;kgk;l:::gm;ngn;j
gk;kgl;l:::gm;mgn;n

 !2
� P½ðjjiÞjt� AO�:

(12.111a)

or

PðkÞ PðlÞ . . .PðmÞ PðnÞ P½ð jjiÞjk; l; . . . ;m; n�
¼ Pði ! kÞPðk ! lÞ . . .Pðm ! nÞPðn ! jÞ
¼ P½ð jjiÞ ^ ðk; l; . . . ;m; nÞ�; (12.111b)

For example, for the single-AO bridge wk one obtains

P½ðjjiÞjk� ¼ 1

2gi;i

gi;kgk;j
gk;k

 !2
; (12.112)
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while two-AO intermediaries (wk, wl) give

P½ðjjiÞjk; l� ¼ 1

2gi;i

gi;kgk;lgl;j
gk;kgl;l

 !2
: (12.113)

where P(r) ¼ gr,r/2 is the probability of wr being occupied in the molecule. These

conditional probabilities determine the effective through-bridge (cascade) communi-

cations between the given AO input (wi) and AO output (wj), thus defining the

associated information system for each order of the specified AO or AIM bridges.

The above bridge probabilities of information propagation in molecules render

the associated information cascade interpretation. Consider first the single-AO
bridge case of (12.112). This probability expression can be recast in terms of the

conditional probabilities linking corresponding orbital pairs in the bonding sub-

space of the molecule (12.7):

P½ðjjiÞjk� ¼ PðjjkÞPðkÞ�1PðkjiÞ; (12.114)

where P(k) ¼ gk,k/2 denotes the probability that the intermediate AO is occupied in

the molecular ground state. Hence, the associated joint probability of the indirect

probability scattering (i ! j) through kth AO bridge,

P½ðjjiÞ ^ k� � PðkÞP½ðjjiÞjk� ¼ PðjjkÞPðkjiÞ; (12.115)

is given by the product of elementary two-AO scatterings in the sequential (double)
information cascade: (i ! [k] ! j). By the probability continuity the summation

over all such AO intermediaries should amount to probability of the direct scatter-

ing event: (i ! j) ¼ ∑k (i ! [k] ! j), or

X
k
P½ðjjiÞ ^ k� ¼ PðjjiÞ: (12.116)

This partial normalization can be explicitly demonstrated using the quantum-

mechanical (amplitude) interference of orbital communications [(12.206) in

Sect. 12.11.3)]. Its overall normalization for the specified initial input can be

verified by taking the sum of the preceding equations for j ¼ 1, 2, . . ., m:

X
j

X
k
P½ðjjiÞ ^ k�

n o
¼
X

k

X
j
PðjjkÞ�

h i
PðkjiÞ ¼

X
k
PðkjiÞ ¼ 1; (12.117)

where we have twice used the familiar sum rule for conditional probabilities:

∑lP(l|n) ¼ 1.

The same property can be demonstrated for any higher order of the bridge

propagations of AO probabilities in a molecule. For example, for the case of two

AO intermediaries one finds [see (12.109) and (12.113)],

P½ðjjiÞjk; l� ¼ PðjjlÞPðlÞ�1PðljkÞPðkÞ�1PðkjiÞ; (12.118)

and hence

P½ðjjiÞ ^ ðk; lÞ� � PðlÞPðkÞP½ðjjiÞjk; l� ¼ PðjjlÞPðljkÞPðkjiÞ: (12.119)
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This product of conditional probabilities again represents elementary two-AO
scatterings in the sequential (triple) information cascade: (i ! [k ! l] ! j).
By the probability continuity, the summation over all such two-AO intermediaries

should amount to probability of the direct scattering event: (i ! j) ¼ ∑k∑l (i !
[k ! l] ! j), or [see (12.208) in Sect. 12.11.3]

X
k

X
l
P½ðjjiÞ ^ k; lð Þ� ¼ PðjjiÞ; (12.120)

The overall normalization for the given i can be again verified by taking the sum of

these partial normalizations over the final output events j ¼ 1, 2, . . ., m:

X
j

X
k

X
l
P½ðjjiÞ ^ ðk; lÞ�

n o
¼
X

k

X
l

X
j
PðjjlÞ

h i
PðljkÞPðkjiÞ

¼
X

k
PðkjiÞ

X
l
PðljkÞ

h i
¼
X

k
PðkjiÞ ¼ 1:

(12.121)

To summarize, the through-bridge probability scattering gives rise to the asso-

ciated information cascade for the joint probabilities. This additionally validates

the claim that the appreciable through-bridges bonding should result mainly from

the truly bonded bridging AO chain between the given pair of terminal orbitals.

This cascade development can be straightforwardly generalized into the AIM

resolution, with the single conditional probabilities being then replaced by the

corresponding AIM-resolved blocks of (12.24). For example, the joint probabilities

of the conditional scatterings between xA and xB through the general t-AIM bridge

(C, D, . . ., F, G), i.e., all basis functions {xC, xD, . . ., xF, xG} contributed by these

atoms to form MO (see also Fig. 12.11), are then given by the products of the

diatomic blocks of conditional probabilities:

P½ðxBjxAÞ ^ ðxC;xD; . . . ;xF;xGÞ�
¼

X
k2C
X

l2D . . .
X

m2F
X

n2GP½ðjjiÞ ^ ðk; l; :::;m;nÞ�
n

�
X

k2C
X

l2D . . .
X

m2F
X

n2GP½ðjjiÞjk; l; . . . ;m;n�PðkÞPðlÞ . . .PðmÞPðnÞ
¼
X

k2C
X

l2D . . .
X

m2F
X

n2GPðjjnÞPðnjmÞ . . .PðljkÞPðkjiÞ
o

¼ P½ðxBjxGÞP½ðxGjxFÞ . . .P½ðxDjxCÞP½ðxCjxAÞ:
(12.122)

They represent the sequential t-AIM cascade,

ðxA ! ½xC ! xD ! . . .! xF ! xG� ! xBÞ
� ðA! ½C!D! . . .! F!G� ! BÞ;

where the independent sums over all AIM bridges {∑X∑x∈X ¼ ∑x} amount to the

direct probability scattering:
X

C

X
D
. . . :

X
F

X
G
ðA ! ½C ! D ! . . . ! F ! G� ! BÞ ¼ ðA ! BÞ orX

C

X
D
. . . :

X
F

X
G
P½ðxBjxAÞ ^ ðxC;xD; . . . ;xF;xGÞ� ¼ PðxBjxAÞ:

(12.123)
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We further recall (see Sect. 12.3) that in OCT the entropy/information indices of

the covalent/ionic components of chemical bonds represent the complementary

descriptors of the average amounts of the information scattered (communication

noise) and the information conserved (information flow) in the molecular commu-

nication channel of interest. The purely molecular communication channel, devoid

of any reference (history) of the chemical bond formation process, uses the molec-

ular AO probabilities p ¼ {pi ¼ gi,i/N} in the channel input, while the

promolecular signal p0 ¼ p0i ¼ g0i;i=N
n o

, reflecting the ground state electron

configurations of the collection of the constituent free atoms, is used to extract

the ionic IT-component of the resultant IT bond order. Thus, the average (through-

space) noise index of the molecular IT bond covalency is measured by the condi-

tional entropy of (12.15), while the average (through-space) information flow

descriptor of the system IT bond ionicity is given by the mutual information in

the channel promolecular inputs and molecular outputs (12.17). The latter “amount

of information” reflects the fraction of the initial (promolecular) information

content S(p0), which has not been dissipated as noise in the molecular communica-

tion system. The sum of these two bond components (12.19) then measures the

overall direct IT multiplicity of all bonds in the molecular system under

consideration.

The IT-covalent and IT-ionic components of the implicit chemical bonds,

realized via intermediate propagations of AO probabilities through bridges, can

be defined in a similar way for any order of the AO/AIM bridge. For example, for

the given t-AO bridge (k, l, . . ., m, n) of Fig. 12.11, the conditional probabilities {P
[(j|i)jk, l, . . ., m, n]} determine the associated through-bridge communications

between the terminal input (i) and output (j) AO. The corresponding average

noise contribution,

S½ðbjaÞjk; l; :::;m; n� ¼ �
X

i

X
j
P½ði ^ jÞjk; l; :::;m; n log P� ½ðjjiÞjk; l; :::;m; n�

� Sðk; l; :::;m; nÞ:
(12.124)

where P[(i∧j)jk, l, . . ., m, n] ¼ pi P[(j|i)jk, l, . . ., m, n], then reflects the system

indirect IT-covalency generated by this particular AO bridge.

12.10.4 Illustrative Application to p-Electron Systems in Benzene
and Butadiene

Next, let us examine the indirect p-bonds between carbon atoms in benzene and

butadiene in the familiar H€uckel approximation (Nalewajski 2011a). For the con-

secutive numbering of carbons in the ring, the relevant CBO matrix elements in

benzene, the “amplitudes” of the corresponding direct Wiberg bond orders, read:
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gi;i ¼ 1; gi;iþ1 ¼ 2=3; gi;iþ2 ¼ 0; gi;iþ3 ¼ �1=3: (12.125)

They generate the associated direct (through-space) bond components:

M i;iþ1 ¼ 0:44 ðorthoÞ; M i;iþ2 ¼ 0 ðmetaÞ; M i;iþ3 ¼ 0:11 ðparaÞ: (12.126)

The vanishing direct bond order between the two meta-carbons is then

complemented by the following most important indirect interactions in the

p-system:

M i;iþ2ðiþ 1Þ ¼ M i;iþ1M iþ1;iþ2 ¼ 0:20; (12.127)

M i;iþ2ðiþ 5; iþ 4; iþ 3Þ ¼ M i;iþ5M iþ5;iþ4M iþ4;iþ3M iþ3;iþ2 ¼ 0:04; (12.128)

which together amount to the overall 0.24 indirect p-bond multiplicity between

meta-carbons realized through the remaining (neighboring) C—C bonds in benzene.

There also are two small Wiberg-type cross-ring contributions, due to bridges

involving nonneighbors in the ring:

M i;iþ2ðiþ 3Þ ¼ M i;iþ3M iþ3;iþ2 ¼ M i;iþ2ðiþ 5Þ ¼ M i;iþ5M iþ5;iþ2

¼ 0:05; (12.129)

M i;iþ2ðiþ 1; iþ 4; iþ 3Þ ¼ M i;iþ1M iþ1;iþ4M iþ4;iþ3M iþ3;iþ2

¼ M i;iþ2ðiþ 1; iþ 4; iþ 5Þ ¼ M i;iþ1M iþ1;iþ4M iþ4;iþ5M iþ5;iþ2 ¼ 0:01:

(12.130)

Therefore, the meta-carbons in benzene, which in this approximation exhibit the

vanishing direct (through-space) p-bond, are linked by the indirect bond multiplic-

ity M i;iþ2ðbridgesÞ ffi 0:3. In this rough estimate, we have neglected some very

small contributions due to bridges involving several cross-ring links, e.g.,

M i;iþ2ðiþ 3; iþ 4; iþ 5Þ ¼ M i;iþ3M iþ3;iþ4M iþ4;iþ5M iþ5;iþ2 ¼ 0:002: (12.131)

The neighboring, ortho-carbons, which exhibit the highest direct p-bond order,

generate relatively small overall bridge contribution. More specifically, all single-
and triple-AO bridges generate the vanishing indirect components, while the only

nonvanishing contributions result from the following double- and quadruple-AO
bridges:

M i;iþ1ðiþ 5; iþ 4Þ ¼ M i;iþ5M iþ5;iþ4M iþ4;iþ1

¼ M i;iþ1ðiþ 2; iþ 3Þ ¼ M iþ1;iþ2M iþ2;iþ3M iþ3;i ¼ 0:02;

(12.132)
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M i;iþ1ðiþ 2; iþ 3; iþ 4; iþ 5Þ
¼ M iþ1;iþ2M iþ2;iþ3M iþ3;iþ4M iþ4;iþ5M iþ5;i ¼ 0:02; (12.133)

generating altogether M i;iþ1ðbridgesÞ ¼ 0:06. This implicit contribution and the

direct part of (12.126) give rise to a half total bond order between neighboring

carbons in the benzene ring, as intuitively expected. In this estimate, we have

again neglected very small contributions generated by bridges involving several

para-links in the ring, e.g.,

M i;iþ1ðiþ 5; iþ 2; iþ 3; iþ 4Þ
¼ M i;iþ5M iþ5;iþ2M iþ2;iþ3M iþ3;iþ4M iþ4;iþ1 ¼ 0:001; (12.134)

M i;iþ1ðiþ 3; iþ 2; i þ 5; iþ 4Þ
¼ M i;iþ3M iþ3;iþ2M iþ2;iþ5M iþ5;iþ4M iþ4;iþ1 ¼ 0:0004: (12.135)

Finally, let us consider the bridge components of p-interactions between two

para-carbons in the ring, which exhibit a relatively small direct bond order reported

in (12.126). Again, all single- and triple-AO bridges generate the vanishing indirect

components, while the most important double-AO bridges realized through neigh-

boring bonds give:

M i;iþ3ðiþ 5; iþ 4Þ ¼ M i;iþ5M iþ5;iþ4M iþ4;iþ3

¼ M i;iþ3ðiþ 1; iþ 2Þ ¼ M i;iþ1M iþ1;iþ2M iþ2;iþ3 ¼ 0:09;

(12.136)

i.e., M i;iþ3ðbridgesÞ ffi 0:18. There are also two quadruple-AO bridges involving

two cross-ring links, which contribute a very small indirect bond order between

para-carbons in benzene:

M i;iþ3ðiþ 1; iþ 4; iþ 5; iþ 2Þ ¼
M i;iþ1M iþ1;iþ4M iþ4;iþ5M iþ5;iþ2M iþ2;iþ3 ¼ 0:001: (12.137)

Therefore, two para-carbons in benzene ring also exhibit the resultant p-bond order
of (12.102) of about 0.3, similar to that characterizing two meta-carbons.

The artificial distinction of the cross-ring p-interactions in Wiberg’s (direct)

multiplicities, with the vanishing bond order for meta-carbons, is thus effectively
removed when the through-bridges components are also taken into account:

M ðparaÞ ffi M ðmetaÞ ¼ 0:3 < M ðorthoÞ ¼ 0:5: (12.138)

We again emphasize the differences in their compositions: the para interac-

tions exhibit comparable through-space and through-bridge components, the meta
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multiplicities are realized exclusively through bridges, while the strongest ortho
bond orders have practically direct, through-space origin.

Of interest also is a comparison of the bond order contributions realized through

the ring bridges of increasing length:

M i;iþ2ðiþ 1Þ ¼ ðM i;iþ1Þ2 ¼ 0:20;

M i;iþ3ðiþ 1; iþ 2Þ ¼ ðM i;iþ1Þ3 ¼ 0:09;

M i;iþ4ðiþ 1; iþ 2; iþ 3Þ ¼ ðM i;iþ1Þ4 ¼ 0:04;

M i;iþ5ðiþ 1; iþ 2; iþ 3; iþ 4Þ ¼ ðM i;iþ1Þ5 ¼ 0:02: (12.139)

Thus, the longer the bridge, the smaller indirect bond order it contributes.

Next, let us examine the p-interactions in butadiene. For the consecutive num-

bering of carbon atoms, the off-diagonal part of the CBO matrix in the H€uckel
approximation is fully characterized by the following elements:

g1;2 ¼ g3;4 ¼ 2=
ffiffiffi
5

p
; g1;3 ¼ g2;4 ¼ 0; g1;4 ¼ �1=

ffiffiffi
5

p
;

g2;3 ¼ 1=
ffiffiffi
5

p
;

(12.140)

which determine the associated through-space bond orders:

M 1;2 ¼ M 3;4 ¼ 0:80; M 1;3 ¼ M 2;4 ¼ 0; M 1;4 ¼ M 2;3 ¼ 0:20: (12.141)

This somewhat artificial distinction of the (1–3) and (2–4) interactions as nonbond-

ing can be again expected to be remedied by the inclusion of the indirect bond

components.

For the strongest, terminal bond (1–2) the only nonvanishing contribution is due

to the two-AO bridge,

M 1;2ð4; 3Þ ¼ M 1;4M 4;3M 3;2 ¼ 0:03 ¼ M 1;2ðbridgesÞ; (12.142)

and hence the resultant bond order of the terminal bonds reads:

M ð1� 2Þ ¼ M ð3� 4Þ ¼ 0:83: (12.143)

The bridge contributions to the second-neighbor interactions (1–3) are:

M 1;3ð4Þ ¼ M 1;4M 4;3 ¼ M 1;3ð2Þ ¼ M 1;2M 2;3 ¼ 0:16; (12.144)

and hence

M 1;3ðbridgesÞ ¼ 0:32 ¼ M ð1� 3Þ: (12.145)
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The bridge contribution to p-interactions between terminal carbons,

M 1;4ð2; 3Þ ¼ M 1;2M 2;3M 3;4 ¼ 0:13 ¼ M 1;4ðbridgesÞ; (12.146)

and between the two carbons of the middle bond,

M 2;3ð1; 4Þ ¼ M 2;1M 1;4M 4;3 ¼ 0:13 ¼ M 1;3ðbridgesÞ; (12.147)

similarly give:

M ð1; 4Þ ¼ M ð2; 3Þ ¼ 0:33: (12.148)

Therefore, this novel perspective on the p-bond multiplicities in butadiene, more

rational than that following from the simple direct bond orders of Wiberg, predicts:

M ð1� 2Þ ¼ M ð3� 4Þ ¼ 0:83

>fM ð1� 4Þ ¼ M ð2� 3Þ ¼ 0:33 ffi M ð1� 3Þ ¼ M ð2� 4Þ ¼ 0:32g:
(12.149)

Again, the strongest terminal bonds (1–2) and (3–4) are almost exclusively of the

through-space origin, the p-bonds (1–3) and (2–4) connecting the second-neighbors
exhibit the pure through-bridge character, while the remaining bonds (1–4) and

(2–3) include comparable direct and indirect components.

It has been argued in Sect. 12.10.1 that the CBO matrix elements reflect overlaps

between projections of the basis functions onto the subspace of the occupied MO.

They quantify the mutual dependencies between these bonded projections. For the

given pair wi 6¼ wj of the chemically interacting orbitals from atoms A and B,

respectively, all elements {gi,k ¼ gk,i, k 6¼ i, and gj,l ¼ gl,j, l 6¼ j} embody the

resultant interdependencies between these two AO and the remaining bonded

parts of the basis set functions. The Wiberg bond order concept makes use of

only the single k ¼ j (or l ¼ i) projection constraint, corresponding to a single

off-diagonal matrix element gi,j ¼ gj,i while neglecting all the remaining effective

conditions between the AO bond projections involving this pair of basis functions.

They are effectively taken into account only in the through-bridge bond multiplicity

concept (Nalewajski and Gurdek 2011a), which in principle is capable to include all

these additional constraints represented by the specified values of the remaining

elements of the density matrix in rows/columns i and j (see also Sect. 12.11.3).

12.10.5 Indirect Orbital Communications

Next, let us briefly examine the through-bridge orbital communications in benzene.

We focus on the indirect probabilities determining the communication system for
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the directly noninteracting meta-carbons in the ring. We recall that the symmetry-

unrelated, direct conditional probabilities in benzene,

PðijiÞ ¼ 1=2; Pðiþ 1jiÞ ¼ 2=9; Pðiþ 2jiÞ ¼ 0;
Pðiþ 3jiÞ ¼ 1=18;

(12.150)

define the through-space p-communications in this molecule (Nalewajski 2010d).

For the most important meta-bridges of (12.127)–(12.129), one finds the follow-
ing off-diagonal probabilities linking these two carbon atoms through the

corresponding bridges:

P½ðiþ 2jiÞjiþ 1� ¼ 0:0988;

P½ðiþ 2jiÞjiþ 3� ¼ 0:0247;

P½ðiþ 2jiÞjiþ 5; iþ 4; iþ 3� ¼ 0:0195; (12.151)

and hence the overall off-diagonal (switching) probability

P½ðiþ 2jiÞjbridges� ¼ P½ðijiþ 2Þjbridges� ffi 0:1430: (12.152)

One similarly estimates the corresponding bridge contributions for the diagonal

probabilities realized through these three bridges,

P½ðijiÞjiþ 1� ¼ P½ðiþ 2jiþ 2Þjiþ 1� ¼ P½ðiþ 2jiþ 2Þjiþ 3� ¼ 0:0988;

P½ðijiÞjiþ 3� ¼ 0:0062;

P½ðijiÞjiþ 5; iþ 4; iþ 3� ¼ P½ðiþ 2jiþ 2Þjiþ 5; iþ 4; iþ 3� ¼ 0:0049;

(12.153)

which give:

P½ðijiÞjbridges� ffi 0:110 and P½ðiþ 2jiþ 2Þjbridges� ffi 0:202: (12.154)

Resultant probabilities of (12.152) and (12.154) then define the communication

channel for the indirect p-interactions between the meta-carbons in benzene ring

shown in Fig. 12.12. Its average conditional entropy (communication noise), which

measures the implicit IT-covalency of the p-bond order between the meta-carbons

P[(i|i) | bridges]
1/6 i i

P[(i+2|i) | bridges]

P[(i|i+2) | bridges]

1/6 i+2 i+2
P[(i+2|i+2) | bridges]

Fig. 12.12 Indirect (through-

bridges) communication

system for the indirect

p-interactions between
two meta-carbons in the

benzene ring
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in the benzene ring, realized through these three bridges: S[(i + 2|i)jbridges]
ffi 0.27 (bits). This IT estimate is close to the associated Wiberg-type indirect

bond multiplicity M i;iþ2ðbridgesÞ ffi 0:3 reported in the preceding section.

It is also of interest to examine the conditional probabilities between the

specified pairs of AO originating from communications through the parallel set
of the single-AO bridges containing all the remaining basis functions (Nalewajski

2011b). The indirect probability scattering through the remaining basis functions

x0 ¼ {wk 6¼(i,j)}, which constitute the effective (parallel) bridge for the specified AO

pair wi (input) and wj (output), can be then determined as conditional probabilities of

the underlying information cascade of Fig. 12.13, in which the signal emitted at the

input ai ¼ wi is propagated into the specified output bj ¼ wj through all admissible

single orbital bridges including all remaining AO: c(i, j) ¼ {ck(i, j) ¼ wk 6¼(i,j)}. The

associated conditional probability for such a through-bridges propagation reads:

P½ðjjiÞjcði; jÞ� ¼
X
k 6¼ði;jÞ

PðkjiÞPðjjkÞ ¼
X
l

PðljiÞPðjjlÞ�PðjjiÞ½PðijiÞ þ PðjjjÞ�

¼ P2ðjjiÞ � 1

2
PðjjiÞ½gi;i þ gj;j� � P2ðjjiÞ � PðjjiÞgav:ði; jÞ;

(12.155)

where the square of the AO conditional probabilities,

P2ðbjaÞ � P2ðjjiÞ � ½P2ðxjxÞ�i;j � ½PðcjaÞPðbjcÞ�i;j
n

¼
X
l

PðljiÞPðjjlÞ ¼
X
l

g2i;lg
2
j;l

4gi;igl;l

)
; (12.156)

characterizes the complete sequential probability cascade (Fig. 12.14), involving

all orbital intermediaries. It follows from (12.155) that the intermediate prob-

ability propagation via the full “bridge” consisting of all the remaining AO, wi !
c(i,j) ! wj, is determined by the corresponding “squared” probability P2(j|i) of the
sequential AO cascade corrected by the product of the direct scattering probability

P(j|i) and the average occupation gav:ði; jÞ of the specified input and output AO in

the molecule.

ai      c(i, j)      bj

ck(i, j)
ck’(i, j)

ck’’(i, j)

ai bj

⇒⇒

Fig. 12.13 The intermediate probability scattering between the specified AO events ai and bj, in
the channel input and output, respectively, through the single-AO intermediates c(i, j) ¼ {ck(i, j),
k 6¼ (i, j)}
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It follows from (12.109) that the single AO wk in this sequential approach gives:

P½ðjjiÞjk� ¼ PðkjiÞPðjjkÞ ¼ g2i;k g
2
j;k

4gi;i gk;k
; SjP½ðjjiÞjk� ¼ PðkjiÞ: (12.157)

For the parallel two AO intermediaries of Fig. 12.15a, one similarly finds:

P½ðjjiÞjðk; lÞ� ¼ PðkjiÞPðjjkÞ þ P½ðljiÞPðjjlÞ ¼ 1

4gi;i

g2i;k g
2
j;k

gk;k
þ g2i;l g

2
j;l

gl;l

 !
; (12.158)

while the sequential two-AO bridge of Fig. 12.15b gives:

P½ðjjiÞjðk ! lÞ� ¼ PðkjiÞPðljkÞPðjjlÞ ¼ g2i;k g
2
l;kg

2
j;l

8gi;igk;kgl;l
: (12.159)

The additional degrees of freedom of Fig. 12.13, for the indirect communica-

tions between different p-AO through the single member of the AO subset c(i, j)
combining all remaining basis functions, are then given by the associated

probabilities of (12.157). All these intermediate p-AO communications in benzene

are illustrated in Fig. 12.16.

P(c|a) P(b|c) P2(b|a)

⇒⇒
(a) (c) (b) (a) (b) 

Fig. 12.14 Effective sequential probability cascade of two information systems in AO resolution

a k

i l j

b i k l j

Fig. 12.15 The intermediate probability scattering from wi to wj via the two-AO bridges {wk, wl}:
parallel (Panel a) and sequential (Panel b)

a b c
1* 1* 1*

6 2* 6 2 6 2

5 3 5 3* 5 3

4 4 4*

Fig. 12.16 Indirect

communications between the

terminal (identified by an

asterisk) ortho (Panel a),
meta (Panel b) and para
(Panel c) carbons in benzene,

through the single p–AO
intermediate
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For benzene, one finds,

P½ðiþ 1jiÞjc i; iþ 1ð Þ� ¼ P½ðiþ 3jiÞjc i; iþ 3ð Þ� ¼ 0;

P½ðiþ 2jiÞjc i; iþ 2ð Þ� ¼ 2=27; (12.160)

while these implicit communications in butadiene read:

P½ð2j1Þjð3; 4Þ� ¼ P½ð4j3Þjð1; 2Þ� ¼ P½ð4j1Þjð2; 3Þ� ¼ P½ð3j2Þjð1; 4Þ� ¼ 0;

P½ð3j1Þjð2; 4Þ� ¼ P½ð4j2Þjð1; 3Þ� ¼ 2=25;

(12.161)

Therefore, these results for the complete bridge of the sequential probability

propagation between two p-AO through the single orbital of the set combining the

remaining basis functions predicts the vanishing single-AO bridge communications

between the two ortho- and para-carbons, since all combined communications of

Fig. 12.16a, c involve at least one direct (meta) step in the signal bridge propaga-

tion, which exactly vanishes in the H€uckel approximation. Only the meta-carbons
exhibit nonvanishing indirect probability scatterings of Fig. 12.16b, since these

bridge communications involve the direct ortho and para steps. A similar trend is

observed for butadiene, with only the 1 ! 3 and 2 ! 4 communications, which

exhibit the vanishing direct component, now acquiring the nonvanishing indirect
communication links.

The additional, indirect IT-covalency (in bits) between two meta-carbons in

benzene is thus reflected by the associated conditional entropy (noise) descriptor:

S i;iþ2½cði; iþ 2Þ� ¼ �ð2=27Þ log2ð2=27Þ ¼ 0:28: (12.162)

The indirect entropic covalency of the 1–3 and 2–4 IT bond orders in butadiene

similarly reads:

S 1;3ð2; 4Þ ¼ S 2;4ð1; 3Þ ¼ �ð2=25Þ log2ð2=25Þ ¼ 0:29: (12.163)

These implicit (total) bond IT-covalencies can be compared with the direct

(total) entropies of the remaining two-orbital interactions in benzene,

S i;iþ1 ¼ �ð2=9Þ log2ð2=9Þ ¼ 0:48;

S i;iþ3 ¼ �ð1=18Þ log2ð1=18Þ ¼ 0:23; (12.164)

and in butadiene:

S 1;2 ¼ S 3;4 ¼ �ð2=5Þ log2ð2=5Þ ¼ 0:53;

S 1;4 ¼ S 2;3 ¼ �ð1=10Þ log2ð1=10Þ ¼ 0:33: (12.165)
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Therefore, this perspective combining the entropy-covalencies due to the direct

AO communications and indirect probability propagations via the single-AO
bridges of all remaining basis functions gives even more dichotomous distinction

of diatomic p-interactions in these two molecules compared with that resulting

from all admissible bridges in the AO information system. The bridge contributions

now correct only the atomic pairs, which do not interact directly: in benzene

S i;iþ2 c i; iþ 2ð Þ½ � ffi 0:3 bits and in butadiene S 1;3ð2; 4Þ ¼ S 2;4ð1; 3Þ ffi 0:3 bits.

One again observes that this indirect correction is of the order of the weaker direct
bonds in these two prototype molecules.

12.10.6 Qualitative Model of Bonds in Propellanes

Let us again interpret the patterns of chemical bonds in the representative [1.1.1]

and [2.2.2] propellanes (Nalewajski 2011b). As already remarked in Sect. 10.3, in

the minimum basis set approach the bond structure in these two systems can be

qualitatively understood in terms of the localized MO resulting from interactions

between the directed orbitals on neighboring atoms and the nonbonding electrons

occupying nonoverlapping atomic hybrids.

In the smallest [1.1.1] system, the nearly tetrahedral (h ¼ sp3) hybridization on

both bridgehead and bridging carbons is required to form the chemical bonds of the

three carbon bridges and to accommodate two hydrogens on each bridge carbons.

Thus, three sp3 hybrids on each of the bridgehead atoms are used to form the

chemical bonds with the bridge carbons and the fourth hybrid, directed away from

the central bond region, remains nonbonding and singly occupied (Fig. 12.17a).

In the largest [2.2.2] propellane the two central carbons acquire a nearly trigonal

(h0 ¼ sp2) hybridization to form bonds with the bridge neighbors, each with a single

2p orbital directed along the central bond axis, which has not been used in this

hybridization scheme, now being available to form a strong through-space compo-

nent of the overall multiplicity of the C0—C0 bond (see Figs. 10.4 and 12.17b). This
explains the missing strong through-space component in the (diradical) smaller

[1.1.1] propellane and its presence in the larger [2.2.2] system.

a

sp3

sp3 sp3

sp3

sp3 sp3

sp3

sp3
sp3

sp2 sp2

sp3C1’ C2’

C2C1

C1’ C2’

C

− −+ +

b

Fig. 12.17 Schematic diagrams rationalizing the patterns of the localized bonds in [1.1.1]

(Panel a) and [2.2.2] (Panel b) propellanes; the bridgehead carbon atoms are primed
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In this qualitative picture each directed AO participates in a single localized,

two-center (doubly occupied) bonding MO, which allows one to estimate the

diatomic CBO matrix elements determining the direct and indirect components of

the central bonds in these two propellanes:

gh;h ¼ 1þ Ssp;p

� ��1

; gh;h ¼ ð1þ Sh;hÞ�1
and gh;h0 ¼ 1þ Sh;h0

� ��1
;

where Ssp;p; Sh;h and Sh;h0 stand for the overlap integrals between two 2ps
orbitals and between the indicated hybrid orbitals, respectively. These overlaps

can be realistically estimated using the standard overlap integrals between valence

orbitals on carbon atoms in ethane (single C—C bond): Ss;s ¼ 0:36; Sss;p ¼ 0:42;
Ssp;p ¼ 0:28, giving rise to the associated standard overlaps between hybrid

AO: Ssh;h ¼ 0:66; Ssh;h0 ¼ 0:67.
Hence, the estimate of the direct, Wiberg component of the central bond in the

[2.2.2] system,

M 10;20 	 1þ Ssp;p

� ��2

¼ 0:62;

and the indirect contribution due to three (double-carbon) bridges,

M 10;20 ðbridgesÞ ¼ 3M C0
1;C1

M C1;C2
M C2;C0

2
	 3 1þ Ssh;h0
� ��4

1þ Ssh;h

� ��2

¼ 0:14;

which give rise to the total bond multiplicity:

M ð10 ��20Þ ¼ M 10;20 þ M 10;20 ðbridgesÞ 	 0:76:

The corresponding indirect (total) component for the [1.1.1] system gives:

M 10;20 ðbridgesÞ ¼ 3M C0
1;CM C;C0

2
	 3 1þ Ssh;h

� ��4

¼ 0:40 ffi M ð10 ��20Þ:

Therefore, the smaller system is predicted to exhibit higher through-bridge

component, compared with larger propellane, with the latter generating greater

overall bond order. This trend is also reflected by numerical SCF and DFT

calculations (see Sect. 10.3).

Finally, let us briefly examine the associated conditional entropy (communica-

tion noise) contributions, reflecting the associated IT bond orders due to through-

bridge covalencies. The conditional probabilities of the information scattering via a

single bridge in the [1.1.1] and [2.2.2] propellanes, respectively, read:

P C2
0jC1

0ð ÞjC½ � 	 1

4
ðgh;hÞ4 ¼ 0:0333 and

P C2
0jC1

0ð ÞjC1 ! C2½ � 	 1

8
ðgh;hÞ2ðgh;h0 Þ4 ¼ 0:0058:
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They again reflect a higher through-bridge propagation of the electron probability

in the single-carbon bridge. These probabilities generate the associated entropies

due to three identical (parallel) bridges, which measure the bridge IT-covalencies

(in bits) of the central bond in these two molecular systems:

S 10;20 ðbridgesÞ 	3ð�0:0333 log20:0333Þ ¼ 0:49 and

S 10;20 ðbridgesÞ 	3ð�0:0058 log20:0058Þ ¼ 0:13:

These entropies are seen to compare favorably with the corresponding Wiberg

estimates for this model, reported at the beginning of this section.

We again conclude that the entropic and Wiberg measures of the through-bridge

component of the central bond covalency in this simple model of the electronic

structure in the representative [1.1.1] and [2.2.2] propellanes are in general agree-

ment with one another thus providing consistent insights into the novel indirect

bond components in these two prototype molecular systems.

12.11 Amplitude Channels and Interference of Orbital

Communications

The atomic orbitals contributed by bonded atoms of molecular systems emit or

receive “signals” of electronic allocations to basis functions thus acting as both the

signal “source” (input) and “receiver” (output), respectively, in the associated

communication network. Each orbital simultaneously participates in both the

through-space and through-bridge probability propagations: the former involve

direct communications between two AO, while the latter are realized indirectly

via the orbital intermediates. For the internal consistency of OCT it is vital that the

stationary, ground state of electrons and the AO probabilities it implies are both

recovered from the general, multiple probability scatterings between these basis

functions in the molecule (Nalewajski 2011c; Nalewajski and Gurdek 2011a).

In OCT the chemical bonds originate from molecular communications between

AO events determining the channel input and output of Fig. 12.18a, in accordance

with the associated conditional probability matrix P(bja) ¼ P(xjx) ¼ {P(jji)}. The
quantum amplitudes A(bja) ¼ {A(jji) � Ai!j} � Aa!b of such conditional

probabilities, {P(jji) � |Ai!j|
2}, which define the associated amplitude channel of

Fig. 12.18b, have been shown to be proportional to the corresponding elements of

the system CBO (density) matrix g (Nalewajski 2010c, 2011c). For the positive

P(b|a)a b

Aa→b|a〉 |b〉

a

b

Fig. 12.18 The orbital

channels in the probability

(Panel a) and amplitude

(Panel b) representations

538 12 Orbital Communication Theory of the Chemical Bond



overlap between AO the “constructive” (bonding) interference between two AO

implies the positive (in phase) product of their bond projections, while its negative

(out of phase) value identifies their resultant “destructive” interference in the

molecular bond system.

The probability and amplitude channels of Fig. 12.18 thus summarize

communications between AO events, a ! b, and corresponding state vectors,

jai ! jbi, respectively. It should be emphasized that only the information scatter-

ing states, defined by the communication amplitudes, are capable of “interference”

effects. One should also envisage the generalized (consecutive) bridges (Fig. 12.19)
for the AO probability propagation in molecules, which involve the (parallel) set of
all basis functions at each scattering step. Each propagation stage then involves all

AO inputs communicating with all AO outputs.

We recall that in the Born (statistical) interpretation of quantum mechanics

the state probability distribution is given by the squared modulus of the cor-

responding (complex-valued) amplitude, the system wave function. This wave

function “power” is then interpreted as the probability density over the representa-

tion elementary events. It is the superposition of the wave functions (quantum

states) that gives rise to the interference of microobjects. Therefore, it is both

natural and indeed compulsory that in the reconstruction of the underlying AO

communications behind the stationary (ground state) probability distribution via the

multiple probability propagations between the basis functions one must insist on

the wave character, capable of the interference, of such elementary molecular

communications.

Indeed, the classical combination rules for conditional probabilities determining

the molecular communications between AO [see, e.g., (12.156) and Fig. 12.14]

would fail to reconstruct this molecular probability distribution and the underlying

wave function (probability amplitude) of the system as a whole. Instead, one must

combine the AO probability amplitudes in order to recover the stationary condi-

tional probabilities. The amplitudes of such elementary steps of the information

propagations between AO have been shown to be proportional to the corresponding

elements of the CBO matrix, which exhibit both positive and negative values, thus

being perfectly capable of both the constructive and destructive interference in the

relevant scattering states.

12.11.1 Probability Scattering States and Stationary
Communication Modes

The 1-density matrix D ¼ hxjwoihwojxi ¼ CoCo{ ¼ hxbjxbi ¼ Sb, which

measures the bond overlaps Sb between AO jxi, constitutes the AO representation

of the projection operator P̂
o

w onto the bond subspace wo of the (doubly) occupied

MO, thus satisfying the associated idempotency relations,

12.11 Amplitude Channels and Interference of Orbital Communications 539



D2 ¼ hxbjxbihxbjxbi ¼ hxbjxbi ¼ D and Dn ¼ D: (12.166)

The quantum mechanical amplitudes A(bja) � Aa!b ¼ {A(jji) � Ai!j} of the AO

conditional probabilities (12.109),

PðbjaÞ ¼ PðjjiÞ ¼ ð �Ni!jÞ2gi;jgj;i ¼ ð2gi;iÞ�1jgi;jj2 � Ai!jA


i!j ¼ jAi!jj2

n o
;

(12.167)

are seen to be determined by the corresponding (renormalized) elements of the

density matrix,

Ai!j ¼ gi;j=
ffiffiffiffiffiffiffiffi
2gi;i

q
� gi;j �Ni!j ¼ Di;j=

ffiffiffiffiffiffiffi
Di;i

p � Di;jNi!j; (12.168)

and hence jAi!jj � 1 since jhibj jbij � hibjibi.
The (non-Hermitian) matrix Aa!b ¼ {Ai!j} of all “forward” (input ! output)

communications then determines the AO scattering states of the amplitude channel

of Fig. 12.18b. It can be viewed as the AO representation of the associated

communication operator Â � Âða ! bÞ : Aa!b � bh jÂ aj i. Therefore, the scatter-
ing of the input states in the forward channel reads:

Â jai ¼ Aa!bjai: (12.169)

The Hermitian conjugate matrix ðAa!bÞy ¼ ah jÂy
bj i � Ab!a ¼ fAj!ig then

combines the AO amplitudes of the “reverse” (output ! input) probability

propagations, with the conjugate operator Â
y � Âðb ! aÞ standing for the scatter-

ing of the output states in the reverse channel:

Â
yjbi ¼ Ab!ajbi: (12.170)

These directed-scattering operators can be combined into the symmetrized

(Hermitian) communication operator of AO amplitudes:

B̂ ¼ 1=2ðÂþ Â
yÞ ¼ 1=2½Âða ! bÞ þ Âðb ! aÞ� or

B ¼ hxjB̂jxi ¼ 1=2ðAa!b þ Ab!aÞ ¼ 1=2 Aa!b þ Aa!b
y� �
: (12.171)

Its eigenvalue (diagonalization) problem then determines the decoupled (principal,

normal) modes jci ¼ jxiG of the information propagation between AO:

B̂ cj i ¼ ljci or GyB G ¼ l;

G ¼ hxjci; jci ¼ fjcaig; hcjB̂jci ¼ l ¼ flada;bg: (12.172)
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Here, the stationary states {jcai} combine the forward and reverse probability

scatterings into the corresponding (delocalized) “standing waves” of AO

communications in molecules, with the eigenvalues {la} providing the principal
propagation amplitudes of the associated (diagonal) spectral resolution of the AO

communication operator:

B̂ ¼ cj il ch j ¼ Sa caj ila cah j: (12.173)

The conditional probability amplitude of (12.168) determines the associated

forward-scattered state,

ji ! ji ¼ jii þ Ai!jjji; (12.174)

for the unit probability of the incident input state jii. Accordingly, the reverse-
scattered state originating from the output state j ji reads:

j ! ij i ¼ jj i þ Aj!i ij i: (12.175)

These equations identify the forward and reverse propagation amplitudes as the

scalar products of the corresponding scattered states and the relevant final (“detec-

tion”) AO state:

Ai!j ¼ hjji ! ji and Aj!i ¼ hijj ! ii: (12.176)

In this vector interpretation the elementary conditional probabilities P(jji) ¼
Pi!j and P(ijj) ¼ Pj!i of the specified forward and reverse conditional events

represent the expectation value in the detection state of the corresponding projec-

tion operators onto the scattering state:

PðjjiÞ ¼ jAi!jj2 ¼ hjji ! jihi ! jjji � hjjP̂i!jjji;
PðijjÞ ¼ jAj!ij2 ¼ hijj ! iihj ! ijii � hijP̂j!ijii: (12.177a)

Alternatively, these probabilities are seen to determine the expectation value in the

relevant scattered state of the projection operator onto the detection AO state in

question:

PðjjiÞ ¼ jAi!jj2 ¼ hi ! jjjihjji ! ji � hi ! jjP̂jji ! ji;
PðijjÞ ¼ jAj!ij2 ¼ hj ! ijiihijj ! ii � hj ! ijP̂ijj ! ii: (12.177b)

12.11.2 Cascade Probability Scatterings and Their Interference

The conditional probabilities of (12.167) and the associated amplitudes of (12.168)

describe the delocalized electrons in the molecular bond system and originate from

the standard (Slater determinant) wave function of the molecule in the adopted MO

12.11 Amplitude Channels and Interference of Orbital Communications 541



approximation. This stationary distribution must effectively combine contributions

from both the direct and generalized indirect probability propagations between AO.

It is vital for the internal consistency of OCT to demonstrate that an inclusion of

these generalized, multiple through-bridge communications preserves this station-

ary conditional probability distribution.

Consider the generalized through-bridge (forward) probability propagations

{i ! j} of Fig. 12.19. Each output in the direct information network of Panel a
can subsequently emit the signal to any of the system basis functions in the

sequential cascade of Panel b, in which the events of the secondary output are

linked to the original input via all single(S)-AO intermediates x(1). This intermedi-

ate scattering can be repeated still further, e.g., by adding the double(D)-AO bridges

x(2) � {x(1) ! x(2)}, additionally including the AO intermediates x(2) in the

sequential cascade of Panel c, or in general t-AO bridges x(t) � {x(1) ! x(2) !
. . .! x(t)} shown in Panel d of the figure. In principle this order of the intermediate

probability propagation can be extended to infinity, t ! 1, with the combined

effect of all propagation orders t ¼ 0, 1, 2, . . ., where t ¼ 0 corresponds to the

direct molecular communications, eventually establishing the stationary molecular

communications between AO. In this multiscattering perspective the stationary

distribution of the electronic probabilities in molecular systems is thus seen as the

net result of all such elementary (multiple) probability propagations, in which

the communications i ! j between two specified basis functions effectively

involve bridges of all orders.

In the classical sequential cascade of several information channels the resultant

conditional probability matrix between the initial input and the final output is given

by the product of conditional probabilities of all constituent subchannels (see, e.g.,

Fig. 12.14). As we have argued above, this classical combination rule would fail to

reconstruct the molecular distributions of electrons, the quantum particles capable of

interference, since such products do not conserve the elementary molecular

probabilities of the direct AO communications. For such microobjects one has to

a γ
| 〉

| 〉

| 〉

| 〉 | 〉

| 〉

| 〉 | 〉 | 〉| 〉

| 〉 | 〉 | 〉

b γ

γ

γ

γ γ

(1)

c
{ (1) (2)}

d γ γ γ γ
{ (1) … (t)}

Fig. 12.19 Hierarchy of the amplitude channels for the multiple scatterings between AO states

jxi: direct communications (Panel a); single(S)-AO bridges jxi(1) � x(1) (Panel b); double(D)-AO
bridges jxi(2) � {jxi(1) ! jxi(2)} (Panel c); t-AO bridges jxi(t) � {jxi(1) ! jxi(2) ! . . .!
jxi(t)} (Panel d). The resultant amplitudes of such multistep propagations are proportional to

consecutive powers of the CBO (density) matrix g:AðtÞ ¼ fAðtÞ
i!jg / gtþ1
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propagate the probability amplitudes at each bridge order and then determine the

effective amplitude due to interference of amplitudes from all orders {t}. In deter-

mining the overall effect of the superposition of the scattering states corresponding to

all bridge orders one thus has to add the resultant amplitudes for all orders.

The bridge generalization of the probability scattering amplitude, via several

sequential sets of all AO used in SCFMO calculations (see Fig. 12.19), involves the

corresponding powers of the projection operator onto the bonding subspace. For

example, the amplitude for the communication i ! j through the bridge order t (see
Fig. 12.19d) reads:

A
ðtÞ
i!j ¼ �N

ðtÞ
i!jðhijP̂

o

wÞðP̂
o

wÞ
tðP̂owjjiÞ ¼ ½ �NðtÞ

i!j=2
tþ1�ðgtþ1Þi;j

¼ �N
ðtÞ
i!jhibjðP̂

o

wÞ
tjjbi � �Ni!jhibjjbi ¼ Ai!j; (12.178)

since by the idempotency of the bond projection ðP̂owÞm ¼ P̂ow and P̂ow jb
�� � ¼ jb

�� �;
P̂ow ib
�� � ¼ ib

�� �. Thus, at each order of the through-bridge scattering involving the

entire set of AO the amplitude for the representative propagation i ! j stays the
same as in the direct propagation.

Therefore, the resultant (res.) amplitude from the interference of all bridge

orders, the normalized linear combination of amplitudes generated at each bridge

order, is identical with the direct amplitude, which generates the stationary condi-

tional probability distribution in the molecule:

Ares:
i!j ¼

X1
m¼0

CðmÞAðmÞ
i!j ¼Ai!j;

X1
m¼0

CðmÞ�� ��2 ¼ 1: (12.179)

Hence, the square of the modulus of the amplitudes thus obtained, reflecting the net

effect of the amplitude superposition at all bridge orders, generates the stationary

molecular probability. Indeed, in accordance with the quantum superposition princi-

ple any combination of the state with itself represents the same state of the system.

We thus conclude, that the interference of the quantum amplitudes for the

generalized conditional probabilities of AO, resulting from the multiple through-

bridge scatterings at each stage involving all basis functions, do not alter the

stationary communications resulting from the direct information scattering in the

molecular ground state. This explicitly demonstrates the internal consistency of

OCT as the quantum theory of the molecular electronic structure.

12.11.3 Implicit Dependency Origins of Through-Bridge
Interactions

The through-bridge mechanism was conjectured to result from the implicit
dependencies between the (nonorthogonal) AO projections into the bonding sub-

space of the occupied MO (Nalewajski and Broniatowska 2003a; Nalewajski
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2006g), as reflected by the bond overlap (1-density) matrix Sb ¼ D (12.88) [see

(12.166)]. These AO components reflect the resultant participation of the basis

functions in the whole system of chemical bonds. It is the main purpose of this

section to explore the CBO framework of these indirect dependencies in a more

detail and to demonstrate that the novel through-bridge mechanism represents a

natural extension of the direct dependencies already manifested in the through-

space bond mechanism (Nalewajski and Gurdek 2011a).

It follows from (12.86) that the bond projections jxbi of basis functions can be

also expressed in terms of the basis functions jxi,

jxbi ¼ woj iCoy ¼ xj iðCoCoyÞ ¼ xj iD; (12.180)

and hence the bond-overlap (density) matrix Sb ¼ D ¼ {Di,j} can be interpreted as

matrix combining the derivatives

D ¼ @xb

@x
¼ Di;j ¼ hibjjbi ¼ @wbj

@wi

 !( )
: (12.181)

Moreover, using the idempotency relation of (12.166) allows one to interpret

(12.180) as the linear transformation of the AO projections themselves:

jxbi ¼ ðjxiDÞD ¼ jxbiD: (12.182)

Therefore, the partial derivatives of (12.181) can be also interpreted as reflecting

the linear dependencies between the bond projections of the basis functions:

D ¼ @xb

@xb
¼ Di;j ¼

@wbj
@wbi

 !( )
: (12.183)

This allows one to interpret the idempotency relation of the density matrix as the

following chain rule identity:

ðD2Þi;j ¼
X
k

@wbk
@wbi

� �
@wbj
@wbk

 !
¼ @wbj

@wbi

 !
¼ Di;j: (12.184)

In fact, using the resolution of the identity operator combining the comple-

mentary projections onto the mutually orthogonal subspaces of the occupied and

virtual MO,

1 ¼ jwoihwoj þ jwvihwvj � P̂
o

w þ P̂
v

w; P̂
o

w P̂
v

w ¼ 0; (12.185)

gives the associated resolution of the basis functions:
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jxi ¼ P̂
o

wjxi þ P̂
v

wjxi ¼ jxbi þ jxvi: (12.186)

This allows one to partition the unit matrix of the OAO-overlap into the comple-

mentary contributions originating from these two subspaces of MO:

hxjxi ¼ @x

@x
¼ I ¼ ðhxbj þ hxvjÞ ðjxbi þ jxviÞ ¼ hxbjxbi þ hxvjxvi ¼ @xb

@xb
þ @xv

@xv

¼ ðhxbj þ hxvjÞjxi ¼ @x

@xb
þ @x

@xv
¼ hxjðjxbi þ jxviÞ ¼ @xb

@x
þ @xv

@x
:

(12.187)

These subspace-overlaps thus define the partial orbital dependencies in these two

subsets of MO:

@wbj
@wbi

 !
¼ @wbj

@wi

 !
¼ @wj

@wbi

� �
and

@wvj
@wvi

� �
¼ @wvj

@wi

� �
¼ @wj

@wvi

� �
: (12.188)

We recall that the density matrix also determines the conditional probabilities

for the direct information propagation in the AO information system (12.109):

PðbjaÞ ¼ PðjjiÞ ¼ ð2gi;iÞ�1gi;jgj;i ¼ ð2gi;iÞ�1jgi;jj2
n

¼ ðDi;iÞ�1jDi;jj2 ¼ jNi!jDi;jj2

� AðjjiÞAðjjiÞ
 � jAi!jj2 � Pði ! jÞ
o
; (12.189)

where the normalization constant results from the requirement ∑j P(jji) ¼ 1. They

have been determined (Nalewajski 2009e) from the superposition principle of

quantum mechanics (Dirac 1967) supplemented by the “physical” projection onto

the bond subspace of the occupied MO. The preceding equation also introduces the

quantum mechanical amplitude A(jji) � Ai!j associated with the conditional prob-

ability P(jji) � Pi!j. The latter is seen to be determined by the corresponding

(occupation renormalized) element of the CBO/density matrix (12.168):

Ai!j ¼ gi;j=
ffiffiffiffiffiffiffiffi
2gi;i

q
¼ Di;j=

ffiffiffiffiffiffiffi
Di;i

p � Ni!jDi;j: (12.190)

It also follows from (12.189) that this (direct) conditional probability is related to

the Wiberg bond order contribution of (12.91), M i;j ¼ ðgi;jÞ2,

Pði ! jÞ ¼ M i;jðNi!jÞ2=4: (12.191)
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This Wiberg bond order measure between two basis functions jii and j jimakes use

of only their explicit dependency in the molecular bond system, reflected by the

coupling CBO matrix element gi,j ¼ 2hibj jbi ¼ 2Di,j. It neglects all the remaining

constraints, embodied by other CBO matrix elements involving these two AO,

which introduce the implicit dependencies between the two AO in question through

the remaining orbitals participating in the bond subspace of MO. These indirect

relations are responsible for the bridge contributions to the overall bond multiplicity

between the specified pair of AO, since the mutually bonding status of two basis

functions can be felt even at large distances due to their coupling to the chain of the

chemically interacting AO intermediaries.

We have interpreted in (12.181), (12.183) and (12.187) the bond-overlaps as

derivatives between AO projections in the bond system of the molecule,

Di;j ¼ gi;j=2 ¼ @wbj =@w
b
i , satisfying the associated chain (idempotency) rule of

(12.184), ∑kDi,kDk,j ¼ Di,j. Therefore, one can express a displacement in one

bond-projection in terms of displacements of all basis set projections:

dwbk ¼ Sldwbl Dl;k: (12.192)

In probing the bond dependencies between the given pair (i, j) of AO the Wiberg

approach makes use of only the direct terms Dj,i ¼ Di,j in the expansions of bond

components of both these basis functions, while neglecting the implicit dependencies
reflected by the remaining derivatives involving these two AO. The latter are taken

into account only in the indirect bond components, due to the bond projections of all

remaining orbitals.

The amplitudes of the through-bridge probability propagations can be explicitly

expressed in terms of these implicit derivatives by using the chain rules of (12.184).

Consider the simplest case of a single-AO bridge in the information scattering

between jii and jji through jki, i !k!j, k 6¼ (i, j), reflected by the associated

conditional bridge probability

Pði ! jjkÞ ¼ jAði!jjkÞj2 ¼ ðDi;kDk;jÞ2=ðDi;iDk;kÞ ¼ Di;k=
ffiffiffiffiffiffiffi
Di;i

p� �2
Dk;j=

ffiffiffiffiffiffiffiffi
Dk;k

p� �2

¼ jAi!kj2jAk!jj2 ¼ Pði ! kÞPðk ! jÞ:
(12.193)

It is defined by the associated amplitude, the renormalized implicit derivative of

wbj on wbi through wbk ,

Aði!jjkÞ ¼ Nði!jjkÞ
@wbk
@wbi

� �
@wbj
@wbk

 !
¼ Nði!jjkÞDi;kDk;j; (12.194)

with the normalization constant,

Nði!jjkÞ ¼ 1=ðDi;iDk;kÞ1=2; (12.195)
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fixed to satisfy the relevant sum rule:

SjPði ! jjkÞ ¼ PðkjiÞ � Pði ! kÞ: (12.196)

Indeed, the summation of the conditional probabilities over all possible final

outputs {j} in the sequential scatterings i ! k!{j} must reproduce the conditional

probability of its first step i ! k.
Therefore, the amplitude for the bridge scattering i ! (k) ! j is given by the

product of amplitudes of the elementary two-AO scatterings through the bridge:

i ! k and k ! j. Since the Wiberg-type bond order M (i ! j|k) contribution due to
this bridge scattering is proportional to the conditional probability of (12.157), it is

also seen to be related to the product of the Wiberg bond orders of the associated

two-AO propagation stages:

M ði ! jjkÞ ¼ M i;kM k;j; M i;k ¼ ðgi;kÞ2; M k;j ¼ ðgk;jÞ2;
Pði ! jjkÞ ¼ M ði ! jjkÞðNði!jjkÞÞ2=42: (12.197)

This development for the probability propagation via a single-AO bridge can be

also extended to cover several AO in the bridge. Consider, e.g., the two-AO bridge

in the sequential scattering i ! (k ! l) ! j described by the bridge conditional

probability

Pði ! jjk; lÞ ¼ jAði!jjk;lÞj2 ¼ ðDi;kDk;lDl;jÞ2=ðDi;iDk;kDl;lÞ
¼ Di;k=

ffiffiffiffiffiffiffi
Di;i

p� �2
Dk;l=

ffiffiffiffiffiffiffiffi
Dk;k

p� �2
Dl;j=

ffiffiffiffiffiffiffi
Dl;l

p� �2

¼ jAi!kj2jAk!lj2jAl!jj2 ¼ Pði ! kÞPðk ! lÞPðl ! jÞ: (12.198)

It is defined by the associated amplitude, the renormalized implicit derivative of wbj
on wbi through wbk and wbl :

Aði!jjk;lÞ ¼ Nði!jjk;lÞ
@wbk
@wbi

� �
@wbl
@wbk

� �
@wbj
@wbl

 !
¼ Nði!jjk;lÞDi;kDk;lDl;j: (12.199)

Here, the normalization constant,

Nði!jjk;lÞ ¼ 1=ðDi;iDk;kDl;lÞ1=2; (12.200)

satisfies the sum rule

SjPði ! jjk; lÞ ¼ Pði ! ljkÞ: (12.201)

It again expresses the fact that the summation of the conditional probabilities over all

possible final outputs {j} in the sequential scattering events i ! (k ! l) ! {j}
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must reproduce the conditional probability of the preceding step of the single-AO
bridge propagation i ! (k) ! l. These probabilities are related to the corresponding
Wiberg-type bond order

M ði ! jjk; lÞ ¼ M i;kM k;lM l;j; M l;j ¼ ðgl;jÞ2;
Pði ! jjk; lÞ ¼ M ði ! jjk; lÞðNði!jjk;lÞÞ2=43: (12.202)

Of interest also is the probability scattering via the parallel single-AO bridges

(Nalewajski 2011c), consisting of all basis functions x, which determine the AO

cascade between orbitals wi and wj in the bond system of the molecule,

i ! fkg ! j � i ! x ! j; Pði ! jjxÞ ¼ jAði!jjxÞj2; (12.203)

defined by the amplitude

Aði!jjxÞ ¼ Nði!jjxÞ
X
k

@wbk
@wbi

� �
@wbj
@wbk

 !
¼ Nði!jjxÞSkDi;kDk;j

¼ Nði!jjxÞDi;j; (12.204)

where we have used the idempotency relation of (12.166). The normalization

constant

Nði!jjxÞ ¼ 1=Di;i (12.205)

then indeed assures that

Pði ! jjxÞ � SkPði ! jjkÞ ¼ Pði ! jÞ: (12.206)

This single-cascade development can be extended to probe the multiple cascade
bridges (Nalewajski 2011c). Consider for example the probability scattering

through the double-cascade

i ! kf g ! lf g ! j � i ! x ! x0 ! j; Pði ! jjx;x0Þ ¼ jAði!jjx;x0Þj2;

Aði!jjx;x0Þ ¼ Nði!jjx;x0Þ
X
k

X
l

@wbk
@wbi

� �
@wbl
@wbk

� �
@wbj
@wbl

 !

¼ Nði!jjx;x0ÞSkSlDi;kDk;lDl;j ¼ Nði!jjx;x0ÞDi;j; (12.207)

where again the normalization of (12.205) gives:

Pði ! jjx;x0Þ � SkSlPði ! jjk; lÞ ¼ Pði ! jÞ: (12.208)
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Therefore, the multiple cascades, with each step involving all basis functions,

indeed conserve the stationary direct probability scattering (12.167) (Nalewajski

2011c; see also the preceding section).

12.12 Conclusion

Communication theory has been shown to provide a novel perspective on the

entropic origins of the chemical bond. In this short overview of OCT we have

introduced its key concepts and techniques, which have been subsequently used to

explore the electronic structure of prototype molecules in terms of both the overall

bond multiplicity and its ionic/covalent components, as well as through the

corresponding entropy/information descriptors of the localized (diatomic) chemical

interactions. Illustrative numerical results have been presented to validate the claim

that these communication noise (covalency) and information flow (ionic) measures

(in bits) of the overall IT bond order indeed reflect the chemical intuition quite well.

The localized bond multiplicities were shown to approximate the quadratic

Wiberg index of quantum chemistry in typical polyatomic molecules, at the same

time providing its IT-covalent(ionic) resolution. It should be also emphasized, that

the extra computational effort of this complementary IT analysis of the molecular

bonding patterns is negligible, compared to the cost of standard SCF LCAO MO

calculations of the molecular electronic structure, since practically all computations

using MO approximation already determine the CBO data required in the OCT

probe of bond multiplicities. This diatomic development extends our understanding

of the chemical bond from the complementary viewpoint of the Communication

Theory. We have also briefly outlined the many-orbital generalization of OCT,

which allows one to describe the interbond coupling phenomena, origins of

catalytical activity, multibond reactivity, polycenter bonds, etc.

The OCT also introduces the communication (entropy/information) perspective

on several classical issues in the electronic structure theory (Nalewajski 2006g,

2010f). Until recently, a wider use of CTCB in probing the molecular electronic

structure has been hindered by the use of the two-electron conditional probabilities,
which blur the chemical bond differentiation (Nalewajski 2006g). The AO-resolved

OCT using the flexible input probabilities and recognizing the bonding/antibonding

character of the orbital interactions in the molecule, reflected by the signs of the

underlying CBO matrix elements, to a large extent remedies this problem

(Nalewajski et al. 2011a).

We have also explored in this chapter a novel through-bridge mechanism of

bonding interactions in molecular systems, which has been first conjectured to

explain the bonding patterns in small propellane systems. Thermodynamical data

for these systems, CG analysis of Fig. 10.21, and quadratic bond order indices

reported in Fig. 10.6 and in Table 12.2, both confirm the existence of some central

bond, even in the smallest systems, where no accumulation of the electron or

information density between the bridgehead carbons is observed. This prompted
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the alternative propositions of the VB-inspired charge-shift (Shaik et al. 2009) and

the through-bridge (Nalewajski 2006g, 2010f, 2011a, b, c, f; Nalewajski and

Gurdek 2011a, b) mechanisms, with the former attributing this bonding effect to

the instantaneous charge fluctuations, to explain the apparent existence of some

chemical bonding between the central carbons even in the smallest propellanes,

despite the absence of the charge accumulation between the bridgehead carbons.

We have also demonstrated using both the Wiberg and OCT bond multiplicities

how atoms exhibiting the vanishing direct chemical interaction can be still bonded

indirectly, via the AO/AIM bridges. This novel mechanism has been shown to have

important implications for the bonding patterns of p-interactions in hydrocarbons:

in the p-system of benzene the ortho-carbons exhibit a strong Wiberg bond multi-

plicity measure of almost exclusively through-space origin, the cross-ring
interactions between the meta- and para-carbons where shown to be described by

much smaller but practically equalized overall resultant bond orders, being distin-

guished solely by the direct/indirect composition of these resultant chemical

interactions: the meta bonds have been shown to be realized exclusively through

bridges, while the para bonds exhibit comparable direct and indirect components.

We thus conclude that the chemical interaction between the specified pair of

AO/AIM has both the through-space and, hitherto neglected, through-bridge
components. The former reflects the direct interactions between bonded atoms

while the latter is realized indirectly, through the remaining atoms, which constitute

an effective bridge for the chemical coupling between more distant AIM. The most

efficient bridges for such an implicit bonding mechanism via atomic intermediaries

are the real chemical bridges, originating from the basis functions contributed by

the chemically bonded atoms connecting such “terminal” atoms of the AIM chain

in question. Therefore, the bonded status of the given pair of orbitals/atoms can be

felt even at large separations provided there exist real bridge(s) of direct chemical

bonds connecting them. The effective range of bridge interactions in representative

linear polymers (Nalewajski 2011f; Nalewajski and Gurdek 2011b) has been shown

to extend to up to three AIM intermediates in the polymer chain.

In OCT the direct bond component due to the specified pair of interacting AO

originates from the mutual probability scattering between this two basis functions,

which constructively mix into the bonding MO. Its covalency originates from the

finite conditional probability of their communications in the molecule, related to the

square of the corresponding element of the system density matrix, coupling the two

basis functions, and hence also to the associated Wiberg bond order contribution.

The direct AO communications are in accordance with the electron delocalization

pattern implied by the system occupied (bonding) subspace of MO. The “implicit”
(through-bridge) bond component can be similarly viewed as resulting from the

indirect (cascade) information propagation via the bridging AO. Therefore, while

the through-space bonding reflects the direct “conversation” between AO, the

through-bridge channel(s) can be compared to a chatty talk reporting “hearsay,”

the “rumor” spread between the two AO in question via the connecting chain of the
AO intermediaries involved in the effective chemical bridge under consideration.
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One thus distinguishes in OCT the direct (“dialogue”) and indirect (“gossip”)

origins of the chemical bond, which together contribute to the resultant IT bond

multiplicity between the given pair of AO or AIM. We have demonstrated that a

similar description follows from the Wiberg-type bond multiplicities formulated in

the MO theory. The direct (explicit) bonding interaction between neighboring

atoms, reflected by the Wiberg bond orders, is generally associated with the

presence of the bond charge or the increase in information density between the

two nuclei. However, for more distant atomic partners such an accumulation of

valence electrons can be absent, e.g., in the cross-ring p-interactions in benzene or

between the bridgehead carbon atoms in small propellanes. For the latter the

“charge-shift” bonding mechanism has also been proposed, involving instantaneous

charge fluctuations due to a strong resonance between covalent and ionic VB

structures. As we have argued in this chapter, such an effectively bonding interac-

tion lacking an accumulation of the bond charge (information) can be also realized

indirectly, through the neighboring AO intermediaries forming a “bridge” for an

effective interaction (communication) between more distant (“terminal”) AO.

To summarize, each pair of AO exhibits partial through-space and through-

bridge bond components. The “order” of the former quickly vanishes with increas-

ing interatomic separation. It is also small when the interacting AO are heavily

engaged in forming chemical bonds with other atoms or remain nonbonding, thus

describing the lone electron pairs. In these cases the chemical interaction multiplic-

ity can still assume appreciable values, when the remaining atoms form an effective

bridge of the neighboring, chemically bonded atoms, which links the two AO in

question. Thus, a nonvanishing density matrix element coupling the two AO in the

molecule, which in MO theory reflects their directly�bonding status, is not

essential for the existence of their through-bridge interaction. The latter may exist

even when the direct interaction vanishes provided the two AO strongly couple to

the chemically bonded chain of orbitals connecting them [see (12.98), (12.111) and

(12.157–12.159)].

The Wiberg measure of bond multiplicities has been used to explicitly identify

both these components in chemical interactions between AO, by using appropriate

projections of basis functions onto the bonding subspace of MO, the scalar products

of which determine in the SCF MO theory the associated elements of the system

CBO (density) matrix. We have also explored the through-bridge mechanism of

bonding interactions in molecular systems using the OCT analysis. Both these

approaches independently confirm a presence of the explicit and implicit chemical

interactions in molecules giving consistent predictions for model and prototype

systems.

As also mentioned above, the direct, more familiar bonding mechanism is

associated with an accumulation of the electronic charge between bonded atoms.

Being conditioned by the direct overlap and coupling between the interacting

orbitals it is possible only at relatively short distances between AIM. The indirect

bonding does not require a presence of such a bond charge and depends on the

existence of the bridge of chemically bonded atoms between the interacting AO. As

such it can be effected at larger separations between atoms, thus having profound
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implications for biological, supra-molecular and solid-state systems. The bottom

line of this analysis is that chemical bonding between two AO can be realized

despite the vanishing CBOmatrix element coupling directly these basis functions in

the molecule, provided that they both exhibit the nonvanishing elements with the

bridge basis functions. In other words, the two AO may exhibit the indirect

chemical bonding when they strongly couple to other directly bonded basis

functions.

The simple orbital model of such direct and indirect interactions in small

propellanes further confirms the apparent existence of the through-bridge bond

even in the smallest [1.1.1] system lacking a strong direct bond component, thus

offering an alternative explanation of the experimentally conjectured central bond-

ing in this molecule despite the absence of the charge/information accumulation

between central (bridgehead) carbons. This constitutes an additional insight into the

bond pattern in these molecules, alternative to the VB-inspired charge-shift
mechanisms of the instantaneous charge fluctuations between the central carbon

atoms.

The through-bridge mechanism adds to the complexity/diversity of chemical

interactions in molecular systems and it offers an alternative explanation of some

controversial issues in structural chemistry, e.g., of the central bond problem in

propellanes. We recall that both the Shannon-type information densities (Sect.

10.3) and the contragradience criterion (Sect. 10.7), related to the Electron Locali-
zation Function, fail to detect the presence of an appreciable direct chemical bond

in the smallest propellane. It has also been shown to remove some artifacts of the

over-simplified approach based solely upon the through-space mechanism. Within

both the generalized Wiberg-type bond order description and the cascade informa-

tion propagation approaches this indirect bonding interaction, realized through the

orbital/AIM intermediaries, has been shown to give an additional insight into the

p-bonding in benzene and butadiene, by supplementing the traditional Wiberg bond

order description with complementary bridge contributions. This extension of the

chemical bond concept has been shown to be crucial for the benzene cross-ring
interactions. Similar extra bonding multiplicity follows from the OCT treatment

using the conditional probability corrections due to chemical bridges.

The quadratic indices of the chemical bond multiplicity and the IT descriptors of

the bond order, as well as their through-bridge generalizations are related to

molecular probabilities, squares of the corresponding quantum amplitudes. We

have reconstructed the molecular (stationary) probability distribution via the multi-

ple probability scattering between the elementary AO states. The operator repre-

sentation of such scattering processes has facilitated the vector interpretation of the

probability amplitudes as projections of the forward- and reverse-scattered states,

eventually leading to the establishment of the independent modes (standing waves)

of the molecular conditional probability propagation between basis functions,

linked to the eigenvalue problem of the associated AO communication operator.

The interference of amplitudes of the generalized, multiple scatterings through

all basis functions at arbitrary bridge-order, has also resolved the apparent paradox

that in quantum mechanics the resultant effect of the superposition of such
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scattering states must ultimately conserve the initial (stationary) conditional proba-

bility distribution of the molecular ground state. This consistency requirement is not

satisfied, when the bridge conditional probabilities are determined classically, as

products of probabilities of each consecutive subchannel in the information cas-

cade. Only the wave-like superposition of the scattering amplitudes was explicitly

shown to satisfy this stationary condition at any bridge order. The idempotency of the

molecular densitymatrix in one-determinantal approximationwas shown to be vital for

the fulfillment of this conditional probability preservation principle. This demonstrates

that OCT provides the internally consistent quantum description of the molecular

electronic structure and of the associated information communications, provided that

the elementary scattering amplitudes are superimposed, rather than probabilities.

The IT approach to chemical bonding is very much in spirit of the Eugene

Wigner’s observation, often quoted by Walter Kohn, that the understanding in

science requires insights from several different points of view. The kinetic energy
probe of the bonding regions in molecules and the communication perspective on

the information genesis of the chemical bonds provide such an alternative. Only

together these complementary tools constitute what one would call a more “com-

plete” theory of the complex bond phenomenon, which – to paraphrase yet another

famous citation from Samuel Beckett – is one of old, good problems that never

die out.
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Part IV

Chemical Concepts for Molecular
Structure and Reactivity



Chapter 13

Alternative Perspectives in Chemical Theories

Abstract A general outlook on concepts and principles of the electronic structure

and chemical reactivity is presented with an emphasis on their importance for

understanding the molecular behavior. It is argued that chemical interpretation of

molecular processes in terms of electronic pairs, chemical bonds, AIM, functional

groups, reactants, reactivity sites, etc., calls for the conceptual approaches in

theoretical chemistry. The classical rules of the molecular structure and reactivity

are briefly summarized and a need for the electronically and geometrically initiated

perspectives on molecular changes, called the electron-preceding (chemical hard-

ness) and electron-following (chemical softness) representations, is stressed. The

quadratic Taylor expansion of the electronic energy of molecular systems in powers

of displacements (perturbations) of the system state parameters provides theoretical

framework capable of accounting for the main couplings between state parameters

of both molecules and reactive systems. It introduces the theory generalized

responses: “potentials” – corresponding to the first partials of the energy, and

charge sensitivities (CS) – defined by the second partials of the electronic

energy with respect to the system canonical parameters of state. This power series

also constitutes an adequate framework for describing reactant subsystems in the

bimolecular reactive system.

The role of electronic density as the source and carrier of the complete informa-

tion about the ground state equilibrium is stressed. A distinction is made between

transitions from one ground state density to another, called the “horizontal”
displacements of the system electronic structure, and hypothetical flows of

electrons between molecular subsystems for the fixed density (energy) of the

molecule as a whole, called the “vertical” displacements. The internal equilibria

in the mutually closed molecular subsystems are examined, when they are exter-
nally open or closed relative to their associated electron reservoirs. The optimum

densities of molecular fragments then appear as solutions of the Euler equations

for the embedded subsystems, which are briefly examined. The alternative sets of

the subsystem state parameters are identified and the corresponding “thermody-

namic” potentials, Legendre transforms of the system electronic energy, are

introduced. Their CS in the subsystem resolution, including the chemical hardness,
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softness, and Fukui function quantities of molecular fragments, are discussed and

the corresponding second-order Taylor expansion of the electronic energy is exam-

ined. The equilibrium transformations between perturbations and linear responses

of the system as a whole and its constituent fragments are summarized. These

subsystem descriptors, for both the externally closed and open molecular fragments,

are applied to the illustrative bimolecular system, at both the polarizational and

charge-transfer stages of the chemical reaction. The associated in situ quantities for

the externally closed reactants are examined and the internal/external stability criteria

are linked to the structure of the condensed hardness matrix in the reactant resolution.

Finally, the implications of the equilibrium and stability criteria are summarized.

13.1 Survey of Reactivity Phenomena and Need

for Conceptual Approaches

The last decades have witnessed a dramatic growth of modern quantum chemistry,

both in its conceptual ideas and computational techniques. The conceptual theory

generates means for understanding the structure and chemical behavior of mole-

cular systems and for interpreting results of theoretical calculations. The ab initio

data, often of an admirable accuracy, are now generated using both the wave

function and DFT methods, with a strong tendency of the latter to dominate

calculations on very large systems. These qualitative and quantitative theoretical

results are often synergetically combined with laboratory techniques, verifying

experimental data and guiding the researchers in their planning of future

experiments. However, the wave functions resulting from the modern high-level

methods of computational quantum chemistry are so immensely complex that they

cannot be immediately understood in simple and physically or chemically mean-

ingful terms. The categorization and interpretation objectives in theoretical chem-

istry call for the well-founded principles and conceptual models, which are

transparent, intuitively appealing, and useful in qualitative and semiquantitative

applications to chemical systems.

The classical perspective on the molecular electronic structure in terms of

electron pairs, bonds, AIM, functional groups, etc., represents a central and most

fruitful theme in chemistry. A knowledge of the electronic and geometric structure

parameters of isolated molecules already gives important clues for understanding

the behavior of chemical compounds in different reactive environments. It constitutes

a starting point for a subsequent, perturbative studies of molecular interactions. This

Separated Reactant Limit (SRL) provides a natural and convenient reference state, at
an early stage of the reactant mutual approach. The structure of separated reactants

qualitatively reveals the expected main features of the preferred Minimum Energy
Path (MEP), thus already determining gross features of the easiest ascent in the

reactant valley of PES toward the transition state (TS) complex, the exact location

of which ultimately determines the activation barrier for the chemical process in

question.
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Chemistry is concerned with properties and reactions of an enormous number of

different compounds which for the purpose of expediency are classified into

similarity groups, e.g., those with the same functional group(s), so that the physical

and chemical properties of a particular compound may be inferred from the

behavior of any other member. A number of qualitative and quantitative approaches

have been formulated to relate properties of members belonging to the same and

different similarity groups. Representative examples in the area of chemical reac-

tivity are provided by the familiar directing influences of the electron-withdrawing
and electron-donating substituents in benzene derivatives, as well as the related

(experimental) correlations of Hammett (Hammett 1935, 1937; Johnson 1973a).

The “free energy” relationships (Marcus 1968, 1969; Chapman and Shorter 1972;

Johnson 1975) have been extremely valuable in helping chemists to predict the

reactivity of chemical compounds and to understand a subtle interrelationship

between reactivity and selectivity in chemical processes.

Trends in chemical reactivity are the main objectives of the so-called reactivity

“theories.” Their basic aim is to qualitatively predict reactivity patterns and to find

an explanation, in chemical terms, of the experimentally or theoretically deter-

mined course of specific reactions. Such theories have to provide means of system-

atization, recognition of regularities, and rationalization of the myriads of

established experimental and computational facts to disclose the fundamental

causes governing the reactivity phenomena. The most general of them are

formulated in terms of the appropriate variational principles or the most favorable

“matching” rules for the crucial physical properties of reactants (global or

regional), which uncover the decisive factors responsible for the preferred direction

of the given chemical reaction.

Investigations into the primary sources of the observed chemical behavior of

molecules cover both the thermodynamic/statistical and quantum mechanical laws

of chemical change. For example, the concept of the activation energy in the

bimolecular reaction is statistical in character, but the actual value of this critical

energy of reactants, which is required for the reactive outcome of their collision,

cannot be understood without the quantum mechanical description of the elemen-

tary changes in the electronic structure of reacting species. In predicting/under-

standing the electronic structure of chemical compounds and their reactions

theoretical chemistry uses concepts and techniques of both the static and dynamical
approaches. The basic objective of the dynamical treatment is to calculate/explain

the rates of chemical reactions from first principles. Given the interaction potential

for the nuclear motion in the specified system of reactants, one should in general be

able to determine the probabilities, cross sections, and rate constants for fundamen-

tal elementary reaction processes by solving the quantum mechanical equation of

motion for the system. This dynamical goal, however, has so far been realized only

for very simple systems involving three or four atoms, due to the computationally

immense task in the theoretic determination of the complete PES and in solving the

Schr€odinger equation for motions of the system nuclei.

Therefore, much of the present understanding of the chemical reaction dynamics

at the molecular level has come about by using quite limited information about the
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multidimensional PES. For example, the model (analytical) PES, reproducing

a network of selected ab initio points, and some approximate methods, e.g., the

classical trajectories, have been used to probe the dynamics of elementary reactive

collisions. Another familiar example is the statistical Transition State Theory
(TST), in which only the geometry and frequencies of the separated reactants and

the TS complex are required to convert this limited information about the interac-

tion between reactants into the rate quantities. The DFT-based molecular charge
sensitivities (CS) also constitute attractive (static) concepts, in terms of which

useful reactivity criteria can be formulated (e.g., Nalewajski and Koniński 1988;

Gázquez 1993, 2009; Gázquez et al. 1987; Nalewajski and Korchowiec 1997;

Mortier and Schoonheydt 1997; Nalewajski et al. 1996a; Nalewajski 1988, 1989a,

2002e, 2005d, e; Geerlings et al. 2003; Chattaraj 2009; Johnson et al. 2011).

In principle, the rates and mechanisms of chemical reactions can be predicted by

the standard methods of statistical thermodynamics in terms of the partition

functions of reactants and of the TS complex. However, the range of applicability

of the absolute rate theory is severely limited by the fact that an evaluation of the

vibrational partition function for the TS complex of the elementary process of

interest requires a detailed consideration of the whole PES for the reactive system.

The calculation of the absolute rate constants is thus possible only for relatively

simple systems. This indicates a need for a more approximate theoretical treatment

of chemical reactions, i.e., the conceptual reactivity “theory,” which would allow

chemists to go further in their predictions and understanding of properties of new

compounds and outcomes of chemical interactions, particularly in large reactive

systems of interest in the contemporary organic chemistry and biology.

Due to diversity and ever increasing complexity of molecules and reactions,

relatively crude assumptions have to be made in such simplified approaches to

elementary molecular processes, and empirical factors are often introduced

into theoretical expressions. Thus, from the purist point of view, such “theories”

should be more appropriately classified as mere theoretical models of reactivity.
A classical example of such a heuristic approach is the celebrated Hammond (1955)

postulate of a relative similarity of the TS complex to reactants (products) in the

exothermic (endothermic) reactions (see also: Dunning 1984; Ciosłowski 1991;

Nalewajski and Broniatowska 2003b).

On one hand, such general, conceptual tools a posteriori reduce the overwhelming

amount of information embodied in the ab initio wave functions to a more manage-

able, qualitative level by extracting common roots of seemingly unrelated data. On

the other hand, they provide a valuable means for the chemical understanding of

the molecular structure and reactivity, enabling a subsequent informed “guess work”

about the system behavior in a changed molecular environment and a more

precise planning of future experiments. Such adequate theoretical models thus offer

a rationale for trends within families of related compounds, and they bridge a gap

between the rigorous quantum mechanics and empirical concepts of the intuitive,

phenomenological chemistry. Therefore, qualitative models and quantitative theories

of the electronic structure and chemical reactivity constitute inevitable and necessary

ingredients of the scientific method of chemistry. Only a parallel advancement of
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both these branches marks the harmonious development of theoretical chemistry.

The qualitative concepts determine the scientific vocabulary of the interpretative

chemistry, while the approximate model relations allow for a semiquantitative

prediction of trends implied by changing structural and experimental conditions.

The IT approach allows one to treat in an unbiased way the molecular fragments

in both the “horizontal” and “vertical” rearrangements of the molecular electronic

structure, for the displaced and fixed molecular electron density, respectively, in a

thermodynamic-like fashion (e.g., Nalewajski 2006g, 2010f). The vertical problem

is vital for extracting the chemical interpretation from the known molecular elec-

tron density in terms of such chemical concepts as bonded atoms, functional groups,

reactants, lone electron pairs, and bonds, which connect the constituent subsystems

in the molecule. For example, in Chap. 10 we have shown how alternative entropy/

information densities can be used to probe chemical bonds in molecular systems.

We have also demonstrated in Chap. 11 that IT can be successfully used to tackle

the definition of AIM by searching for atomic densities, which reproduce the

density of the system as a whole and exhibit the least information distance relative

to the corresponding free atoms of the “promolecule.”

The resulting effective distributions of electrons in such chemical atoms can be

monitored at different stages of their reconstruction in a molecular environment,

e.g., for the optimum polarization (P) of the mutually closed subsystems and after

the charge transfer (CT) between the system constituent parts. In chemistry these

infinite (overlapping) AIM, referenced to the corresponding free atoms of the pro-

molecule and immersed in the molecular environment composed of the remaining

atoms, constitute natural building units of molecules. Indeed, they conform to several

classical ideas in chemistry, which strongly emphasize the atomic density/orbital

overlap as the primary source of the chemical bond. This entropic definition of

bonded atoms complements Bader’s (1990, 1991) concept of the nonoverlapping

topological atoms, defined by partitioning of the physical space into exclusive atomic

“basins,” separated by the “zero-flux” surfaces of the molecular electron density.

These quantum mechanically defined boundaries effectively partition the molecular

electron densities into the exclusive atomic pieces, which are solely referenced to the

molecular state. This is in contrast to the stockholder AIM, which are defined with

respect to both the molecular and promolecular (free atom) references, with the latter

customarily marking the “starting point” in the bond-formation process.

This IT treatment of the submolecular reality of bonded molecular fragments

also gives rise to a “thermodynamic” description of molecules and their constituent

fragments in terms of the entropy equilibrium molecular subsystems (Nalewajski

2003b, 2004a, 2006g, h). However, since molecular fragments cannot be related

to specific quantum mechanical “observables”, they cannot be verified experimen-

tally. Thus, the bonded atoms of chemistry ultimately represent the noumenons
of Kant (Parr et al. 2005). Nonetheless, they can be partially validated either

by their ability to conform to the established chemical concepts or by the extra

causality they offer in describing the molecular phenomena, e.g., via the

demonstrated parallelism to the ordinary thermodynamics. It has been argued

elsewhere (Nalewajski 2003a, b, 2004a, 2006g) that by using the IT approach to
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define molecular subsystems one indeed generates a “chemical” interpretation with

thermodynamic-like causal relations between perturbations and responses of mole-

cular subsystems. Within such an IT outlook on the molecular and submolecular

electronic structure the whole experience of the ordinary thermodynamics can be

employed in treating a variety of subtle processes in chemistry.

Besides generating the entropic tools for probing chemical bonds and providing

the justification of the “stockholder” AIM, IT has been shown to give rise to fresh

outlook on classical VB and “loge” theories (Nalewajski 2003d, 2006a, g, 2009b),

new criteria of molecular similarity (Nalewajski 2009h), the electron and bond

localization probes (Chap. 10), and to thermodynamic-like description of molecular

systems and their fragments (Nalewajski 2003b, 2004a, 2006g, h). In particular,

the density fluctuations and flows of electrons between subsystems have also been

tackled in the local “thermodynamic” description, which closely follows the ordi-

nary irreversible thermodynamics (2003b, 2004a), and the system chemical poten-

tial has been interpreted as the information “temperature” (Nalewajski 2006h).

The first task confronting the chemist is to identify the compound reactive sites

as functions of the changing molecular structure and to determine their relative

reactivity trends. A complex organic molecule may contain several alternative

Nucleophilic (N), Electrophilic (E), and/or Radical (R) sites, and hence the compe-

tition of the attacking agents for these reaction centers constitutes a very important

problem in reactivity theory. To meet this challenge, one has to understand the

intersite coupling mechanism, i.e., how the molecular structure and the presence of

the catalyst affect the reactivities at various active centers of the molecule. The

relative reactivity of an active site may vary with the nature of the attacking agent

(ambident reactivity). Ambidency may also be exhibited as a result of changing

experimental conditions. Any bona-fide theory of chemical reactivity must provide

a framework which in principle is capable of accounting for all these diverse

reactivity phenomena.

A distinction between the thermodynamic and kinetic controls of competing

reaction paths is also essential for a satisfactory explanation of all such processes.

Simplified, single-reactant approaches to chemical reactivity problems, with the

underlying assumption that the reactivities of molecules are intrinsically embedded

in their own electronic/geometrical structure, can only serve as a starting point in

tackling finer reactivity phenomena shaped by the interaction between both

reactants of the given bimolecular system. An understanding of subtle reactivity

trends in terms of the static reactivity criteria thus calls for the truly two-reactant
theoretical treatment (e.g., Nalewajski 1995a, 1997b; Nalewajski and Korchowiec

1997; Nalewajski et al. 1996a; Nalewajski and Michalak 1995, 1996, 1998), which

combines both the molecule and the perturbation due to the attacking agent. Indeed,

only such approaches provide an adequate basis for describing variations in reac-

tivity of one reactant, and/or its particular site(s), with a changing position/character

of the other reactant and of its reactive sites.

Moreover, the functional groups in the specific molecular reactant are mutually

coupled via the connecting atoms and bonds. Therefore, the chemical reaction

taking place at one site is not without an influence on the reactivities of the
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remaining sites. Therefore, the adequate reactivity theory must be sufficiently rich

in its conceptual basis and flexible in its theoretical framework to fully account for

all such inductive (coupled) reactivity effects.

When two large species orient themselves relative to one another at an early

stage of the chemical reaction, an even more subtle challenge for the reactivity

theory emerges. It is related to the fact that the very classification of chemical

species as the electrophilic (electron deficient, acceptor, acidic) or nucleophilic
(electron rich, donor, basic) is only a relative one. Indeed, the mutual acidic/basic

properties of reactants or their respective active sites depend on the current identity

and state of the reaction partner, since reactants represent strongly coupled parts of

a single reactive supersystem. Thus, a given molecular site may simultaneously act

as a base toward one (relatively acidic) site of the other reactant, or as an acid

toward another (relatively basic) site of the reaction partner.

A satisfactory reactivity theory must be also able to cover the issues of a subtle

interplay between the electronic and geometrical coordinates of the molecular

and reactive systems (e.g., Nalewajski 1995b, 2000a, 2006f, 2010g; Nalewajski

et al. 2008). The so-called “mapping” transformations (Baekelandt et al. 1995;

Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a; Nalewajski and Sikora

2000; Nalewajski 2006f) between these two aspects of the molecular structure

provide such unifying concepts for both the qualitative understanding and semi-

quantitative characterization of such couplings in molecules and between reactants.

Both the EP and EF transformations can be approached in this way. The former,

Hellmann–Feynman viewpoint envisages a shift in the electron distribution as

preceding, accelerating the associated motion of the system nuclei, while the latter,

BO perspective views the nuclear displacements as the driving force of changes in

the molecular electron density.

This dual development has decisively extended the range of applications of the

theory of chemical reactivity, in comparison with the (empirical) structural rules of

Gutmann (1978). The EF mapping relations, of the BO perspective, in principle

allow one to diagnose trends in the electron redistribution, in response to a given

(hypothetical or real) displacement of the system geometry. The “inverse” EP

relations, within the Hellmann–Feynman-type perspective, are closer to an intuitive

chemical thinking. They are required to solve another typical reactivity problem:

how to manipulate the system electronic structure, e.g., the charge distribution of

the fine-grained, local description, or the effective oxidation states (net charges) of

AIM in the coarse-grained, atomic resolution, to bring about a desired change in

the system geometry and/or breaking the specific bond(s). Through the mapping

relations any shift in the nuclear position space can be “translated” into the conjugate

displacement in the electron distribution, and vice versa. These transformations

enrich a variety of diagnostic and interpretative tools of theoretical chemistry and

provide a semiquantitative characterization of couplings between the nuclear and

electronic molecular structures in chemical processes.

Alternatively, the electronic parameters can be related to the Minimum Energy
Coordinates (MEC) of nuclear displacements, which are formulated in the compliant
(geometrical softness) approach (Nalewajski 1995b, 1998b, 2000a, 2006f, 2009a;
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Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a, 2008), in the combined

treatment of the electronic-nuclear displacements (see Sect. 14.4).

13.2 Chemical Understanding of Molecular Processes

Accurate theoretical calculations of the energy profile along the MEP on molecular

PES, which use the standard computational methods of quantum chemistry, cannot

be itself regarded as theory either, but rather as mere computer experiments. In fact,
most of the activity of theoretical chemists has been directed not toward an

understanding of the rules governing reactions, but rather to numerical determina-

tion of the physical properties of molecules and reactants at the given stage of

their mutual approach. In the past, the use of the simplified models or principles,

which permits a useful chemical information to be derived without such elaborate

calculations, e.g., relative rates of admissible reaction channels, has provided

a valuable insight into our understanding of molecular reactivity preferences.

It has also provided means to analyze molecules and calculations on molecules in

theoretically consistent framework that allows chemists to understand the results

of calculations in terms of the intuitive concepts which dominate the language of

chemistry.

The electronic ground state energy of a molecule can be regarded as functional

of alternative sets of the system “variables,” both global and local in character,

which uniquely specify the system equilibrium state. Chemistry is fundamentally

the science about transformations (reactions) and responses of molecules due to

some displacements in their environment. The chemical understanding of the

molecular electronic structure is not limited to properties of isolated species, but

it also covers a behavior of molecular reactants, when they are in contact with other

agents, which create a perturbation in the system environment. These displacements

of either electronic or geometrical (nuclear) origin can ultimately lead to a change

in the pattern of bonds between the system constituent atoms/subsystems, i.e., to an

elementary chemical reaction. Such an understanding of the molecular behavior

calls for CS, which measure the system responses to such hypothetical or real

changes in its physical degrees of freedom, both electronic and nuclear.

When considering a behavior of a single molecule or the family of chemically

similar molecules in the given type of chemical reaction, e.g., during the electro-

philic, nucleophilic, or radical attacks by small agents, various single-reactant
reactivity concepts have proven their utility in predicting the most reactive site.

Such criteria are based upon the underlying notion of an inherent chemical reactiv-

ity of a molecule or a hierarchy of relative reactivities of its parts, for the fixed

reaction stimulus at each of the compared locations, due to the perturbation created

by the same attacking agent. This notion implies that the way the molecule reacts is

somehow predetermined by its own structure.

This approximate point of view neglects the mutual influence of one reactant

upon another. A more subtle two-reactant description of chemical reactivity is
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required to probe alternative arrangements of two large molecules, e.g., in the

cyclization reactions, when several chemical bonds are being simultaneously

formed or broken. In order to account for the mutual influence of both molecular

subsystems in a given bimolecular reactive system, the adequate reactivity criteria

have to include the relevant embedding (nonadditive) energy terms. For each

part of the reactive system, they involve the appropriate reaction “stimulus,” i.e.,

the subsystem perturbation created by a presence of the complementary subsystem

at the given, say, early stage of the reactant mutual approach, and the conjugate

response of the perturbed species. The normalized response quantities, per unit

displacement in the system state parameters, determine the generalized

“polarizabilities” (CS) of the reactants.

Such embedding energy contributions are in principle included in all second-

order perturbational approaches to reactive systems. The responses of reactants can

be classified as “diagonal” (intrareactant), when both displacements in the defining

second derivative of the system electronic energy refer to the same subsystem, or

“off-diagonal” (interreactant), when the two perturbations in the energy derivative

correspond to different subsystems. In particular, the diagonal CS representing the

normalized nonlocal responses reflect the influence of an attack (perturbation) on

one site of the subsystem under consideration on its reactivity at the other location.

Accordingly, the off-diagonal (two-point) CS account for the influence of an attack

in one reactant on the reactivity of its reaction partner.

The Molecular Orbital (MO) and Valence Bond (VB) theories have facilitated

a deeper understanding of a wide range of physical properties of molecules, the

relative reactivity trends, and the preferred pathways of chemical reactions. They

provide the standard frameworks to understand, at qualitative or semiquantitative

levels, what happens to the electronic structure, when the molecule is placed in a

changed environment, e.g., in the presence of the catalyst or the reaction partner.

These theories also warrant predictions of changes in the molecular geometry

accompanying a given, real or hypothetical change in the system electronic struc-

ture. Such reactivity “theories” deliberately de-emphasize the computational

aspect, aiming instead at a more qualitative understanding of both the electronic

structure and chemical reactions. They have proven to be very useful to an experi-

mentalist, who requires an understanding of why molecules react the way they do,

what determines their electronic structure, and how this influences reactivity.

In other words, the MO and VB reactivity ideas provide the basis for an

understanding of the development of reactions along specific routes, even without

an assistance of rather complex computer calculations. Such simple models

invoke the classical concepts of the orbital symmetry, electronic pairs, overlap of

the electron distributions, as well as the electrostatic potential, electronegativity,

hardness/softness (Fukui function) descriptors of molecules and their constituent

subsystems. The MO reactivity theories are not limited to the one-determinantal

description of the standard Hartree–Fock (SCF MO) and Kohn–Sham (DFT)

methods. Various Configuration Interaction (CI) and Valence Bond (VB) ideas

have often been invoked to improve the qualitative models of chemical reactions

(e.g., Epiotis 1978; Shaik and Hiberty 2004).
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The concept of a conservation of the orbital symmetry in both organic and

inorganic chemistry has proved to be a major advance in the theory of chemical

reactivity (Woodward and Hoffmann 1969, 1970, 1971). It has succeeded in

bringing together and rationalizing many diverse areas of the subject. This concept

has also provided a basis for the unified mechanistic approach to the cycloaddition

reactions and various molecular rearrangements. Nowadays criteria of the orbital

symmetry conservation and the related correlation diagram approaches constitute

the standard part of the qualitative vocabulary of the modern organic chemistry

(e.g., Gilchrist and Storr 1972; Gill and Willis 1974; Stone 1978; Jones 1979;

Halevi 1992). The celebrated Woodward–Hoffmann Rules have correlated a great

number of existing chemical facts and stimulated further widespread experimenta-

tion. Similar ways of comprehending the geometry and reactivity of inorganic

systems have also been proposed (Albright et al. 1985), thus demonstrating

that simple concepts of symmetry and bonding are applicable to the chemical

understanding of all molecules. General symmetry rules of chemical reactions

have been formulated by considering the symmetry restrictions on the excited

state contributions to the perturbed ground state wave functions of reactants.

Such terms describe the polarization and charge transfer due to the perturbation

created by the normal-mode displacements of the nuclei along the reaction coordi-

nate (Pearson 1976; Bader 1960; Bader and Bandrauk 1968).

It should be stressed, however, that the very characterization of reactions as

allowed or forbidden by the symmetry criteria carries no quantitative information.

In many cases, there are several allowed reaction paths and it becomes necessary to

distinguish between them in order to determine which one is the most probable

and – ideally – to estimate yield ratios and relative reaction rates. For this purpose, a

number of perturbative methods have emerged. Early work on organic reactivity

concentrated on the conjugated p-electron systems, described by the H€uckel theory,
and this analysis has produced several reactivity indices, e.g., the p-electron density,
free valence or self-polarizability of atoms, with the high value of either index

assumed to imply high reactivity (e.g., Coulson and Longuet-Higgins 1947a, b).

The localization energy method has assumed a model for the transition state

complex, the so-called Wheland intermediate, in which both the attacking reagent

and the substituted atom are bonded to a roughly tetrahedrally promoted carbon,

unable to form p-bonds with the remainder of the original p-electron system. The

associated change in the p-electron energy, the so-called localization energy, is
then taken as reactivity index by assuming that other contributions to the activation

energy are likely to be approximately constant for the given type of the approaching

agent. The Perturbational MO (PMO) theory of Dewar (1969) has proposed an

approximate way to estimate the localization energy, the so-called reactivity
number.

The MO theory has been quite successful in interpreting and predicting the

molecular orientations and stereo-selections in a large variety of chemical reactions

(Dewar 1969; Fukui 1975, 1981, 1987; Klopman 1974a,b; Dewar and Dougherty

1975; McWeeny 1979). The Frontier Orbital (FO) theory of Fukui and coworkers

(Fukui 1975, 1981, 1987; Fujimoto and Fukui 1974) uses the FO density and the
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related superdelocalizability index to predict the reactivity preferences and

most suitable orientations of the molecular reactants. It has been found that the

electrophilic (E) aromatic substitutions take place predominantly at the carbon

position, where the p-electron density of the HOMO reaches the maximum value.

Accordingly, the atomic sites exhibiting the highest value of the p-electron density

in the LUMO were confirmed as the preferred locations for the nucleophilic (N)

aromatic substitution. These two crucial MO of each molecular system determine

its FO. They are expected to dominate the chemical interaction between reactants.

The superdelocalizability index has been derived taking into account the hypercon-
jugation in the transition state complex of an aromatic substitution, between the

aromatic p-electron system of the attacked molecule and the pseudo p-orbital of
the subsystem consisting of the reagent and the hydrogen to be replaced in the

reaction product.

The PMO methods were also widely invoked after the formulation of the

Woodward–Hoffmann rules to treat chemical reactions more comprehensively

(Klopman 1974a). In these approaches the reactivity trends are not linked to

a single term in the corresponding Taylor expansion of the interaction energy, but

rather to the combined sum of contributions due to the steric interactions, electro-

static, polarization and electron-transfer effects, the solvation energy, etc. All these

more elaborate treatments, using the semiempirical formulation of the MO theory,

take account of the charge distribution and the overlap between orbitals of both

reactants. In the familiar Klopman–Salem energy expression (Salem 1968a, b,

1969; Klopman 1968, 1974b) a domination of the electrostatic interaction between

the substrates marks the so-called Charge Control of the reaction, when reactants

are both highly charged and relatively difficult to polarize. This is characteristic

of the “hard” species in Pearson’s (1973, 1988, 1997) terminology. One encounters

the other extreme case of the dominating CT contribution to the interaction energy,

due to the mixing of the filled orbitals on one molecule with the empty orbitals on

the other molecule, when both reactants are uncharged and highly polarizable

(“soft”). This category of chemical reactions is called to exhibit the FO Control.
In this more general perturbational framework Klopman was able to rationalize the

Pearson’s (1973) HSAB principle that hard acids form stable complexes with hard

bases, and soft acids with soft bases, respectively, whereas the complexes of hard

acids with soft bases (or of soft acids with hard bases) remain relatively less stable. He

was also able to take into account the nature of the attacking reagent in the electro-

philic or nucleophilic aromatic substitution, and to show that the ratios of yields of the

ortho, meta, and para products of the substitution of the benzene derivatives depend

on the competition between the charge and frontier orbital controls.

This perturbation theory of chemical reactivity focuses on an early stage of the

reactant approach, when the molecules are still distinct though close enough for the

molecular orbital description of the combined reactive system to be valid, say

separated by a distance of the order of 5–10 a.u. The implicit assumption is that

the reaction profiles for the compared reaction paths are of similar shape, so that

the trends of the predicted energy differences at an early point on the reaction

coordinate reflect the differences in the activation energies.
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The Fukui FO approximation recognizes the interaction between the HOMO and

LUMO on both reactants as the crucial factor controlling the course of a chemical

process. In many cases an additional approximation is introduced by considering

only a single HOMO–LUMO pair for the bimolecular system, for which the orbital

energy separation is the smallest, e.g., the HOMO of the donor (basic) reactant and
the LUMO of the acceptor (acidic) reactant. The argument against such a drastic

approximation is that it neglects many contributions to the Klopman–Salem equa-

tion from other molecular orbitals, the combined effect of which may outweigh the

selected FO interaction. Further uncertainties arise in the unique determination of

the orbital energies. To remedy this shortcoming, the orbital energies have been

substituted by the ionization potentials and electron affinities, by virtue of the

Koopmans’ and Slater–Janak theorems. Nevertheless, the frontier orbital theory

undoubtedly works in most cases, though it may not be as universally successful as

are the symmetry rules of Woodward and Hoffmann.

In order to further justify the frontier electron model, Fukui has formulated

the three supplementary principles (Fukui 1975; Stone 1978): of the “positional

parallelism between the Charge Transfer and Bond Interchange,” of “narrowing the

frontier orbital separation,” and of “growing the frontier electron density” along

the reaction path. These principles have correctly recognized the need to include the

relaxation effects, of both the electronic and geometrical structures of reactants,

with the progress along the reaction path. Indeed, a chemical reaction always

involves a subtle coupling between the equilibrium electron (chemical bond)

distribution on one side and the molecular geometry on the other side, with the

latter determining the external potential for the fast movements of electrons within

the BO approximation.

As we have already remarked before, changes in the distribution of electrons due

to the substrate interaction create extra forces acting on the nuclei. This

Hellmann–Feynman (EP) perspective (Nakatsuji 1973, 1974a, b; Nalewajski 1999,

2000a, 2006f, g, 2009a, 2010g; Nalewajski and Korchowiec 1997; Nalewajski and

Sikora 2000; Nalewajski et al. 1996a, b, 2008) is close to the intuitive chemical

thinking, in which manipulations of the electronic structure are considered as preced-

ing and ultimately accelerating the subsequent changes in the molecular geometry.

The BO, EF perspective provides the complementary description, in which

displacements in the nuclear positions precede the concomitant electronic relaxation.

Clearly, the complete understanding of molecular mechanisms of chemical reactions

must ultimately involve reactivity criteria related to both these representations. In the

former the displacements in the reactant electronic degrees of freedom, e.g., electron

densities or the condensed electron populations (or net charges) of AIM, are consid-

ered as the independent state parameters of the reactive system, with the nuclear/

geometric parameters responding to this electronic perturbation. In the latter the

displacements in the nuclear coordinates and the associated shifts in the reactant

external potentials are viewed as the system state variables, with the electronic

parameters responding to this perturbation in the system geometry.

The geometrical relaxations, in response to displacements in the electronic

structure in the acid (acceptor)–base (donor) DA reactive system are also the
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subject of the intuitive bond variation rules of Gutmann (1978). They also follow

the Hellmann–Feynman (EP) perspective of Nakatsuji (1973, 1974a, b), who

obtained interesting interrelations between changes in the electron density and

nuclear configuration in a variety of contexts associated with chemical reactions.

For example, it was observed that the centroid of a change in the electron density

tends to lag the change in the nuclear coordinates in a movement away from a stable

configuration, and it tends to lead the geometrical change in a movement away from

an unstable geometrical structure toward the equilibrium one, thus always creating

the force acting toward restoring the system equilibrium geometry.

The interaction between FO is the strongest, when the mutual orientation of both

reactants, at a given intermolecular separation, gives the maximum overlap

between the electron-donating (HOMO) orbitals of one reactant and the electron-

accepting (LUMO) orbitals of the reaction partner. The FO theory identifies such

a maximum overlap direction as the preferred one. It thus represents the overlap

matching rule of chemical reactivity, valid for the frontier-controlled reactions in

the Klopman classification. The corresponding rule for the charge-controlled
reactions follows from the corresponding matching of the ESP of both reactants.

Indeed, it can be expected that the largest charge stabilization should result, when

the electron-deficient, positive regions of the ESP of one reactant overlap the most

with the electron-rich, negative regions of ESP of the other reactant. This electro-

static analysis has now become firmly established as an effective guide to molecular

interactions (e.g., Politzer and Truhlar 1981; Murray and Sen 1996; Politzer and

Murray 2009). It is being applied to a variety of chemical and biological systems,

covering the preferred sites for the N and E attacks, solvent effects, catalysis, as

well as the molecular cluster and crystal behavior.

The ESP is the unique functional of the molecular electron density and it

exhibits interesting critical points, which reflect the opposing contributions

from the nuclei and electrons. Its topological analysis (Gadre and Shirsat 2000)

supplements the related treatment of the electron density (Bader 1990, 1991) and

ELF (Silvi and Savin 1994). Bader’s investigations of the local features of the

electron density distribution and the associated Laplace field lead to the unique

topological definition of AIM, chemical bonds, molecular structure, and structural

changes. It can also be used to gain a valuable insight into the bonding mecha-

nism, to identify the sites that are prone to the electrophilic or nucleophilic

attacks, and the bonds that can be easily broken in a molecule (Bader 1990,

1991; Kraka and Cremer 1990). The maps of local features of the Laplacian of

the molecular density can be also used to predict the best matching of the electron-

depleted regions of the acidic reactant with the electron-rich regions of the basic

reactant, which can qualitatively determine their preferred mutual orientation in a

chemical reaction.

To conclude this short outline of the main ideas of modern theories of the

molecular electronic structure and chemical reactivity, one should also recognize

the important insights from the VB theory (Heitler and London 1927; London

1928). This historic rival of the MO approach has dominated chemistry until the

mid-1950s and made a strong comeback from 1980s onward (e.g., Cooper 2002;
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Shaik 1989; Shaik and Hiberty 1991, 1995, 2004). Its roots can be traced to the

classical paper of Lewis (1916). The VB theory introduces into chemistry the

concept of the bonding electron pair and the octet rule. The qualitative VB theory

gives rise to a lucid insight into the elementary chemical processes and produces

key paradigms of chemical bonding and reactivity. It allows one to successfully

tackle various issues in the molecular theory, including the aromaticity–antiaro-

maticity and the VB diagrams conceptualizing the chemical reactivity and the

barrier formation by avoided crossing (resonance mixing) of the VB states that

describe reactants and products. This qualitative theory also offers complementary

insights into the factors that control the barrier heights and into the competition

between the s and p electrons in determining the regular structure of the benzene

ring. The quantitative variants, the ab initio VB methods, e.g., Generalized VB

(GVB) scheme of Goddard and Harding (1978), provide efficient computational

tools for determining the outcomes of chemical reactions. One should also mention

the use of the VB ideas in modeling the PES of elementary chemical reactions

for subsequent dynamical simulations, e.g., the familiar LEPS (London–Eyring–

Polanyi–Sato), DIM (Diatomics in Molecules), and BEBO (Bond Energy–Bond

Order) approaches. These analytical PES are routinely used in numerical studies of

the reactive scattering (e.g., Murrell et al. 1984).

For the bimolecular reactive system the second-order Taylor expansion of the

electronic energy provides a consistent two-reactant framework in which all

couplings between the familiar descriptors of reactants can be adequately

accounted for. It should be realized, however, that in this approximation one probes

the reactant behavior only through their leading responses, which are linear

functions of the applied perturbations. In other words, such a quadratic approach

amounts to the Linear Response (LR) approximation in theory of chemical reactiv-

ity. In order to include the nonlinear effects an expansion to higher orders, e.g.,

including cubic terms, should be applied (Senet 1996, 1997, 2009). However, the

extra energy contributions in such more elaborate Taylor series should generally be

small compared with those already present in the quadratic, LR approximation of

the shift in electronic energy relative to the SRL, DE(1+2), while grossly hampering

the interpretation. These higher order terms can be thus thought of as only slightly

modifying CS of the quadratic approach into those representing the “dressed”

fragments of the reactive system.

The presence of the mutual coupling between reactants indicates that for

the fixed reaction stimuli (perturbations) in the reactive system the trends in

the electronic energy (reactivity) have to be indexed by vectors of generalized

potentials and matrices of CS, since no single response quantity can fully reflect the

net effect of a complicated pattern of all such couplings present in the bimolecular

system. Moreover, changes in the electronic energy have to be supplemented in the

full (second-order) interaction potential in BO approximation, DW(1+2), with the

trivial nuclear repulsion between reactants, Vnn,

DW 1þ2ð Þ � DE 1þ2ð Þ þ Vnn; (13.1)
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for the current geometry of the whole reactive system. At the finite interreactant

separation theVnn termhas to be taken into account also in approximate, semiquantitative

treatments which use the separated reactant responses to approximate the Taylor

expansion of the electronic energy.

For a series of similar reactions, e.g., attacks at alternative sites of the same

molecule by the atomic agents of a similar chemical character, one can assume that

at comparable stages of the reactant approach the sum of the first-order energy

DW(1) remains approximately constant for all compared locations, so that trends

in the second-order energy (see Sect. 7.3.7) for alternative reaction pathways

determine the preferred course of the reaction in question. Only for comparable

values of the reaction perturbations (stimuli) at alternative sites the trends in the

quadratic terms of the electronic energy are then reflected by CS themselves.

Notice, however, that such a simplified treatment cannot be used in a general

reactive system involving two large reactants, reactivity of which changes in a

series of compared mutual orientations, often leading to different reaction paths.

This is because at each site alternative orientations of reactants imply a different

matching between the perturbation/potential and responses quantities. In such a

general case the whole set of molecular potentials and CS has to be combined with

the appropriate reaction stimuli to produce the overall interaction energy, to be

eventually compared for a series of the probed geometries or pathways of the whole

reactive system under consideration. This is important for predicting a direction of

the energetically preferred approach of reactants at the crucial, early stage of the

reaction, which sets the least activation course of the process and thus ultimately

selects the preferred reaction event itself.

A remarkable progress in the DFT of Kohn, Hohenberg, and Sham besides

offering efficient schemes for the electronic structure computations has also provided

an attractive framework for formulating novel concepts and rules describing behavior

of molecular systems in different chemical environments. In chemistry, and particu-

larly in reactivity theory, this conceptual development has had a distinctly unifying

character. For example, some of the originally intuitive, but remarkably successful

tools of chemistry, such as the electronegativity and hardness, which have long been

part of the chemical vocabulary, have been shown to be fundamental and well

defined.

According to HK theorems the ground state electron density r(r), or the density
per electron p(r) ¼ r(r)/N (one-electron probability distribution called the shape
factor), carries the complete “information” about the nondegenerate quantum

mechanical state of a molecule. It uniquely identifies the shape of the system

external potential due to the nuclei and the overall number of electrons and hence

also the Coulombic molecular Hamiltonian. This exact result has given a new

impetus toward the density-based chemical interpretations of the electronic struc-

ture of molecular systems and their diverse reactivity preferences in terms of AIM

and bond multiplicities.

Such density-related characteristics of reactants have already been discussed in

Sect. 7.3.7. In this chapter, we shall further elaborate on the use of these CS in the

full two-reactant description of the bimolecular reactive systems, in which all
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electronic–geometrical interactions are explicitly taken into account (e.g.,

Nalewajski 2006f, g, 2009a, 2010g; Nalewajski and Korchowiec 1997; Nalewajski

et al. 1996a, 2008).

13.3 Horizontal and Vertical Displacements of Molecular

Electronic Structure

In a thermodynamic-like treatment of molecular systems one aims at determining

changes in the electronic structure accompanying the displacements from one

equilibrium (ground state) density to another: r1 ¼ r[N1, v1] ! r2 ¼ r[N2, v2],
where for the externally closed systems N1 ¼ N2 ¼ N. As indicated above, these

electron distributions are uniquely determined by the two state parameters deter-

mining the corresponding electronic Hamiltonians: the overall number of electrons

Ni and the external potential due to the nuclei, vi(r), i ¼ 1, 2 (see Sect. 7.1). We call

such shifts the “horizontal” displacements in the system electronic structure, along

the ground state energy surface E[N, v] ¼ Ev[r[N, v]], for the current ground state

density r ¼ r[N, v].
The given horizontal displacement Dr ¼ r2 � r1, from one equilibrium

(v-representable) electron density to another, due to DN ¼ N2 � N1 and Dv ¼ v2
� v1, gives rise to the associated first-order change,

D 1ð ÞE½N; v� ¼ m1DN þ
ð
DvðrÞr1ðrÞdr; m1 ¼ m½N1; v1�; (13.2)

in the EF density functional for the system ground state energy:

Ev½r½N; v�� �
ð
vðrÞr½N; v; r�dr þ F½r½N; v��:

The latter can be expressed in the equivalent EP form,

E½r� � Ev½r�½r� ¼ E½N½r�; v½r�� ¼
ð
v½r; r�rðrÞdr þ F½r�;

which also gives [see (7.21)]:

Dð1ÞE½r� ¼
ð
fv1ðr0Þ � u1ðr0Þ þ

ð
dvðrÞ
drðr0Þ

����
1

r1ðrÞ drgDrðr0Þ dr0

¼ m1DN þ
ð
DvðrÞr1ðrÞdr:
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Here, the external potential changes with the current electron density in such a way

that the current electron distribution r matches v as its ground state (equilibrium)

density: r ¼ r[v] and v ¼ v[r]. It should be emphasized that this density functional

for the ground state energy differs from the HK functional for the variational
density Ev[r0], in which the external potential is fixed [not related to the current

(trial) density r0]. Only for the exact ground state density, satisfying the HK

minimum principle (7.21),

Ev½r½N; v�� ¼ E
v ½r �
½r� � E½r� ¼ �Eu½r½u�� ¼ �E

u½r� ½r� � �E½u�: (13.3)

We have indicated in the preceding equation that the energy functional E[r] can be
alternatively interpreted as the functional �E½u� of the relative external potential

u(r) ¼ v(r) � m. Indeed, the Euler equation (7.21) implies that the density and

relative external potential are the unique functionals of each other.

In what follows we shall use the term Softness Representation to denote the EF

description of molecular equilibrium states, which uses the (nuclear) external

potential as the independent (local) state parameter. In the associated variational

principle the given external potential u then determines its companion (equilibrium)

density r½u�. In this approach, to which both the variational functional, Ev[r0], of a
trial r0, and the ground state functional �Eu½r½u�� ¼ �E½u� belong, the electron density
represents the dependent state variable. Therefore, this softness “picture” of DFT

indeed adopts the EF perspective of the BO approximation.

Selecting the electron density as an independent state variable, e.g., in the

variational functional E½r� ¼ Ev½r�½r� ¼ �Eu½r�½r�; for the dependent v or u, gives
rise to the complementary EP description. In the associated variational procedure,

the given (v-representable) electron density r determines the matching external

potential u½r�. In this Hardness Representation of DFT, in which one defines the

ground state energy functional E½r� ¼ �Eu½r�½r� � Er½u½r��, one thus adopts the EP

perspective of the Hellmann–Feynman theorem.

The Euler equation (7.21) also implies that the external potential v(r) in the open
molecular systems is determined by r only up to a constant m, which can be related
to the chemical potential of an external electron reservoir (r): m ¼ mr ¼ m[r].
Therefore, the unique specification of the external potential as the functional of r
additionally requires the knowledge of this equalized state parameter, m ¼ m(r), the
“intensive” conjugate of N or r(r):

vðrÞ ¼ uðrÞ þ m ¼ m� dF=drðrÞ � v½m½r�; r; r� ¼ v½r; r�: (13.4)

This “horizontal” character of changes in the ground state electronic structure is

in contrast to a search for the equilibrium (exhaustive) partition of the molecular

ground state density r(r) into densities r(r) � {ra(r) ¼ ra[r; r]} (a row vector) of

the constituent subsystems, e.g., the density pieces attributed to AIM, which at each

point sum up to this given molecular density: r(r) ¼ ∑a ra(r) (see Chap. 11). This
density division problem is “vertical” (entropic) in character, with the search being
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performed for the fixed molecular density and hence also for the fixed value of the

electronic energy.

This is also the case in Levy’s constrained search construction of the universal

functional F[r] (7.29):

F½r� ¼ inf
C!r

CjF̂jC� � ¼ C½r�jF̂jC½r�� �
; (13.5)

in which one searches over all wave functions (or density operators) yielding a

given electron density and calculates the density functional F[r] as the lowest value
(infimum) of the expectation (or ensemble-average) values of the sum of the

electron kinetic and repulsion energy operators. Since this search is performed for

the fixed (ground state) density, it also implies the fixed value of the system

electronic energy. Therefore, by analogy to the maximum principle of the thermo-

dynamic entropy for constant internal energy in the ordinary phenomenological

thermodynamics, this DFT minimum principle can be regarded as being also

“entropic” in character.

Moreover, since u ¼ u[r] and r ¼ r[u], the universal density functional F[r]
can be alternatively regarded as the associated functional �F½u� of the relative

external potential:

F½r� ¼ F½r½u�� � �F½u�: (13.6)

The corresponding density-constrained search for the external potential matching

the given (v-representable) density r thus reads:

F½r� ¼ supv0!rfE½N; v0� �
ð
v0ðrÞ rðrÞ drg: (13.7)

In this extremum principle, one searches over external potentials v0 ! r, which
give rise to the specified ground state density r, and determines the maximum

(suprimum) of the Legendre transform of the system energy, which replaces the

external potential v0 by the ground state density r in the list of the system indepen-

dent state parameters. At the solution point this variational principle yields the

optimum external potential v ¼ v[r], which identifies the specified (v-represent-
able) density as its ground state, equilibrium distribution. This constrained search

construction can be generalized to any trial density r0:

F½r0� ¼ supv0 fEv0 ½r0� �
ð
v0ðrÞ r0ðrÞ drg: (13.8)

As argued by Nalewajski and Parr (2001), the AIM division problem of the fixed

molecular density r also represents a search for the optimum effective external

potentials veff ¼ fveffa g of atomic subsystems:
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veff :a ðrÞ ¼ veff :a ½r½r�; r� ¼ vðrÞ þ @Fnadd:½r�
@raðrÞ

� �

b 6¼a
; a ¼ 1; 2; . . . (13.9)

Here, the partial differentiation with respect to ra(r) of the nonadditive part

Fnadd:½r� of the total Hohenberg–Kohn–Levy functional in AIM resolution,

F½r� � Ftotal½r�,

Fnadd:½r� � F½r� � SgF½rg� � Ftotal½r� � Fadd:½r�; (13.10)

where Fadd:½r� denotes the additive part of the overall functional Ftotal½r�, is carried
out for the fixed densities of the remaining subsystems {rb 6¼a}.

These effective external potentials of the (embedded) bonded atoms in the

molecule are then related to their respective densities through the Euler equation

for the subsystem densities:

veff :a ðrÞ � ma ¼ ueffa ½r½r�; r� � � dF½ra�
draðrÞ

; (13.11)

where the equalized subsystem chemical potential ma ¼ ma(r) is given by the partial
derivative,

maðrÞ ¼
@Etotal

v ½r�
@raðrÞ

¼ @Etotal½N; v�
@Na

� �

v

; (13.12)

of the system electronic energy in atomic resolution,

Ev½r� � Etotal
v ½r½r�� ¼ E½N; v� � Etotal½N; v�: (13.13)

Here, the vector N � fNa ¼
R
raðrÞdr � N½ra�g groups the average numbers of

electrons in atomic subsystems.

Clearly, for the mutually open atomic subsystems, with no barriers preventing

the flow of electrons between them, the AIM chemical potentials are equalized at

the global level characterizing the molecular system as a whole [see (7.18)]:

mðrÞ � fmaðrÞg ¼ m � fmag ¼ m1; (13.14)

where the unit row vector 1 ¼ (1, 1, . . .). The same (equalized) chemical potentials

of AIM thus follow from the density functional for the electronic energy of the

embedded atom a:

Eva ½r� ¼
ð
vðrÞraðrÞdr þ F½ra�

� �
þ Fnadd:½r� � Ev½ra� þ Fnadd:½r�; (13.15)
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where Ev[ra] stands for the electronic energy of ra alone in the molecular external

potential v, and Fnadd.[r] represents the embedding energy due to the presence of

electrons on the remaining subsystems:

maðrÞ ¼ @Eva ½r�=@raðrÞ ¼ ma ¼ m; a ¼ 1; 2; . . . (13.16)

We therefore conclude that the DFT description of the equilibrium states in

molecules and of their mutually open subsystems are isomorphic, since the subsystem

effective (relative) external potentials are related to their electron densities through

the same “horizontal”-type Euler equation linking the complementary EF and EP

representations of the molecular electronic structure.

13.4 Constrained Equilibria in Molecular Subsystems

and Charge Sensitivities of Reactants

The chemical potentials m ¼ {ma} of the mutually-open subsystems have been

defined by the partial functional derivatives:

maðrÞ ¼ @Etotal
v ½r�=@raðrÞ

	 

v;b 6¼a ¼ ma ¼ m; a ¼ 1; 2; . . . ;m: (13.17)

Here the row vector of subsystem densities r ¼ (ra, rb, . . .) gives rise to the overall
density r ¼ ∑g rg ¼ 1rT. One similarly introduces the row vector the molecular

external potential, due to all nuclei in the molecule: v(r) ¼ v(r)1. The chemical

potentials of molecular fragments are thus determined for the fixed external poten-

tial v(r) due to the system nuclei and the “frozen” embedding densities {rb 6¼a(r)} of
all remaining subsystems. They are equalized at the molecular chemical potential

level m, m ¼ m1, when these fragments are mutually opened, in the global equilib-
rium state. We shall denote such relative condition of molecular subsystems by the

vertical broken lines in the symbolic representation of the composite (molecular)

system in the global (g) (intersubsystem) equilibrium of the ground state of an

externally open molecule: Mg ¼ (aj
jb j

jg j
j
. . .). This equalization of the subsystem

chemical potentials, m ¼ (ma , mb , mg , . . .) ¼ m1, can be also attributed to a single

external reservoir (r) of electrons, common to all constituent fragments, exhibiting

the chemical potential

mr ¼ ma ¼ m½r�; a ¼ 1; 2; . . . ;m; (13.18)

to which these molecular subsystems are coupled in the hypothetical combined

system (rj
j
Mg) ¼ (rj

ja j
jb j

jg j
j
. . .).

In this subsystem resolution, one also considers the constrained (intrasubsystem)

equilibrium states, when all subsystems are mutually closed. This is accordingly
symbolized by the vertical solid lines in the symbolic representation of a collection
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of the mutually closed fragments of Mc ¼ (a j
j b j

j
. . .). In order to probe properties

of the externally open subsystems in Mc, when each molecular fragment is

characterized by the intrasubsystem equalized chemical potential, at generally

different level for each subsystem,

maðrÞ ¼ ma ¼ mar 6¼ mbðrÞ ¼ mb ¼ mbr 6¼ . . . 6¼ m; (13.19)

one envisages the separate electron reservoirs {ra} for each subsystem,

characterized by the independently controlled chemical potentials fmarg, in the

combined system (raj
jaj
j
rbj
jbj
j
. . .). Notice that only for the global equilibrium,

when ra ¼ rb ¼ . . . ¼ r, the fragment chemical potentials are equalized: m ¼ m1.
When only a single subsystem or a subset of molecular fragments is considered

externally open, while the remaining subsystems are externally closed, one simi-

larly envisages the coupling of a specified single or selection of subsystems to their

corresponding reservoirs, e.g., in (raj
jajbjgj. . .). The equilibrium state of the subsys-

tem a in contact with ra is then characterized by the equalization of this subsystem

chemical potential and that of its reservoir: mar ¼ ma. Therefore, the hypothetical,

independent displacements of the subsystem chemical potentials reflect changes

performed on the corresponding subsystem reservoirs, e.g., dma ¼ dmar .
In this subsystem resolution one defines the row vector of the AIM relative

external potentials:

uðrÞ � �@Ftotal½r�=@rðrÞ ¼ vðrÞ1� m � vðrÞ � m

¼ fuaðrÞ � vðrÞ � ma ¼� @Ftotal½r�=@raðrÞ
¼ � @Fadd:½r�=@raðrÞ � @Fnadd:½r�=@raðrÞg; (13.20)

They are defined by the negative partial derivatives of the functional Ftotal½r�, which
has been partitioned in (13.10) into the additive (add.) and nonadditive (nadd.) parts
in the subsystem resolution in question. It provides the universal (v-independent)
part of the energy density functional Ev[r] in the subsystem resolution:

Etotal
v ½r� ¼

ð
vðrÞrðrÞTdr þ Ftotal½r�

¼
ð
vðrÞrðrÞdr þ Fadd½r� þ Fnadd½r�: (13.21)

The optimum (open) subsystem densities in such constrained-equilibrium state

then follow from the variational principle,

d Etotal
v ½r� � SgmgN½rg�

	 
 ¼ 0;

giving rise to the associated Euler equations
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@Etotal
v ½r�=@raðrÞ

	 

b 6¼a � maðrÞ ¼ vðrÞ þ @Ftotal½r�=@raðrÞ

	 

b 6¼a

¼ veff :a ðrÞ þ dF½ra�=draðrÞ ¼ ma; a ¼ 1; 2; . . . ;m;

(13.22)

and hence:

uaðrÞ ¼ vðrÞ � ma ¼ �f@Ftotal½r�=@raðrÞgb 6¼a or ueffa ðrÞ � �dF½ra�=draðrÞ:

Therefore, the equilibrium densities of the open subsystems are unique

functionals of the molecular external potential and the reservoir chemical

potentials,

r ¼ r½u½m; v�� ¼ r½m; v�;

and so is the associated row vector of the average (fractional) numbers of electrons:

N½r� ¼
ð
r½m; v; r�dr:

Similarly, when all subsystems are both mutually and externally closed in M �
(aj
jbj
j
. . .), the external potential and the numbers of electrons in subsystems

uniquely determine the equilibrium densities r ¼ r[N,v] of molecular fragments,

the system energy, Etotal
v ½r� ¼ Etotal

v ½r½N; v�� ¼ Etotal
v ½N; v�, and all its physical

properties, e.g., the subsystem chemical potentials m ¼ m[N,v].
One introduces the “thermodynamic” potentials corresponding to the four alter-

native sets of the subsystem state parameters, which define the corresponding

constrained equilibrium states,

fN; vg; fm; vg � uf g; fN; rg � frg; fm; rg; (13.23)

as the associated Legendre transforms of the electronic energy Etotal[N, v]:

Ototal½m; v� ¼ E� Nð@E=@NÞTv ¼ E½r½u�� � N½r½u��m½r½u��T ¼ Ototal½u�; (13.24)

Ftotal½r� ¼ E�
ð
vðrÞf@E=@vðr)gTNdr ¼ E�

ð
vðrÞrðrÞTdr; (13.25)

Rtotal½m; r� ¼ E� Nð@E=@NÞTv �
ð
vðrÞf@E=@vðr)gTNdr

¼ Ftotal½r� � N½r�m½r�T: (13.26)

In this subsystem resolution one could also consider all intermediate specifications

of the molecular constrained equilibria, when only a part of the subsystems remains
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externally open (characterized by the fixed chemical potentials of a common or

separate reservoirs) with the remaining, complementary set of molecular fragments

being closed, characterized by the fixed (integer) numbers of electrons. Wewould like

to observe that in the theory of chemical reactivity these partially open situations do

indeed arise, e.g., in the surface reactions, when one adsorbate reactant is closed

(physisorbed) and the other remains open (chemisorbed) with respect to the catalytic

surface, with the latter then acting as the external electron reservoir.

The corresponding differentials of the system electronic energy and its Legendre

transforms in this subsystem resolution then read (e.g., Nalewajski 1983, 1993a, b,

2000b, 2002d, 2003a, 2006f, g; Nalewajski and Korchowiec 1997; Nalewajski et al.

1996a):

dEtotal½N; v� ¼ m½N; v� dNT þ
ð
r½N; v; r�dvðrÞTdr: (13.27)

dOtotal m; v½ � ¼ � N m; v½ �dmT þ
ð
r m; v; r½ �dvðrÞTdr

¼
ð
r u; r½ �duðrÞTdr ¼ dOtotal u½ �;

(13.28)

dFtotal½r� ¼ m½r�dNT �
ð
v½r; r�drðrÞTdr ¼ �

ð
u½r; r�drðrÞTdr; (13.29)

dRtotal½m; r� ¼ �N½m; r�dmT �
ð
v½m; r; r� drðrÞTdr; (13.30)

where displacements dv(r) allow for the independent changes of the external

potential of each subsystem. These differential expressions identify the associated

conjugate “intensities” to state-variables defining the representation under

consideration:

m N; v½ � ¼ ð@Etotal N; v½ �=@NÞv; r N; v; r½ � ¼ f@Etotal N; v½ �=@v rð ÞgN; (13.31)

N m; v½ � ¼ �ð@Ototal m; v½ �=@mÞv; r m; v; r½ � ¼ f@Ototal m; v½ �=@vðrÞgm
¼ dOtotal u½ �=duðrÞ;

(13.32)

� u½r; r� ¼ m� vðrÞ ¼ dFtotal½r�=drðrÞ; (13.33)

� N m; r½ � ¼ ð@Rtotal m; r½ �=@mÞr; �v½m; r; r� ¼ f@Rtotal m; r½ �=@rðrÞgm: (13.34)

In this subsystem resolution the corresponding second-order Taylor expansion of
the molecular electronic energy in powers of displacements [dN, dv(r)] of the

canonical state parameters involves the relevant principal derivatives, potentials

and canonical CS of the energy representation:
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D 1þ2ð ÞEtotal N; v½ � ¼ ð@Etotal N; v½ �=@NÞvdNT þ
ð
f@Etotal N; v½ �=@vðrÞgNdvðrÞTdr

þ 1=2fdNð@2Etotal N; v½ �=@N@NÞvdNT

þ 2dN½@=@N
ð
f@Etotal N; v½ �=@vðrÞgN�vdvðrÞTdr

þ
ðð

dvðrÞf@2Etotal N; v½ �=@vðrÞ@vðr0ÞgNdvðr0ÞTdr dr0g

� m dNT þ
ð
rðrÞdvðrÞTdr þ 1=2fdNH dNT þ 2dN

ð
fðrÞdvðrÞTdr

þ
ðð

dvðrÞBðr; r0Þdvðr0ÞTdr dr0g:
(13.35)

The second differential in the preceding equation is determined by the following

matrices of the principal CS in the subsystem resolution:

(a) Hardness matrix,

H ¼ ð@m=@NÞv ¼ fHa;b ¼ ð@mb=@NaÞvg;

(b) Fukui function matrix,

fðrÞ ¼ ½@rðrÞ=@N�v ¼ ½@m=@vðrÞ�TN
¼ ffa;bðrÞ ¼ ½@rbðrÞ=@Na�v ¼ ½@ma=@vbðrÞ�Ng;

(c) Linear response matrix,

Bðr; r0Þ ¼ ½@rðr0Þ=@vðrÞ�N ¼ fBa;bðr; r0Þ ¼ ½@rbðr0Þ=@vaðrÞ�Ng:

One also defines the corresponding matrices of the softness quantities at this

resolution level:

(a) Softness matrix,

S ¼ ð@N=@mÞv ¼ H�1 ¼ fSa;b ¼ ð@Nb=@maÞvg ¼
ð
sðrÞdr;

(b) Local softness matrix,

sðrÞ ¼ �@N=@uðrÞ ¼ ½@rðrÞ=@m�v ¼ fsa;bðrÞ ¼�@Nb=@uaðrÞ ¼ ½@rbðrÞ=@ma�vg;
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(c) Softness-kernel matrix,

sðr; r0Þ ¼ �@rðr0Þ=@uðrÞ ¼ �½@rðr0Þ=@vðrÞ�m ¼ fsa;bðr; r0Þ
¼ �½@rbðr0Þ=@vaðrÞ�mg:

A straightforward chain rule transformation then gives the following expression for

s(r) in terms of s(r, r0):

sðrÞ ¼ �
ð
½@uðr0Þ=@m v� ½@rðrÞ=@uðr0Þ�dr0 ¼

ð
Isðr; r0Þdr0; (13.36)

where the identity matrix I ¼ {da,b}. A similar transformation gives the expression

for the Fukui function matrix in terms of the local softnesses of subsystems:

fðrÞ ¼
ð
½@uðr0Þ=@N v� ½@rðrÞ=@uðr0Þ� dr0 ¼ ½@m=@N�v

ð
sðr; r0Þdr0

¼ HsðrÞ ¼ S�1sðrÞ:
(13.37)

Multiplying both sides of the last equation from the left by S ¼ H�1 also gives:

sðrÞ ¼ S fðrÞ: (13.38)

The matrix of hardness kernels in the subsystem resolution is the inverse matrix

of the softness kernels:

hðr; r0Þ ¼ f@2Etotal
v ½r�=@rðrÞ@rðr0Þgv ¼ @2Ftotal½r�=@rðrÞ@rðr0Þ

¼ � @uðr0Þ=@rðrÞ ¼ �½@vðr0Þ=@rðrÞ�m
¼f�a;bðr; r0Þ ¼ �@ubðr0Þ=@raðrÞ ¼ �½@vbðr0Þ=@raðrÞ�mg ¼ s�1ðr0; rÞ:

(13.39)

These two sets of kernels thus satisfy the following reciprocity relation:

ð
hðr0; rÞsðr; r00Þdr ¼ Sg

ð
�a;gðr0; rÞsg;bðr; r00Þdr

�

¼ @rbðr00Þ=@raðr0Þ ¼ da;bdðr0 � r00Þ
;
(13.40)

since in the fragment resolution the subsystem densities are the independent

function variables of the molecular state.

The hardness matrix of subsystems can be similarly expressed in terms of the

hardness kernel matrix using the double chain rule transformation:

H ¼ ð@m=@NÞv ¼
ðð

½@rðrÞ=@N v� ½@2Ev½r�=@rðrÞ @rðr0Þ v� ½@rðr0Þ=@N�Tv dr dr0

¼
ðð

fðrÞhðr; r0Þ fðr0ÞTdr dr0: ð13:41Þ
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The differential of the subsystem densities of the externally closed subsystems,

r ¼ r[N,v; r], now reads:

drðrÞ ¼ dr½N; v; r� ¼ dNfðrÞ þ
ð
dvðr0Þ Bðr0; rÞdr0: (13.42)

It can be alternatively expressed as dr[u; r],

drðrÞ ¼ dr u; r½ � ¼
ð
dm� dvðr0Þ½ � sðr0; rÞ dr0; (13.43)

where

dm ¼ dm½N; v� ¼ dNHþ
ð
dvðrÞ fðrÞTdr: (13.44)

This gives equivalent expression for dr[N,v; r] in terms of CS for the externally

open molecular subsystems:

dr½N; v; r� ¼
ð
½dNHþ

ð
dvðr00Þ fðr00ÞTdr00 � dvðr0Þ� sðr0; rÞ dr0

¼dN½H sðrÞ� þ
ð
dvðr0Þ ½fðr0ÞTsðrÞ � sðr0; rÞ�dr0:

(13.45)

A comparison between coefficients at displacements dN and dv(r) in these alterna-

tive expressions for dr(r) finally gives [see (13.37)]:

fðrÞ ¼ H

ð
sðr; r0Þdr0 ¼ HsðrÞ and

Bðr0; rÞ ¼ fðr0ÞTsðrÞ � sðr0; rÞ ¼ fðr0ÞTS fðrÞ � sðr0; rÞ:
(13.46)

Hence, the matrix s(r0, r) of the subsystem softness kernels can be expressed in

terms of the softness matrix of molecular fragments, their Fukui functions, and

linear response kernels:

sðr0; rÞ ¼ fðr0ÞTS fðrÞ � Bðr0; rÞ: (13.47)

13.5 Transformations of Perturbations into Responses

In the global equilibrium state of the molecular system in question, when all

constituent subsystems are mutually open, i.e., free to exchange electrons between

themselves, the linear responses of the unconstrained (dependent) state variables
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can be expressed as transformations of the corresponding perturbations, i.e.,

displacements in the representation independent state parameters. In this section,

we shall briefly summarize these relations for the four admissible choices of the

independent parameters of state:

½N; v�; ½v� m� � ½u�; ½r�; ½m; r�: (13.48)

The associated “thermodynamic” potentials are then defined by the energy func-

tional, E N; v½ � ¼ Ev½r� ¼
Ð
vðrÞrðrÞ dr þ F½r�, and its Legendre transforms:

O½v� m� ¼ E½N; v� � Nm ¼
ð
uðrÞrðrÞ dr þ F½r� � Ou½r�; (13.49)

F½r� ¼ Ev½r� �
ð
vðrÞrðrÞ dr; (13.50)

R½m; r� ¼ E½N; v� � Nm�
ð
vðrÞrðrÞ dr ¼ F½r� � Nm: (13.51)

In the [N,v]-representation of the EF perspective the displacements [DN, Dv] of
the independent state parameters generate the following equilibrium linear

responses of the dependent energy conjugates [m, r] [see (7.227)–(7.230)]:

Dm ¼ @m
@N

� �

v

DN þ
ð

@m
@vðrÞ
� �

v

DvðrÞ dr ¼ �DN þ
ð
f ðrÞDvðrÞ dr; (13.52)

DrðrÞ ¼ @rðrÞ
@N

� �

v

DN þ
ð
Dvðr0Þ @rðrÞ

@vðr0Þ
� �

N

dr0

¼ f ðrÞDN þ
ð
Dvðr0Þ bðr0; rÞ dr0:

(13.53)

These two relations can be jointly expressed in the form of the following integral

(matrix) transformation:

½Dm;DrðrÞ� ¼ ½DN;
ð
dr0 Dvðr0Þ� � f ðrÞ

f ðr0Þ bðr0; rÞ
� �

: (13.54)

Consider next the “inverse” representation ½m; r� of the EP perspective, in which

the independent perturbations [Dm, Dr] determine the linear responses in the

conjugate (unconstrained) variables of state: DN ¼ Ð DrðrÞ dr and

DvðrÞ ¼ @vðrÞ
@m

� �

r
Dmþ

ð
Drðr0Þ @vðrÞ

@rðr0Þ
� �

m
dr0

¼ Dm�
ð
Drðr0Þ�ðr0; rÞ dr0:

(13.55)
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Again, these linear transformations can be combined into a single integral (matrix)

transformation:

½DN;DvðrÞ� ¼ Dm;
ð
dr0 Drðr0Þ

� �
0 1

1 ��ðr0; rÞ
� �

: (13.56)

The corresponding transformations in the mutually reverse [r] (EP) and [v � m] ¼
[u] (EF) representations are determined by the respective total functional derivatives
[see (7.232) and (7.233)]:

DuðrÞ ¼ �
ð
Drðr0Þ �ðr0; rÞ dr0 ¼ Du½Dr; r�;

DrðrÞ ¼ �
ð
Duðr0Þ sðr0; rÞ dr0 ¼ Dr½Du; r�:

(13.57)

These transformations can be also given a more resolved form in terms of the

corresponding partial derivatives. Consider, e.g., the transformations of

perturbations [Dm, Dv] ¼ Du of the [v � m] ¼ u representation into the conjugate

responses [DN, Dr]:

DN ¼ @N

@m

� �

v

Dmþ
ð

@N

@vðrÞ
� �

m
DvðrÞ dr ¼ SDm�

ð
sðrÞDvðrÞ dr; (13.58)

DrðrÞ ¼ @rðrÞ
@m

� �

v

Dmþ
ð
Dvðr0Þ @rðrÞ

@vðr0Þ
� �

m
dr0

¼ sðrÞDm�
ð
Dvðr0Þ sðr0; rÞ dr0:

(13.59)

Combining these differential expressions into the joint matrix form gives the

following integral transformation:

½DN;DrðrÞ� ¼ Dm;
ð
dr0 Dvðr0Þ

� �
S sðrÞ

�sðr0Þ �sðr0; rÞ
� �

: (13.60)

When the constituent subsystems are mutually closed (see the fragment devel-

opment of the preceding section), the corresponding matrices of charge sensitivities

replace the global quantities in the corresponding transformations of perturbations

of molecular fragments into the conjugate responses. In the canonical [N, v]
representation this integral matrix transformation then reads:

½Dm;DrðrÞ� ¼ DN;

ð
dr0 Dvðr0Þ

� �
H fðrÞ

fðr0ÞT Bðr; r0Þ
� �

; (13.61)
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while the inverse [m, r] representation generates the following matrix linear
response relationship:

½DN;DvðrÞ� ¼ Dm;
ð
dr0 Drðr0Þ

� �
0 I

I �hðr0; rÞ
� �

: (13.62)

Finally, in the [r] and [v�m] ¼ [u] representations, one similarly finds:

DuðrÞ ¼ �
ð
Drðr0Þ hðr0; rÞdr0; (13.63)

DrðrÞ ¼ �
ð
Duðr0Þ sðr0; rÞdr0; DN½r� ¼

ð
DrðrÞdr: (13.64)

13.6 Illustrative Description of Bimolecular Reactive Systems

13.6.1 Equilibria and Charge Sensitivities of Reactants

The most important division scheme in the theory of chemical reactivity is the

reactant partitioning of the bimolecular reactive system R ¼ A—B, with A and

B denoting the acidic (electron acceptor) and basic (electron donor) partners in the

DA complex, respectively. This A or B classification of interacting species can

be carried out by examining the chemical potentials (negative electronegativities)

of the separate (infinitely distant) reactants at R0(1) ¼ A0 þ B0, m0
R ¼ m0A; m

0
B


 �
,

satisfying the inequality m0A<m0B. The electron densities of the geometrically and

electronically “frozen” free subsystems, r0R ¼ r0A; r
0
B


 �
, where

Ð
r0AðrÞdr ¼ N0

A andÐ
r0BðrÞdr ¼ N0

B, when shifted to their (finite) separation and the assumed mutual

orientation specified by the nuclear coordinates RAB, then determine the associated

“promolecular” distribution r0R ¼ r0A þ r0B of the bimolecular complex. Against

this reference, R0(RAB) ¼ (A0jB0), consisting of the mutually closed (nonbonded)

reactants, one then extracts the effects due to the chemical bonds between the two

molecular fragments.

It is the accepted convention in the reactivity theory to view the interaction

between reactants in two stages. At the intermediate, Polarization (P) stage of the

chemical reaction the mutually closed subsystems in RP(RAB) ¼ (A+jB+) modify

their electron distributions rPR ¼ rþA ; r
þ
B


 �
due to the presence of the other reactant,

thus determining the associated overall density distribution of the polarized

(promoted) reactants rPR ¼ rþA þ rþB . The subsequent internal CT between the

mutually open reactants in RCT(RAB) ¼ (A*
j
j
B*), which preserves the overall num-

ber of electrons in R as a whole, NR ¼ NA þ NB ¼ N0
A þ N0

B, then establishes the

final equilibrium electron distributions of both subsystems, rCTR ¼ r�A; r
�
B


 �
, in such
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an externally closed and internally open reactive system, which give rise to the

molecular density: rCTR ¼ r�A þ r�B ¼ rR (Nalewajski 2006f; Korchowiec and

Uchimaru 1998).

This final, CT-stage of the interaction gives rise to the equilibrium distribution of

electrons rCTR in the whole molecular complex RCT(RAB) ¼ (A*
j
j
B*), for the

specified external potential

vRðr;RABÞ ¼ vAðr;RABÞ þ vBðr;RABÞ;

where va(r; RAB) denotes the external potential due to the nuclei of subsystem a
alone. In the reactive system one can separately modify geometries of individual

reactants, thus independently changing their contributions to the external potential

of the whole system. Therefore, these two components of the overall external

potential can be regarded as independent nuclear (geometric) degrees of freedom

of the reactive system. Thus, the bonded, mutually open reactants in RCT reach their

equilibrium distributions r�R ¼ r�A; r
�
B


 �
for the CT-displaced average numbers of

electrons N�
A ¼ Ð r�AðrÞdr ¼ N0

A þ NCT and N�
B ¼ Ð r�BðrÞdr ¼ N0

B � NCT preserv-

ing the overall number of electrons: NR ¼ N�
A þ N�

B ¼ N0
A þ N0

B ¼ N0
R.

Of interest also are, e.g., in the chemisorption systems, the externally open

bimolecular systems RCTðRABÞ¼ ðrjjA�
j
jB�Þ and RPðRABÞ¼ ðrAjjAþjBþ

j
jrBÞ,

consisting of reactants coupled in RCT to a common electron reservoir r, and in

RP – to separate reservoirs rA and rB, respectively. In the former case, the system

global average number of electrons NR determines a single populational parameter

of state, as reflected by the global FF of both subsystems in RCT combined into FF

(row) vector

fCTR ðrÞ ¼ @rCTR ðrÞ
@NR

� �

vR

¼ @r�AðrÞ
@NR

� �

vR

;
@r�BðrÞ
@NR

� �

vR

" #

� ff CTA ðrÞ; f CTB ðrÞg:
(13.65)

In latter case the overall electron populations of both reactants, NP
R ¼ Nþ

A ;N
þ
B


 �
,

can be independently varied by exchanges (external CT) with their separate

reservoirs. This gives rise to the FF matrix of reactants in RP:

fPRðrÞ ¼
@rPRðrÞ
@NP

R

� �

vR

¼
@rþ

A
ðrÞ

@NA

� �
vR;NB

@rþ
B
ðrÞ

@NA

� �
vR;NB

@rþ
A
ðrÞ

@NB

� �
vR;NA

@rþB ðrÞ
@NB

� �
vR;NA

2
64

3
75 � ffa;bðrÞg: (13.66)

The ground state electron density of RCT, rCTR ¼ r�A þ r�B ¼ rR and the associated

energy EvR ½rCTR � are uniquely determined by the system external potential vR and the
overall number of electrons NR:

rCTR ¼ rCTR ½NR; vR�; EvR ½rCTR � � ECT
R ½NR; vR� (13.67)
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The corresponding functional relations for the externally open reactants in RP

read:

rPR ¼ rPR½NP
R; vR�; EvR ½rPR� � EP

R½NP
R; vR�; (13.68)

where the row vectors of electron densities of the polarized reactants

rPR ¼ rþA ; r
þ
B


 �
and NP

R ¼ Nþ
A ;N

þ
B


 � ¼ NP
R rPR
� �

.

The populational partial derivative of EvR ½rCTR � � ECT
R ½NR; vR� determines the

system global chemical potential, equal to that of the common reservoir of

electrons,

mCTR ¼ @EvR ½rCTR �
@rCTR ðrÞ

� �

vR

¼ @ECT
R ½NR; vR�
@NR

� �

vR

; (13.69)

while the functional derivative with respect to vR gives, by the Hellmann–Feynman

theorem, the system overall electron density:

rCTR ðrÞ ¼ @ECT
R ½NR; vR�
@vRðrÞ

� �

NR

: (13.70)

These derivatives determine the corresponding first differential of ECT
R ½NR; vR�:

dECT
R ½NR; vR� ¼ mCTR dNR þ

ð
rCTR ðrÞ dvRðrÞ dr: (13.71)

The second partial derivatives of this energy functional define CS of the externally

open reactive system RCT:

hardness:

�CTR ¼ @2ECT
R ½NR; vR�
@N2

R

� �

vR

¼ @mCTR ½NR; vR�
@NR

� �

vR

; (13.72)

Fukui function:

f CTR ðrÞ ¼ @2ECT
R ½NR; vR�

@NR @vRðrÞ ¼ @rCTR ðrÞ
@NR

� �

vR

¼ @mCTR
@vRðrÞ
� �

NR

¼ f CTA ðrÞ þ f CTB ðrÞ; (13.73)

and the density-response kernel:

bCTR ðr; r0Þ ¼ @2ECT
R ½NR; vR�

@vRðrÞ @vRðr0Þ
� �

NR

¼ @rCTR ðr0Þ
@vRðrÞ

� �

NR

¼ bCTR ðr0; rÞ; (13.74)
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for which the closure relation implies:

ð
bCTR ðr; r0Þ dr0 ¼ @NR=@vRðrÞ½ �NR

¼ 0: (13.75)

These canonical quantities determine the second differential of the system

energy ECT
R ½NR; vR�:

d2ECT
R ½NR; vR� ¼ 1

2
�CTR ðdNRÞ2
�

þ2dNR

ð
f CTR ðrÞ dvRðrÞ dr

þ
ðð

dvRðrÞbCTR ðr; r0ÞdvRðr0Þdr dr0
�
:

(13.76)

The corresponding first derivatives for reactants in RP, which define the first

differential of EvR ½rPR� � EP
R½NP

R; vR�,

dEP
R½NP

R; vR� ¼ mP
RdN

P;T
R þ

ð
rPRðrÞ dvRðrÞ dr; (13.77)

include the row vectors of the reactant chemical potentials, equal to those of their

respective hypothetical reservoirs,

mP
R ¼ @EvR ½rPR�

@rPRðrÞ
� �

vR

¼ @E½NP
R; vR�

@NP
R

� �

vR

¼ ðmþA ; mþB Þ; (13.78)

and the sum of the promoted densities of both (mutually closed) subsystems:

rPRðrÞ ¼
@E½NP

R; vR�
@vRðrÞ

� �

NP
R

¼ rþA ðrÞ þ rþB ðrÞ;
ð
rPRðrÞ dr ¼ NP

R ¼ Nþ
A þ Nþ

B :

(13.79)

The second derivatives of this electronic energy define the associated CS of the

mutually closed but externally open reactants in RP:

hardness matrix,

hP
R ¼ @2E½NP

R; vR�
@NP

R @NP
R

� �

vR

¼ @mP
R

@NP
R

� �

vR

¼ f�a;bg; (13.80)

FF vector,

f PRðrÞ ¼
@2E½NP

R; vR�
@NP

R@vRðrÞ
¼ @rPRðrÞ

@NP
R

� �

vR

¼ @mP
R

@vRðrÞ
� �T

NP
R

¼ ff Pa ðrÞg; (13.81)

and the density-response kernel,
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bPRðr; r0Þ ¼
@2EP

R½NP
R; vR�

@vRðrÞ @vRðr0Þ
� �

NP
R

¼ @rPRðr0Þ
@vRðrÞ

� �

NP
R

¼ bPRðr0; rÞ: (13.82)

Again, by the closure relation [see (13.79)],

ð
bPRðr; r0Þ dr0 ¼ @NP

R=@vRðrÞ
� �

NP
R
¼ 0: (13.83)

The FF indices of (13.81) can be expressed in terms of the corresponding

descriptors of (13.66) using the following chain rule transformation:

f Pa ðrÞ ¼
@rPRðrÞ
@Na

� �

vR

¼
X
b

X
g

@rþb ðrÞ
@Ng

 !

vR

@Ng

@Na

� �

vR

¼
X
b

X
g

fg;bðrÞdg;a ¼
X
b

fa;bðrÞ:
(13.84)

Finally, the CS (13.80)–(13.82) generate the associated second differential of

EP
R½NP

R; vR�:

d2EP
R½NP

R; vR� ¼
1

2

�
dNP

Rh
P
RdN

P;T
R þ 2dNP

R

ð
f PRðrÞT dvRðrÞ dr

þ
ðð

dvRðrÞbPRðr; r0ÞdvRðr0Þ dr dr0
�
:

(13.85)

Integration of the local FF indices of reactants (13.65) and (13.66) gives the

condensed indices in the reactant resolution, measuring responses in the overall

numbers of electrons on each subsystem per unit external inflows of electrons from

the corresponding reservoirs:

FCT
R ¼

ð
fCTR ðrÞdr ¼ @NCT

R

@NR

� �

vR

¼ @NA

@NR

� �

vR

;
@NB

@NR

� �

vR

( )
� fFA;FBg; (13.86)

FP
R ¼

ð
fPRðrÞdr ¼

@Nb

@Na

� �

vR

¼ da;b

( )
; a; b 2 fA;Bg: (13.87)

The FF of the whole bimolecular system, reflected by the normalized responses

of the overall density rR ¼ rA þ rB per unit shift in the global number of electrons

NR, are then given by the relevant combinations of these elementary responses of

the externally open subsystems:

f CTR ðrÞ ¼ @rCTR ðrÞ
@NR

� �

vR

¼ f CTA ðrÞ þ f CTB ðrÞ; (13.88)
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f PRðrÞ ¼
@rPRðrÞ
@NR

� �

vR

¼
X
a;b

fa;bðrÞ

¼ ½fA;AðrÞ þ fB;AðrÞ� þ ½fA;BðrÞ þ fB;BðrÞ�
� f PA ðrÞ þ f PB ðrÞ:

(13.89)

where rCTR and rPR denote the overall electron densities of the externally open

systems of reactants in RCT and RP, respectively. The FF descriptors f CTR and f Pa
(or the “diagonal” contributions fa;a) satisfy the usual normalization:

ð
f CTR ðrÞ dr ¼ @NR

@NR

� �

vR

¼
ð
f Pa ðrÞ dr ¼

ð
fa;aðrÞ dr ¼ @Na

@Na

� �

vR

¼ 1; (13.90)

while the “off-diagonal” terms in the subsystem resolution, reflecting the polariza-

tion of one (closed) reactant induced by the unit CT to/from the other reactant, must

integrate to zero, e.g.,

ð
fA;BðrÞ dr ¼ @NB

@NA

� �

vR;NB

¼ 0: (13.91)

The reactant partitioning of the system overall electron density implies the

two-component approach. The electrons of the mutually open reactants in RCT

exhibit identical chemical potentials, equalized at the common reservoir

level, m�A ¼ m�B ¼ mr, or in equivalent matrix notation mCT
R ¼ ðm�A; m�BÞ ¼ mr1. In

RP the mutually closed subsystems in general exhibit different chemical potentials:

mrA ¼ mþA 6¼ mþB ¼ mrB , giving rise to the chemical potential vector mP
R ¼ ðmþA ; mþB Þ,

which reflect the populational derivatives of the two-component density functional

(bifunctional) for the system electronic energy:

EvR ½rPR� ¼ EvR ½rPR� � Etotal
vR

½rPR� ¼
ð
rPRðrÞvRðrÞdr þ Ftotal½rPR�; (13.92)

with the repulsive (universal, vR � independent) part Ftotal½rPR� generating the sum

of the electron kinetic and repulsion energies of the mutually closed reactants. It is

defined by the Levy-type construction:

Ftotal½rPR� ¼ inf
CA!rþ

A
;CB!rþB

Cþ
R

�� T̂e þ V̂ee

��Cþ
R

� �
; Cþ

R 2 fÂðCACBÞg; (13.93)

where the constrained search is over all antisymmetrized products Cþ
R of the

subsystem wave functions CA and CB, which integrate to the prescribed densities

of the mutually closed, polarized reactants in RP.

590 13 Alternative Perspectives in Chemical Theories



From the variational principle for the optimum (ground state) densities of both

reactants,

dfEtotal
vR

½rPR� � mP
RN

P
R½rPR�Tg ¼ 0; (13.94)

one derives the associated Euler equations:

vRðrÞ � mþa � uþa ðrÞ ¼ � @Ftotal½rPR�
@rþa ðrÞ

¼ � @Fnadd:½rPR�
@rþa ðrÞ

� @Fadd:½rPR�
@rþa ðrÞ

or

vRðrÞ þ dFnadd:½rPR�
drþa ðrÞ

� �
� mþa � veff :a ðrÞ � mþa � ueff :þa ðrÞ ¼ � dF½rþa �

drþa ðrÞ
; a ¼ A;B:

(13.95)

Therefore, the relative external potentials of the polarized reactants,

uPRðrÞ ¼ vPRðrÞ � mP
R ¼ fuþA ðrÞ; uþB ðrÞg;

vPRðrÞ ¼ fvPAðrÞ; vPBðrÞg � vRðrÞ1;
(13.96)

are functionals of the subsystem densities: uPR ¼ uPR½rPR�. This functional depen-

dence defines the hardness (EP) representation in the reactant resolution. It also

follows from (13.95) that in the complementary, softness (EF) representation the

reactant densities can be regarded as functionals of the relative external potentials

of both subsystems: rPR ¼ rPR½uPR�.
In the hardness representation one thus obtains the following expression for the

first differential of uPR½rPR� in terms of the relevant hardness kernels in the reactant

resolution:

duþa ðrÞ ¼ d½vRðrÞ � mþa � ¼ �
X
b

ð
drþb ðr0Þ

@2Ftotal½rPR�
@rþb ðr0Þ@rþa ðrÞ

dr0

¼
X
b

ð
drþb ðr0Þ

duþa ðrÞ
drþb ðr0Þ

dr0

� �
X
b

ð
drþb ðr0Þ �b;aðr0; rÞ dr0; a ¼ A;B;

or in a short matrix notation:

DuPRðrÞ ¼ �
ð
DrPRðr0Þ hP

Rðr0; rÞdr0: (13.97)

Here, the elements of the square matrix of the hardness kernels in reactant resolu-

tion, hP
Rðr0; rÞ ¼ f�a;bðr0; rÞg, measure the negative responses of the relative
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external potential of subsystem b, per unit shift in the electron density of subsystem a.
They are seen to transform displacements in the reactant electron densities DrPR into

the concomitant responses DuPR of the reactant relative potentials.

The inverse of hP
Rðr0; rÞ defines the square matrix of the corresponding softness

kernels of these two complementary molecular fragments:

sP
Rðr; r0Þ ¼ � drPRðr0Þ

duPRðrÞ
¼ sa;bðr; r0Þ ¼ � drþb ðr0Þ

duþa ðrÞ

( )
¼ hP

Rðr0; rÞ�1: (13.98)

The two matrix kernels satisfy the following reciprocity relation:

ð
sP

Rðr; r0ÞhP
Rðr0; r00Þdr00 ¼ dðr � r00ÞIR; (13.99)

where the 2 � 2 identity matrix IR ¼ {da,b}. These softness kernels transform the

displacements DuPR in the relative external potentials of reactants into the conjugate

shifts DrPR of their electron densities,

Drþb ðr0Þ ¼ �
X
a

ð
Duþa ðrÞsa;bðr; r0Þdr; b ¼ A;B;

or in the compact matrix notation

DrPRðr0Þ ¼ �
ð
DuPRðrÞ sP

Rðr; r0Þ dr

¼�
ð
DvPRðrÞ sP

Rðr; r0Þ dr þ DmP
R

ð
sP

Rðr; r0Þ dr

��
ð
DvPRðrÞ sP

Rðr; r0Þ dr þ DmP
R sPRðr0Þ:

(13.100)

Here, the local softness matrix in reactant resolution is defined as follows:

sPRðrÞ ¼
@rPRðrÞ
@mP

R

� �

vR

¼
ð
sP

Rðr0; rÞ dr0 ¼ sa;bðrÞ ¼
@rþb ðrÞ
@mþa

 !

vR

8<
:

9=
;: (13.101)

Writing dmP
R ½of duPRðrÞ� as differential dmP

R½NP
R; vR� then gives [see (13.44)]:

dmP
R½NP

R; vR� ¼ dNP
Rh

P
R þ

ð
dvRðrÞ f PRðrÞ dr: (13.102)

It should be further observed that the condensed hardness matrix hP
R in this

equation can be expressed in terms of the hardness kernels hP
Rðr0; rÞ of (13.97)

using the relevant chain rule transformation:
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hP
R ¼

ðð
@rPRðr0Þ
@NP

R

� �

vR

@2Ftotal½rPR�
@rPRðr0Þ@rPRðrÞ

@rPRðrÞ
@NP

R

� �

vR

dr dr0

¼
ðð

fPRðr0Þ hP
Rðr0; rÞ fPRðr0Þ

T
dr dr0:

(13.103)

Combining these equations finally gives:

drPRðrÞ ¼ dNP
R hP

R sPRðrÞ�
ð
dvPRðr0Þ sP

Rðr0; rÞ dr0

þ
ð
dvPRðr0ÞfPRðr0ÞTdr0

� �
sPRðrÞ:

(13.104)

One can independently write this differential using the alternative functional

dependence rPR½uPR� ¼ rPR½NP
R; vR�:

drPRðrÞ ¼ dNP
R fPRðrÞ þ

ð
dvPRðr0Þ bP

Rðr0; rÞdr0: (13.105)

A comparison between the preceding two equations gives the reactant-resolved

generalization of the Berkowitz–Parr (1988) relations [see also (13.47)],

fPRðrÞ ¼ hP
R sPRðrÞ or sPRðrÞ ¼ SPR fPRðrÞ; (13.106)

bP
Rðr0; rÞ ¼ �sP

Rðr0; rÞ þ fPRðr0ÞTsPRðrÞ
¼ �sP

Rðr0; rÞ þ fPRðr0ÞTSPR fPRðrÞ; (13.107)

where the condensed softness matrix is the inverse of the hardness matrix of (13.80)

and (13.103):

SPR ¼ ðhP
RÞ�1 ¼ fSa;b ¼ ð@Nþ

b =@m
þ
a ÞvRg: (13.108)

The explicit integral transformation of “perturbations,”

½DNP
R; DvPRðr0Þ�;

into the conjugate responses in the chemical softness (EF) representation,

½DmP
R; DrPRðrÞ�;

can be thus summarized by the following matrix equation:

½DmP
R; DrPRðrÞ� ¼ DNP

R;

ð
dr0 DvPRðr0Þ

� �
hP
R fPRðrÞ

fPRðr0ÞT bP
Rðr0; rÞ

� �
: (13.109)
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The inverse transformation, in the chemical hardness (EP) representation, reads:

½DNP
R; DvPRðrÞ� ¼ DmP

R;

ð
dr0 DrPRðr0Þ

� �
0 I

I �hP
Rðr0; rÞ

� �
: (13.110)

where 0 denotes the (2 � 2) square matrix containing zero elements.

To conclude this section, we summarize the explicit expressions for the

condensed charge sensitivities in reactant resolution in terms of the canonical

matrix of the subsystem hardnesses,

hP
R ¼ �A;A �A;B

�B;A �B;B

� �
; (13.111)

where, by the Maxwell (cross differentiation) identity, �A,B ¼ �B,A. The associated
softness matrix is provided by the inverse of hP

R:

SPR ¼ ðhP
RÞ�1 ¼ �B;B=D ��A;B=D

��A;B=D �A;A=D

� �
; (13.112)

where the hardness determinant

D ¼ det hP
R ¼ �A;A �B;B � ð�A;BÞ2:

The softness matrix subsequently generates the respective fragment and global

softness descriptors,

SCTR ¼ðSA ¼ �RB=D; SB ¼ �RA=DÞ; �RA ¼ �A;A � �A;B; �RB ¼ �B;B � �A;B;

SCTR ¼ 1=�CTR ¼ SA þ SB;

(13.113)

and hence also the condensed Fukui functions of reactants:

FCT
R ¼ fFA ¼ SA�

CT
R ¼ �RB=ð�RA þ �RBÞ; FB ¼ SB�

CT
R ¼ �RA=ð�RA þ �RBÞg: (13.114)

13.6.2 In Situ Quantities in Donor–Acceptor Systems

In this section, we shall examine selected in situ derivatives characterizing the

internal (NR-restricted) B ! A CT process in the donor–acceptor (DA) reactive

system R ¼ A----B � (Aj
j
B), i.e., a transfer of electrons from the basic reactant B to

its acidic partner A in the externally closed R. We further assume the fixed external
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potential vR(r) ¼ vA(r) + vB(r) due to the nuclei of the constituent atoms of both

reactants, i.e., the “frozen” geometry of the reactive system as a whole. Here, the

vertical broken line again symbolizes the freedom of the bonded, mutually open but

externally closed reactants to exchange electrons. For simplicity, we shall further

suppose that the internal geometries of the isolated reactants A0 and B0 are held

frozen in the DA complex R, so that there exists the unique “promolecular”

reference of the reactive system, R0 � (A0jB0), consisting of the free, “frozen”

geometry reactants shifted to their mutual orientation and separation in R. Above,
the vertical solid line separating the nonbonded reactants in R0 accordingly implies

that they are both mutually and externally closed.

For such an internal electron transfer in R, for which the overall number of

electrons NA + NB ¼ NR is held fixed, the equilibrium electron populations on

reactants, NR ¼ (NA, NB), which result from the integration of the subsystem

densities at the internal CT equilibrium,

rR ¼ ðrA; rBÞ; Na ¼
ð
raðrÞdr; a ¼ A;B;

determine the current amount of the interreactant CT in R:

NCT ¼ NA � N0
A ¼ N0

B � NB > 0 or

NRðNCTÞ ¼ ðN0
A þ NCT;N

0
B � NCTÞ � N0

R þ DNRðNCTÞ:
(13.115)

The row vector N0
R ¼ N0

A;N
0
B


 �
in the preceding equation groups the reference

electron populations of the mutually closed reactants defining the promolecular

system R0 consisting of the separate (isolated) reactants.

The current amount of such an internal CT in R represents the independent

“reaction coordinate” for the intra-R (interreactant) displacement of the system

electronic structure. It should be observed that for the equilibrium geometries of the

isolated reactants, which determine the fragment (fixed) external potentials, the

electron densities of the separated reactants are functions of their overall electron

populations, r0R ¼ r0a N0
a


 �	 

, since N0

a and va(r) uniquely identify the electronic

Hamiltonian of the separated reactant a. A similar NR-dependence characterizes the

electron densities of the bonded reactants in R; rR ¼ fra NRðNCTÞ½ � ¼ raðNCTÞg,
and the system electronic energy in the reactant resolution for the given amount of

CT: ER ¼ ER NRðNCTÞ½ � ¼ ERðNCTÞ.
The in situ population derivatives (Ciosłowski and Mixon 1993; Nalewajski

1994) involve the differentiation with respect to the amount of internal CT. The

following FF-like populational derivatives along the internal CT-coordinate,

f
A
¼ dNA=dNCTð ÞNR

¼ 1 and f
B
¼ dNB=dNCTð ÞNR

¼ �1; (13.116)

then enter the chain rule expressions for the reactant in situ derivatives. For

example, the energy conjugate of NCT,
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mCTðNCTÞ ¼ @ERðNCTÞ
@NCT

¼ @ER

@NA
f
A
þ @ER

@NB
f
B
¼ mAðNCTÞ � mBðNCTÞ; (13.117)

measures the relative chemical potential of two (polarized) subsystems in R. The
condition of the vanishing CT-gradient mCTðN�

CTÞ ¼ 0 yields the equilibrium value

of NCT ¼ N�
CT, for which the chemical potentials of reactants in R are equalized:

m�
AðN�

CTÞ ¼ m�
BðN�

CTÞ. This equation represents the global equilibrium criterion for

such (geometry-“frozen”) DA reactive system.

One similarly obtains the following expression for the in situ global hardness of

the DA system,

�CT ¼ @2ERðNCTÞ
@NCT

2
¼ @mCT

@NCT

¼ @mA
@NA

f
A
þ @mA
@NB

f
B
� @mB
@NA

f
A
� @mB
@NB

f
B

¼ ð�A;A � �B;AÞ � ð�A;B � �B;BÞ
� �RA þ �RB ¼ �A;A þ �B;B � 2�A;B;

(13.118)

where �Ra stands for the hardness of reactant a in R (13.113). It should be

emphasized that for the chemically interacting reactants at finite mutual separations

these descriptors include the corresponding diagonal hardness,

�a;a ¼ @2ER=@N
2
a ¼ @ma=@Na ffi �0a ¼ @2E0

a=ð@N0
aÞ2 ¼ @m0a=@N

0
a ;

modified by the finite coupling hardness

�b;a ¼ @2ER=@Nb@Na ¼ @ma=@Nb

due to the populational displacement of the complementary subsystem b 6¼ a
(a finite electron “reservoir”), which effectively softens the fragment a in R. This
coupling hardness term vanishes at very large separations between reactants, when

�0CT ¼ �0A þ �0B:
Next, let us consider the in situ softness quantities in R and the related FF indices

of reactants. One first observes that the derivatives of (13.116) represent the

condensed in situ FF indices of reactants. Their vanishing sum,

f
A
þ f

B
¼ @NR=@NCTð ÞNR

¼ 0;

reflects the conservation of the overall number of electrons in the externally closed R.
The relevant FF of reactants in R then follow from the following chain rules:

f CTA ðrÞ ¼ @rAðrÞ
@NCT

¼ @rAðrÞ
@NA

f
A
þ @rAðrÞ

@NB
f
B
¼ fA;AðrÞ � fB;AðrÞ;

f CTB ðrÞ ¼ @rBðrÞ
@NCT

¼ @rBðrÞ
@NA

f
A
þ @rBðrÞ

@NB
f
B
¼ fA;BðrÞ � fB;BðrÞ;

(13.119)
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They give rise to the overall in situ FF of R as a whole:

fCTðrÞ ¼ @rRðrÞ
@NCT

¼ f CTA ðrÞ þ f CTB ðrÞ: (13.120)

The global CT softness is defined by the inverse of CT hardness of (13.118):

SCT ¼ 1

�CT
¼ @NCT

@mCT
¼ @NA

@mCT

� �

N

¼ � @NB

@mCT

� �

N

¼ð�A;A þ �B;B � 2�A;BÞ�1:

(13.121)

Finally, by multiplying the subsystem FF by SCT gives the in situ local softnesses of
reactants in R:

sCTðrÞ ¼ fsCTa ðrÞ ¼ f CTa ðrÞ SCTg: (13.122)

13.6.3 Implications of Equilibrium and Stability Criteria

The equalization of reactant chemical potentials, when mCT ¼ 0, constitutes the

electronic equilibrium criterion for the DA reactive system. Thus, the initial in situ

chemical potential of the ground state electron distributions of the mutually closed,

polarized reactants in RP,

mþCT ¼ mCTðNCT ¼ 0Þ ¼ mþA � mþB : (13.123)

constitutes the driving force for the interreactant CT. The subsequent equalization

of the reactant chemical potentials in RCT,

m�CTðN�
CTÞ ¼ m�AðN�

CTÞ � m�BðN�
CTÞ ¼ ðmþA þ �RAN

�
CTÞ � ðmþB � �RBN

�
CTÞ

¼ mþCT þ �CTN
�
CT ¼ 0;

(13.124)

then gives the following expression for the equilibrium amount of CT [see (7.191)]:

N�
CTðmþCTÞ ¼ �mþCT=�CT ¼ �mþCTSCT: (13.125)

It should be emphasized that both the initial chemical potential difference and

the effective in situ hardness include the “embedding” terms due to the presence of

the other reactant. Only at the very early stage of a reaction, at large interreactant

separation, when there is little charge coupling between the two species, can they be

approximated by the separate reactant quantities:
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mþCT ffi m0CT ¼ m0A � m0B; �CT ffi �0CT ¼ �0A þ �0B; (13.126)

where �0a stands for the chemical hardness of the free reactant a. The coupling

hardnesses �A;B ¼ �B;A are crucial for a realistic two-reactant description of the

chemical reactivity trends in both the gas-phase and chemisorption processes.

The related in situ expression for the sum of the first- and second-order CT
energy terms thus reads [compare (7.195)]:

E�
CT ¼ mþCTN

�
CT þ

1

2
�CTðN�

CTÞ2 ¼
1

2
mþCTN

�
CT ¼ � 1

2
ðmþCTÞ2SCT: (13.127)

It is proportional to the chemical potential difference for the polarized and

(initially) mutually closed reactants, marking the in situ chemical potential of R,
and the amount of CT taking place when the barrier for the flow of electrons

between these two subsystems is removed. The last term of the preceding equation

indicates that the overall dependence of the magnitude of the CT stabilization

energy on the chemical potential difference is quadratic, with a half of the negative

in situ softness determining the relevant proportionality constant.

Next, let us summarize the stability requirements for the molecular/reactive

systems (Nalewajski 1994, 2003a; Nalewajski and Korchowiec 1997; Nalewajski

et al. 1996a). For simplicity we again envisage a general partitioning of the system

under consideration into two complementary subsystems A and B, e.g., the two

reactants in DA reactive complex. We shall then examine the external and internal
perspectives on the electronic stability problem, associated with the charge stability

in the externally open bimolecular system RCT ¼ ðrjjA�
j
jB�Þ and the externally

closed analog RCT ¼ R* ¼ (A*
j
j
B*), respectively.

Let us first assume the initial internal equilibrium in R*, marked by the equalized

chemical potentials of both subsystems: m�A ¼ m�B. The internal stability problem

then refers to a hypothetical displacement of electron populations of reactants in R*,

dN�ðDÞ ¼ ðdN�
A; dN

�
BÞ ¼ ðD;�DÞ, generated by the population-shift D relative to

the initial (equilibrium) electron populations N� ¼ ðN�
A; N�

BÞ, which automatically

preserves the overall number of electrons NR ¼ NA + NB. The charge distribution

in R* is stable when any finite dN*(D) implies an increase in the system electronic

energy:

dECTðDÞ ¼ 1

2
�CTD

2 > 0 or �CT > 0: (13.128)

This stability criterion can be transcribed into the following inequality in terms of

the condensed hardnesses of reactants [see (13.118)]:

a � ð�A;A þ �B;BÞ=2>�A;B > 0: (13.129)

Hence, the charge distribution of the reactive system is internally stable when the

arithmetic average a of the diagonal hardnesses {�a,a > 0} of both subsystems
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exceeds the magnitude of the coupling (off-diagonal) hardness between these two

complementary fragments of R*.

We next assume the initial equilibrium between R* and an external electron

reservoir r in RCT ¼ ðrjjA�
j
jB�Þ, e.g., the surface of the heterogeneous catalyst. It

implies the chemical potential equalization m�A ¼ m�B ¼ mr and thus the vanishing

first-order change in the system electronic energy due to the hypothetical electron

exchange between the reactive system R* and its reservoir r. In order to diagnose

the external stability, of the reactive system relative to its reservoir, one examines a

virtual flow dNR between R* and r, which generates the associated second-order
change in the electronic energy of RCT,

dECTðdNRÞ ¼ 1

2
�RðdNRÞ2 > 0 or �R > 0; (13.130)

where �R ¼ @2ER½NR; vR�=@N2
R ¼ @mR½NR; vR�=@NR denotes the chemical hardness

of R* as a whole. We have indicated above that in the externally stable reactive

system this charge displacement must increase the energy of the combined system

RCT. Expressing �R in terms of the condensed hardnesses of reactants (13.113),

�R ¼ 1=SR ¼ 1=ðSA þ SBÞ ¼ ½�A;A�B;B � ð�A;BÞ2�=�CT; (13.131)

and realizing that �CT > 0, by the internal stability (13.128), then allows one to

transcribe the external stability requirement in terms of the geometric average g of

the diagonal hardnesses of both reactants:

g � ð�A;A �B;BÞ1=2 > �A;B > 0; (13.132)

Therefore, for the internally stable reactive system to be also externally stable the
geometric average of the diagonal hardnesses of the mutually closed, polarized

reactants must be higher than the coupling (off-diagonal) hardness.
In further examining the stability regimes as functions of �A,B > 0, one recalls

that g2 ¼ a2 � ½ð�A;A � �B;BÞ=2�2, and hence g < a. In a typical region of the

coupling hardness between the two reactants, 0 < �A,B < �A,A, where we have

recognized the acidic fragment as the electronically harder subsystem, �A,A > �B,B,
one therefore obtains the following stability predictions for the externally open

reactive system R* in RCT:

0 < �A;B < g; internally and externally stable;

g � �A;B < a; internally stable and externally unstable;

a � �A;B < �A;A; internally unstable and externally stable:
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Thus, for the weakly coupled reactants, when �A;B < g, the system exhibits both

the internal and external stability. With an increase of the charge coupling between

these two complementary parts of the bimolecular reactive system, as measured by

the intersubsystem hardness, one first observes the onset of the external instability

of R*, relative to the electron reservoir, when the off-diagonal hardness reaches the
critical value �A;B ¼ g. The second critical point for the stability predictions is

�A;B ¼ a, above which the internal instability sets in, while the system regains the

external stability. This precedence of the external instability before the internal one,

when coupling between the two reactant increases, has qualitative implications for

catalysis (Nalewajski 1993b). Indeed, one requires a smaller coupling between

reactants to effect the charge instability involving the catalyst (external electron

reservoir), compared with the interreactant coupling required to generate the

internal instability in the gas phase. This external instability subsequently triggers

the internal instability, which effects chemical reaction between the chemisorbed

reactants. Specific examples of such stability analysis in exploring reactivity trends

of model chemisorption complexes and oxide clusters have been reported else-

where (Nalewajski 1994, 1995a; Nalewajski and Michalak 1995; Nalewajski and

Korchowiec 1997).
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Chapter 14

Coupling Between Electronic and Geometrical

Structures

Abstract The equilibria in both the geometrically rigid and relaxed molecules,

externally closed or open, are examined using the combined treatment of the

electronic and nuclear degrees of freedom, which fully accounts for their

mutual coupling. New CS descriptors of the molecular states are explored in all

admissible geometrical representations, which use the explicit dependence of the

Legendre transforms of the system BO potential on the geometric coordinates Q or

the conjugate forces F. In the canonical geometric representation the principal CS

of the BO potential define the system electronic–nuclear Hessian, including the

diagonal blocks of the electronic hardness and geometric force constants, with

the nuclear Fukui function indices determining the coupling between these two

aspects of the molecular structure. Its partial or complete inversion determines the

associated compliant matrices in alternative Legendre-transformed representations,

in which these principal state variables are partly or totally replaced by their

respective energy conjugates [generalized “forces” (intensities)]: the system chem-

ical potential m, characterizing the electronically relaxed (open) system, and the

vanishing forces on nuclei, F ¼ 0, identifying the geometrically relaxed molecular

system.

These geometric representations provide more complete theoretical frameworks

for describing diverse reactivity phenomena, carried out under alternative experi-

mental conditions. They may involve the externally closed molecular systems:

geometrically rigid at the principal (canonical) level of the (N, Q)-representation,
with N standing for the system overall number of electrons, or the geometrically

relaxed systems in the geometrically inverted (N, F)-representation. The externally
open systems, coupled to an external electron reservoir exhibiting the chemical

potential m, geometrically rigid or relaxed, are described by the electronically

inverted (m, Q)-representation or the completely inverted (m, F)-representation,
respectively, with the latter defining the system generalized softness representation.

A possible use of the derivative properties generated in this generalized frame-

work as reactivity indices is discussed. A special attention is paid to the compliance
constants reflecting the interaction between the electronic and nuclear degrees

of freedom in the electronically and/or geometrically relaxed systems. Specific
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coupling constants describing a subtle interplay between electronic and nuclear

state parameters in the geometrically rigid or relaxed systems are identified

and discussed. The minimum-energy coordinates (MEC) and other compliant

descriptors of molecules in such a combined electronic–nuclear treatment of

molecular systems and reactants are introduced and discussed within the comple-

mentary EF and EP perspectives. These compliant descriptors provide attractive

reactivity criteria, since they directly measure the system linear responses, elec-

tronic or geometric, and reflect conditions required for the molecule to undergo

specific displacements, e.g., those responsible for the chemical reaction (breaking/

forming of bonds) of interest. The MEC similarly generate semiquantitative

indicators of how specific electronic and/or nuclear displacements affect the

remaining state parameters, thus facilitating a qualitative analysis of molecular

responses due to the environmental or reactivity perturbations.

Finally, this formalism is applied to the atom–diatom collisions using the

semiempirical representation of the canonical hardness tensor in atomic resolution.

The nuclear Fukui function indices, which determine the coupling between the

molecular electronic and geometrical structures, are explicitly modeled using this

analytical representation of the canonical hardness tensor in AIM resolution.

Sensitivities for collective charge displacements are derived and the couplings

along the minimum-energy reaction path are examined.

14.1 Electronic–Geometric Representations

of Molecular States

The internal degrees of freedom of molecular systems are of either electronic or

nuclear (geometric) origins. In the BO approximation the equilibrium (ground)

state of the externally closed, rigid molecule is specified by the system overall

number of electrons N (integer) and the external potential v(r;Q) due to the nuclei at
their fixed locations, uniquely identified by the internal geometric coordinates Q.
Alternatively, the state parameters N and Q uniquely identify the system (Coulom-

bic) Hamiltonian ĤðN; vÞ ¼ ĤðN;QÞ, its ground state C N; v½ � ¼ CðN;QÞ, the

electronic energy E N; v½ � ¼ C½N; v�h jĤðN; vÞ C½N; v�j i ¼ EðN;QÞ, and the BO

potential of (13.1),

WðN;QÞ ¼ EðN;QÞ þ VnnðQÞ; (14.1)

where Vnn(Q) stands for the repulsion energy between the system nuclei in positions

defined by the geometrical parameters Q.
One similarly describes the equilibrium state of an externally open system

characterized by the (fractional) average number of electrons N, which is coupled

to an external electron reservoir r controlling the system chemical potential

mr ¼ m ¼ @E N;Qð Þ=@N. In the geometrically rigid molecule, this equilibrium

state is identified by m and Q, while the corresponding equilibria of the flexible
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(geometrically relaxed) molecular systems are identified by the vanishing forces

F ¼ �[∂W(N, Q)/∂Q]T ¼ 0, giving rise to alternative sets of state parameters,

(N, F) or (m, F), in the electronically closed and open systems, respectively.

As we have already argued in Sect. 13.2, each molecular process involves the

mutually coupled displacements in the distribution of the system electrons and

positions of its nuclei. In chemistry the mutual interaction between the electronic

and geometric structures of molecules or reactive systems plays a vital role in

diagnosing their behavior in different chemical environments. Therefore, designing

the adequate descriptors of this coupling and establishing principles for qualitative

predictions of its structural and reactivity manifestations constitute challenging

problems in theoretical chemistry. Indeed, the rules governing this subtle interplay

between the electronic and geometric degrees of freedom in molecular systems

constitute an important part of the structural chemistry and reactivity theory. They

reflect effects of the mutual interaction between an internal polarization (P) and/or

external charge transfer (CT) on one side, and the concomitant geometrical relaxa-

tion on the other side, e.g., in molecular subsystems of the DA complexes. The

qualitative Gutmann (1978) rules of structural chemistry and their semiquantitative

extension provided by the Mapping Relations formulated within CSA (Baekelandt

et al. 1995; Nalewajski 1995b, 1999, 2006f; Nalewajski and Sikora 2000;

Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a) allow for predictions

of such general relaxational effects. Another example is provided by the Minimum-

Energy Coordinates (MEC) of the compliant approach in CSA (Nalewajski 1995b,

2006f, 2009a; Nalewajski and Michalak 1995, Nalewajski and Korchowiec 1997;

Nalewajski et al. 1996a, 2008), a development in the spirit of the related treatment

of nuclear vibrations (Decius 1963; Jones and Ryan 1970; Swanson 1976; Swanson

and Satija 1977).

All these approaches aim at diagnosing the molecular electronic and/or geomet-

rical responses to hypothetical electronic or nuclear displacements (perturbations).

The “thermodynamical” Legendre-transformed approach provides a versatile theo-

retical framework for describing all such alternative equilibrium states of molecules

in different chemical environments. The essence of the combined linear response
treatment of the electronic and geometric state variables is that all their

mutual interactions are then explicitly taken into account in the generalized

electronic–nuclear Hessian. The relevant coupling terms are represented by the

off-diagonal elements of such generalized “force constant” tensors for all admissi-

ble selections of the system state parameters, which specify the equilibria in the

externally closed or open molecules, for their rigid or relaxed geometries. The

overall number of electrons, N, and its energy conjugate, the chemical potential m,
determine the electronic state variables in the externally closed and open molecular

systems, respectively. Accordingly, the internal coordinates Q or their energy

conjugates – the (vanishing) forces F of the geometrically optimized systems –

similarly describe the rigid or relaxed molecular geometries, respectively.

This theoretical framework unites the EF and EP perspectives on molecular

changes, in the spirit of the BO approximation and the Hellmann-Feynman theorem

or DFT, respectively. We recall that in the former the electron distribution responds
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to the geometrical (nuclear) perturbation, i.e., a given displacement in nuclear

positions, while the latter implies the system geometrical relaxation following a

given test displacement in the system electronic state parameters. All such

generalized “polarizabilities” of molecules can be generated within CSA of molec-

ular systems. They provide reliable criteria in the reactivity theories based upon the

modern DFT concepts (e.g., Nalewajski and Korchowiec 1997; Nalewajski et al.

1996a).

In the EF outlook the adjustment Dr in the electron distribution represents the

unconstrained (dependent) local state variable of the molecular system in question:

Dr ¼ Dr[N, Dv] ¼ Dr(N, DQ) or Dr ¼ Dr[m, Dv] ¼ Dr(m, DQ). In other words,

the electron density responds to (“follows”) the displacements DQ in nuclear

positions, which generate the associated displacement in the system external poten-

tial: Dv ¼ Dv(DQ). This selection of the dependent (r) and independent (v) state
variables generates the softness kernel s(r, r0) and the linear response function of

the reactivity theory; it has been previously classified as the chemical softness
representation of molecular states.

These roles are reversed in the EP perspective of DFT, which can be also

referred to as the chemical hardness representation, since it defines another key

concept of the electronic structure and reactivity theories – the hardness kernel

�(r, r0), the inverse of s(r, r0). In this EP approach the displacement in electron

density of the geometrically relaxed molecule, effected either by the controlled

change in the system number of electrons DN or by a shift Dm in the chemical

potential of the external reservoir, Dr ¼ Dr(DN, F ¼ 0) or Dr ¼ Dr(Dm, F ¼ 0),
is now regarded as the controlling, independent parameter of state, while the

external potential (system geometry) responds to this redistribution of electrons,

thus representing a dependent (unconstrained) state variable Dv ¼ Dv[Dr]. The
shift in electron distribution thus “precedes” the movements of nuclei, DQ ¼ DQ
(DN, F ¼ 0) or DQ ¼ DQ(Dm, F ¼ 0), in the spirit of the Hellmann–Feynman

(force) theorem of quantum chemistry and in accordance with a general philosophy

of DFT. This way of approaching the molecular displacements is quite common in

qualitative chemical thinking and in reactivity theory. Indeed, chemists often

envisage the key manipulation of the system electronic structure as the primary

cause of the desired reconstruction of the molecular geometry, e.g., that leading to

breaking/forming of the specified bonds in the molecular/reactive system.

As we have already emphasized above, one requires both these perspectives to

tackle all issues in the theory of electronic structure of molecules and their chemical

reactivity. The wave function and density functional formulations of the quantum

theory thus emerge as the complementary descriptions which together provide a

more complete theoretical framework for thinking about molecular systems

and discussing diverse issues in chemical reactivity. The emergence of the

modern DFT has provided the EP perspective a solid theoretical basis and

generated new approaches to many classical problems in chemistry (e.g., Chattaraj

2009; Geerlings et al. 2003; Johnson et al. 2011; Nalewajski 2003a, 2006f,

2009a; Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a). It has

offered an alternative point of view from which one can approach the diverse
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physical/chemical properties and processes involving atomic, molecular, and

reactive systems. This novel perspective is much in the spirit of Sanderson’s

(1951, 1976) Electronegativity Equalization (EE) description of the equilibrium

distributions of electrons in molecular systems (see also: Nalewajski 1985, 1998a).

Examples of the reactivity indices quantifying the electronic–geometric coupling

are provided by the electronic FF (Parr and Yang 1984, 1989) and its nuclear analog

(Cohen et al. 1994, 1995; Cohen 1996).

In this short overview of the problem we shall explore diverse coupling constants

and MEC components, which can be formulated in the combined electronic–geo-

metrical approaches to the equilibrium states in molecules and reactants. The

reactivity implications of the derivative descriptors emerging in this generalized

framework, of the interaction between the electronic and geometric aspects of the

molecular structure in both the EP and EF perspectives, will be also commented

upon. We begin this analysis with a brief survey of the basic concepts and relations

of the generalized compliant description of molecular systems, which simulta-

neously involve the electronic and nuclear degrees of freedom. Illustrative numeri-

cal data of these generalized derivative properties for selected polyatomic

molecules (Nalewajski et al. 2008) will be discussed and their use as possible

reactivity criteria will be advocated. The trends exhibited by such molecular

descriptors will be interpreted as manifestations of the familiar LeChâtelier–Braun

principle of thermodynamics (Callen 1962; Tisza 1977).

14.2 Perturbation–Response Relations in Geometric

Representations

We first examine coupling relations within the canonical geometric representation,

which corresponds to the BO potential (14.1) combining the electronic energy and

nuclear repulsion term. In this description the BO potential W(N, Q) is regarded as

function of the adopted geometric coordinates Q, e.g., bond lengths and angles.

The canonical geometrical derivatives of W(N, Q) then determine the forces
acting on nuclei along these internal coordinates,

FðN;QÞ ¼ �½@WðN;QÞ=@Q�T ¼ fFsg; (14.2)

and the second partials define the geometric Hessian of the molecular system in

question, the tensor of geometric force constants in the adopted reference frame Q,

H ¼ @2WðN;QÞ
@Q @Q

¼ � @FðN;QÞ
@Q

¼ Hs;s0 ¼ � @Fs0

@Qs

� �
: (14.3)

Accordingly, the corresponding canonical electronic derivatives, calculated for

the rigid molecular geometry, determine the system chemical potential,
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m ¼ @EðN;QÞ=@N ¼ @WðN;QÞ=@N; (14.4)

and its chemical hardness:

� ¼ @2EðN;QÞ
@N2

¼ @2WðN;QÞ
@N2

¼ @mðN;QÞ
@N

: (14.5)

It should be recalled that this rigid-geometry measure the system global hardness

also determines its inverse, the associated global softness S ¼ (∂N/∂m)Q:

� ¼ @m
@N

� �

Q

¼ S�1: (14.6)

Finally, the canonical mixed second derivatives, coupling the electronic state

parameter N with the geometric coordinates Q, define the nuclear Fukui Function
(NFF) indices:

wðN;QÞ ¼ � @2WðN;QÞ
@N@Q

� �T
¼ @FðN;QÞ

@N

� �

Q

¼ � @mðN;QÞ
@Q

� �T
N

; (14.7)

where we have recognized the Maxwell cross-differentiation identity.

These first partials give rise to the first differential of W(N, Q):

dWðN;QÞ ¼ ð@W=@NÞQdN þ dQð@W=@QÞN
¼ mdN � dQ FT � mdN � SsFsdQs: (14.8)

In this canonical (N,Q)-representation the given displacements Dp ¼ ðDN;DQÞ in
the system independent state parameters determine its “perturbations.” The

associated linear responses in the energy conjugate quantities, i.e., the uncon-

strained electronic and geometric state variables, are grouped in the associated

gradient vector Dg ¼ ðDm;�DFÞ. It then follows from the preceding definitions

that the combined Hessian H, which effects the transformation of perturbations Dp
into the responses Dg,

ðDm;�DFÞ ¼ Dg ¼ ðDN;DQÞH = DpH, (14.9)

includes the following blocks of the system generalized “force” constants:

H ¼
@m
@N

� �
Q

�
�
@F
@N

�
Q

@m
@Q

� �
N

� @F
@Q

� �
N

2
64

3
75 � HN;N HN;Q

HQ;N HQ;Q

� 	
¼ � �w

�wT H

� 	
: (14.10)
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This overall transformation thus combines the following partial (electronic and

geometric) ground state relations:

Dm ¼ DN � � DQ wT and � DF ¼ �DNwþ DQ H: (14.11)

The inverse of H determines the corresponding compliance matrix (Nalewajski
2000a, 2006f) describing the open system in the (m, F)-representation. The relevant
thermodynamic potential is thus defined by the total Legendre transform of the

system BO potential, which replaces the state parameters (N, Q) with their energy

conjugates (m, F), respectively:

Sðm;FÞ ¼ W � Nð@W=@NÞQ � Qð@W=@QÞN ¼ W � Nmþ Q FT: (14.12)

Its first differential,

dS ¼ �N dmþ Q dFT; (14.13)

then expresses the initial set of state variables as intensities in this inverse, compli-

ant representation:

� N ¼ ð@S=@mÞF and Q ¼ ð@S=@FÞTm : (14.14)

Setting F ¼ 0 then identifies properties for the equilibrium (relaxed) molecular

geometry.

The generalized compliance matrix, combining the relevant blocks

corresponding to the electronic and geometric degrees of freedom,

S ¼ H�1 ¼
� @N

@m

� �
F

@Q
@m

� �
F

�
�
@N
@F

�
m

@Q
@F

� �
m

2
64

3
75 � Sm;m Sm;F

SF;m SF;F

� 	
; (14.15)

relates displacements of the representation independent variables (Dm, DF) with the
conjugate responses in the unconstrained quantities (�DN, DQ):

ð�DN;DQÞ ¼ ðDm;DFÞS: (14.16)

It thus summarizes the coupled responses in the system average number of electrons

and its geometry:

� DN ¼ Dm Sm;m þ DQ SF;m; DQ ¼ Dm Sm;F þ DF SF;F: (14.17)

A reference to (14.15) shows that the diagonal element Sm;m represents the

relaxed-geometry analog of the negative rigid-geometry softness of (14.6).

14.2 Perturbation–Response Relations in Geometric Representations 611



It follows from the second of the preceding equations that a change in the chemical

potential of an open system induces an extra relaxation of the geometrical frame.

This geometric “softness” effect is described by the derivatives of the row vector

Sm;F ¼ fSm;sg ¼ ST
F;m � S.

One can express the compliance matrix in terms of the elements of the principal

CS defining the generalized electronic–nuclear “hardness” matrix H of (14.10), by

eliminating DN and DQ from (14.11):

�DN ¼ �Dmð� � BÞ�1 þ DF H�1wTð� � BÞ�1; B ¼ w H�1wT;

DQ ¼ Dm w H�1C� DF H�1C�; C ¼ ð�I� wTw H�1Þ�1:

(14.18)

or in the combined matrix form:

S ¼
� @N

@m

� �
F
¼ �ð� � BÞ�1 � �Srel @Q

@m

� �
F
¼ wH�1C

�
�
@N
@F

�
m
¼ H�1wTð� � BÞ�1 @Q

@F

� �
m
¼ �H�1C� � Grel

2
64

3
75; (14.19)

where Srel ¼ (�rel)�1 stands for the geometrically relaxed softness, inverse of

the associated relaxed hardness �rel¼ (∂m/∂N)F, andG
rel denotes the electronically

relaxed geometrical compliant matrix, which differs from its closed system analog

G ¼ �H�1 ¼ (∂Q/∂F)N.
Let us now turn to the partly inverted (N, F)-representation describing the

geometrically relaxed but externally closed molecular system. The relevant ther-

modynamic potential is now defined by the Legendre transform of W(N,Q) which
replaces Q by F in the list of the system parameters of state:

YðN;FÞ ¼ W � Qð@W=@QÞN ¼ W þ QFT: (14.20)

Its differential,

dY ¼ mdN þ Q dFT; (14.21)

defines the corresponding conjugate (unconstrained) variables in this representation:

m ¼ ð@Y=@NÞF and Q ¼ ð@Y=@FÞTN: (14.22)

Eliminating Dm from (14.17) and inserting it into the second of these equations

then give the following transformation of the representation independent

displacements (DN, DF) into the linear responses of their conjugates (Dm, DQ),

ðDm;DQÞ ¼ ðDN;DFÞV; (14.23)
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where the relevant Hessian V expressed in terms of the principal compliance

coefficients of (14.15) reads:

V¼
@m
@N

� �
F

@Q
@N

� �
F

@m
@F

� �
N

@Q
@F

� �
N

2
64

3
75� VN;N V N;F

V F;N VF;F

� 	
¼

�S�1
m;m � Sm;FS

�1
m;m

�SF;mS
�1
m;m SF;F�SF;mSm;FS

�1
m;m

" #
:

(14.24)

Again, the diagonal element VN;N represents the molecular hardness estimated

for the relaxed geometry of the molecule, a companion parameter of the rigid

geometry hardness measure of (14.5). The two partial relations for the electronic

and geometric responses in (14.23),

Dm ¼ DN VN ;N þ DF V F;N and DQ ¼ DN V N ;F þ DF VF;F; (14.25)

imply that there is an additional geometry relaxation due to a finite external CT

between the open molecule and its electron reservoir, besides the usual term for

constant N, due to the forces acting on the system nuclei. This extra relaxation of the

molecular frame is described by the coupling vectors V N ;F ¼ V T
F;N .

The blocks of V can be alternatively expressed in terms of the principal

geometric derivatives defining the generalized Hessian of (14.10). This can be

accomplished by first expressing DQ as function of DN and DF, using (14.11),

and then inserting the result into the first of these equations:

Dm ¼ DNð� � BÞ þ DF H�1wT and DQ ¼ DN wH�1 � DF H�1:

(14.26)

A comparison between (14.25) and (14.26) then gives:

V ¼
@m
@N

� �
F
¼ ð� � BÞ ¼ �rel @Q

@N

� �
F
¼ wH�1 � f

@m
@F

� �
N
¼ H�1wT � f T @Q

@F

� �
N
¼ �H�1 � G

2
4

3
5; (14.27)

where the row vector f ¼ ff sg groups theGeometric Fukui Function (GFF) indices.
Finally, let us examine the remaining (m,Q)-representation describing the equi-

librium state of an open molecular system with the “frozen” nuclear framework.

The relevant partial Legendre transform of the BO potential energy surface, which

replaces N by m in the list of independent state parameters, represents the BO grand

potential:

Xðm;QÞ ¼ W � Nð@W=@NÞQ ¼ W � Nm: (14.28)

14.2 Perturbation–Response Relations in Geometric Representations 613



Its differential,

dX ¼ �Ndm� F dQT; (14.29)

defines the representation “intensities,”

� N ¼ ð@X=@mÞQ and � F ¼ ð@X=@QÞTm ; (14.30)

which respond to displacements in the system-independent state parameters

m and Q.
Eliminating DF from (14.17) and inserting the result into the first of these

two equations then give the following transformation of the representation

independent perturbations (Dm, DQ) into the linear responses of their conjugates

(�DN,�DF), expressed in terms of the matrix elements of the compliance matrix S
of (14.15):

� ðDN;DFÞ ¼ ðDm;DQÞG; (14.31)

G¼
� @N

@m

� �
Q

� @F
@m

� �
Q

� @N
@Q

� �
m

� @F
@Q

� �
m

2
64

3
75� Gm;m Gm;Q

GQ;m GQ;Q

� 	
¼ Sm;m�Sm;FS

�1
F;FSF;m Sm;FS

�1
F;F

S�1
F;FSF;m �S�1

F;F

" #
:

(14.32)

This matrix transformation combines the electronic and geometric relations:

� DN ¼ Dm Gm;m þ DQ GQ;m and � DF ¼ Dm Gm;Q þ DQ GQ;Q: (14.33)

The elements of G can be alternatively expressed in terms of the generalized

hardness matrix of (14.10), by eliminating DN from (14.11) and inserting the result

into the second of these equations:

�DN ¼ �Dm ��1 � DQ wT��1 � �Dm S� DQ sT;

�DF ¼ �Dms þ DQðH� wTS wÞ ¼ �Dms þ DQðH� wTsÞ: (14.34)

Here S denotes the rigid geometry measure of the system global softness and the

row vector s of the geometric softnesses is defined as product of the global softness

and the NFF vector:

s ¼ Sw ¼ ð@F=@mÞQ ¼ ð@N=@QÞTm ¼ ð@F=@NÞQ=ð@m=@NÞQ ¼ fss � ðFsÞmg:
(14.35)
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A reference to (14.33) shows that the effective geometrical Hessian of an open

molecular system differs from that for the closed system (14.10) by the extra

CT-contribution involving the geometrical softnesses and NFF.

One finally identifies the corresponding blocks of G by comparing the partial

relations of (14.33) with the explicit transformations of (14.34):

G ¼
� @N

@m

� �
Q
¼ �S � @F

@m

� �
Q
¼ �s

� @N
@Q

� �
m
¼ �sT � @F

@Q

� �
m
¼ H� wTs � Hrel

2
64

3
75: (14.36)

Here, Hrel denotes the electronically relaxed geometrical Hessian, which differs

from its closed-system analog H ¼ �(∂F/∂Q)N. The G matrix thus involves the

negative, rigid geometry electronic softness as diagonal element associated with

the electronic state variable m, the off-diagonal elements representing the geometric

softnesses, and the open-system (electronically relaxed) geometrical Hessian as the

nuclear diagonal block. The latter differs from the closed system (electronically

rigid) Hessian H by the softening contribution implied by the LeChâtelier–Braun

principle of the ordinary thermodynamics:

wTs ¼ wTS w ¼ ð@m=@QÞNð@F=@mÞQ ¼ ½ð@N=@QÞmð@F=@NÞQ�T
¼ ð@F=@QÞN � ð@F=@QÞm: (14.37)

14.3 Descriptors of Electronic–Geometric Interaction

Several geometrical quantities introduced in the preceding section provide indices

reflecting a strength of the mutual coupling between the molecular electronic and

geometrical structures. In the canonical geometrical (N,Q)-representation the diag-

onal blocks of the generalized Hessian H, measuring the system (rigid geometry)

hardness � and its force constants H, describe the decoupled aspects of the elec-

tronic and geometric structures, respectively. The NFF w, defining the off-diagonal
blocks in H, reflects the coupling between the electronic and nuclear aspects of the

molecular structure. They describe the influence of geometrical displacements in

the externally closed system on the molecular chemical potential or the effect of an

external CT on the geometrical forces. The geometric softnesses S [see (14.17 and

(14.19)] or s (14.35) reflect similar couplings in the externally open molecular

systems. It should be stressed, however, that in the geometric compliance matrix S
the interaction between these two facets of molecular structure enters the diagonal

blocks as well, as explicitly indicated in (14.18) and (14.19).

A similar effect of the system electronic or nuclear “softening,” due to its

opening relative to the reservoir or the relaxation of its geometry, is seen in the
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diagonal blocks of the partial compliant matrices V and G. This spontaneous

relaxation of the system electronic–nuclear structure reflects the LeChâtelier–Braun

principle (of “moderation”) in the ordinary thermodynamics (Callen 1962). Indeed,

the extra electronic relaxation dN(DQ) induced by the primary nuclear perturbation

DQ in the externally open system, in which a spontaneous CT between the molecule

and its reservoir is allowed, effectively lowers the increases in the magnitude

of forces on the system nuclei, compared with those in the externally closed system:

j
jDF(DQ)j

j
N > j

jDF(DQ)j
j
m [see (14.37)]. The effect of the spontaneous geometry

relaxation dQ(DN) induced by the primary electronic perturbation DN similarly

lowers the increase in the system chemical potential, compared to that in the rigid

system: j
jDm(DN)j

j
Q > j

jDm(DN)j
j
F¼0.

It should be also realized that the generalized softness matrix represents the full

compliant description of the electronic “coordinate” N coupled to the system

geometric relaxation. Indeed, the global softness for the relaxed geometry,

�Sm;m ¼ð@N=@mÞF ¼ð��BÞ�1 ¼ð��wH�1wTÞ�1 � Srel �ð�relÞ�1

>��1 ¼ S¼ð@N=@mÞQ>0; (14.38)

where the last inequality states the familiar LeChâtelier (stability) requirement,

differs from the conventional definition of the electronic global softness S, which
invokes the rigid geometry constraint. The geometric hardness contribution B in the

preceding equation effectively softens the electronic distribution via the relaxation

in nuclear positions, represented by term including the purely geometric compliant

H�1, with the “weighting” factors provided by the NFF w reflecting components of

the relative geometric softness of the molecule.

The other diagonal block of the generalized geometrical compliants, which

contains the contributions due to electron–nuclear couplings,

SF;F ¼ ð@Q=@FÞm ¼ �H�1C� ¼ �H�1ð�I� wTwH�1Þ�1� 6¼ �H�1 ¼ VF;F;

(14.39)

is also seen to differ from the purely geometrical compliant VF;F by the additional

factor exhibiting both the electronic and nuclear origins. The mixture of the

electronic and nuclear inputs is also seen to determine the off-diagonal blocks
Sm;F and SF;m of the geometric compliant matrix, respectively, measuring the effect

of the chemical potential on the relaxed nuclear positions (Sm;F) or the influence of

forces on the effective charge of an open molecule (SF;m).

Next, let us examine the compliance descriptors of the externally closed
system in the Y(N,F) representation, defined by the corresponding blocks of

the geometric CS in V (14.24). Again, the first diagonal derivative in this

matrix, VN ;N ¼ ð@m=@NÞF ¼ � � B, allows the geometry of the system to

relax, after an addition/removal of an electron, until the forces on nuclei exactly

vanish. The electronic–geometric interaction is also detected in the coupling blocks
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V N ;F ¼ ð@Q=@NÞF and V F;N ¼ ð@m=@FÞN . A reference to (14.26) (14.27) indicates

that they are determined by the purely nuclear compliants VF;F ¼ �H�1 and NFF.

The electronic–nuclear coupling in molecules is also detected in the other partial

Legendre-transformed representation Xðm;QÞ, which defines the combined Hessian

G of (14.32). Its first diagonal derivative,

Gm;m ¼ �ð@N=@mÞQ ¼ �ð@N=@mÞv ¼ �S; (14.40)

represents the purely electronic, global compliant reflecting the negative softness

of the geometry rigid system. The off-diagonal blocks Gm;Q ¼ �ð@F=@mÞQ
andGQ;m ¼ �ð@N=@QÞm represent the geometric softnesses. For the rigid nuclear

frame, they measure the effect of the system chemical potential on forces on nuclei

(Gm;Q) or the influence of nuclear displacements on the effective molecular charge

(GQ;m). Since in this representation the molecular system is externally open, one

detects in the geometrical Hessian of this representation the contribution due to

external CT, triggered by nuclear displacements:

GQ;Q ¼ �ð@F=@QÞm ¼ H� wTs ¼ H� wTS w 6¼ H ¼ �ð@F=@QÞN: (14.41)

This block thus contains the electronically relaxed force constants along the system

internal coordinates.

14.4 Compliance Formalism and Minimum-Energy

Coordinates

We start with a brief summary of the compliance approach to nuclear motions

(Decius 1963; Jones and Ryan 1970). The inverse of the nuclear force constant

matrix H,

H ¼ Hs;s0 ¼ @2WðN;QÞ
@Qs @Qs0

¼ � @Fs0

@Qs

� �

Qt 6¼s

( )
; (14.42)

in the purely geometric Q-representation, defines the geometric compliance matrix

of the “inverse” F-representation:

G ¼ @2YðN;FÞ
@F @F

¼ �H�1 ¼ Gs;s0 ¼ @2YðN;FÞ
@Fs @Fs0

� �
¼ @Qs0

@Fs

� �

fFt 6¼sg

( )
: (14.43)

Here Y(N, F) [see (14.20)] stands for the Legendre transform of the BO potential-

energy surface W(N, Q), in which the nuclear coordinates Q are replaced by the
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corresponding forces F in the list of the parameters of state. Indeed, for the fixed

number of electrons N,

½dYðN;FÞ�N ¼ Q dFT and ½@2YðN;FÞ=@Fs@Fs0 �N ¼ ð@Qs0=@FsÞN ;F0 : (14.44)

The constraint F0 ¼ {Ft6¼s} ¼ 00 in these derivatives implies that the remaining

part of the nuclear frame is free to relax the atomic positions until the forces

associated with these geometrical degrees of freedom exactly vanish, thus marking

the minimum of the system energy with respect to {Qt6¼s}.

The ratio of the matrix elements in sth row of G, Gs ¼ fGs;s0 , s
0 ¼ 1, 2, . . .} to

the diagonal element Gs,s then determines kth vector of the nuclear (geometric)

interaction constants:

ðs0Þs ¼ Gs;s0=Gs;s ¼ @Qs0

@Fs

� �

Ft 6¼s

@Qs

@Fs

� ��1

Ft 6¼s

¼ @Qs0

@Qs

� �

Ft 6¼s

; s0 ¼ 1; 2; . . . (14.45)

These indices describe the minimum-energy responses in the remaining nuclear

variables fQs0 6¼sg, i.e., for the vanishing forces F0
s ¼ fFt 6¼s ¼ 0g ¼ 00, per unit

displacement of sth nuclear coordinate. They thus determine the sth geometric

MEC. This compliant concept can be used to predict the equilibrium responses of

the system geometric structure to a displacement (perturbation) of selected sth
nuclear coordinate DQs from the initial (equilibrium) geometry of the molecule,

which account for all mutual couplings between geometric coordinates:

DQðDQsÞ F
0
s¼0

0




 ¼ fðs0ÞsDQsg: (14.46)

In this section, we shall discuss several related concepts within the compliant

description of the combined electronic–nuclear treatment of molecular systems. As

we have already remarked before, there are two types of geometrical constraints,

which can be imposed on the molecule: that of the rigid geometry Q and the

condition of the vanishing forces F ¼ 0, i.e., of the system equilibrium (relaxed)

geometry. The electronic degree of freedom N can be treated in a similar way: it can

be held “frozen” in the closed molecular system scenario, or be allowed to relax in

the open system, in contact with the electronic reservoir.

The fully relaxed description amounts to the compliant description of the

molecular electronic and geometric structures, in which one allows the system to

relax all its remaining (electronic and nuclear) degrees of freedom in response to

the probing displacements in the system number of electrons or positions of its

constituent atoms. The (N,F)- and (m,F)-representations correspond to the nuclear
compliant treatment of the molecular geometrical structure, while the (N,Q)-
and (m,Q)-representations adopt the rigid geometry approach. These Legendre-

transformed approaches to the electronic/geometric representations of molecular

states thus provide the complete set of quantities, which can be used to monitor
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(or index) the electronic–geometric couplings in molecular systems, covering both

the externally open and closed molecular systems.

The MEC can be also introduced in the combined electron–nuclear treatment of

the geometric representations of the molecular structure (Nalewajski 1995b, 1999,

2000a, 2006f; Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a, 2008).

Consider, e.g., the generalized interaction constants defined by the combined

softness matrix S. The ratios of the matrix elements in Sm;F ¼ fSm;s0 g toSm;m define

the following interaction constants between the nuclear coordinates and the system

average number of electrons:

ðs0ÞN ¼ Sm;s0=Sm;m ¼ ð@Qs0=@mÞF¼0=ð@N=@mÞF¼0 ¼ ð@Qs0=@NÞF¼0 � VN;s0 :

(14.47)

They reflect the minimum-energy responses of the system geometrical coordinates

per unit displacement in the system number of electrons thus defining the associated

MEC:

DQðDNÞjF¼0 ¼ fðs0ÞNDNg: (14.48a)

These coefficients are thus equivalent to GFF vector of (14.27),

f ¼ fðs0ÞNg ¼ ð@Q=@NÞF¼0 ¼V N;F

¼ ð@m=@FÞTN ¼V T
F;N ¼ ð@Q=@mÞF¼0=ð@N=@mÞF¼0 ¼S=Srel: (14.49)

They can be interpreted as an alternative set of NFF indices, which diagnose the

normalized effect of changing the oxidation state of the molecular system as a

whole on its geometry. These indices define the minimum energy coordinate of

(14.48a), grouping responses in nuclear coordinates due to a finite inflow/outflow

of electrons, DN 6¼ 0:

DQðDNÞjF¼0 ¼ DN f : (14.48b)

It should be also realized that NFF can be interpreted as MEC reflecting the rigid

geometry response in forces per unit displacement in the system number of

electrons:

w ¼ fðFsÞNg ¼ ð@F=@NÞQ ¼ HN;Q

¼ ð@m=@QÞTN ¼ HT
Q;N ¼ ð@F=@mÞQ=ð@N=@mÞQ ¼ s=S: (14.50)

Here, the geometric softnesses s represent the rigid geometry interactions between

forces F and the system chemical potential.

The remaining interaction constants defined in this representation are given by

the following ratios of the molecular compliants:
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ðNÞs;m ¼ Sm;s=Ss;s ¼ ð@N=@QsÞm;F0
s¼00 and

ðs0Þs;m ¼ Ss;s0=Ss;s ¼ ð@Qs0=@QsÞm;F0
s¼00 : (14.51)

In the open molecule, coupled to an external electron reservoir which fixes the

system chemical potential, they combine the minimum-energy responses in the

system number of electrons and the remaining nuclear coordinates to a unit

displacement in Qs. The associated minimum-energy coordinates,

DNðDQsÞ F0
s¼00




 ¼ fðNÞs;mDQsg and DQðDQsÞ m;F0
s¼00




 ¼ fðs0Þs;mDQsg; (14.52)

add to a variety of descriptors of the electronic and geometric structures of

molecular systems. The {(N)s,m} coupling constants can be used to probe trends

in the chemical oxidation/reduction of the open molecule, which follows a given

geometrical deformation of the molecule. These probing displacements allow one

to identify nuclear changes, which are the most effective in bringing about this

electronic transformation of the molecule. The other set {(s0)s,m} tests consequences
of a hypothetical perturbation of nuclear positions in the open molecule, thus

facilitating a search for the most effective geometric manipulation of the molecular

system in question, which is required to bring about the desired overall change in

the system nuclear framework.

The partial compliant matrix V of the (N,F)-representation defines analogous

interaction constants for the N-controlled (externally closed) molecules:

ðs0Þm ¼ VN;s0=VN ;N ¼ ð@Qs0=@NÞF¼0=ð@m=@NÞF¼0 ¼ ð@Qs0=@mÞF¼0 ¼ Sm;s0 ;

(14.53)

where VN;s0
� � 2 V N;F, and

ðmÞs;N ¼ V s;N=V s;s ¼ ð@m=@FsÞN=ð@Qs=@FsÞN ¼ ð@m=@QsÞN;F0
s¼00 ;

ðs0Þs;N ¼ V s0 ;s=V s;s ¼ ð@Qs0=@FsÞN;F0
s¼00=ð@Qs=@FsÞN;F0

s¼00 ¼ ð@Qs0=@QsÞN;F0
s¼00 ;

(14.54)

with fV s;Ng 2 V F;N. The corresponding minimum-energy coordinates

DQðDmÞ N;F¼0



 ¼ fðs0ÞmDmg;
DmðDQsÞ N;F0

s¼00




 ¼ fðmÞs;NDQsg;

DQðDQsÞ N;F0
s¼00




 ¼ fðs0Þs;NDQsg; (14.55)
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then reflect the equilibrium responses in the system chemical potential and geomet-

rical coordinates due to finite shifts in the system chemical potential or selected

geometrical coordinates.

Finally, in the (m,Q)-representation, in which the partial compliant matrix G is

defined, one obtains the following coupling constants:

ðFsÞN ¼ Gm;s=Gm;m ¼ ð@Fs=@mÞQ=ð@N=@mÞQ ¼ ð@Fs=@NÞQ ¼ ’s; (14.56)

ðNÞFs;m ¼ Gs;m=Gs;s ¼ ð@N=@QsÞm=ð@Fs=@QsÞm ¼ ð@N=@FsÞm;Qs
0 ;

ðFs0 ÞFs;m ¼ Gs0;m=Gs;s ¼ ð@Fs0=@QsÞm;Qs
0=ð@Fs=@QsÞm;Qs

0 ¼ ð@Fs0=@FsÞm;Qs
0 :

(14.57)

These interaction constants determine the associated MEC:

DFðDNÞ m;Q


 ¼ fðFsÞNDNg;

DFðDFsÞ m;Qs
0



 ¼ fðFs0 ÞFs;mDFsg;
DNðDFsÞ m;Qs

0


 ¼ fðNÞFs;mDFsg: (14.58)

14.5 Illustrative Application to Conformational Changes

Recent numerical calculations (Nalewajski et al. 2008) of the joint electronic–

nuclear compliants for a selection of polyatomics including H2O, NO2, H2O2,

ClF3, and NH2CHO (Fig. 14.1) have generated representative coupling quantities

Fig. 14.1 The internal coordinates in five representative molecular systems and the Mulliken net

charges of bonded atoms (from HF calculations). The last diagram defines the dihedral angles in

formamide, relative to the NCO plane, determining the out-of-plane displacements of the cis (Hc),

trans (Ht) and formyl (Hf) hydrogens
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(a.u.) and MEC reported in Tables 14.1–14.4. These molecules exhibit a variety

of internal geometric degrees of freedom, bond lengths, and angles, which

are specified in the Fig. 14.1. In what follows we shall discuss some of these

results, generated using the simplest Hartree–Fock (HF) theory in the extended

6-31++G** basis set of Gaussian orbitals, including the split valence and

Table 14.1 Comparison of the molecular hardness and softness quantities for the rigid and

relaxed geometries. The reported relaxed (rel.) quantities are averages of predictions using

the DN ¼ +1 and DN ¼ �1 estimates of NFF; the same convention applies to the molecular

compliant data reported in the remaining tables in this section

Molecule � �rel. S Srel.

H2O 0.448 0.446 2.231 2.240

NO2 0.422 0.319 2.369 3.133

H2O2 0.468 0.394 2.139 2.541

ClF3 0.471 0.395 2.125 2.533

NH2CHO 0.360 0.355 2.779 2.815

Table 14.2 Comparison of selected molecular Fukui function and softness compliants

Compliant H2O NO2 H2O2 ClF3 NH2CHO

FRð ÞN ¼ ’R or ’R1
¼ ðFR1

ÞN �0.018 0.112 0.060 0.147 0.024

’R2
¼ ðFR2

ÞN �0.015 0.063 �0.035

ðFaÞN ¼ ’a or ’a2 ¼ ðFa2 ÞN �0.012 �0.171 0.000 0.022 �0.019

ðFRÞm ¼ SR or SR1
¼ ðFR1

Þm �0.040 0.265 0.128 0.312 0.067

SR2
¼ ðFR2

Þm �0.031 0.134 �0.099

ðFaÞm ¼ Sa or Sa1 ¼ ðFa1 Þm �0.028 �0.405 0.000 0.046 �0.005

ðRÞm ¼ SR or SR1
¼ ðR1Þm �0.058 0.368 0.251 0.884 0.169

SR2
¼ R2ð Þm �0.039 0.489 �0.134

ðaÞm ¼ Sa or Sa1 ¼ ða1Þm �0.144 �1.407 0.153 0.019 0.044

ðRÞN ¼ f R or f R1
¼ ðR1ÞN �0.026 0.117 0.099 0.349 0.060

f R2
¼ ðR2ÞN �0.015 0.193 �0.048

ðaÞN ¼ f a or f a2 ¼ ða2ÞN �0.064 �0.449 0.060 0.008 �0.076

ðdÞN ¼ f d or f d1 ¼ ðd1ÞN �2.672 0.717 0.000

Table 14.3 Selected interaction constants for the closed and open H2O and NO2

(R0)R (a)R (R)a (R0)R,m (a)R,m (R)a,m (m)R,N (m)a,N (N)R,m (N)a,m
(R0)R,N (a)R,N (R)a,N

H2O 0.017 �0.168 �0.044 0.018 �0.165 �0.044 0.016 0.011 �0.037 �0.024

NO2 �0.243 �0.112 �0.051 �0.198 �0.248 �0.094 �0.104 0.182 0.313 �0.455

Table 14.4 Electronic–nuclear coupling constants for H2O2 and ClF3

ðmÞR1 ;N
ðmÞR2 ;N

(m)a,N (m)d,N ðNÞR1 ;m ðNÞR2 ;m (N)a,m (N)d,m

H2O2 �0.039 �0.009 �0.014 0.024 0.098 �0.024 0.037 �0.053

ClF3 �0.133 �0.044 �0.004 �0.148 0.301 0.109 0.010 0.423
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polarization functions. In all derivative properties the bond lengths are expressed in

a.u., while angles are measured in radians; all these quantities correspond to the

ground state equilibrium geometries in the adopted basis set.

This compliant analysis has used the analytical forces and geometrical Hessians,

and the finite difference estimates of the corresponding N-derivatives. The NFF has

been calculated for both the electron-accepting (DN ¼ þ1) and electron-donating

(DN ¼ �1) processes, when the system acts as a Lewis acid and base, relative to

the attacking N and E agents, respectively. The Mulliken scheme for the neutral

system approached by R agent of the unbiased N-derivative given by the arithmetic

average of these two estimates has also been examined. These R-estimates are

reported in Tables 14.1–14.4. The global hardness, which measures the curvature of

the ground state energy surface along the canonical electronic coordinate N, has
been similarly estimated by interpolating the energies for the set of hypothetical

electronic displacements DN ¼ (�1, 0, þ1).

In Table 14.1, we have compared the hardness and softness descriptors for the

geometrically rigid and relaxed molecules, respectively. As intuitively expected,

relaxing the nuclear positions decreases the electronic hardness (increases softness)

of the molecular system. This electronic softening reflects the moderation influence

(the LeChâtelier–Braun principle) on the chemical potential response to the pri-

mary (electronic) perturbation defining the derivative by the indirectly induced

adjustments in the system geometry. A similar “softening” influence due to the

system external opening is observed in the electronically relaxed geometric (diago-

nal) force constants (Nalewajski et al. 2008).

Let us examine these electronic–nuclear coupling effects in more detail. The

moderating exchange of electrons between the molecule and its hypothetical

electron reservoir determines the effects of the electronic–nuclear coupling in the

open molecular systems. Let us assume the initial electronic and geometric equilib-

rium in such an initially open system: m0 ¼ mres. and F0 ¼ 0. The LeChâtelier

stability criteria of these two (decoupled) facets of the molecular structure require

that the conjugate “forces” Dm(DN) and {DFs(DQs)} created by the primary

electronic (DN > 0) or nuclear {DQs > 0} displacements, Dm(DN) ¼ � DN and

DFs(DQs) ¼ Hs,s DQs, will subsequently trigger the (directly coupled) spontaneous
responses of the system, dN(DN) and dQs(DQs), which act in the direction to restore

the initial equilibrium (see also: Callen 1962). Therefore, these responses must

diminish the forces created by the primary displacement, when the hypothetical

internal and external barriers effecting these displacements are lifted:

dm½dNðDNÞ� ¼ � dNðDNÞ ¼ �DmðDNÞ ¼ �� DN and

dFs½dQsðDQsÞ� ¼ Hs;sdQsðDQsÞ ¼ �DFsðDQsÞ ¼ �Hs;sDQs;

or dN(DN) ¼ �DN and dQs(DQs) ¼ �DQs. This restoring character is assured by

the positive character of the electronic hardness (see Sect. 13.6.3), � > 0, and

of the diagonal nuclear force constants, Hs,s > 0, since Dm(DN) > 0 implies

dN(DN) < 0, while DFs(DQs) > 0 gives rise to dQs(DQs) < 0.
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However, due to the electron–nuclear coupling in molecules a given displace-

ment in one aspect of the molecular structure creates extra forces in its comple-

mentary aspect: Dm(DQs) ¼ ’sDQs and DFs(DN) ¼ ’sDN. They trigger the

indirectly coupled, spontaneous relaxations dN(DQs) and dQs(DN), which also act

towards diminishing the directly coupled forces Dm(DN) > 0 and DFs(DQs) > 0

(the LeChâtelier–Braun principle):

dm½dNðdQsÞ� ¼ ’sdQs < 0 and dFs½dQsðdNÞ� ¼ ’sdN< 0:

Hence, these indirectly induced electronic and/or nuclear relaxations must exhibit

the opposite signs with respect to the corresponding NFF indices.

In Table 14.2, we have compared the geometric softnesses s [in (m,Q)-represen-
tation] and S [in (m,F)-representation], as well as the alternaltive Fukui function

indices: NFF w [in the (N,Q)-representation] and GFF f [in the (N,F)-representa-
tion]. They measure the electronic–nuclear interaction in the externally open or

closed molecules. It follows from this table that the signs of the given NFF index

and the corresponding softness component are the same. Indeed, the former

represents the scaled version of the latter, with the relevant global hardness (posi-

tive) providing the scalling factor, so that these two sets of coupling quantities in

fact carry the same physical description of molecular responses. As also explicitly

indicated in Table 14.2, the reported quantities represent the relevant compliant

constants. The s and w vectors collect the force compliants in the open and closed

molecular systems, respectively, while S and f data constitute the related coordi-
nate compliants.

The selected MEC data for the two triatomic molecules are listed in Table 14.3.

In the decoupled treatment the interaction constant (R0)R ¼ (R0)R,N reflects the

equilibrium linear response in R0 per unit displacement in R, (a)R ¼ (a)R,Nmeasures

a similar response in the bond angle created by such “normalized” bond elongation,

while (R)a ¼ (R)a,N stands for the bond length readjustment per unit (1 rad) change

in the bond angle. It follows from these purely geometric entries that in the ground

state of the water molecule an increase in one bond length generates a small

elongation of the other bond and a decrease in the bond angle. The latter coupling

effect is also reflected by the negative character of the (R)a index, which implies a

bond shortening following the primary increase in the bond angle. The opposite

sign of the coupling constants between two bond lengths is detected in NO2.

Consider next the effects of the electronic opening on the equilibrium responses

of geometric parameters to such geometric displacements. The corresponding

electronically relaxed compliants, of the open molecule, are listed in the data

columns 4–6 of Table 14.3. It follows from this comparison of the HF results

for water molecule that (s0)s,m > (s0)s,N, forQs 6¼ Qs0 ¼ fR;R0; ag. Therefore, in this
approximation an elongation of one bond in response to lengthening of the

other bond becomes more emphasized in the open molecule. Indeed, a reference

to Table 14.2 indicates that ’R < 0 and ’a < 0 imply an inflow of electrons

dN(DQs > 0) > 0 from the reservoir, for Qs ¼ (R, a), which starts populating the
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antibonding MO, thus giving rise to an extra weakening of the other bond R0 and
hence its elongation.

The final four columns in Table 14.3 measure the effect of the specified

geometrical displacement on the electronic state parameters. The {(N)s,m} indices

show that in H2O the hypothetical bond elongation or increase in the bond angle

both create an outflow of electrons from the system to the reservoir, in accordance

with the signs of the previously reported NFF indices. The (m)s,N indices reflect a

direct effect of a hypothetical shift in the coordinate Qs of the closed system on its

chemical potential, when the remaining geometrical degrees of freedom are fully

relaxed. As shown in Table 14.3 both these indices for Qs ¼ (R, a) are positive in
water molecule. In other words, longer bonds and larger angle in this system both

imply an increase in the system chemical potential. In NO2 the opposite bond

elongation effect is predicted. One also detects changes in the signs of (N)R,m and

(R0)R,m indices of the open NO2, compared with H2O. It thus follows from these

interaction constants that elongating one bond in NO2 results in an inflow of

electrons to this molecule and shortening of the other bond.

Selected electronic compliants for H2O2 and ClF3, due to geometric

perturbations are reported in Table 14.4. In the closed molecules an increase in

the bond lengths and angles is predicted to lower the system electronic chemical

potential, while the opposite effect due to the dihedral angle is detected. In the

externally open (electronically relaxed) ClF3 the same perturbations generate

an electron inflow to the molecular system from the reservoir, while in H2O2 an

elongation of R2 ¼ R(O–H) and opening of the dihedral angle both trigger an

electron outflow from the molecule.

14.6 Use of Compliant Constants as Reactivity Indices

The four geometric representations describe alternative scenarios encountered in

the theory of chemical reactivity. For example, the closed reactants, geometry rigid

or relaxed, in the opening stage of a reaction in the gas phase can be indexed by

the derivative properties defined in the (N,Q)- and (N,F)-approaches, while the

properties of the chemisorbed (externally open) reactants of the heterogeneous

catalysis can be characterized using descriptors generated within the (m,Q)- and
(m,F)-frameworks.

Both the EP and EF perspectives are covered by the canonical (N,Q) representa-
tion and its inverse, the generalized softness representation (m,F), respectively.
Therefore, speculative considerations about the electronic or nuclear origins of the

primary causes of chemical reactions can be enhanced and quantified using the

present development. This information can be applied indirectly – by using

the respective sets of CS, or directly – in terms of the geometric MEC. For example,

the components of the fully relaxed MEC, defined in the totally inverted (m,F)-
representation, provide the information about equilibrium responses in the effective

oxidation state and geometry of the chemisorbed reactants per unit displacement Dm
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in the electronic chemical potential of the catalyst, or in the selected molecular

deformation. This should facilitate an ultimate identification of the crucial elec-

tronic/geometrical requirements for the desired reaction pathway, thus aiding a

search for the most effective catalyst of the surface reaction of interest.

Clearly, the molecular compliants can be also used directly, as the one-reactant
criteria of chemical reactivity, to diagnose the preferred sites for attacks by small

agents, when the molecule is a part of a reactive system. However, combinations of

these molecular descriptors can be also applied in the interreactant decoupled
approach, e.g., in the D(B)—A(A) complexes, when the basic(B)/acidic(A)
characters of the two subsystems are known beforehand. Indeed, the DNA > 0

and DND < 0 displacements of the two reactants are then predetermined by their

electronegativity differences, and so are the associated responses in the chemical

potentials to these primary perturbations: DmA > 0 and DmD < 0. These

displacements can be subsequently applied to predict the geometrical changes of

the two mutually open reactants at the CT stage of the reaction, by using the

relevant (s)N or (s)m compliants, which fully account for the relaxation of the

remaining, unconstrained degrees of freedom of the DA complex.

The truly two-reactant, intersubsystem-coupled approach can be also envisaged,

but the relevant compliant and MEC data would eventually require extra

calculations on the whole reactive system A----B, with the internal coordinates Q
now including those specifying the internal geometries of two subsystems as well as

coordinates defining their mutual separation/orientation in the reactive supersys-

tem. The two-reactant Hessian would then unite the respective blocks of the

molecular tensors introduced in Sect. 14.2.

The supersystem relations between perturbations and responses in the canonical

geometric representation would then read:

ðDmA;DmB;�DFÞ � ðDm;�DFÞ ¼ ðDNA;DNB;DQÞ HðA---BÞ
� ðDN;DQÞ HðA---BÞ; (14.59)

where the principal electronic–nuclear Hessian of the whole reactive system

includes as diagonal blocks the hardnesses of the separate reactants, {�X ¼ �X,X},
X ¼ A, B, and the geometric Hessian H of the whole reactive system. The off-
diagonal hardnesses �A,B ¼ �B,A measure the (rigid geometry) response in the

chemical potential of one reactant per unit shift in the number of electrons on

the other reactant, while the rectangular NFF matrix

w ¼ wA

wB

� 	
; (14.60)

determines the coupling between the electronic and geometric degrees of freedom

in the combined Hessian of this bimolecular reactive system:

626 14 Coupling Between Electronic and Geometrical Structures



HðA---BÞ ¼

@mA
@NA

� �
Q

@mB
@NA

� �
Q

� @F
@NA

� �
Q

@mA
@NB

� �
Q

@mB
@NB

� �
Q

� @F
@NB

� �
Q

@mA
@Q

� �
N

@mB
@Q

� �
N

� @F
@Q

� �
N

2
666664

3
777775

¼
�A �A;B �wA

�B;A �B �wB

�wT
A �wT

B H

2
64

3
75 ¼ h �w

�wT H

� 	
: (14.61)

In a practical implementation of this combined treatment of the electronic and

nuclear state variables one could use as much as possible the intrareactant data

generated in calculations on single (separated) reactants or attempt a simple semi-

empirical modeling described in the next section.

The fully inverted compliance matrix, S A---Bð Þ ¼ H A---Bð Þ�1
, which deter-

mines the inverse transformation

ð�DNA;�DNB;DQÞ � ð�DN;DQÞ ¼ ðDmA;DmB;DFÞSðA---BÞ
� ðDm;DFÞ SðA---BÞ; (14.62)

exhibits the following block structure:

SðA---BÞ ¼

� @NA

@mA

� �
F

� @NB

@mA

� �
F

@Q
@mA

� �
F

� @NA

@mB

� �
F

� @NB

@mB

� �
F

@Q
@mB

� �
F

�
�
@NA

@F

�
m

�
�
@NB

@F

�
m

@Q
@F

� �
m

2
666664

3
777775

¼
�SrelA �SrelA;B SA

�SrelB;A �SrelB SB

ST
A ST

B Grel

2
64

3
75 ¼ �Srel S

ST Grel

" #
: (14.63)

Here, the geometrically relaxed softness matrix Srel ¼ ð@N=@mÞF groups the

equilibrium responses in the subsystem numbers of electrons following the

displacements in the chemical potentials of their (separate) electron reservoirs,

the relaxed geometric softness matrix ST ¼ ST
A;S

T
B


 �
;where SX ¼ ð@Q=@mXÞF,

groups the related adjustments in the geometry of the reactive system, while the

electronically relaxed geometric compliant matrix Grel collects the responses in the

internal geometric coordinates to displacements in forces of the externally open

reactants coupled to their (separate) electron reservoirs.

Obviously, the two remaining Legendre-transformed representations would

similarly generate the associated descriptors of the partially relaxed (electronically

or geometrically) reactive systems.
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14.7 Modeling Couplings in Collinear Atom–Diatom

Collisions

Typical applications of the DFT-based hardness/softness (FF) descriptors as reac-

tivity criteria are limited to rather simple single-reactant scenarios, by probing

regional preferences of a molecular reactant to an attack by the selected (small)

approaching agent. In such applications the charge distribution, ESP and CS of the

attacked molecule can be used with some success as guides to the molecular

interactive behavior (e.g.: Geerlings et al. 2003; Johnson et al. 2011; Politzer and

Murray 2009; Ayers et al. 2009). In a more realistic, two-reactant approach, one
takes into account response properties of both reactants in the bimolecular reactive

system, recognizing differences in their matching/coupling for alternative mutual

orientations of the two molecular reactants (e.g., Nalewajski 1997a,b; Nalewajski

et al. 1996a; Nalewajski and Korchowiec 1997).

In this section an attempt will be made to use this more adequate treatment in

describing the simplest atom exchange reaction in the triatomic (collinear) collision

system R ¼ A---B;A ¼ A��B;B ¼ C of the concerted bond-breaking–bond-
forming processes (Nalewajski 2010g):

A��Bþ C ! A----B----C½ �y ! Aþ B��C: (14.64)

As we have shown in the preceding section, the combined approach to the equilib-

rium states in this simple reactive system as a whole and in its diatomic reactants/

products requires an adequate analytical representation of the hardness and NFF

derivatives of the molecular energy. In what follows we shall briefly examine

possibilities for modeling such descriptors.

This prototype reactive system should allow one to probe several electronic–

nuclear coupling processes as functions of the reaction progress variable say

R � RBC, e.g., between the reactant polarization B ! A, measured by the intra-

molecular CT; q ¼ DNA ¼ NA � N0
A ¼ �DNB, where N0

i stands for the electron

population of the isolated atom i ¼ A, B, and the substrate bond length r � RAB,

or between the equilibrium amount of the interreactant CT AB!C, Q ¼ DNC ¼
NC � N0

C ¼ �DNAB and the diatomic bond length r or the interreactant

separation R. All these interactions between electronic and geometric aspects of

the molecular structure can be approached using both the EF and EP perspectives.

In the canonical representation the relations between the system perturbations and

responses are determined by the combined electronic/nuclear Hessian of (14.61),

while the inverse transformation is effected using the generalized softness

matrix defined by the Hessian inverse of (14.63), which combines the associated

compliants of the reactive system.

The following development focuses mainly on establishing the analytical, model

expressions for the key NFF descriptors of this simple collision complex. In

modeling these crucial coupling quantities we shall neglect contributions to chemi-

cal potentials of bonded atoms due to a change in their effective external potentials

introduced by the presence of the remaining AIM. In such a simplified approach
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the geometric influence on charge sensitivities originates solely from the internu-

clear dependence of the coupling AIM hardnesses and the electron flows they effect

at the given stage of the reactant approach (Nalewajski 2010g).

14.7.1 Derivative Descriptors of Collinear Reactive System

The relevant two-reactant Hessian unites the respective blocks introduced in

Sect. 14.2. This principal electronic–nuclear Hessian of the whole reactive system

now includes the diagonal blocks of the condensed hardnesses of the two reactants

in R ,

hR ¼ f�X ;Y ¼ @2EðNA;NB;QÞ=@NX@NY ¼ @mYðNA;NB;QÞ=@NX

¼ �Y ;X ¼ @mXðNA;NB;QÞ=@NYg; X; Y ¼ ðA;BÞ; (14.65)

with �X,X � �X, and of the purely geometric Hessian of the second partials (force

constants) of the BO potential with respect to nuclear degrees of freedom:

H ¼ f@2WðNA;NB;QÞ=@Q @Qg ¼ �@FðNA;NB;QÞ=@Q; (14.66)

as well as the off-diagonal blocks of the associated NFF descriptors of (14.60).

The canonical relation between the perturbations in the state variables (DNA,

DNB, DQ) and the coupled responses of their energy (“intensive”) conjugates

(DmA, DmB, �DF) in the geometric representation (NA, NB, Q) then reads:

ðDmA;DmB;�DFÞ � ðDm;�DFÞ ¼ ðDNA;DNB;DQÞHðA---BÞ
� ðDN;DQÞHðA---BÞ: (14.67)

The fully inverted compliance matrix, S A---Bð Þ ¼ H A---Bð Þ�1
, similarly

determines the transformation of displacements in “intensities” (Dm, DF) into the

associated responses in the canonical electronic/geometrical state parameters

(�DN, DQ):

ð�DNA;�DNB;DQÞ � ð�DN;DQÞ ¼ ðDmA;DmB;DFÞSðA---BÞ
� ðDm;DFÞSðA---BÞ: (14.68)

In the two-reactant resolution, this generalized softness matrix exhibits the block

structure of (14.63):

SðA---BÞ ¼
�SrelA �SrelA;B SA

�SrelB;A �SrelB SB

ST
A ST

B Grel

2
4

3
5 � �Srel S

ST Grel

� 	
: (14.69)
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We recall that the geometrically relaxed softness matrix Srel groups the equilibrium,

fully relaxed responses in the subsystem numbers of electrons, following the

displacements in the chemical potentials of their (separate) electron reservoirs,

SrelX ¼ �@NXðmA; mB;FÞ=@mX; SrelX;Y ¼ �@NYðmA; mB;FÞ=@mX;
X; Y ¼ ðA;BÞ;

(14.70)

the relaxed geometric softness matrix ST ¼ SA
T

;SB
T

h i
groups the related

adjustments in the geometry of the reactive system,

SX ¼ @QðmA; mB;FÞ=@mX ¼ �½@NXðmA; mB;FÞ=@F�T; X; Y ¼ ðA;BÞ; (14.71)

and the geometric compliant matrix,

Grel ¼ @QðmA; mB;FÞ=@F; (14.72)

collects responses in the internal geometric coordinates to displacements in forces,

of the externally open reactants coupled to their (separate) electron reservoirs.

There are two independent geometrical degrees of freedom Q ¼ (r, R) in the

collinear complex of (14.64). The second variable, treated as the parameter mea-

suring the progress of the mutual approach by reactants A ¼ A—B and B ¼ C, can

be regarded as an approximation of the MEP for the fully relaxed reactants in the

electronic and (internal) geometric degrees of freedom. The latter can be realisti-

cally modeled by the trajectory conserving the overall phenomenological bond

“order” of the two single bonds being formed and broken, e.g., in the hydrogen

exchange (B ¼ H) reaction AH + C ¼ A + HC,

nA;B þ nB;C ¼ 1;

nX;Y ! 0 for RX;Y ! 1; nX;Y ¼ 1 for RX;Y ¼ Re
X;Y

n o
; (14.73)

where Re
X;Y ¼ RX;Y nX;Y ¼ 1

� �
stands for the equilibrium length of X—Y bond, in

the Bond-Energy–Bond-Order (BEBO) method (Johnston and Parr 1963) using

Pauling’s logarithmic relation between this bond order measure and the internuclear

distance (Pauling 1947):

RX;YðnX;YÞ ¼ RX;Yð1Þ � 0:026 lnnX;Y or

RX;YðnX;YÞ � RX;Yð1Þ � DRX;YðnX;YÞ ¼ �0:026 lnnX;Y; (14.74)

predicting an increase DRX,Y (in 10�9 m) in the bond length for fractional bond

orders nX,Y < 1.

Since the collision complex is closed as a whole, there are only two independent

electron population variables in the triatomic system: N ¼ (q, Q). For the given

value of the reaction coordinate R, they measure the intradiatomic polarization q(R)
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and the interreactant transfer of electrons Q(R). Thus, for the fixed separation R
between reactants, the list of state variables in the principal geometrical represen-

tation reads: [q(R), Q(R), r(R)] ¼ [N(R), r(R)]. This parametric treatment of the

reaction coordinate gives rise to the following combined Hessian:

H½AB---C(RÞ� �
�qðRÞ �q;QðRÞ �’qðRÞ
�Q;qðRÞ �QðRÞ �’QðRÞ
�’qðRÞ �’qðRÞ kðRÞ

2
4

3
5

� heff :ðRÞ �weff :ðRÞT
�weff :ðRÞ kðRÞ

� 	
; (14.75)

where k(R) ¼ ∂2W[Neq., r]/∂r2j
j
R � �∂Fr[N

eq., r]/∂rj
j
R denotes the force constant

of the diatomic reactant AB, calculated for the equilibrium charge distribution Neq..

Here, the effective (in situ) hardness matrix associated with these collective charge

displacements N ¼ (q, Q),

heff :(R) ¼ @2E½N; rðRÞ�=@N@Ng � @meff :½N; rðRÞ�=@N; (14.76)

where meff. ¼ (mq ¼ ∂E/∂q, mQ ¼ ∂E/∂Q) groups the associated chemical poten-

tial descriptors. The effective NFF matrix also contains two components:

weff :ðRÞ ¼ �@2W½N; r�=@r @NjRg � �@meff :½N; r�=@rjR ¼ ½@Fr½N; rðRÞ�=@N�T
¼ ½’q ¼ �@mq=@r ¼ @Fr=@q; ’Q ¼ �@mQ=@r ¼ @Fr=@Q�:

(14.77)

One can use either of the above cross-derivatives to model the bond length

dependence of these two NFF descriptors. However, within reactivity theory the

geometric derivative of the chemical potential appears to be more convenient for

modeling purposes, since the finite difference estimates of the geometrical force

with respect to the electronic (flow) variables escape simple analytical representa-

tion and appears computationally forbidding.

It should be realized that the internal flow q in AB determines the in situ

chemical potential difference mq ¼ mA � mB ¼ mCT(B ! A), while the second

electron transfer Q (internal in ABC) similarly defines the other in situ chemical

potential mQ ¼ mC � mAB ¼ mCT(AB ! C). These populational “forces” exactly

vanish for the equilibrium amounts of CT, when the chemical potentials of the

constituent fragments involved in the exchange of electrons are exactly equalized.

These (electronic) equilibrium criteria mq ¼ mQ ¼ 0 mark the minimum of the

electronic energy with respect to electron flows in the molecular systems in

question. However, for any point on the MEP of the mutual approach by both

reactants, for simplicity assumed at this point as identical with the R ¼ RBC

coordinate of the model collision system, one also relaxes the remaining (r)
geometrical degrees of freedom of the reactive system, which implies Fr(R) ¼ 0.
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Therefore, in the present collinear model only the geometrical force FR along R
remains unrelaxed for the specified separation between reactants.

To determine effects of the electron–nuclear coupling, which accompany the

mutual approach by reactants in this model reactive system, one requires an

adequate analytical representation of the R-dependence of the matrix elements in

the effective condensed matrices of (14.75). A more realistic approach should also

include a dependence of the A—B force constant upon the current position of the

approaching atom C, k(R), which can be generated in the BEBO approximation. It is

the main objective of the next section to model these dependencies using the

relevant EE equations and the previously proposed analytical representation of

the canonical hardness matrix of AIM, hAIM ¼ {�i,j} (Nalewajski et al. 1988),

modeled by the corresponding tensor of the valence shell electron repulsion

integrals {gi,j}, taken from the semiempirical SCF MO theories (Pariser 1953;

Pariser and Parr 1953; Pople 1953): �i,j ffi gi,j.

14.7.2 Modeling Electronic and Nuclear Fukui Functions

In the familiar finite difference approximation the energy Ei(Ni) of an open atom i is
represented as quadratic function of displacements DNi in its number of electrons

Ni, or its effective charge Qi ¼ Zi � Ni (see Sect. 7.3.4), with Zi standing for the

atomic number of the nucleus:

EiðNiÞ ffi E0
i þ ð@Ei=@NiÞj0DNi þ 1=2ð@2Ei=@N

2
i Þj0ðDNiÞ2

¼ E0
i þ m0i DNi þ 1=2�

0
i ðDNiÞ2; (14.78)

here the symbol |0 implies that the derivative is taken for the neutral atom, when

Ni ¼ Zi. This quadratic (Mulliken) interpolation (e.g., Baekelandt et al. 1993) of

the energies of the neutral atom and its singly charged ions then expresses the two

atomic derivatives in the preceding equation in terms of the atom ionization

potential Ii and its electron affinity Ai:

m0i ¼ �1=2ðAi þ IiÞ< 0 and �0i ¼ Ii � Ai � gi;i > 0: (14.79)

Thus, the Pariser (1953) formula for the one-center electron repulsion integral in
semiempirical SCF MO theories (e.g., Pariser and Parr 1953), gi,i � Ii � Ai, also

provides adequate (diagonal) elements of the associated AIM hardnesses:

�i;i ¼ �0i � gi;i.
The electron population coupling between a given pair (i, j) of AIM is similarly

reflected by the corresponding off-diagonal hardness,

�i;j ¼ @2E½fNkg;Q�=@Ni@Nj ¼ @mi½fNkg;Q�=@Nj ¼ @mj½fNkg;Q�=@Ni ¼ �j;i;

(14.80)
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which was also shown (Nalewajski et al. 1988) to be realistically represented by

the (two-center) valence shell electron repulsion integral of the semiempirical

SCF MO theories: �i,j ffi gi,j. For example, the familiar Ohno (1967) interpolation

formula gives the following dependence of this coupling hardness on the separation

Ri,j ¼ j
j
Ri � Rjj

j
between the two bonded atoms,

�i;jðRi;jÞ ffi gi;jðRi;jÞ ¼ ½ðai;jÞ2 þ ðRi;jÞ2��1=2; (14.81)

with the constant ai,j ¼ ½(�i,i + �j,j) then recovering the limiting value �i,j(Ri,j ! 0) ¼
�i,i ¼ �j,j. The associated geometric (distance) derivative then reads:

d�i;jðRi;jÞ=dRi;j ffi dgi;jðRi;jÞ=dRi;j ¼ �fRi;j=½ðai;jÞ2 þ ðRi;jÞ2�ggi;jðRi;jÞ
� gi;jðRi;jÞgi;jðRi;jÞ: (14.82)

With this background in modeling the canonical hardness data of AIM we can

now turn to the effective derivative quantities of (14.75)–(14.77). One first observes

that the hardness tensor of the constituent AIM in R depends on the current values

of two geometric variables of the collinear complex:

hAIMðr;RÞ ¼
�A;A �A;BðrÞ �A;Cðr þ RÞ

�B;AðrÞ �B;B �B;CðRÞ
�C;Aðr þ RÞ �C;BðRÞ �C;C

2
4

3
5

� hABðrÞ hAB;Cðr;RÞ
hC;ABðr;RÞ �C;C

� 	
: (14.83)

Consider first the chemical potential (electronegativity) equalization problem in

the diatomic reactant AB. The upper diagonal block hABðrÞ of hAIM(r, R) for this
molecular fragment and the initial levels of the chemical potentialsmAB¼ m0A; m

0
B

� �
together determine the resultant chemical potential of the separated AB, equalized

due to the interatomic CT, q(r) ¼ DNA(r) ¼ �DNB(r),

mABðrÞ ¼ mAðrÞ ¼ m0A þ ½�A;A � �B;AðrÞ� qðrÞ � m0A þ �A
ABðrÞqðrÞ

¼ mBðrÞ ¼ m0B � ½�B;B � �A;BðrÞ� qðrÞ � m0B � �B
ABðrÞqðrÞ: (14.84)

These relations also determine the optimum amount of this CT component,

qðrÞ ¼ ðm0B � m0AÞ=½�AABðrÞ þ �B
ABðrÞ� � �mCT

0=�ABCT ðrÞ: (14.85)

The equalized level of the global/AIM chemical potentials in AB can be

thus expressed as the weighted average of the initial chemical potentials of both

atoms:
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mABðrÞ ¼ mAðrÞ ¼ mBðrÞ ¼ m0A �B
ABðrÞ=�ABCT ðrÞ


 �þ m0B �A
ABðrÞ=�ABCT ðrÞ


 �

� m0A fA
ABðrÞ þ m0B fB

ABðrÞ:
(14.86)

It should be again emphasized that the approximation mCT � m0CT implies a

neglect of shifts in the AIM chemical potentials fmþi g, relative to the corresponding
separated-atom levels fm0i g, generated by the effective external potential due to the
presence of the bonding partner(s): mþi � m0i . This assumption is consistently

retained in the present modeling. Inclusion of such contributions would ultimately

require the explicit knowledge of the corresponding electronic Fukui functions (FF)
of the interacting atoms,

fiðrÞ ¼ @2Ei½Ni; vi�
@Ni@viðrÞ ¼ @mi

@viðrÞ ¼
@riðrÞ
@Ni

� rFi ðrÞ; (14.87)

which can be approximated by the relevant Frontier Electron (FE) densities

frFi ðrÞg.
It is also of interest to determine other CS of the diatomic reactant. The inverse

of the hardness matrix in atomic resolution generates the associated softness matrix

[see (13.111)–(13.114)],

sAB ¼ h�1
AB ¼ 1

dethAB

�B;B ��A;B
��B;A �A;A

� 	
;

dethAB ¼ �A;A�B;B � �A;B�B;A;

(14.88)

which in turn gives rise to the associated AIM softnesses in AB:

SAB ¼ SABA ¼ @NA

@mAB
; SABB ¼ @NB

@mAB

� 	
¼ 1

dethAB

�ABB ; �ABA

 �

; (14.89)

and the system global softness SAB ¼ ∂NAB/∂mAB, inverse of the global hardness
�AB ¼ ∂mAB/∂NAB ¼ 1/SAB,

SAB ¼ SABA þ SABB ¼ �ABCT= dethAB;

�AB ¼ dethAB=�
AB
CT ¼ ð�A;A�B;B � �A;B�B;AÞ=ð�A;A þ �B;B � �A;B � �B;AÞ:

(14.90)

The corresponding FF of the diatomic constituent AIM are then given by the

associated softness ratios:

fAB ¼ fABA ¼ @NA

@NAB

¼ SABA
SAB

; fABB ¼ @NB

@NAB

¼ SABB
SAB

� 	
¼ 1

�ABCT
�ABB ;�ABA


 �
; fABA þ fABB ¼ 1:

(14.91)
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These FF of bonded atoms in AB are seen in (14.86) to provide “weights” in the

expression for the equalized chemical potential in terms of the initial chemical

potentials of both atoms.

We have thus determined the effective bond length dependence of the global

chemical potential in the diatomic reactant AB, generated by the r-dependence of

the adopted model off-diagonal hardnesses. This function determines the associated

NFF index:

’rðABÞ ¼ �@mABðrÞ=@r ¼ ½fABA ðrÞ � fABB ðrÞ� qðrÞ½@�A;BðrÞ=@r�
¼ mCT

0ð�A;A � �B;BÞgrðrÞ �A;BðrÞ=½�ABCT ðrÞ�2 > 0: (14.92)

The positive character of this derivative results from observing that �A,B(r) > 0 and

gr(r) < 0, and recognizing the sign combination of remaining factors. For example,

assuming the relative acidic character of A and basic of B, i.e., q > 0, implies:

m0CT < 0, �A,A � �B,B > 0 and hence fABA � fABB < 0. In the last inequality we have

additionally used the diatomic charge stability condition: �ABCT > 0.

To summarize, the negative chemical potential (electronegativity) of the

diatomic increases with bond elongation, as indeed expected intuitively from

the diminished effects of the chemical bonding in such species.

Let us now turn to the global equalization of the chemical potential in the

whole triatomic collision complex. For definiteness, we assume the amount

of CT (AB) ! C, Q ¼ DNC ¼ �DNAB. This outflow of electrons from AB

redistributes itself inside this diatomic reactant in accordance with the internal FF

indices of (14.91),

DNAðQÞ ¼ �fA
ABQ; DNBðQÞ ¼ �fB

ABQ; (14.93)

thus establishing the final equilibrium shifts in the electron populations of AIM in

R as a whole:

DNAðq;QÞ ¼ q� fA
ABQ; DNBðq;QÞ ¼ �q� fB

ABQ; DNCðq;QÞ ¼ Q:

(14.94)

Since we have already determined the equalized level of the chemical potential

in AB, one can directly apply the previous formulas by treating this diatomic as

whole (combined) unit in the reaction complex [(AB)- - -C]. The effective hardness

coupling between these two complementary subsystems of R is then determined by

the interfragment hardnesses:

�AB;C ¼ @mC=@NAB ¼ �C;AB ¼ @mAB=@NC:

They can be obtained by combining the corresponding matrix elements of

hAIM(r, R) (Nalewajski 1989a):
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�AB;Cðr;RÞ ¼
@mAB
@NC

¼ fABA

@mA
@NC

þ fABB

@mB
@NC

¼ fABA ðrÞ �A;Cðr þ RÞ þ fABB ðrÞ �B;CðRÞ: (14.95)

The effective hardnesses of these two molecular fragments in R ,

�ABCAB ¼ �AB � �C;AB; �ABCC ¼ �C;C � �AB;C; (14.96)

subsequently determine the effective in situ hardness for the interreactant CT,

(AB) ! C,

�ABCCT ðr;RÞ ¼ �ABCAB ðr;RÞ þ �ABCC ðr;RÞ: (14.97)

Finally, the optimum amount of this exchange of electrons,

Qðr;RÞ ¼ �½m0C � mABðrÞ�=�ABCCT ðr;RÞ � �mABCCT ðr;RÞ=�ABCCT ðr;RÞ; (14.98)

determines the equalized level of the chemical potential in R as a whole:

mABCðr;RÞ ¼ mABðr;RÞ ¼ mABðrÞ � ½�ABðrÞ � �C;ABðr;RÞ�Qðr;RÞ
� mABðrÞ � �ABCAB ðr;RÞQðr;RÞ
¼ mCðRÞ ¼ m0C þ ½�C;C � �AB;Cðr;RÞ�Qðr;RÞ
� m0C þ �ABCC ðr;RÞQðr;RÞ � mCðr;RÞ
¼ mAðr;RÞ ¼ mBðr;RÞ: (14.99)

These EE equations can be alternatively formulated in terms of the associated FF

for the two complementary fragments involved in the Q flow of electrons:

mABCðr;RÞ¼mABðrÞ½�ABCAB ðr;RÞ=�ABCCT ðr;RÞ�þm0C½�ABCC ðr;RÞ=�ABCCT ðr;RÞ�
�mABðrÞfABCAB ðr;RÞþm0C f

ABC
C ðr;RÞ: (14.100)

This effective dependence of the triatomic chemical potential upon the two

geometric parameters then allows one to derive the relevant NFF in this model

collision complex. For example, the triatomic analog of the NFF derivative of

(14.92), for the diatomic fragment in the collision complex, now reads:

’rðABCÞ ¼ �@mABCðr;RÞ=@r ¼ �@mABðr;RÞ=@r
¼ ’rðABÞfABCAB ðr;RÞ � mABðrÞ @fABCAB ðr;RÞ=@r� �

� m0C @fABCC ðr;RÞ=@r� �
: (14.101)
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The previous, diatomic result is seen to be recovered when the whole system is

limited to this diatomic reactant alone, i.e., for fABCAB ¼ 1 and fABCC ¼ 0.

14.7.3 Sensitivities for Collective Charge Displacements

We now turn to molecular sensitivities associated with the collective charge

exchanges q and Q. Above, we have already identified the relevant in situ chemical

potential differences, mCT(B ! A) � mq ¼ mA � mB and mCT(AB ! C) � mQ ¼
mC � mAB, defining the row vector meff. ¼ (mq, mQ), as the associated partial energy
derivatives with respect to these two amounts of the internal CT in the triatomic

system in question. They exactly vanish when the two fragments involved in the

electron transfer equalize their chemical potentials, i.e., when they reach their

mutual equilibrium state.

In order to identify the diagonal elements of the effective hardness matrix

heff.(R) (14.75) and (14.76), we refer to the EE equations (14.84) and (14.99)

which directly give:

�q;q ¼ @mq=@q ¼ @mA=@q� @mB=@q ¼ �ABA þ �ABB ¼ �ABCT ;

�Q;Q ¼ @mQ=@Q ¼ @mC=@Q� @mAB=@Q ¼ �ABCC þ �ABCAB ¼ �ABCCT : (14.102)

The matrix off-diagonal elements, equal by the Maxwell relation,

�q;Q ¼ @mQ=@q ¼ �Q;q ¼ @mq=@Q ¼ @2E=@q@Q; (14.103)

also follow from the corresponding expressions for displacements in the underlying

chemical potentials. Let us examine the first derivative in the preceding equation.

One observes that the shift in mC due to the internal CT q ¼ dNA ¼ �dNB in AB

reads:

dmCðqÞ ¼ qð�A;C � �B;CÞ: (14.104)

The associated displacement in the equilibrium chemical potential of AB,

dmABðqÞ ¼ �ABdNABðqÞ ¼ 0;

since the internal flows in AB do not modify the fragment overall number of

electrons: dNAB(q) ¼ 0. Thus, dmQ(q) ¼ dmC(q) and hence

�q;Q ¼ �A;C � �B;C: (14.105)

It can be directly verified that the same answer follows from the second deriva-

tive in (14.103). Let us examine the displacements in the chemical potentials mA
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and mB defining mq ¼ mA � mB, due to the second CT, Q ¼ dNC ¼ �dNAB. A

reference to (14.91) and (14.93) gives

dmAðQÞ ¼ dNAðQÞ�A;A þ dNBðQÞ�B;A þ Q�C;A ¼ Q �C;A � fABA �A;A � fABB �B;A
� �

;

dmBðQÞ ¼ dNAðQÞ�A;B þ dNBðQÞ�B;B þ Q�C;B ¼ Q �C;B � fABA �A;B � fABB �B;B
� �

:

(14.106)

Therefore,

dmqðQÞ ¼ Q �C;A � �C;B þ fABA ð�A;B � �A;AÞ þ fABB ð�B;B � �B;AÞ

 �

¼ Q �C;A � �C;B � fABA �ABA þ fABB �ABB

 � ¼ Qð�C;A � �C;BÞ; (14.107)

and hence

�Q;q ¼ @mq=@Q ¼ �C;A � �C;B: (14.108)

Since the two (collective) degrees of freedom of the electron distribution in the

reactive system ABC are mutually coupled by the nonvanishing hardness �Q,q, the
displacement in one of these variables generates an induced force associated with

the other variable. In other words, any of these flows triggers the associated

adjustment in the other electron transfer of the reactive system.

Let us now turn to the effective NFF indices of (14.77). It follows from the EE

equations for AB that at this level of modeling the r-dependence of the two AIM

chemical potentials mAðrÞ ¼ m0A þ �ABA ðrÞqðrÞ and mBðrÞ ¼ m0B � �ABB ðrÞqðrÞ,
which determine the equilibrium value of mq(r) ¼ mA(r) � mB(r), originates from
both the optimum amount q(r) of the B ! A CT and the effective atomic

hardnesses of bonded atoms in AB. The resulting chemical potential difference

for this equilibrium CT q ¼ q(r) in the separated diatomic AB must exactly vanish

(the equilibrium criterion),

meq:q ðrÞ ¼ m0CT þ �ABCT ðrÞqðrÞ ¼ 0: (14.109)

Indeed, for the equilibrium distribution of electrons in AB, when dNAB ¼ 0, the

hypothetical internal flow q does not affect the fragment equilibrium chemical

potential. For the fixed external potential the latter can be modified only by the net

inflow/outflow of electrons: dmAB ¼ �AB dNAB. This observation implies the

vanishing equilibrium coupling between r and meq:q :

’eq:
q ¼ �@meq:q =@r ¼ 0: (14.110)

However, when the current CT q is treated as an independent charge variable,

which can assume any admissible nonequilibrium value, as is indeed the case in the
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defining derivatives of the combined Hessian of (14.75), the differentiation of

mqðrÞ ¼ m0CT þ �ABCT ðrÞq gives:

’qðqÞ ¼ �@mq=@r ¼ �q @�ABCT=@r
� � ¼ 2qð@�A;B=@rÞ: (14.111)

Since ∂�A,B/∂r < 0, this derivative further implies that this quantity, reflecting the

coupling between the population force and the internuclear distance, exhibits the

opposite sign to that of the current amount of CT q, thus acting in direction to

restore the electronic equilibrium.

Consider next the diatomic fragment AB in the whole, triatomic system. The

driving force mq behind the q flow is then additionally shifted by

dmqðQÞ ¼ Q�Q;qðr;RÞ ¼ Q½�C;Aðr þ RÞ � �C;BðRÞ�:

Therefore, when Q is treated as an arbitrary, r-independent populational variable,
the NFF index of (14.111) is then modified by the derivative of the effective

coupling hardness �Q,q(r, R):

’qðq;QÞ ¼ ’qðqÞ � Q½@�Q;qðr;RÞ=@r�
¼ ’qðqÞ � Q½@�C;AðRA;CÞ=@RA;C�:

(14.112)

Clearly, the derivative of (14.110), calculated for the equilibrium internal

CT q ¼ q(r, R) which equalizes the chemical potentials of A and B in the presence

of the third atom C, remains unchanged since meq:q ðr;RÞ ¼ mAðr;RÞ � mBðr;RÞ
identically vanishes for all values of the two geometrical variables.

It should be also stressed that the global chemical potential mABðrÞ of the isolated
AB differs from the corresponding level mABðr;R;Q ¼ 0Þ characterizing this

diatomic fragment in the presence of C, when these complementary parts are

considered to be mutually closed in (Aj
j
BjC); here the vertical broken line between

A and B again signifies their freedom to exchange electrons, q 6¼ 0, while the

vertical solid line separating AB and C prevents such hypothetical flows of

electrons,Q ¼ 0. Indeed, the presence of C modifies the effective external potential

of AB. However, since this direct influence is neglected in the present level of

approximation, only a finite charge flow Q ¼ �dNAB can modify mABðr;R;QÞ
relative to mABðrÞ:

mABðr;R;QÞ ¼ mABðrÞ � �ABCAB ðr;RÞQ: (14.113)

We conclude this section with a short derivation of the remaining effective NFF

component:

’Q ¼ � @mQ
@r

¼ @Fr

@Q
: (14.114)
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We use the first of the defining derivatives to model this quantity, which couples the

electronic and nuclear variables in the whole triatomic system. The Q-dependence
of the two chemical potentials defining mQ ¼ mC � mAB gives

mQðr;RÞ ¼ mABCCT ðr;RÞ þ Q�ABCCT ðr;RÞ: (14.115)

The interreactant equilibrium condition meq:Q ðr;RÞ ¼ 0 then directly gives the

associated optimum amount of CT. Clearly, in such a global equilibrium state of

(Aj
j
Bj
j
C), for the equilibrium Q ¼ Q(r, R),

’eq:
Q ¼ �@meq:Q =@r ¼ 0: (14.116)

However, when Q is regarded as an independent state variable, the defining

derivative of (14.114) gives:

� @mQ
@r

¼ � @mABCCT

@r
� Q

@�ABCCT

@r
¼ @mABðr;R;QÞ

@r
� Q

@�ABCCT

@r

¼ @mABðrÞ
@r

þ Q
@�ABCAB

@r
� Q

@�ABCC

@r
þ @�ABCAB

@r

� �

¼ �’rðABÞ � Q
@�ABCC

@r
¼ �’rðABÞ þ Q

@�AB;C
@r

; (14.117)

where:

@�AB;C
@r

¼ 1

�ABCT
� �2

@�A;B
@RA;B

� �
ð�A;A � �B;BÞð�B;C � �A;CÞ þ

�ABB
�ABCT

@�A;C
@RA;C

� �
:

(14.118)

The preceding derivative reflects the r-dependence of the hardness coupling

between the two reactants. In an attempt to physically interpret this relation, one

first observes that for the electronically stable diatomic �ABCT > 0 and �ABB > 0.

Moreover, the geometric derivatives of diatomic hardnesses are both negative,

d�i,j(Ri,j)/dRi,j < 0, since the two-center electron repulsion diminishes with increas-

ing internuclear distance. In the collinear collision complex �B;C � �A;C > 0, while

the hardness difference ð�A;A � �B;BÞ is shaped by the relative acidic/basic charac-

ter of both atoms in the diatomic reactant. For identical atoms, e.g., in the hydrogen

exchange reaction H—H + X ! H + H—X, the first term in (14.118) identically

vanishes, so that the second (negative) term implies that an increase in the bond

length r of the diatomic reactant decreases its hardness coupling to the approaching

atom. A similar prediction follows when A and B, respectively, denote the acidic
and basic parts of the diatomic reactant, when �A;A � �B;B > 0, since both

contributions in the preceding equation are then negative. In both these cases the
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NFF of (14.117) becomes negative. Therefore, in this approximation the electro-

negativity difference wQ ¼ �mQ, the driving force of the interreactant charge flow

Q, diminishes with an elongation of the diatomic reactant.

14.7.4 Couplings Along the Minimum-Energy Path

In the preceding sections we have treated one interatomic distance, e.g., RAB ¼ r as
the internal geometric variable, while the other independent bond length R
has been regarded as the reaction coordinate, for the mutual approach by the

reaction substrates in the reactant (entrance) valley of the molecular PES

W(RAB ¼ r, RBC ¼ R, RAC ¼ r + R). In the strong interaction region, between

the reactant and product (exit) valleys, which includes the transition-state complex

[A----B----C]{, these roles are reversed, with RBC now representing the internal

geometric variable of the diatomic product and RAB approximating the reaction

coordinate of the product departure.

For atom exchange reactions, in which the single bond is broken/formed in a

concerted fashion, (14.73) and (14.74) realistically determine the reaction progress

along MEP on the collinear PES in terms of the reaction bond order coordinate

n � nB,C ∈ [0, 1], where n ¼ 0, i.e., nA,B ¼ 1 � n ¼ 1, corresponds to separated

reactants and n ¼ 1 (nA,B ¼ 0) represents the separated products. The MEP

Q ðnÞ ¼ rðnÞ;RðnÞ½ � � QðnÞ, parametrically defined by the corresponding Pauling

relations, in 10�9 m,

rðnÞ ¼ Re
A;B � 0:026 lnð1� nÞ and

RðnÞ ¼ Re
B;C � 0:026 ln n;

(14.119)

or the associated MEP-trajectory equation (14.73),

expð�38:46DRA;BÞ þ expð�38:46DRB;CÞ ¼ 1; (14.120)

determines the corresponding BEBO energy profile W(n) � W{Neq.[Q(n)],
Q(n)} � W[Q(n)], along this MEP-cut, which is known to adequately represent

the reaction energy curve; here Q(n) measures the arc length along the MEP

trajectory Q ðnÞ in the geometrical planeQ ¼ (r, R), withQ(n ¼ 0) � 0 identifying

the separated reactants and Q(n ¼ 1) ! 1 corresponding to the separated

products. Each value of the bond order n then determines the local (normal)

coordinate system [t(n), p(n)] consisting of the tangent [t(n)] and normal [p(n)]
directions on the BEBO MEP.

It is of interest in the theory of chemical reactivity to examine the coupling

between the electronic and geometrical degrees of freedom along this trajectory. In

the present collinear collision complex it is determined by the associated 3 � 3

Hessian:
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H½AB---CðnÞ� ¼ heff :ðnÞ �weff :ðnÞT
�weff :ðnÞ kðnÞ

� 	
: (14.121)

Here,

heff :ðnÞ ¼ @2W=@N@NjQ ðnÞ ¼ @2E=@N@NjQ ðnÞ

determines the effective populational Hessian of (14.76) for the current point Q ðnÞ
on the BEBO MEP trajectory, while

kðnÞ ¼ @2W=@p2jQ ðnÞ ¼ �@Fp=@pjQ ðnÞ; (14.122)

denotes the force constant of the local normal stretching mode p, orthogonal to the

reaction coordinate t. Accordingly, the NFF input weff :ðnÞ in the MEP Hessian of

(14.121) is then defined by the normal derivative of meff :ðnÞ:

weff :ðnÞ ¼ �@meff :=@pjQ ðnÞ ¼ �@mq=@pjQ ðnÞ;�@mQ=@pjQ ðnÞ
h i

: (14.123)

Let us recall that for the current point Q 0 ¼ r0 ¼ r n0ð Þ;R0 ¼ R n0ð Þ½ � ¼ Qðn0Þ
on the MEP of (14.119), the equations defining the (mutually perpendicular)

tangent t(n) and normal p(n) directions P(n) ¼ [t(n), p(n)] in the geometrical

plane Q ¼ (r, R), respectively, read:

R0ðn0Þðr � r0Þ � r0ðn0ÞðR� R0Þ ¼ 0;

r0ðn0Þðr � r0Þ þ R0ðn0ÞðR� R0Þ ¼ 0; (14.124)

where R0(n0)¼ dRðnÞ=dn n0j and r0 n0ð Þ ¼ drðnÞ=dn n0j . These derivative coefficients

subsequently define the local transformation

OðnÞ ¼ ½OtðnÞ;OpðnÞ� � @PðnÞ=@Q (14.125)

of the original geometrical variables Q ¼ (r, R) to the associated MEP-based

directions P(n) ¼ [t(n), p(n)] defined by the corresponding columns [Ot(n),
Op(n)] of O(n):

PðnÞ ¼ Q
R0ðnÞ r0ðnÞ
�r0ðnÞ R0ðnÞ

� 	
� QOðnÞ

¼ ½QOtðnÞ;QOpðnÞ� ¼ ½tðnÞ; pðnÞ�: (14.126)

The inverse transformation,
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O�1ðnÞ � @Q=@PðnÞ ¼ 1

½R0ðnÞ�2 þ ½r0ðnÞ�2
R0ðnÞ �r0ðnÞ
r0ðnÞ R0ðnÞ

� 	

� O�1
t ðnÞ ¼ @Q=@tðnÞ

O�1
p ðnÞ ¼ @Q=@pðnÞ

" #
; (14.127)

then determines CS along the MEP from the corresponding quantities defined in

the original Q-representation. For example, the appropriate chain rule manipulation

of derivatives gives:

weff :ðnÞ ¼ �@meff :=@p PðnÞ


 ¼ �ð@Q=@pÞ PðnÞ



 ð@meff :=@QÞ PðnÞ


 ¼ O�1

p ðnÞweff :½PðnÞ�;
FpðnÞ ¼ �@W=@pjPðnÞ ¼ �ð@Q=@pÞ PðnÞ



 ð@W=@QÞ PðnÞ ¼


 O�1

p ðnÞ F½PðnÞ�;
kðnÞ ¼ @2W=@p2jPðnÞ ¼ ð@Q=@pÞ PðnÞ



 ð@2W=@Q @QÞjPðnÞð@Q=@pÞTjPðnÞ
¼ O�1

p ðnÞH½PðnÞ�½O�1
p ðnÞ�T:

(14.128)

Here, the square matrix of NFF for P ¼ P(n) reads,

weff :ðPÞ ¼ � @2W

@Q @N






P

¼ @F

@N






P

� �T

¼ � @meff :

@Q






P

� �

¼ ’r;qðPÞ ¼ �ð@mq=@rÞ Pj ’r;QðPÞ ¼ �ð@mQ=@rÞ Pj
’R;qðPÞ ¼ �ð@mq=@RÞ Pj ’R;QðPÞ ¼ �ð@mQ=@RÞ Pj

" #
; (14.129)

and the force constant tensor for the original geometric variables Q ¼ (r, R),

HðPÞ ¼ @2W

@Q @Q






P

¼ � @F

@Q






P

¼ kr;rðPÞ ¼ �ð@Fr=@rÞ Pj kr;RðPÞ ¼ �ð@FR=@rÞ Pj
kR;rðPÞ ¼ �ð@Fr=@RÞ Pj kR;RðPÞ ¼ �ð@FR=@RÞ Pj

� 	
; (14.130)

where the force vector contains two components:

FðPÞ ¼ ½�@W=@rjP ¼ FrðPÞ;�@W=@RjP ¼ FRðPÞ�: (14.131)

In the force constant matrix kR,r ¼ kr,R determines the equilibrium coupling

between the electronically decoupled geometrical degrees of freedom. The inverse

of the force constant matrix, the geometrical softness matrix, H�1 � GðPÞ,
combines the system purely geometric compliants along MEP.

Finally, instead of separating one geometric variable t(n) as a parametric mea-

sure of the reactant/product proximity along the BEBO MEP, one could explicitly

include the effects of its coupling to the electron-transfer variables N ¼ (q, Q)
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and the other geometric variable p(n). This generalized approach calls for the full

4 � 4 Hessian matrix of the collinear reactive system with respect to both the

electronic N and geometric Q ¼ (r, R) or P ¼ t; pð Þ variables in R ,

HMEP½AB---CðnÞ� ¼
@2W

@N @N





PðnÞ

@2W
@N @P





PðnÞ

@2W
@P @N





PðnÞ

@2W
@P @P





PðnÞ

2
64

3
75 ¼ heff :ðnÞ �½wMEPðnÞ�T

�wMEPðnÞ HMEPðnÞ

" #
;

(14.132)

where:

wMEPðnÞ ¼ O�1ðnÞweff :ðPÞ and HMEPðnÞ ¼ O�1ðnÞHðPÞO�1ðnÞT: (14.133)

Derivatives in the first row of weff :ðPÞ in (14.129) constitute vector weff : already

discussed before: weff : ¼ ð’r;q ¼ ’q; ’r;Q ¼ ’QÞ. The second-row derivatives in

this NFF matrix can be similarly modeled using the relevant equations for

displacements in the fragment chemical potentials, which have been developed

already in preceding sections. For example, when Q is regarded as the independent

state variable, differentiating (14.115) with respect to R gives,

’R;Q ¼ �@mQðr;RÞ=@R ¼ �½@mABCCT ðr;RÞ=@R� � Q½@�ABCCT ðr;RÞ=@R�
¼ Q @�ABCAB ðr;RÞ=@R
 �� @�ABCCT ðr;RÞ=@R
 �� � ¼ Q @�ABCAB;Cðr;RÞ=@R

h i
;

(14.134)

where the final derivative follows from the model expression for the interreactant

coupling hardness of (14.95):

@�ABCAB;Cðr;RÞ=@R ¼ fABA ½@�A;C=@RA;C� þ fABB ½@�B;C=@RB;C�< 0: (14.135)

Thus, for a positive amount of the interreactant CT, Q > 0, when atom C acts as the

acidic partner of the basic diatomic AB, mQ < 0, an increase in the interreactant

separation R lowers the flow electronegativity wQ ¼ �mQ. The opposite trend is

predicted for the acidic AB with respect to C, when mQ > 0 and hence Q < 0.

The R-derivative of mq(q, Q) in the second row of weff :ðPÞ similarly follows from

the fragment chemical potential displacements for the specified charges q and Q. It
follows from EE equation (14.84) that the given internal flow q gives rise to

mqðqÞ ¼ m0CT þ q�ABCT ðrÞ; (14.136)

while the subsequent interreactant flow Q modifies this chemical potential differ-

ence by the following terms:
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mqðq;QÞ ¼ mqðqÞ þ Q fABB ðrÞ�ABB ðrÞ � fABA ðrÞ�ABA ðrÞ þ �C;Aðr þ RÞ � �C;BðRÞ

 �

:

(14.137)

Hence, the model expression for the NFF of interest reads:

’R;q ¼ �@mq=@R ¼ Q
@�C;B
@RC;B

� @�C;A
@RC;A

� �
: (14.138)

In each of the above approaches the compliant sensitivities of interest are given

by the corresponding elements of Hessian’s inverse, which defines the generalized

softness matrix. Such compliant descriptors give rise to the MEC measuring the

equilibrium responses in the remaining state variables, per unit shift in the parame-

ter of interest (electronic or nuclear) (see Sect. 14.4).

14.8 Conclusion

All chemical or conformational changes involve both the nuclear displacements and

the concomitant electron redistributions. At a given stage of the system displace-

ment, depending on what is considered a “perturbation” and what the equilibrium

response to it, the EF or the EP approaches can be adopted. We have presented

above the linear-response theoretical framework which covers both these

perspectives in reactivity theory. This development has demonstrated that the

range of applications of molecular CS is not limited to somewhat oversimplified

single-reactant problems. They have been shown to be fully capable of covering

also the prototype two-reactant scenarios.
The coupling between electronic and geometrical structures of molecular

systems is embodied in the adiabatic PES. In this development both the molecular

compliants reflecting the electronic and/or nuclear adjustments have been deter-

mined in the combined treatment of the generalized linear responses of molecular

systems, which simultaneously admits the electronic and/or nuclear relaxation of a

molecule.

We have also reported illustrative numerical values of alternative derivative

quantities describing the molecular responses to both the electronic and nuclear

perturbations, within the geometric Legendre-transformed representations defining

the EP and EF perspectives on the molecular structure, in which the geometric

coordinates Q replace the external potential v(r; Q) in the list of the system state

parameters. A brief survey of the derivative descriptors of the externally closed and

open molecular systems has been given and the basic relations between

displacements of the representation state parameters (perturbations) and responses

in the conjugate (unconstrained) state variables have been summarized for both the

rigid and relaxed geometry cases. Specific quantities reflecting the interaction

between the geometrical and electronic structures of molecular systems and the
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MEC components have been identified and their physical content has been

commented upon examined.

The relaxed (compliance) quantities of both the electronic and/or nuclear origin

measure the generalized “softnesses” of molecules, which complement the

corresponding “hardness” data. Indeed, the electronic softness (electronically

relaxed quantity defined for the rigid geometry Q) and the purely nuclear

compliants (geometrically relaxed defined for the closed system, at constant N)
are examples of such complementary quantities to more familiar electronic hard-

ness and the nuclear force constant descriptors, respectively. In the decoupled
treatment of these complementary facets of the molecular structure one neglects

the explicit interaction between the electronic (N) and nuclear (Q) degrees of

freedom, or between their partial energy conjugates, the electronic chemical poten-

tial m, attributed to an external electron reservoir, and the forces F acting on the

system nuclei.

In the principal (N,Q)-representation this interaction is measured by the NFF.

Together with the electronic hardness tensor and geometric Hessian it defines the

generalized matrix of the system electronic–nuclear “force constants.” By its partial

or total inversions all the molecular compliance data have been determined. Such

a coupled description of these complementary, electronic and nuclear aspects of the

molecular structure provides a more complete treatment of the adiabatic linear

responses in molecules, which addresses all alternative scenarios in the theory

of chemical reactivity. For example, the MEC reflecting the electronic–nuclear

interaction provide a semiquantitative measures of responses in quantities describ-

ing one facet of the molecular structure per unit displacements in quantities

describing the other, complementary aspect.

The HF results generated for representative polyatomic molecules have used the

N-derivatives estimated by finite differences, while the Q-derivatives have been

calculated analytically by standard methods of quantum chemistry. We have

examined the effects of the electronic and/or nuclear relaxations on specific charge

sensitivities used in the theory of chemical reactivity, e.g., the hardness, softness,

and FF descriptors. New concepts of the geometric Fukui functions and related

softnesses, which include the effects of molecular electronic and/or nuclear

relaxations, have also been introduced.

In particular, the electronic–geometric interaction has been examined by com-

paring the corresponding rigid and relaxed hardness/softness and FF data. Among

others, these compliants reflect the influence of the nuclear relaxation on the system

electronic hardnesses and softnesses, and the effect of the electronic relaxation on

the nuclear force constants and vibration compliants. Of particular importance are

the components of MEC, which provide the ground state “matching” relations

between the hypothetical perturbations of molecular systems and their conjugated

equilibrium responses. They should allow one to identify the electronic and/or

nuclear perturbations, which are most efficient in facilitating the desired chemical

reaction or conformational change.

Finally, a possible use of these coupling constants as reactivity indices has been

commented upon in both the one- and two-reactant approaches. In the interreactant
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decoupled applications the molecular complaints from calculations on separate

reactants can be used directly to semiquantitatively predict the intrareactant effects

resulting from the interreactant CT. The building blocks of the combined

electronic–geometric Hessian for the two-reactant system have been also discussed.

However, in such a treatment of reactants, the additional calculations on the

reactive system as a whole are required. The corresponding blocks of the

generalized compliance matrix have also been identified.

An illustrative example of such a coupled approach to a simple model of reactive

collisions in the collinear triatomic system has been presented. The independent

(canonical) electronic and geometric state parameters have been identified and

explicit analytical expressions for the crucial NFF data, which reflect the coupling

between the system electronic and geometric degrees of freedom, have been

derived using an adequate semiempirical representation of the atomic hardnesses

by the corresponding valence shell electron repulsion integrals. This treatment

takes into account all physically important interactions between the system

electronic and geometrical structures and is capable of generating all relevant

two-reactant reactivity probes in both the NF and EP perspectives, in the chemical

softness and hardness representations, respectively. By additionally using the

analytical BEBO trajectory conserving the overall “bond order” of Pauling,

which constitutes a realistic approximation of the collinear MEP in such systems,

one can also generate the response descriptors along this reaction coordinate.
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Chapter 15

Qualitative Approaches to Reactivity

Phenomena

Abstract Qualitative explorations of elementary mechanisms of chemical reactions

are outlined and simple modeling of reactivity preferences is summarized. The

familiar energy profiles along the reaction intrinsic coordinate can be analyzed by

examining the associated changes in the reaction force and the information content

of the electron probability distributions in elementary collisions. Such Shannon and

Fisher information “signatures” of the reaction mechanism in both the position and
momentum spaces, respectively, have recently been examined for the representative

disconcerted (abstraction) and concerted (nucleophilic substitution) reactions. The

momentum-space entropy/information data have been shown to identify regions

where the bond-breaking and bond-forming processes really occur. These features

are not revealed by the MEP energy profile and the density of electrons at the

Transition-State complex alone.

Selected single-reactant approaches to molecular reactivity problem are briefly

outlined in the complementary EF (external-potential-based) and EP (density-
based) perspectives. This simplified, qualitative approach, which in the bimolecular

reactive system neglects the actual size of the perturbation created by the presence

of the attacking agent, is sometimes called the Conceptual DFT. It is based upon the
basic DFT premise that the electronic density and its responses (derivatives) are

sufficient to understand and determine the chemical reactivity trends of molecules,

and provides a novel theoretical framework in which one can discuss and ultimately

understand the reactivity phenomena. It uses as reactivity indicators the generalized

polarizabilities of molecules, reflected by corresponding CS measuring the linear

responses to normalized perturbations. Their combinations determine several reac-

tivity indices for specific reactivity problems, e.g., the electrophilicity/nucleophi-
licity indicators of molecular systems and their parts.

The conceptual and interpretative advantages of using in quantum mechanics

the separate eigenvalue problems of the external and internal parts of the matrix

representations of physical quantities are stressed. In the reactant resolution of

the bimolecular reactive system these two components respectively combine the

R.F. Nalewajski, Perspectives in Electronic Structure Theory,
DOI 10.1007/978-3-642-20180-6_15, # Springer-Verlag Berlin Heidelberg 2012
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diagonal and off-diagonal blocks of matrix elements. Their separate diagonalizations

imply the corresponding internal and external decouplings, respectively, in terms of

the associated collective (“normal”) modes of the reactive system. This decoupling

scheme has been successfully used in several interpretations of the molecular elec-

tronic structure and reactivity. The external eigensolutions are examined in some

detail, and their recent applications in both CSA � to extract the most important

electron-transfer effects between constituent atoms in model chemisorption systems,

and in the MO theory � to precisely identify the interorbital flows of electrons, are

mentioned. The associated grouping relations, for combining the partial external/

internal eigensolutions, i.e., the complementary subrotations of the basis set vectors

into the eigenvectors of the whole matrix, are also derived. The maximum-hardness

and HSAB principles of structural chemistry and other applications of the hardness/

softness concepts in reactivity phenomena are summarized.

15.1 Introduction

The rearrangements of electron densities accompanying chemical reactions gener-

ate the associated changes in the information content of the associated probability

distributions. Their entropic/information descriptors provide complementary

insights into the critical bond-forming–bond-breaking stages of the reaction mech-

anism (Esquivel et al. 2009a, b; López-Rosa et al. 2010; López-Rosa 2010), which

are not revealed by the reaction energy profile along the reaction path on the system

PES, which only identifies the key stationary points along MEP: the minima
attributed to equilibrium structures of reactants/products and saddle-points related
to transition states (TS) (Schlegel 1987). The latter are widely explored and

characterized in computational quantum chemistry in terms of the geometric energy

gradients and second derivatives defining the Hessian over nuclear positions. These

derivative quantities also allow for the MEP-following on the complicated, many-
dimensional reaction surfaces, from one stationary point to another. The minima

and saddle points on the reaction PES have been fully characterized through the first

(gradient) and second (Hessian) derivatives over nuclear positions (e.g., Fukui

1981; Ganzález and Schlegel 1990; Fan and Ziegler 1992; Ganzález-Garcı́a et al.

2006; Ishida et al. 1977).

Understanding TS in chemical terms and predicting their influence on the reaction

dynamics and kinetics (Eyring 1935; Wigner 1938; see also: Eyring et al. 1958) still

remains one of the basic goals of the physical organic chemistry. The entropy/

information concepts have also been employed in studying the Heisenberg-like

uncertainty products, in context of the quantum-mechanical relations (Białynicki-

Birula and Mycielski 1975, 1976; Angulo 1993; López-Rosa et al. 2009; Angulo

et al. 2010; López-Rosa 2010), which state limitations to perform measurements on

microsystems without disturbing them, and in molecular sciences on the Hammond

postulate (Nalewajski 2006g; Nalewajski and Broniatowska 2003b), molecular/

atomic complexity, similarity or dissimilarity (e.g., Nalewajski and Świtka 2002;
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Nalewajski et al. 2002; Nalewajski and Broniatowska 2003a, b; Nalewajski 2006g,

2009h; López-Rosa 2010), and in studies of the reaction dynamics (Levine 1978).

A variety of density descriptors have been proposed to follow the course of a

chemical reaction, to determine and understand TS densities, in order to explain the

path preferences and to formulate simple, qualitative models of chemical reactivity.

For example, Bader’s (1990, 1991) exploration of the Laplacian of the density

revealed that the reactants tend to align themselves in the complementary way so as

to match the regions of charge-depletion in one of themwith the charge-concentration
sites in another. A similar reactivity pattern is revealed by maps of the molecular

ESP. This first-order criterion calls for the most favorable matching of the electro-

philic (electron-deficient) sites of one reactant, identified by basins of the positive

(proton-repulsive) values of ESP, with the nucleophilic (electron-rich) sites of

the other reactant, which exhibit the negative (proton-attractive) values of ESP. It

should be further realized that, by the Hellmann–Feynman theorem, the electron

density itself measures the first-order response of the energy to changes in the

external potential, so that together with ESP the responses in the electron density

predict regioselectivity trends in chemical reactions.

Several reactivity indicators introduced in preceding sections have also proven

useful in understanding/predicting chemical reactivity (e.g., Chandra 1999; Geerlings

et al. 2003; Nalewajski 1995a, b, 1997a, b, 2003a, 2006g; Nalewajski and

Korchowiec 1997; Nalewajski et al. 1996a; Parr and Yang 1989; Senet 2009).

The hardness and softness concepts have been used to justify molecular stability

trends of the HSAB principle (Parr and Pearson 1983; Nalewajski 1984), with harder

molecules implying less reactive species. The softness index quantifies the system

global polarizability and its ability to accommodate the excess charge. Thus, soft,

easy to polarize molecules are expected to be more reactive, with the soft acids being

capable of acquiring more additional electronic charge in the bond CT processes.

The course of a single- or multi-step conversion of chemical species involves the

right sequence of elementary bond-breaking–bond-forming steps of the overall

chemical change in question, i.e., a description of TS involved, reactive complexes,

kinetics, catalysis, stereochemistry, etc. The chemical mechanism thus implies

the knowledge of the order in which molecules react, as well as a conceptual

description of its elementary steps in both the synchronous (single-step) and

nonsynchronous (two-step) chemical transformations.

Contrary to Dewar’s (1984) intuitive argument that in multibond processes the

synchronicity should be normally prohibited, such Woodward–Hoffman allowed

reactions are predicted to be synchronous, with all bond-breaking and bond-forming

processes taking place simultaneously. The nonperfectly synchronized features

are also observed (e.g., Bernasconi 1992). They are reflected by the structures of

TS involved, with nonequal progress being made by the underlying elementary

processes of the bond formation/cleavage, charge localization/delocalization, etc.

(e.g., Chandra and Sreedhara-Rao 1996; Chandra 1999).

As we have already mentioned above, the IT probes of chemical bonds and

reactions, including a detailed description of the reaction mechanism, still represents

a challenge in theoretical chemistry. Such investigations of the stereochemical course
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of chemical reactions (e.g., Schlegel 1987) can be routinely performed in both the

position, momentum, and the combined dual (phase) spaces. In the MO approaches

of both HF and KS theories, the electron density is given by the sum of densities

’s
i ðrÞ

� �
due to each occupied SMO,

rðrÞ ¼
X

s

X
i
j’s

i ðrÞj2 ¼
X

s

X
i
rsi ðrÞ: (15.1)

The associated MO in the momentum space {fs
i ðpÞ} are the Fourier transforms of

the corresponding orbitals in the position representation (e.g., Rawlings and

Davidson 1958; Gadre and Balanarayan 2009), giving rise to the respective density

contributions psi ðpÞ ¼ fs
i ðpÞ

�� ��2n o
,

pðpÞ ¼
X

s

X
i
psi ðpÞ: (15.2)

The transformation of electron densities from one space to another is computationally

straightforward, since the analytical Fourier transforms of the basic functions used in

molecular calculations are known (e.g., Kaijser and Smith 1997).

Another interesting way to analyze chemical processes around the TS invokes

the concept of the reaction force of Politzer and collaborators (e.g., Toro-Labbé

et al. 2009). In a one-step chemical reaction the reactants and products are typically

separated by the energy barrier in the reaction energy profile along the MEP. The

latter can be rigorously established by the classical trajectories of the lowest

potential energy paths leading from the TS structure to reactants and products.

When this path is formulated, it determines in the mass-weighted Cartesian

coordinates the so-called Intrinsic Reaction Coordinate (IRC) Rc (Fukui 1981;

Ganzález and Schlegel 1990), with the associated IRC cut of the BO potential

W(Rc) determining the energy profile of the reaction under consideration.

In the endothermic direction, for the positive reaction energy, DWr ¼
W(products) � W(reactants) > 0, the reaction force,

FðRcÞ ¼ �@WðRcÞ=@Rc; (15.3)

is negative in the entrance (reactant) valley of PES, before TS at Rb, where it

exactly vanishes, and becomes positive beyond this critical point, in the exit

(product) valley of the BO potential. In the first, preparatory stage, from the

separated reactants to the minimum of the (retarding) reaction force at Ra, the

reactants undergo structural distortions such as bond-stretchings, angle-bending,

rotations, etc. The negative F(Rc) in thus indicative of the resistance of the system

to such changes, since overcoming this retarding force requires an extra (activation)

energy.

In the second reaction region, from the minimum force at Ra (in entrance valley)

to its maximum at Rg (in the exit valley), most of the electronic/geometrical

transformations toward the reaction products take place: new bonds begin to

form, and these displacements in the system structure gradually overcome the
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retarding force to produce the positive (driving) force beyond TS, which reaches

its maximum at Rg, the distorted state of products. The retarding and driving

contributions to the reaction force exactly balance at TS, where the energy profile

exhibits the maximum.

The system structures corresponding to the minimum and maximum of the

reaction force thus provide a natural division of the RC into three parts: the entrance

region (reactants ! a) of the structural preparation and the mutual approach

of reactants, the true reaction area around TS (a ! g), and the exit region (g !
products) of the structural relaxation and the mutual departure of products. Notice,

that in the (reactants ! a) zone the reaction force (15.3) is conducive for the

mutual approach by the two reactants.

This division also allows one to express the transition energy between these

two reference points on IRC as the sum of the retarding (positive) energy

contribution,

DWða ! gÞ ¼ DWða ! bÞ þ DWðb ! gÞ ¼ �
ðb

a

FðRcÞ � dRc �
ðg

b

FðRcÞ � dRc;

(15.4)

with the final release of the energy due to the relaxation of the distorted products:

DWðg ! productsÞ ¼ �
ðproducts

g

FðRcÞ � dRc: (15.5)

One can similarly partition the activation energy, DWact. ¼ DW(reactants ! b)
as composed of contributions corresponding to the distortion of reactants and the

first zone of the reaction region:

DWact: ¼ DWðreactants ! bÞ ¼ DWðreactants ! aÞ þ DWða ! bÞ; (15.6)

The reaction force concept also enters the virial partitioning of the reaction

energy profile relative to the separated-reactants level, DW(Rc) ¼ W(Rc) �
W(reactants) ¼ DT(Rc) + DV(Rc), into the associated (electronic) kinetic- and

potential-energy components (Nalewajski 1980),

DTðRcÞ ¼ �DEðRcÞ þ FðRcÞ � Rc and DVðRcÞ ¼ 2DEðRcÞ � FðRcÞ � Rc:

(15.7)

This division allows one to examine the influence of the activation energy (barrier

height) and of the reaction energy on changes these two energy components

undergo in transition states.

15.1 Introduction 653



15.2 Information Probes of Elementary Reaction Mechanisms

Interesting new results in the IT studies of the elementary reaction mechanism have

been recently obtained in the Granada group (Esquivel et al. 2009a, b; López-Rosa

et al. 2010; López-Rosa 2010). Both the global (Shannon) and local (Fisher)

information measures have been used in these recent investigations of the course

of representative reactions of the radical abstraction of hydrogen (two-step

mechanism),

H�þH2 ! H2þH�; (15.8)

which requires extra energy to proceed, and the nucleophilic-substitution process of

the hydride exchange (SN2, one-step mechanism):

H� þ CH4 ! CH4 þ H�: (15.9)

The abstraction process proceeds by homolysis and is kinetically of the first-
order (SN1-like). It involves two steps: formation of new radicals, via the homolytic

cleavage of the nonpolar, perfectly covalent bond in H2 at absence of any electro-

phile or nucleophile, which could initiate the heterolytic pattern, and the subsequent

recombination of a new radical with another radical species. The hydride exchange

is an example of the kinetically second-order, the first-order in both the incoming
(nucleophile) and leaving (nucleofuge) hydride groups. It proceeds via the familiar

Walden-inversion TS in a single, concerted reaction step.

The central quantities of these IT analyses are the Shannon entropies in both the

position (r) and momentum (p) spaces,

Sr ¼ �
ð
rðrÞ ln rðrÞ dr; Sp ¼ �

ð
pðpÞ ln pðpÞ dp; (15.10)

and the related (classical) Fisher information measures:

Ir ¼
ð
jrrðrÞj2=rðrÞ dr; Ip ¼

ð
jrpðpÞj2=pðpÞ dp: (15.11)

The reaction profiles of these entropy/information probes have uncovered the

presence of additional features of the two reaction mechanisms by revealing the

chemically important regions where the bond-forming and bond-breaking actually

occur. These additional features cannot be directly identified from the energy

profile alone and from the structure of the TS densities involved. Consistency of

predictions resulting from the global (Shannon) (Esquivel et al. 2009a, b) and local

(Fisher) (López-Rosa et al. 2010; López-Rosa 2010) information measures has

additionally confirmed a more universal and unbiased character of these findings.
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Indeed, either of the two complementary Shannon entropies for the model

radical abstraction reaction displays a reacher structure than the associated energy

profile, which only exhibits one maximum at the TS point on the reaction coordi-

nate. The position entropy Sr displays a local maximum at this TS structure and two

minima in its close proximity, whereas the momentum entropy Sp exhibits the

global minimum at TS complex and two maxima at points slightly more distant

from TS than the corresponding positions of the Sr minima.

It follows from these entropy curves that the approach of the hydrogenmolecule by

the incoming hydrogen in the proximity of TS first localizes r in preparation for the

bond rupture, which also implies an associated increase in the kinetic energy (delo-

calization of p). This preparatory stage is identified by the local minima of Sr (maxima

of Sp). Next, when the structure relaxes and the new bond is formed at TS, the position

(momentum) densities become more delocalized (localized), which is indeed

manifested by the corresponding maximum (minimum) of Sr (Sp). The bond-breaking
process requires energy, as indeed witnessed by an earlier maximum of Sp in the

entrance valley of PES, which is subsequently dissipated by relaxing the structure at

TS. In other words, the reaction complex first gains the energy required for the bond

dissociation, and then the position-space density gets localized to facilitate the bond

cleavage, which in turn induces the energy/density relaxation toward the TS structure.

Therefore, the entropy representation of the reaction mechanism reveals the

whole complexity of this transformation, while the associated MEP profile only

localizes the transition state, missing the crucial transitory localization/delocaliza-

tion and relaxational phenomena involved in this two-step process.

The corresponding Sr (Sp) plot for the hydride-exchange SN2 process again

exhibits the maximum (minimum) at TS, with two additional minima (maxima) in

its vicinity, where the bond-breaking is supposed to occur. These additional, pre- and

post-TS features are symmetrically placed in the entrance and exit valleys, relative to

TS structure, but now they appear at roughly the same values of the intrinsic reaction
coordinate (IRC) in both the position- and momentum-representations, in contrast to

the two-stage abstraction mechanism, where in the entrance valley the p-space
maximum of the Shannon entropy has preceded the associated minimum observed

in the r-space. This simultaneous r-localization (p-delocalization) may be indicative

of the single-step mechanism in which the approach of the nucleophile is perfectly

synchronized with the concomitant departure of the nucleofuge, so that the bond-

forming and bond-breaking occur in a concerted manner.

It should be observed that both displacements increase the system energy. First,

as the nucleophile approaches, this energy is required to overcome the repulsion

between reactants and create the position-localization (momentum-delocalization)
facilitating the bond-weakening. As the reaction progresses forward, the energy

continues to grow toward the maximum at TS, when the sufficient threshold of the

new chemical bond has already been reached to start the structure relaxation

inducing the reverse r-delocalization (p-localization) processes leading to the Sr
(Sp) maximum (minimum) at TS. This synchronous transformation picture is indeed

customarily associated with this particular reaction.
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The same sequences of the chemical events are seen in the complementary

Fisher-information analysis of the structural features of distributions in both spaces.

For the hydrogen abstraction reaction one observes with the progress of IRC toward

the TS that, relative to the separated reactants reference, both Ir and Ip at first

decrease their values thus marking a lower average gradient content of the

associated probability amplitudes (wave functions) in both spaces, i.e., a more

regular/uniform distribution (less structure, “order”). The Ip profile is seen to

exhibit a faster decay toward the local minimum preceding TS, where Ip reaches
the maximum value. These more uniform momentum densities also correspond to

the local maxima of the system chemical hardness, with TS marking the local

minimum of the latter. The Ir monotonically decreases toward the minimum value

at TS, thus missing the additional extrema observed in the Sr plot, which have

been previously associated with the bond homolysis. Thus the Ir is not capable of
describing the bond-breaking/forming processes, which is clearly uncovered by Ip.

The disconcerted manner of the elementary bond-forming and bond-breaking is

directly seen in the corresponding bond-length plots: the breaking of the bond

occurs first, and then the system stabilizes by forming the TS structure. Additional

insight into the density reconstruction in this homolytic bond rupture comes from

examining the corresponding plots of the system dipole moment, reflecting the

charge distortion during the reaction progress. The observed behavior of these

functions is opposite to Ip. Therefore, in regions of the minimum Ip the dipole

moment reaches the maximum value and vice versa. As intuitively expected, the

dipole moment identically vanishes at both the TS and separated reactants/products.

Finally, let us turn to the Fisher-information analysis of the hydride-exchange

reaction (15.9) involving the heterolytic bond cleavage, with an exchange of charge

between reactants. The corresponding Ir and Ip functions of the reaction coordinate

now display similar behavior, both exhibiting maxima at TS, where the Shannon

entropies have indicated a more delocalized position density and a relatively

localized momentum density. One also observes two minima of Ir and Ip in the

proximity of TS. These IRC values coincide with the bond-breaking/forming

regions, and the change in the curvature of the bond-elongation curves for the

incoming and outgoing nucleophile marks the start of an increase in the gradient

content of the momentum density, toward the maximum value at TS structure.

15.3 Chemical Reactivity Indices

In Sect. 7.3.7 we have introduced the key electronic CS used as criteria in a

qualitative approaches to predict reactivity trends. They can be defined in all

alternative perspectives of Chap. 13, including the externally closed or open

molecules or their fragments, in both the v-based EF perspective of the BO

approximation and the complementary r-based approaches of the EP perspective

of DFT. These generalized responses of molecular systems are capable of deter-

mining all relevant linear responses of molecular and reactive systems one
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encounters in real reactivity phenomena (e.g., Baekelandt et al. 1993; Gatti and

Macchi 2011; Geerlings et al. 2003; Nalewajski 1993a, 1997a, 2002d, 2003a,

2006g, 2009a; Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a).

They also generate measures of their mutual interaction in these processes, e.g.,

the effective electronic–nuclear coupling in reactive systems (Chap. 14), thus

accounting for the crucial dependencies between electron distributions and mole-

cular geometry in all admissible reactivity scenarios. These derivative descriptors

in the EF and EP representations for both the mutually/externally open and closed

reactants have already been systematically surveyed in Chaps. 7, 13, and 14.

Several additional reactivity criteria, which combine derivatives from different

representations, have also been designed to correlate specific reactivity phenomena.

The most popular among them is the electrophilicity index of Parr et al. (1999).

It offers a modern (absolute) scale of the classical concepts of electrophilicity/

nucleophilicity of Ingold (1933, 1934), who proposed the first global electrophilicity

scale based upon the valence-electron theory of Lewis, to describe both the

electron-deficient (electrophilic, acidic) and electron-rich (nucleophilic, basic)

chemical species, and the related experimental scales of Mayr et al. (Mayr and

Patz 1994; Roth and Mayr 1995) providing measures of a relative reactivity of an

electrophile/nucleophile.

The absolute scale (Parr et al. 1999; Chattaraj et al. 2006, 2007; Liu 2009)

quantifies the negative CT energy, when the system M with chemical potential

mM ¼ m and hardness �M ¼ �M,M ¼ � is brought into contact with the perfect
(macroscopic) donor represented by the infinitely soft reservoir r exhibiting

the vanishing chemical potential, mr ¼ 0, and zero hardness, �r ¼ �r;r ¼ 0. For

such a hypothetical scenario, when the hardness coupling between the molecule

and its reservoir identically vanishes, �r;M ¼ �M;r ¼ 0, one obtains from

(7.191)–(7.193): mCT ¼ m, �CT ¼ �, NCT ¼ �m/�, and hence the electrophilicity

index [see (7.195)]:

o ¼ �Dð1þ2ÞEðNCTÞ ¼ m2=ð2�Þ> 0: (15.12)

By analogy to the electric power V2/R in classical electrostatics, where V stands for

the electric potential and R denotes the resistance, this electrophile descriptor can

be also viewed as a measure of the electrophilicity power, when one adopts the

electrophilic “potential” VE ¼ m and the associated “resistance” measure RE ¼ 2�.
This electrophilicity index thus reflects a property of the molecule being electro-

philic. It provides an absolute measure of an overall reactivity index of an electro-
phile, the (electron deficient) reagent attracted to electrons on its partner, that

participate in chemical reactions by accepting electrons (Lewis’ acid A) to form a

bond with the nucleophile. The latter represents the (electron-rich) chemical species

attracted to the unshielded nuclei of the electrophile, thus acting as the Lewis baseB in

the DA pair. Most electrophiles (acidic reactants) are positively charged, exhibit a

positively charged atom, or their valence shells are short of the octet of electrons.
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Accordingly, the nucleophiles (basic agents) usually exhibit negative charges, the

negatively charged AIM, or possess an accessible free pair of valence electrons.

In a similar way one can define the electrophilicity concept of the electrophile

A relative to nucleophilic partner B, when (see Sect. 7.3.4) mCT(A, B) �
m0A � m0B; �CTðA;BÞ ¼ �A þ �B � 2�A;B � �0A þ �0B, and NCT(A, B) ¼ �mCT(A, B)/
�CT(A, B). It then directly follows from Eq. (7.195):

oðA;BÞ ¼ � Dð1þ2ÞE½NCTðA;BÞ� ¼ ½mCTðA;BÞ�2=½2�CTðA;BÞ�
�ðm0A � m0BÞ2=½2ð�0A þ �0BÞ�:

(15.13)

The electrophilicity index shows a strong statistical significance in correlations

with both the experimental measures of this quantity and the electroaffinity data

(Liu 2009). In chemistry textbooks the electrophilicity comes together with its

companion index of the nucleophilicity. It has to be defined (e.g., Jaramillo et al.

2006; Liu and Parr 1997) in the partly inverted, compliant representation (m, v) (see
Sect. 7.3.7) in which m replaces N as an independent state-parameter. For the fixed

external potential the second-order expansion of the system grand-potential (7.226)
then gives:

Dð1þ2ÞO½m; v� ¼ �NDm� 1

2
SðDmÞ2; (15.14)

where S ¼ 1/� denotes the system global softness. By minimizing this quadratic

function with respect to Dm one finds

Dm ¼ �N=S and Dð1þ2ÞO ¼ N2=ð2SÞ:

Hence the absolute (positive) nucleophilicity index reads:

o� ¼ Dð1þ2ÞOðDmÞ ¼ N2=ð2SÞ> 0: (15.15)

This nucleophilicity power thus corresponds to the nucleophilic (population)

“potential” VN ¼ �N and the corresponding “resistance” RN ¼ 2S. It should be

observed that substituting into o� the optimum CT relative to the infinitely soft

reservoir of the zero chemical potential, N ¼ NCT ¼ �m/�, recovers the electrophi-
licity index of (15.12):

o�ðNCTÞ ¼ ðNCTÞ2=ð2SÞ ¼ m2=ð2�Þ ¼ o: (15.16)

The partner-dependent, relative measure o�(A, B), a companion index of

o(A, B), has been similarly defined (Jaramillo et al. 2006) in terms of a change

in the grand-potential of (15.14) accompanying the internal CT B ! A,
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NCTðA;BÞ ¼ �mCTðA;BÞ=�CTðA;BÞ � �ðm0A � m0BÞ=ð�0A þ �0BÞ;

or equivalently, the associated change in the relative chemical potential of the two

reactants:

Dm ¼ mCTðA;BÞ ¼ �NCTðA;BÞ=SCTðA;BÞ;

o�ðA;BÞ ¼Dð1þ2ÞO½mCTðA;BÞ� ¼ ½NCTðA;BÞ�2=½2SCTðA;BÞ�
ffi ðm0A � m0BÞ2�CTðA;BÞ=½2ð�0A þ �0BÞ2�
� ðm0A � m0BÞ2�ðAÞ=½2ð�0A þ �0BÞ2�:

(15.17)

Several alternative measures of the nucleophilicity have also been proposed

(e.g., Chattaraj and Maiti 2001; Cedillo et al. 2007) together with some local

extensions of both electro- and nucleophilicity concepts (Chamorro et al. 2003;

Chattaraj et al. 2001, 2003, 2005; Perez et al. 2002; Roy et al. 2005). For example,

to describe the electrophilic character of a reactive site at r within a molecule, the

local electrophilicity index has been introduced:

oðrÞ ¼ ofþðrÞ; (15.18)

here f+(r) is the electronic FF for the nucleophilic attack, which is defined by the

difference between the ground-state densities of the anion (rN+1) and neutral

species rN(r) approximated by the appropriate FE density of the latter:

fþðrÞ ¼ rNþ1ðrÞ � rNðrÞ � rLUMO
N ðrÞ: (15.19)

The corresponding local nucleophilicity index would similarly involve the FF for

the electrophilic attack, approximated by the other FE density:

f�ðrÞ ¼ rNðrÞ � rN�1ðrÞ � rHOMO
N ðrÞ; (15.20)

o�ðrÞ ¼ o�f�ðrÞ: (15.21)

There are several alternative combined reactivity descriptors, which have been

proposed in the chemical literature, such as electro- and nucleofugality (Ayers et al.
2005a, b) leaving-group indicators, philicity indices, etc., designed for the key

reactivity phenomena. Such “derived” reactivity indicators are particularly impor-

tant for the Quantitative Structure–Property Relationships (QSPR) by capturing in

a single index the phenomenon in question.
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15.4 Internal and External Eigenvalue Problems

Consider the finite, n-dimensional matrix representation H ¼ xh jĤ xj i of the physi-
cal quantity H corresponding to the quantum-mechanical (Hermitian) operator Ĥ,

defined by the orthonormal basis vectors xj i ¼ 1j i; . . . ; nj if g in the molecular

Hilbert space. In several computational and/or interpretative applications of the

quantum theory one partitions this set into two or several complementary subsets,

say, xj i ¼ xA;xB
�� � ¼ xXj if g, of dimensions a and b, respectively, n ¼ a + b. For

example, these subspaces may represent AO originating from atoms X ¼ (A, B)

of a diatomic molecule M ¼ A—B, or they may constitute some arbitrary basis

functions of the complementary molecular fragments X ¼ (A, B) of the combined

system, e.g., reactants in the bimolecular system R ¼ A----B. Such a division of the
representation basis set uniquely identifies the associated blocks of

H ¼ HX;Y ¼ xXh jĤ xYj i� �
.

This partition, be it in a different CI scenario, is also invoked in the context

of L€owdin’s (1951, 1962, 1963) partitioning technique for solving the eigenvalue

equation of the system Hamiltonian, originating from the variation of the

Rayleigh–Ritz functional for the expectation value of the system energy expressed

in terms of the CI coefficients, when the two subsets of electronic configurations

determine the complementary components of the system wave-function. Another

subject, in which one encounters such a separation, involves alternative decoupling

schemes of the atomically resolved hardness tensor (Nalewajski and Korchowiec

1997; Nalewajski and Michalak 1996, 1998; Nalewajski et al. 1994b, 1996a) of

the N-atomic reactive system consisting of reactants A and B, h ¼ {hX,Y ¼ {�x,y,
x ∈ X, y ∈ Y}, (X, Y) ¼ A, B}, used in a search for the most compact representa-

tion of the CT phenomena in the externally open or closed molecular systems.

The diagonalization of h, determining its principal-axes representation, amounts

to the matrix total decoupling and leads to the independent (collective) channels

for electron displacements in the system as a whole, called the Populational Normal
Modes (PNM) (Nalewajski 1988, 1993a, b, 1995a, b, 1997a, b; Nalewajski and

Korchowiec 1997; Nalewajski et al. 1996a). The reactant resolution naturally

divides the atomic population “modes” into groups corresponding to constituent

atoms of each subsystem. Therefore, the molecular hardness matrix can be

partitioned into its internal (i) and external (e) parts, which respectively combine

only the intrafragment (diagonal) or the interfragment (off-diagonal) blocks of the
hardness matrix elements between the system constituent AIM:

h ¼ hi þ he; hi ¼ hX;XdX;Y
� �

; he ¼ hX;Yð1� dX;YÞ
� �

: (15.22)

The interfragment decoupled, internal part hi of h can be viewed as representing

the “unperturbed” (zeroth-order) “promolecular” system R0 ¼ (AjB), consisting of

the separate molecular fragments (subsets of bonded atoms), before formation of the

interfragment chemical bonds in R, hi � h0. It can be regarded as the reference for
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the displacement aspect of the hardness matrix in the molecular system “perturbed”

by he: h ¼ hi + he � h0 + Dh.
The eigensolutions of hi, called Internal Normal Modes (INM), then constitute

the decoupled channels for the charge redistribution in the separate fragments of the

system “promolecule.” In the chemical reactivity applications one similarly

introduces the Inter-Subsystem Modes (ISM), also called the Inter-Reactant
Modes (IRM), representing the eigensolutions of he (Nalewajski and Korchowiec

1997; Nalewajski et al. 1996a). These externally decoupled channels have been

found to generate an attractive framework for the most compact description of

the charge flows accompanying the formation of chemical bond(s) (Nalewajski

and Korchowiec 1997; Nalewajski and Michalak 1996, 1998; Nalewajski et al.

1994b, 1996a).

To summarize, these two partial eigenvalue problems focus on the complementary

aspects of the charge displacements in a transition from the initial (promolecular) to

final (molecular) system: the internal modes characterize the independent channels of

the charge polarization inside each of the mutually uncoupled (separate, nonbonded)

fragments of the promolecule, while the external problem describes the CT

processes relative to this initial reference state. In other words, the external

(interaction) channels focus solely on the interfragment bonding, i.e., the displace-
ment aspect of the molecular electronic structure, while the internal channels deal

with the intrafragment bonds, already present in the promolecule, and as such they

only characterize the initial (polarization) stage of the bond-formation process in

the reaction complex as a whole.

One should also mention at this point the partial transformations giving rise to

the internal and external decouplings of the whole hardness tensor (Nalewajski and

Korchowiec 1997; Nalewajski et al. 1994b, 1996a), rather than of its internal and

external parts, which together amount to its total decoupling:

CyhC ¼ cðdiagonalÞ ¼ fcXdX;Yg; CyC ¼ I: (15.23)

Clearly, the internal decoupling transformation of h, which leads to the

diagonalization of only the intrafragment blocks of h, must be identical with that

diagonalizing hi. By definition, the external decoupling of the whole hardness

tensor leads to the vanishing off-diagonal (coupling) blocks in the transformed

tensor. However, since this requirement does not specify the transformation

uniquely, the additional Maximum Overlap Criterion (MOC) has been used to

generate the localized externally decoupled modes in this scheme.

Yet another example of the complementary internal/external perspectives on the

charge reorganization in molecules and molecular complexes involves the recently

proposed Natural Orbitals for Chemical Valence (NOCV) (Mitoraj 2007; Mitoraj

and Michalak 2005, 2007; Mitoraj et al. 2006, 2007), which have been successfully

applied to interpret the metal–ligand bonds of coordination chemistry. They repre-

sent the eigenfunctions of the chemical-valence operator (Nalewajski et al. 1997),

V̂ ¼ P̂� P̂
0
, defined by the difference between the molecular ðP̂Þ and promolecular
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ðP̂0Þ projections on their respective occupied orbitals, with the occupied AO/MO of

the separate fragments now determining the relevant “promolecular” reference.

These projection operators respectively identify the occupied subspaces of SO

of the system as a whole, and of the AO/MO of the separate fragments of the

promolecule. Their AO representations in the LCAO MO theory thus define

the associated density (CBO) matrices P ¼ xh jP̂ xj i and P0 ¼ xh jP̂0 xj i. Hence
the overall displacement of P due to formation of the interfragment bonds:

DP ¼ P� P0 ¼ xh jV̂ xj i:

The subsets of basic functions originating from the separate fragments A and B,

xj i ¼ xA;xB
�� �

, then partition these matrices into the corresponding subsystem-

resolved blocks:

P ¼fPX;Yg ¼ P0 þ DP;

P0 ffifPX;XdX;Yg � Pi and

DP ¼fDPX;Yg ¼ fDPX;Yð1� dX;YÞ ¼ PX;Yð1� dX;YÞg � Pe:

Therefore, the AO representation of the chemical-valence operator is propor-

tional to the external part of the CBO matrix, so that its eigensolutions (NOCV)

represent the bond-order ISM. They have been shown to generate an attractive

framework for describing the interorbital flows of electrons, which accompany the

formation of chemical bonds between A and B, capable of the precise separation of

the forward- and back-donations in the coordination bonds (Mitoraj 2007; Mitoraj

and Michalak 2005, 2007; Mitoraj et al. 2006, 2007).

Consider again a general n-dimensional representation of the quantum-mechanical

(Hermitian) operator Ĥ attributed to the physical quantity H, H ¼ xh jĤ xj i ¼
Hi;j ¼ ih jĤ jj i� �

, e.g., the Hamiltonian operator ĤðNÞ of an N � electron system

corresponding to electronic energy E. To simplify the following analysis, we

assume the orthonormal metric of the basis set xj i ¼ ij if g, ih j ji ¼ di;j, e.g., that
characterizing the orthogonalized AO, the MO configuration functions in the CI

expansion of the system wave-function, or the underlying independent atomic

modes in CSA (Nalewajski 1988, 1993a, b, 1995a, b, 1997a, b; Nalewajski and

Korchowiec 1997; Nalewajski et al. 1996a), in terms of which various hardness

decoupling schemes have been formulated.

The overall diagonalization problem C{HC ¼ E(diagonal) ¼ {Eada,b}, where
the columns of the (unitary) transformation matrix

C ¼ CT
a ¼ x j ah i ¼ xA

�� a� � ¼ CA;T
a

xB j ah i ¼ CB;T
a

� �	 

; CyC ¼ I; (15.24)

group the basis set projections for ath eigensolution corresponding to Ea, gives the

following eigenvalue equation for this specific solution, written in the block form:
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HA;A HA;B

HB;A HB;B

" #
CA;T
a

CB;T
a

" #
¼ Ea

CA;T
a

CB;T
a

" #
or

HA;ACA;T
a þHA;BCB;T

a ¼ EaC
A;T
a ; HB;ACA;T

a þHB;BCB;T
a ¼ EaC

B;T
a :

(15.25)

It forms the basis of the L€owdin partitioning technique. By using one of these

equations to express one component of the eigenvector in terms of the other, e.g.,

CB;T
a ¼ ðEaI

B �HB;BÞ�1
HB;ACA;T

a ; (15.26)

and substituting the result into the other (15.25) then gives the effective eigenvalue

problem for the chosen independent component:

½HA;A þHA;BðEaI
B �HB;BÞ�1

HB;A�CA;T
a ¼ EaC

A;T
a : (15.27)

This technique has been designed to determine the eigensolutions of (15.25) and as

such it is widely applied in contemporary quantum chemistry (McWeeny 1989).

For the analytical purposes, however, the reverse procedure can be also applied,

e.g., of using the known solutions of (15.25) to infer the properties of matrices

(Bochevarov and Sherrill 2007).

This partitioning also provides a framework for discussing the solutions of the

partial internal and external eigenvalue problems in the subsystem resolution

(Nalewajski and Korchowiec 1997; Nalewajski and Michalak 1996, 1998;

Nalewajski et al. 1994b, 1996a):

OyHiO ¼ h ¼ fhmdm;ng ¼ fhXdX;Yg; OyO ¼ I;

Hi ¼ fHX;XdX;Yg; O ¼ fOXdX;Yg; OX ¼ OX;T
m ¼ xX

�� m� �� �
;

(15.28)

UyHeU ¼ e ¼ fekdk;lg;
He ¼ fHX;Yð1� dX;YÞg; U ¼ UT

k

� �
; UyU ¼ I:

(15.29)

The former determines the decoupled eigensolutions of the two diagonal blocks

in H,

HA;AOA;T
m ¼ hAmO

A;T
m and HB;BOB;T

n ¼ hBnO
B;T
n ; (15.30)

while the solutions of the latter satisfy the coupled equations:

0A;A HA;B

HB;A 0B;B

" #
UA;T

k

UB;T
k

" #
¼ ek

UA;T
k

UB;T
k

" #
or

HA;BUB;T
k ¼ ekU

A;T
k and HB;AUA;T

k ¼ ekU
B;T
k :

(15.31)
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A straightforward elimination of one component in the two preceding equations,

UA;T
k ¼ e�1

k HA;BUB;T
k ; UB;T

k ¼ e�1
k HB;AUA;T

k ; (15.32)

then gives the following effective external eigenvalue problems for each

subsystem,

HA;BHB;AUA;T
k � F

eff
A UA;T

k ¼ e2kU
A;T
k and

HB;AHA;BUB;T
k � F

eff
B UB;T

k ¼ e2kU
B;T
k : (15.33)

These vectors determine both components of kth eigenvector in

U ¼ UT
k ¼ x j kh i ¼ xA

�� k� � ¼ UA;T
k

xB j kh i ¼ UB;T
k

" #( )
; (15.34)

with the symmetrical effective external operators of molecular fragments defined

by the respective diagonal blocks of the squared external part of H, (He)2:

ðFeff
X ÞT ¼ F

eff
X ¼ ðHeÞ2X;X; X ¼ A;B:

Multiplying from the left (15.31) by HB,A and HB,A, respectively, also gives

F
eff
B UB;T

k ¼ ekHB;AUA;T
k ; F

eff
A UA;T

k ¼ ekHA;BUB;T
k ; (15.35)

and hence the alternative expressions for one component in terms of the other:

UA;T
k ¼ ekðFeff

A Þ�1
HA;BUB;T

k ; UB;T
k ¼ ekðFeff

B Þ�1
HB;AUA;T

k : (15.36)

It follows from (15.33) that the two subsystem components (UA
k ;U

B
k ) of the

external mode Uk are the eigenvectors of the effective fragment-operators

Feff
A ða	 aÞ and Feff

B ðb	 bÞ, where for definiteness we assume a 
 b, which
exhibit the same squared external eigenvalue e2k . Together these operators define the
block-diagonal (externally decoupled) effective operator for the system as a whole,

Feff ¼ fFX
eff dX;Yg ¼ ðHeÞ2;

the eigenvalue equation of which reads:

FeffUT
k ¼ ðHeÞ2UT

k ¼ e2kU
T
k or UyðHeÞ2U ¼ «2 ¼ fe2kdk;lg: (15.37)

Therefore, the external modesU can be determined via the diagonalization of the

already intersubsystem decoupled operator (He)2, which amounts to the separate
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subsystem diagonalization (eigenvalue) problems of (15.33). In the delocalized

modes, for which e2k > 0, the a eigenvectors UA
k

� �
of F

eff
A will combine with their

b conjugates UB
k

� �
among the eigenvectors of F

eff
B , which exhibit the same squared

external eigenvalue e2k , whereas the remaining b � a � 0 eigenvectors of F
eff
B will

combine with the zero component in a, thus giving rise to the B-localized (l)
channels Ul¼ ð0Al ;UB

l Þ, which are inactive in the displacement processes induced

by the perturbation He ¼ DH � H�Hi. It can be verified using (15.29) that the

external eigenvalues of such localized external modes identically vanish:

el ¼ U�
lH

eUT
l ¼ 0:

In the hardness-decoupling scenario of the reactive system R ¼ A- - - -B the

B-localized solutions can only internally polarize B, playing no part in the CT

between the two reactants. Similarly, in the NOCV eigenvalue problem for DP such

natural orbitals do not participate in the interfragment redistribution of electrons,

which accompanies the bond-formation process. This general structure of U is

summarized in Fig. 15.1.

Pairs of the mutually orthogonal, Fe-degenerate modes (Uk, U�k), k ¼ 1, 2, .., A,
for the complementary eigenvalues (ek > 0, �ek < 0) of He, respectively,

|−k 〉 | k 〉 | l 〉
a 2a n = a + b

〈 A| A,T
−kU

B,T
−kU B,T

kU

A,T
kU Ul

A
= {0l

A,T A,B –A}= 0

〈 B | UB
l l= {U B,T} 

R0→R Active R0→R Inactive

e–k<0 ek>0 el = 0

Fig. 15.1 The block structure of the eigenvector matrix U ¼ xjjh i determining the external
modes jj i ¼ xj iU¼ �kj i; kj i; lj ið Þ, including the delocalized vectors j�ki and jki, determined

by the complementary columns of expansion coefficients ðUT
�k;U

T
k Þ, k ¼ 1, 2, . . ., a, for the

negative and positive eigenvalues, respectively, which are active in the R0 ! R transition, and

the B-localized vectors jli, which remain inactive in the chemical change induced by the

intersubsystem coupling
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HeUT
k ¼ ekUT

k and HeUT
�k ¼ �ekUT

�k � e�kU
T
�k; (15.38)

are represented by the symmetric (“bonding”) and antisymmetric (“antibonding”)

combinations of the subsystem components UA
k and UB

k , which constitute the

independent, mutually orthogonal eigensolutions of Feff ¼ (He)2 corresponding to

the same squared external eigenvalue e2k :

Uk ¼ ðUA
k ; U

B
k Þ; U�k ¼ ðUA

k ;�UB
k Þ � ðUA

�k; U
B
�kÞ: (15.39)

The external modes (eigenvectors of He) active in the transition R0 ! R exhibit

intermediate degrees of the interfragment delocalization between the localized
internal modes of both fragments [eigenvectors of Hi (15.28) and (15.30)] and the

fully delocalized molecular modes [eigenvectors of H ¼ Hi + He (15.25)]. For

example, the IRM in illustrative chemisorption complexes have been found to be

more localized, compared to PNM of the whole reactive system (Nalewajski

and Korchowiec 1997; Nalewajski and Michalak 1996, 1998; Nalewajski et al.

1996a). Similarly, the NOCV exhibit a relative localized character compared to

less polarized canonical MO (Mitoraj 2007; Mitoraj and Michalak 2005, 2007;

Mitoraj et al. 2006, 2007).

The interpretative advantage of the external modes of the Hermitian operators,

however, lies in their applications to the interaction/coupling between a small

subsystem A and its much larger molecular environment B in R, when b >> a.
Then, only a small number of 2a external modes (see Fig. 15.1) is active in the

promolecule ! molecule transition, with a large number of the remaining n � 2a
inactive (B-localized) modes describing the response of the environment to this

chemical displacement. Therefore, the external eigenvectors give a much more

compact description of this bond-formation processes between a small and

large reactants, compared to the eigenvectors of the whole matrix (Nalewajski

and Korchowiec 1997; Nalewajski and Michalak 1996, 1998; Nalewajski et al.

1996a).

15.5 Complementary Decoupling Schemes of Molecular

Hardness Tensor

Yet another issue in CSA, which deals with the internal and external decoupling of

the symmetric hardness tensor h ¼ hi + he or its separate internal (hi) and external

(he) contributions, involves the complementary partial transformations of the

representation basic vectors (atomic modes), the product of which brings about

the complete diagonalization (decoupling) of the whole hardness matrix (15.23).

For example, the initial (internal) decoupling transformation R ¼ {RXdX,Y} of hi

(15.28),
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RyhiR ¼ aðdiagonalÞ; RyR ¼ I; (15.40)

defines the associated complementary “rotation” CR, such that RCR ¼ C or CR ¼
R{C. Similarly, the initial external transformation W, which decouples he (15.29),

WyheW ¼ bðdiagonalÞ; WyW ¼ I; (15.41)

generates the complementary transformation CW in C ¼ WCW: CW ¼ W{C. All

these unitary matrices represent the associated “rotations” of the underlying (atomic)

basis vectors (Nalewajski 1991, 1992, 1993a; Nalewajski and Korchowiec 1989a, b,

1991, 1997; Nalewajski and Michalak 1996, 1998; Nalewajski et al. 1988, 1994b,

1996a), giving rise to the collective (delocalized) charge displacement modes of

molecular fragments in M ¼ (A, B) or AIM in the whole molecular system M.

The initial internal decoupling R brings about the diagonalization of only

the intrafragment blocks of h. This transformation generates the (nondiagonal)

intermediate hardness tensor:

hint ¼ RyhR ¼ Ryðhi þ heÞR ¼ aþ RyheR; (15.42)

the eigenvalue problem of which defines the complementary rotation CR [see

(15.23)]:

C
y
RhintCR ¼ C

y
RaCR þ CyheC ¼ CyhC ¼ cðdiagonalÞ � fcXdX;Yg: (15.43)

In the same way the initial external decoupling transformation W generates the

associated intermediate hardness tensor

hext ¼ WyhW ¼ Wyðhi þ heÞW ¼ WyhiWþ b; (15.44)

the eigenvalue problem of which determines its complementary rotation CW:

C
y
WhextCW ¼ C

y
WbCW þ CyhiC ¼ CyhC ¼ c: (15.45)

Expressing the overall eigenvalue problem of (15.23) in terms of these partial

internal and external decoupling transformations and their respective complemen-

tary rotations gives:

CyhC ¼ Cyðhi þ heÞC ¼ C
y
RðRyhiRÞCR þ C

y
WðWyheWÞCW

¼ C
y
RaCR þ C

y
WbCW ¼ c:

(15.46)

This equation partitions the overall diagonalization of the hardness matrix into

contributions involving the complementary rotations of the tensor internal and

external eigenvalues a and b: the former are transformed using the external
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complement CR of the primary internal decoupling transformation, while the latter

require the internal complement CW of the primary external transformation. This

grouping relation, for combining the results of the external and internal eigenvalue

problems into eigensolutions of the whole matrix, complements (15.27)] of

L€owdin’s partitioning technique.

We finally observe that the external decoupling can be also formulated with

reference to the total hardness tensor (Nalewajski and Korchowiec 1997;

Nalewajski et al. 1994b, 1996a), by requiring the vanishing off-diagonal coupling
blocks in the transformed hardness matrix. However, this requirement does not

specify the transformation uniquely, so that additionalMaximum Overlap Criterion
(MOC) has been used in the past to fully specify such a scheme. Another example

of such a transformation is provided by the product transformation ~U ¼ CR, which

“removes” the off-diagonal charge couplings in the resulting hardness tensor

(Nalewajski et al. 1994b, 1996a):

RyðCyhCÞR ¼ RycR ¼ fRXycXRXdX;Yg: (15.47)

15.6 Hardness/Softness Principles in Chemistry

There are several general rules governing the behavior/stability of molecular

systems, which have been formulated in terms of the system global hardness/

softness quantities established in the Conceptual DFT (CDFT) approach. The

most notable is the HSAB principle of Pearson (1973, 1997), that “Hard (H) acids

(A) prefer to coordinate hard bases (B) and soft (S) acid prefer to coordinate soft

bases for both their thermodynamic and kinetic properties,” which has been subse-

quently justified theoretically within CDFT (Parr and Pearson 1983; Nalewajski

1984). The related Symbiosis HSAB rule of Jørgensen (1964), formulated for

transition metal complexes, that H(S) ligands in the metal coordination sphere

enhance tendency of the central metal ion to coordinated more H(S) ligands, can

be also justified using the hardness/softness descriptors of molecules (Nalewajski

1989b, 1990). Other reactivity trends, e.g., trans (cis) directing influence of ligands
(Basolo and Pearson 1958; Chatt et al. 1955; Cotton and Wilkinson 1960) can be

also qualitatively predicted within CDFT description (Nalewajski 1993a). Another

famous example is the Maximum Hardness (MH) principle, that there seems to be

a rule of nature that molecules arrange themselves so as to be as hard as possible

(Parr and Chattaraj 1991). Theoretical proof of this rule makes use of the FDT of the

classical statistical mechanics for the grand-ensemble (at constant chemical poten-

tial and temperature). It has also been shown that the most stable metallic cluster

may be characterized as exhibiting highest value of the chemical hardness (Alonso

and Balbás 1993). Of similar physical content is the minimum-electrophilicity

principle (Noorizadeh 2007; Chattaraj 2007), that a natural direction of a chemical
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reaction is toward a state of the minimum electrophilicity. In other words, at

equilibrium chemical systems generate species with the lesser electrophilicity,

with more stable isomers corresponding to lesser electrophilicity values.

Since the chemical hardness measures the HOMO–LUMO gap in MO energies

[see Fig. 7.1 and (7.224)], the structural importance of one is synonymous with

importance of the other. One of the notable applications of this idea is to provide a

quantitative measure of aromaticity (Zhou et al. 1988; Zhou and Parr 1989, 1990;

Zhou and Novangul 1990), the elusive characteristics of several cyclical compounds

exhibiting highly conjugated p-bonds, giving rise to enhanced electron delocalization
in closed circuits in two or three dimensions (e.g., Krygowski and Cyrański 2001;

Matito et al. 2009; Zubarev et al. 2009). This property is not directly measurable and

is usually characterized indirectly by complementary measurable properties (struc-

tural, magnetic, energetic, electronic, etc.) that reflect some manifestations of

the system aromatic character. The aromatic compounds are thermodynamically

more stable, when compared to their nonaromatic acyclic counterparts. They

exhibit higher delocalization energy, a preference for the hydrogen-substitution

reactions, compared to addition reactions, which imply a destruction of the

conjugated p-electron system. For example, the activation-hardness concept,

marking the hardness change from reactants to TS of the electrophilic aromatic

substitution reaction, has been established. Other things being equal, this process

is facilitated by the softer reactants and harder TS (smaller activation-hardness).

The FF index, the relative (unity-normalized) local softness descriptor, f(r) ¼
s(r)/S (Parr and Yang 1984; Yang et al. 1984; Ayers and Levy 2000) carries within

DFT the same physical information as do the frontier-electron (FE) densities of

Fukui (1975, 1987). The three different types of this local reactivity criterion apply

to different types of reactivity phenomena, with f+(r) (15.19) governing the nucleo-
philic attack, f�(r) (15.20) governing the electrophilic attack, and their arithmetic

average being used as an adequate indicator of the radical attack preference (e.g.,

Ayers et al. 2009). Specific algorithms for calculating DFT-based reactivity indices

have been developed (Nalewajski and Korchowiec 1997; Nalewajski et al. 1996a;

Michalak et al. 1999; Ayers 2001; De Proft and Tozer 2009).

The site selectivity for metals in chemisorption and catalysis, determined by

low-energy density fluctuations (Falicov and Somorjai 1985), can be also regarded

as reflecting trends in the local softness (Yang and Parr 1985). Fundamental for the

science of chemistry also are the variational principles for the chemical reactivity

(Ayers and Parr 2000, 2001).

15.7 Conclusion

The reaction force approach of Politzer and collaborators has been summarized and

the associated partition of the reaction and activation energies of the IRC energy

profile has been introduced. The displacements in the electronic structure of

reactants in the chemical reaction can be also characterized using the bond-order
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and valence concepts (Lendvay 2009). The information descriptors of elementary

chemical reactions recently generated in the Granada group for the complementary

position and momentum-space descriptions have been shown to extract more

details of the reaction mechanism compared to the reaction energy profile alone.

They identify the regions where the bond-breaking and bond-forming actually

occur. The distinction between the concerted and disconcerted reactions can be

properly diagnosed using these entropy/information plots which thus provide

sensitive probes into the mechanisms of elementary chemical processes.

In addition to CS introduced in preceding chapters, examples of the combined

reactivity indicators, e.g., the electrophilicity and nucleophilicity descriptors of

the molecular system as a whole and its constituent parts, have been briefly

summarized. Such derived reactivity indices for specific reactivity problems are

useful in the QSPR analysis of reactivity features by capturing in a single concept

the phenomenon in question. The maximum hardness and related general principles

of the molecular electronic structure and their theoretical justifications in the CDFT

have been summarized and the use of the hardness/softness (FF) concepts in

tackling the aromaticity problem and the single-reactant reactivity preferences

has been surveyed.

As we have already emphasized in the preceding chapter, the complete set of CS

for the current representation under consideration, which recognizes the actual

experimental conditions, is needed to describe the real reactivity mechanisms in

bimolecular systems. Indeed, the system responses to displacements in the hypotheti-

cal macroscopic (infinitely soft) reservoir can be hardly treated as reflections of

the real molecular responses to the presence of another molecule. In a sense

CS, the normalized responses (per unit perturbations) can be only regarded as

determining the right chemical “vocabulary” from which a sensible “sentences”

about true reactivity events can be formulated. As we have also seen in the illustrative

example of Sect. 14.6, in order to connect even to the simplest bimolecular reactivity

in the collinear collision between an atom and diatomic molecule, the CSA descrip-

tion calls for a quite complicated “language” using many such elementary chemical

concepts, which remain strongly coupled along the reaction coordinate.

To summarize, only the complete sensitivity description of real reactivity phe-

nomena, including all interactions between the system electronic and geometric

degrees-of-freedom, say at the second-order of the perturbational (Taylor) expan-

sion, can safeguard the adequacy of such an approach to molecular behavior. Thus,

selecting a single response as indicative of the particular reactivity trend (phenom-

enon) represents a risky and somewhat biased approximate strategy, which cannot

guarantee a preservation of the right energetical hierarchy of the compared effects.

As a result the list of successes of such a simplified, qualitative approach is

accompanied by a substantial body of its failures.

From the purist point of view such “theories” should be more appropriately

classified as simple theoretical models of reactivity. These simplified, qualitative

approaches, which neglect the actual size of the perturbation created by the presence

of the attacking agent in the bimolecular reactive system, are sometimes classified as

CDFT, since they are based upon the basic DFT premise that the electronic density
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and its standard responses (derivatives) are sufficient to understand and determine the

chemical reactivities of molecules. They nonetheless allow chemists to unite diverse

reactivity behaviors in general structural principles, e.g., the HSAB, maximum-

hardness/minimum-electrophilicity and symbiosis rules of chemistry.

Indeed, for a family of related compounds/reactions, i.e., comparable reaction

stimuli (perturbations), when some first/second-order terms can be regarded as

being approximately equal, CS can provide a decent (single-reactant) indicators of

reactivity preferences by qualitatively reflecting relative trends in the corresponding

key energy contributions. In this section we have summarized selected reactivity

indices which have been widely applied by chemists to introduce some “order” and

classification into the complicated realm of reactivity phenomena. We have already

mentioned before that the chemical hardness and softness ideas have been used

as measures of the system overall stability and reactivity, respectively, with the

local softness or FF index providing a local reactivity indicator. Such a use of CS

descriptors in CDFT in diagnosing the reactivity preferences has been recently

surveyed in several monographs (e.g., Sen and Jørgensen 1987, Sen 1993; Nalewajski

and Korchowiec 1997; Chattaraj 2009; Gatti and Macchi 2011) and review articles

(e.g., Chattaraj and Parr 1993; Nalewajski 1993a, 1994, 1995b, 1997a, b; Nalewajski

et al. 1996a; Geerlings et al. 2003; Johnson et al. 2011).

The partial eigenvalue problems of the internal and external parts of the matrix

representations of quantum-mechanical operators have been shown to generate an

attractive framework for separating the internal effects of the reactant polarization

from the associated externalCT phenomena occurring between these complementary

subsystems in the bimolecular reactive systems. It also provides the most compact

representation of the charge-couplings between AIM, the electron-transfer effects

in molecules, and offers an insightful hierarchy of the intra- and interfragment modes

in reactive systems.

The qualitative approaches presented in this section enrich the diversity of the

available tools for probing and understanding the reaction preferences and the

evolution of forces of change, when the reaction progresses along IRC. The set

of CS reactivity criteria they generate combine versatile descriptors of various

reactivity phenomena, including those reflecting the internal promotion and the

coupling between the electronic and geometric structures of molecular reactants.
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Singapore, p 325

Nalewajski RF (1990) Acta Phys Polon A 77:817

Nalewajski RF (1991) Int J Quantum Chem 40:265; Errata (1992) 43:443

Nalewajski RF (1992) Int J Quantum Chem 42:243

Nalewajski RF (1993a) Struct Bond 80:115

Nalewajski RF (1993b) J Mol Catal 82:371

Nalewajski RF (1994) Int J Quantum Chem 49:675

Nalewajski RF (1995a) Int J Quantum Chem 56:453

Nalewajski RF (1995b) In: Gross EKU and Dreizler RM (eds) Proceedings of the NATO ASI on

density functional theory. Plenum, New York, p 339

Nalewajski RF (1997a) Int J Quantum Chem 61:181

Nalewajski RF (1997b) In: Mortier WM, Schoonheydt RA (eds) Developments in the theory of

chemical reactivity and heterogeneous catalysis. Research Signpost, Trivandrum, p 135

Nalewajski RF (2002d) In: Sen KD (ed) Reviews of modern quantum chemistry: a celebration of

the contributions of Robert G. Parr, vol 2. World Scientific, Singapore, p 1071

References 673



Nalewajski RF (2003a) Adv Quant Chem 43:119

Nalewajski RF (2006g) Information theory of molecular systems. Elsevier, Amsterdam

Nalewajski RF (2009a) In: Chattaraj PK (ed) Chemical reactivity theory: a density functional

view. Taylor and Francis, London, p 453

Nalewajski RF (2009h) J Math Chem 45:607

Nalewajski RF, Broniatowska E (2003a) J Phys Chem A 107:6270

Nalewajski RF, Broniatowska E (2003b) Chem Phys Lett 376:33

Nalewajski RF, Korchowiec J (1989a) Acta Phys Polon A76:747

Nalewajski RF, Korchowiec J (1989b) J Mol Catal 54:324

Nalewajski RF, Korchowiec J (1991) J Mol Catal 68:123

Nalewajski RF, Korchowiec J (1997) Charge sensitivity approach to electronic structure and

chemical reactivity. World-Scientific, Singapore

Nalewajski RF, Michalak A (1996) J Phys Chem 100:20076

Nalewajski RF, Michalak A (1998) J Phys Chem 102:636
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and chemical structure. Elsevier, Amsterdam, p 287

Cooper DL, Gerratt J, Raimondi M (1990b) In: Gutman I, Cyvin SJ (eds) Advances in the theory of

benzenoid hydrocarbons. Top Curr Chem 153:41

Cortona P (1991) Phys Rev B 44:8454

Cotton FA, Wilkinson G (1960) Advanced inorganic chemistry. Interscience, New York

Coulson CA, Fischer I (1949) Philos Mag 40:386

Coulson CA, Longuet-Higgins HC (1947a) Proc R Soc A Lond 191:39

Coulson CA, Longuet-Higgins HC (1947b) Proc R Soc A Lond 192:16

Daudel R (1969) The fundamentals of theoretical chemistry. Pergamon, Oxford

Daudel R (1974) The quantum theory of the chemical bond. D. Reidel, Dordrecht

Davidson ER (1969) J Math Phys 10:725

Davidson ER (1972a) Rev Mod Phys 44:451

Davidson ER (1972b) Adv Quant Chem 6:235

Davidson ER (1974) In: Daudel R, Pullman B (eds) The world of quantum chemistry. Reidel,

Dordreecht, p 17

Davidson ER (1976) Reduced density matrices in quantum chemistry. Academic, New York

Davydov AS (1965) Quantum mechanics. Pergamon, Oxford

De Proft F, Tozer DJ (2009) In: Chattaraj PK (ed) Chemical reactivity theory: a density functional

view. CRC, Boca Raton, p 539

Deb BM, Ghosh SK (1982) J Chem Phys 77:342

Decius JC (1963) J Chem Phys 38:241

Dewar MJS (1969) Molecular orbital theory of organic chemistry. McGraw Hill, New York

Dewar MJS (1984) J Am Chem Soc 106:209

Dewar MJS, Dougherty RC (1975) The PMO theory of organic chemistry. Plenum, New York

678 References



Dion M, Rydberg H, Schr€oder E, Langreth DC, Lundqvist BI (2004) Phys Rev Lett 92:246401

Dirac PAM (1930) Proc Cambr Philos Soc 26:376

Dirac PAM (1967) The principles of quantum mechanics. Clarendon, Oxford

Dobson JF, Dinte BP (1996) Phys Rev Lett 76:1780

Dobson JF, Wang J (2000) Phys Rev B 62:10038

Dobson JF, Wang J, Dinte BP, McLennan K, Lee HM (2005) Int J Quantum Chem 101:579

Doniach S, Sondheim EH (1982) Green’s functions for solid state physicists. Addison-Wesley,

Redwood City

Donnelly RA (1979) J Chem Phys 71:2874

Donnelly RA, Parr RG (1978) J Chem Phys 69:4431

Dreizler RM, da Providencia J (1985) (eds) Density functional methods in physics. NATO ASI vol

123. Plenum, New York

Dreizler RM, Gross EKU (1990) Density functional theory: an approach to the quantum many-

body problem. Springer, Berlin

Dunning TH Jr (1984) J Phys Chem 88:2469

Dunning TH Jr, Hay PJ (1977) In: Schaefer III HF (ed) Methods of electronic structure, vol 3.

Plenum, New York, p 1

Edmiston C, Ruedenberg K (1963) Rev Mod Phys 32:457

Ellison FO (1965) J Chem Phys 43:3654

Ellison FO, Slezak JA (1969) J Chem Phys 50:3942

Ellison FO, Wu AA (1967) J Chem Phys 47:4408

Ellison FO, Wu AA (1968) J Chem Phys 48:1103

Elstner M, Hobza P, Frauenheim T, Suhai S, Kaxiras E (2001) J Chem Phys 114:5149

Engel E (2003) In: Fiolhais FNC, Marques MAL (eds) Lecture notes in physics, vol 620. Springer,

Berlin, p 56

Engel E, Dreizler RM (1996) Density functional theory ii: relativistic and time dependent

extensions. In: Nalewajski RF (ed) Topics in current chemistry, vol. 181. Springer, Berlin, p 1

Engel E, M€uller H, Speicher C, Dreizler RM (1995) Density functional theory, NATO ASI, vol

337. Plenum, New York, p 65

Engel E, H€ock A, Dreizler RM (2000) Phys Rev A 61:032502

Epiotis ND (1978) Theory of organic reactions. Springer, Berlin

Epstein ST, Hurley AC, Wyatt RE, Parr RG (1967) J Chem Phys 47:1275

Ernzerhof M (1996) Chem Phys Lett 263:499

Ernzerhof M, Perdew JP, Burke K (1996) Density functional theory I: functionals and effective

potentials. In: Nalewajski RF (ed) Topics in current chemistry, vol 180. Springer, Berlin, p 1

Esquivel RO, Rodriquez AL, Sagar RP, Hõ M, Smith VH Jr (1996) Phys Rev A 54:259

Esquivel RO, Flores-Gallegos N, Iuga C, Carrera E, Angulo JC, Antolı́n J (2009a) Phenomeno-

logical description of selected elementary chemical reaction mechanisms: an information

theoretical study. Phys Lett A (in press)

Esquivel RO, Flores-Gallegos N, Iuga C, Carrera E, Angulo JC, Antolı́n J (2009b) Theor Chem

Acc 124:445

Eyring H (1935) J Chem Phys 3:107

Eyring H, Walter J, Kimball GE (1958) Quantum chemistry. Wiley, New York

Falicov LM, Somorjai GA (1985) Proc Natl Acad Sci USA 82:2207

Fan L, Ziegler T (1992) J Am Chem Soc 114:10890

Fermi E (1928) Z Phys 48:73

Feynman RP (1939) Phys Rev 56:340

Fiethen A, Heßelmann A, Sch€utz M (2008) J Am Chem Soc 130:1802

Fisher RA (1922) Philos Trans R Soc A (Lond) 222:309

Fisher RA (1925) Proc Camb Philos Soc 22:700

Fisher RA (1959) Statistical methods and scientific inference, 2nd edn. Oliver and Boyd, London

Fl€ugge S (1974) Practical quantum mechanics. Springer, New York

Fock VA (1930) Z Phys 61:126

References 679



Fock VA (1986) Fundamentals of quantum mechanics. Mir, Moscow

Freed KF (1971) Annu Rev Phys Chem 22:313

Frieden BR (2000) Physics from the Fisher information – a unification. Cambridge University

Press, Cambridge

Frieden BR, Soffer BH (2010) Weighted fisher informations, their derivation and use. Phys Lett A

(in press)

Froese-Fischer C (1977) The Hartree-Fock method for atoms. Wiley, New York

Fuchs M, Gonze X (2002) Phys Rev B 65:235109

Fuentalba P, Guerra D, Savin A (2009) In: Chattaraj PK (ed) Chemical reactivity theory: a density

functional view. CRC, Boca Raton, p 281

Fujimoto H, Fukui K (1974) In: Klopman G (ed) Chemical reactivity and reaction paths. Wiley-

Interscience, New York, p 23

Fukui K (1975) Theory of orientation and stereoselection. Springer, Berlin

Fukui K (1981) Acc Chem Res 14:363

Fukui K (1987) Science 218:747

Furche F (2001) Phys Rev B 64:195120

Furche F (2008) J Chem Phys 129:114105

Gadre SR (1984) Phys Rev A 30:620

Gadre SR (2002) In: Sen KD (ed) Reviews of modern quantum chemistry: a celebration of the

contributions of Robert G. Parr, vol 1. World Scientific, Singapore, p 108

Gadre SR, Balanarayan P (2009) In: Chattaraj PK (ed) Chemical reactivity theory: a density

functional view. CRC, Boca Raton, p 55

Gadre SR, Bendale RD (1985) Int J Quantum Chem 28:311

Gadre SR, Sears SB (1979) J Chem Phys 71:4321

Gadre SR, Shirsat RN (2000) Electrostatics of atoms and molecules. Universities Press,

Hyderabad

Gadre SR, Bendale RD, Gejii SP (1985a) Chem Phys Lett 117:138

Gadre SR, Sears SB, Chakravorty SJ, Bendale RD (1985b) Phys Rev A 32:2602

Galli G, Parinello M (1992) Phys Rev Lett 69:3547

GAMESS General Atomic and Molecular Electronic Structure System; Schmidt MW, Balridge

KK, Boatz JA, Elbert ST, Gordon MS, Jensen JH, Koseki S, Matsunaga N, Nguyen KA, Su S,

Windus TL, Dupuis M, Montgomery JA (1993) J Comput Chem 14:1347
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Krygowski TM, Cyrański MK (2001) Chem Rev 101:1385

Kucharski SA, Bartlett RJ (1986) Adv Quant Chem 18:281

Kullback S (1959) Information theory and statistics. Wiley, New York

Kullback S, Leibler RA (1951) Ann Math Stat 22:79

K€ummel H (1969) Nucl Phys 22:177

K€ummel S, Kronik L (2008) Rev Mod Phys 80:1

K€ummel S, Perdew JP (2003) Phys Rev B 68:035103

Kuntz PJ (1979) In: Bernstein RB (ed) Atom-molecule collision theory – a guide for the

experimentalist. Plenum, New York, p 79

Kutzelnigg W (1963) Theor Chim Acta (Berl.) 1:327

Kutzelnigg W (1977) In: Schaefer III HF (ed) Methods of electronic structure theory, vol 3.

Plenum, New York, p 129

Langhoff SR, Davidson ER (1974) Int J Quantum Chem 8:61

Langreth DC, Mehl MJ (1981) Phys Rev Lett 47:446

Langreth DC, Perdew JP (1975) Solid State Commun 17:1425

Langreth DC, Perdew JP (1977) Phys Rev B 15:2884

Lee C, Yang W, Parr RG (1988) Phys Rev B 37:785

Leininger T, Stoll H, Werner H-J, Savin A (1997) Chem Phys Lett 275:151

Lendvay G (2009) In: Chattaraj PK (ed) Chemical reactivity theory: a density functional view.

CRC, Boca Raton, p 303

Levine RD (1978) Annu Rev Phys Chem 29:59

Levine IN (1983) Quantum chemistry. Allyn and Bacon, Boston

Levy M (1979) Proc Natl Acad Sci USA 76:6062

Levy M (1982) Phys Rev A 26:1200

Levy M (1987) In: March NH, Deb BM (eds) Single particle density in physics and chemistry.

Academic, London, p 45

Levy M, Perdew JP (1985) In: Dreizler RM, da Providencia J (eds) Density functional methods in

physics. Plenum, New York, p 11

Levy M, Perdew JP (1993) Phys Rev B 48:11638

Levy M, Perdew JP (1997) Phys Rev B 55:13321

Lewis GN (1916) J Am Chem Soc 38:762

Lieb EH (1982) In: Feshbach M, Shimony A (eds) Physics as natural philosophy; Essays in Honor

of Laszlo Tisza on His 75th birthday. MIT, Cambridge, p 111. For a revised version see: Lieb

EH (1983) Int J Quantum Chem 24:243; In: Dreizler RM and da Providencia J (eds) Density

functional methods in physics. Plenum, New York, p 31

Lin I-C, R€othlisberger U (2008) Phys Chem Chem Phys 10:2730

Lin I-C, Continho-Neto MD, Felsenheimer C, von Lilienfeld OA, Tavernelli IA, R€othlisberger U
(2007) Phys Rev B 75:205131

Linderberg J (1977) Int J Quantum Chem 12(suppl 1):267

Liu S (2009) In: Chattaraj PK (ed) Chemical reactivity theory: a density functional view. CRC,

Boca Raton, p 179

Liu S, Parr RG (1997) J Chem Phys 106:5578

London F (1928) Z Phys 46:455

684 References



Longuet-Higgins HC (1961) Adv Spectrosc 2:429
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Index

A

Ab initio theories 187, 326ff

Acidic reactant, fragment 159, 562, 563,

567, 568

Acid–base interaction, complex, see: Donor-
acceptor (DA) interaction

Acids and bases, see: Hard/Soft Acids and
Bases (HSAB) principle

Acid–base complex, see: Donor-Acceptor
(DA) interaction/complexes

Action integral 350, 403

exchange-correlation part in TDDFT 351

exchange only 352

noninteracting 351

stationary action principle 350ff,

403, 406; see also: Schr€odinger
equation

Activation energy 653

reaction-force partitioning 653

relation to early and late barriers; see:
Hammond postulate

Additive/nonadditive components of

bond orders, see: Chemical bond, Wiberg

index

density functionals 345, 346

energy contributions 345, 575ff

information channels 491ff

information measures 428–430, 436ff; 462,

463; see also: Contra-Gradience (CG)
Adiabatic approximation, see: Born-

Oppenheimer (BO) separation

Adiabatic connection 284ff, 323ff, 341ff

Ambident reactivity 562

Angular momentum 95ff

commutation relations 75, 95, 97, 100

eigenvalue problems 76, 97, 99, 100; see
also: Spherical harmonics

operators 75

in spherical coordinates 96, 97

Anion/cation systems 301, 302

Anticommutator 221ff

Antisymmetrizer 131ff, 170, 171

Antisymmetry principle, see: Pauli/exclusion
principle

Aromaticity 669

Atom-diatom limit 628ff

in atom exchange reaction 628, 630, 641

Atomic Orbitals (AO) 105ff; see also: Basis
functions

Atomic Promolecule (AP) 373, 374, 415

Atomic units 109

Atoms-in-Molecules (AIM); see also: Bonded
atoms

Moffitt’s theory 204

B

Basic reactant, fragment 159, 562, 563,

567, 568

Basis functions 32ff

Gaussian-Type Orbitals (GTO) 119, 164

primitive 164

contractions 164, 171

integrals 165

orthogonalization 67ff, 165; see also:
L€owdin/orthogonalization, Schmidt

orthogonalization

Slater-Type Orbitals (STO) 119, 164

Basis set representations 32ff, 164

complete set 32ff, 39, 40ff, 170

extended set 164, 171, 172

polarization functions 164, 172

split valence 184

minimum set 164, 171
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Basis Set Superposition Error (BSSE) 172, 193

see also: Counterpoise correction
Benzene p bond multiplicities 528–530

bridge interactions 528–530

cascade communications 532–535

direct entropies 535, 536

direct interactions 528

communications 532

Bimolecular reactive system 585ff, 628ff; see
also: Acid–base complex, Donor-

Acceptor (DA) interaction/complexes

charge sensitivity descriptors 586–590

condensed 593, 594

in situ 595–599

equilibria in reactants 585–587, 591

externally closed/open 585, 586

internal in mutually closed subsystems

576ff

reaction stages 585, 586

Binary Entropy Function (BEF) 383, 384, 502

Bohr

model of hydrogen atom 7, 104

Correspondence Principle 8, 10, 12, 86

Bond dissociation problem 169, 170, 174,

175, 239

Bonded atoms 453ff, 561; see also: Atoms-in-

Molecules (AIM)

as embedded entities 575, 576

as Kantian noumenons 561

Bader definition 455, 561

chemical potential equalization 470

density differences 465–469

effective external potential 473, 574, 575

entropy deficiency 459, 460

entropy displacement 465–469

from minimum entropy deficiency

principles

local 461ff

global 462ff

from two-electron stockholder principle

463, 464

Hirshfeld definition, see: Hirshfeld atoms,

Stockholder rule

charge sensitivities in terms of share

factors 469–478

information densities 464–467

in diatomics 458, 459

in Information Theory 460ff, 561, 562

importance of entropic principles 471

need for the concept 453–455, 561, 562

net charges 459, 460; see also: Mulliken/

L€owdin population analyses

polarization/charge-transfer changes 420ff,

440–450, 454

Bond-Energy�Bond-Order (BEBO) method

630

bond-order conservation 630

Minimum Energy Path 641

CS descriptors 642–645

perpendicular/tangent directions 642

Pauling’s relation 630

Bond length variation rules of Gutmann 511

Bond multiplicity 425ff, 487, 489

between AIM 518, 520–523

bond order 425ff, 487, 489, 501, 502,

506–509, 517ff, 528–531

competition between components

IT perspective 488ff

virial theorem perspective 440

conservation 490ff, 502

direct/indirect 426, 520–522, 528ff

for direct bonds 425ff, 528, 530

for indirect bonds 426, 520, 521, 528–531

in communication theory 489

in Molecular Orbital (MO), see: Quadratic
bond multiplicities, Wiberg index

in propellanes 427, 428

of localized bonds 487, 502–509

overall in IT 489

Bond projection 516, 517, 544; see also:
Charge-and-Bond-Order (CBO) matrix

atomic 521, 522

bonding overlaps

direct 516, 517–519

indirect 518–521

of basis functions 516, 517

Bonding/nonbonding regions in molecules 418,

422, 432–435, 440–450, 464; see also:
Contra-Gradience (CG)

Born-Oppenheimer (BO) separation,

53, 125ff

effective nuclear problem 128, 129, 410
diagonal kinetic correction 128, 410

electronic Hamiltonian 127

eigenvalue problem 127, 128

factorization of wave function 126

information-theoretic derivation 407ff

perturbational criterion 129

potential 128, 570, 606; see also: Potential
Energy/surface (PES) in BO separation

probability distributions 126

vibronic coupling effects 129, 130, see also:
Hamiltonian/electronic

Born probabilistic interpretation 13, 54, 55

Bridge bonds, see: Chemical bond/implicit

bridge mechanism, through-bridge
contributions

Brillouin theorem 190, 196
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Butadiene p bond multiplicities 530, 531

direct interactions 530

bridge interactions 530, 531

C

Cascade communications 542ff

amplitude interference 543

orders 542

Causality 15

Centre of Mass (CM) motion 93–98

reduced mass 94

Charge-and-Bond-Order (CBO) matrix 165,

166, 207, 435, 436, 485, 516

amplitudes of orbital communications 486,

540–543, 546–548

superposition 543, 548, 553

idempotency relation 485, 546

as chain-rule identity 544, 546

in orthogonalized basis 166

indicators of chemical bonds 436, 506

direct, see: Wiberg index

indirect, see: Wiberg index/indirect bond

generalization

orbital dependencies in bond

subspace 545

orbital occupations/probabilities 435, 485

overlaps of AO bond projections 485, 516

see also: Density matrices/first-order

(one-electron)
projection operator 485, 661, 662

Charge distribution 264; see also:Electron
density

bond charge 418, 420, 425, 431–435,

514, 551

Charge Sensitivities (CS) 308ff, 557, 558, 670;

see also: Chemical hardness, Chemical

softness, Fukui function/electronic

as reactivity criteria 571, 670

for collective charge displacements

637–640

in situ 595–597

need for complete set of descriptors 670

of molecular subsystems 475–478,

580–582

of reactants 586–594

condensed 593, 594

principal 308ff

Charge Sensitivity Analysis (CSA) 292ff,

308ff, 609ff , 670, 671

compliant approach 607, 609–617

Charge transfer (CT) 298–300, 303–304;

see also: Donor-Acceptor (DA)
interaction/charge-transfer

amount 299, 597, 633, 636

energy 299, 598, 599

internal/external 292ff

stability criteria, see: LeChâtelier-Braun
principle of moderation, LeChâtelier

stability criterion

internal 598

external 599

regimes 599, 600

Chemical bond, see also: Bond multiplicities

charge-shift mechanism 550

direct/indirect components 426, 514ff,

517, 550

implicit bridge mechanism 543ff,

550, 551

reflecting dependence between AO

515, 546ff

through-bridge contributions 514, 515
through-bridge contributions 514

cascade information propagation

515, 518ff

through-space interactions 418, 419,
425, 488–490, 502ff, 514, 515

through-space interactions 418, 419,

425, 488–490, 502ff, 514, 515

direct AO communications,

486, 518

entropy-covalency 384, 488

information-ionicity 384, 489

in H2, LiH and NH 174, 175, 207, 208

internal/external bond components 515

local IT probes 416–426; 432—435,

440–450

quadratic order measures 425, 427, 487,

501, 502, 506–508

two-orbital model 434ff, 490, 501, 502

Chemical concepts 453ff

alternative perspectives 557ff

reactivity descriptors 308ff

Chemical hardness 293, 294, 610

as derivative of chemical potential 294

as disproportionation energy 294

as HOMO-LUMO energy gap 293,

300, 307,

kernel 309, 581ff

of Hirsheld AIM 475

matrix 298, 594, 627, 631–633, 642, 660,

661, 666–668

Mulliken estimate 293, 294

semiempirical estimate 307

Chemical potential, see also: Electronegativity
as negative electronegativity 263

as state parameter in compliant approach

606, 611ff

Index 697



Chemical potential (cont.)
at Slater transition states 293, 294

derivatives, see: Chemical hardness, Fukui

function/electronic

discontinuity 292ff

in electron inflow/outflow processes 306

equalization 263, 264, 575, 633, 634

global/local 263, 264

in Density Functional Theory (DFT) 263

of molecular fragments 292ff, 470, 576ff

Mulliken formula 292, 293, 306

parabolic interpolation of energy

292, 293

of AIM 470

Chemical reactivity indices 656–659; see also:
Charge Sensitivities (CS), Reactivity

theories/models

electrophilicity 657

local 659

power 657

relative 658

nucleophilicity 658

local 659

power 658

relative 658, 659

Chemical softness 308

kernel 309, 581ff

in terms of linear-response kernel 310

of Hirsheld AIM 475

reciprocity relation 310, 475

local 309

matrix 592, 594, 627, 629, 634,

representation 472

Chemical valence

Natural Orbitals for Chemical Valence

(NOCV) 661, 666

as bond-order ISM 662

operator 661, 662

Closed/open systems 218, 292ff, 304, 575, 576

Communication systems 382ff

additive/nonadditive components 491ff

alternative inputs 384

amplitude channel 538–549, 542ff

as determined by density matrix 545

communication operator 540

communication operator 540:

eigenvalue problem 540

for cascade communications 542

for cascade communications 542:

interference 543

forward/reverse communications 540

superposition in cascade

propagations 543

capacity 384

cascade of subchannels 518, 519, 525,

526, 533

deterministic 85, 86, 236

conditional probabilities 382, 523–526

elements 382

entropic descriptors 382

a priori/a posteriori entropies

382, 383

noise/flow components 382

examples 383, 490, 501

molecular channels 374, 482ff

bond covalency(scatter)/iconicity

(localization) descriptors 384, 385,

488–491

channel noise/information-flow

descriptors 379–390, 483

orbital channels from superposition

principle 486, 487, 494ff, 523ff

partial channels 501

probability reduction 484, 502

resolution levels 482

Symmetric Binary Channel (SBC)

383, 384

Communication Theory of the Chemical Bond

(CTCB) 373, 483; see also: Orbital
Communication Theory (OCT)

Commutators 29, 30, 37, 38, 70, 75–77

in time-evolution 81, 85, 86, 89–91,

401, 403

Commuting observables 35, 38

complete set 38, 71, 84, 95, 97, 101

Complementary observables 10

Compliant approach 563, 611ff, 617–627

Compton’s effect 6

Conceptual approaches in chemistry

292–300, 308–312, 453ff, 469ff,

558–571, 594ff, 606ff, 650ff, 656–662,

666–671

Conditional entropy 379, 383–386

as bond-covalency measure 384, 488, 527

in information systems 383ff, 488

of dependent probabilities 379,

380, 385ff

Conditional probabilities, see also:
Superposition principle

for molecular fragments 497ff, 502ff

heuristic approach 499, 500

for orbital communications 126ff, 180ff,

486, 487

amplitude representation 538ff, 545

cascade interpretation 518, 519, 525,

526, 542
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direct 486, 487, 490, 492, 523, 524

indirect 524–527

in atomic resolution 526

relation to Wiberg index 545

sum rules 526

for orbital subspaces 495–500

joint probabilities 497

geometrical 486, 494

physical 486, 495

scattering operator 487, 495

Configurational spaces of N electrons

momentum-spin 53ff

phase space 53

position-spin 53 ff

Configuration Interaction (CI) theory 134,

174ff, 187ff; see also: Coupled-Cluster
(CC) method, Møller-Plessett (MP)

method

cluster approximation 228, 229

cluster expansion of electronic states 228ff

cluster operators 229

compactness in NO representation 193,

202, 203

Complete Active Space (CAS) SCF 176

active/inactive/external subspaces of

MO 176

configuration functions 134, 135, 169, 174,

176, 177

electron excitations 169, 176, 178, 188,

190, 209, 212–215

involving frontier MO 178

number 176

spin-adapted 177, 178, 188

energy matrix in MO representation

190, 195

diagonal elements 139

diagonalization 179

off-diagonal elements, see: Slater
Condon rules

energy window 176, 178

expansion theorem 170, 240; see also:
Natural/orbitals, Valence Bond (VB)

theory

limiting expansion length 176–179, 189

full (FCI) 176, 187, 188, 228ff

hierarchy of CI equations 211, 214, 230

in helium atom 169

integral-driven 179

intermediate-normalization representation

209

Multi-Reference (MR) SCF, multi-

configurational (MC) SCF 176,

191–193

iterative scheme 191

orbital representations 193, 202, 203; see
also: Natural/orbitals

pair theories 203ff, 246

perturbation criterion 179

Single-Reference (SR) CI 169, 170, 176,
187ff, 190ff

CID scheme 190, 191, 208, 240

eigenvalue problems 213, 214

CISD scheme 190

size-consistency 177, 187, 191–193, 210

Davidson correction in CISD scheme

192

size-extensivity 191, 192, 194

variational/perturbational variants 177,

187; see: Møller-Plessett (MP) method

Constants of motion 85

Constrained equilibria in subsystems 576ff

charge sensitivities 580–582, 584, 585

Legendre-transforms 578, 579

variational principle 577

Euler equation 578

Constrained-search construction, see: Levy
constrained-search functional

Continuity equation

in electromagnetism 87

in quantum mechanics 87, 88, 400ff

probability current 88, 398ff

Contra-Gradience (CG) 373, 374, 429, 434ff

bond-detection criterion 373, 437–439

bonding basins 437, 438

density 436, 437, 439

electron-delocalization measure 431, 437

Fisher information origin 373, 374, 436ff

in, 2-AO model 437–439

integral 437

relation to kinetic energy of electrons 437

representative applications to molecules

439–450

Core/valence separation, see: Pseudopotential
Correlation energy

exchange-correlation functional in DFT

282, 286, 312–318, 324–326, 341,

343, 344

exchange energy in Hartree-Fock/Kohn-

Sham theories 182, 183, 317, 335

in CI theory 184

in Møller-Plessett method 196

Correlation holes 180ff, 286ff

Coulomb 183

Fermi 182, 183

in terms of pair correlation function 186

permutation invariance 185

resultant 183, 184

from adiabatic connection in DFT 286
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interaction-strength averaged 286

spherically averaged 184

spin resolved 184, 185

sum rules 181, 183–185

Correlation potential

in Kohn-Sham theory 283

in Optimized Potential Method

320–322

Coulomb correlation energy 172, 174ff, 183ff,

187ff

importance of double excitations in CI 190

Coupled-Cluster (CC) method 230ff; see also:
Configuration Interaction (CI) theory

amplitudes 230, 231

cluster operators 229

correlation energy 230

n-clusters 229
n-tuple excitations 229

Counterpoise correction 172

Creation/annihilation operators, see: Second
quantization representation

Cross entropy, see: Entropy deficiency

Cusp conditions 186, 187

correlation, 186

spin resolved 187

nuclear 186, 187

D

Davidson correction 192

Davisson-Germer experiment 8

De Broglie’s hypothesis 8

particle-wave dualism 8–15

Density displacements in molecules 415ff

density difference function 158,

417–420, 425

relation to entropy-deficiency density

417–419

horizontal/vertical 470ff, 478, 557, 561,

572–582

horizontal energy change 572, 573

Density-Functional Perturbation Theory

(DFPT) 323ff

evaluation and extensions 326

G€orling-Levy theory 323ff

correlation/exchange energies 324, 325

correlation/exchange energies 324:

MP2-like expression 326

Density Functional Theory (DFT) 256ff; see
also: Kohn-Sham (KS) theory

ab initio DFT 326–328

classical density models 260, 278

conceptual (CDFT) 292–312, 668,

670, 671

Density-Matrix Functional Theory (DMFT)

333–338

dispersion interactions, see: van der Waals

interactions

energy density functional 262, 265, 282,

286

ensemble 268, 269, 271ff

Hohenberg-Kohn 262ff

in Kohn-Sham partitioning 282

Levy functional 265, 268, 275

ensemble formulation 268, 269

mappings in grand ensemble 274, 275

theory for excited states 328ff

functional evaluation 314, 317, 319

functional generations

first, see: Local Density Approximation

(LDA), Local Spin Density

Approximation (LSDA)

second, see: Non-Local Density
Approximation (NLDA)

third, see: Optimized Potential Method

(OPM) and Optimized Effective

Potential (OEP) method

functional hierarchy, see: Perdew Jacob’s

ladder

functionals from uniform scaling 277–280

local functionals 278; see also: Local
Density Approximation (LDA)

nonlocal (NL) functionals 279, 280,

315ff; see also: Non-Local Density
Approximation (NLDA)

Hohenberg-Kohn theorems 260–266

first HK theorem 261, 262

for degenerate ground-states 266, 267

second HK theorem 263, 265, 267

in reactivity theory 307–312, 571

multi-component systems 276

nuclear cusp argument 262

orbital-dependent theories, see: Kohn-
Sham (KS) theory, Optimized Potential

Method (OPM) and Optimized

Effective Potential (OEP) method

orbital-free formulations 361

perturbational approach, see: Density-
Functional Perturbation Theory (DFPT)

property functionals 262

time-dependent generalization, see: Time-

Dependent DFT (TDDFT)

thermodynamic extension 269ff

thermal ensembles 270

variational principles 263, 265, 274, 284,

290, 291, 305, 322, 323, 329, 334

Density matrices 197ff; see also: Charge
and Bond-Order (CBO) matrix
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eigenvalue problems 200ff

AO representations of NO 201, 202

Natural Geminals (NG) 200ff

Natural Orbitals (NO) 200ff, 206, 207

NO representation of NG 206–208

first-order (one-electron) 160, 165, 198,
333, 334, 544ff

as bond overlap matrix 485, 516,

517, 539

as contraction of second-ordermatrix 335

as derivative 544, 545

normalization 198

scaled 336

in Second quantization representation 228

N-particle 197
operator 197

reduced 198

in Hartree-Fock theory 202

second-order (two-electron) 199
normalization 199

spinless 199, 200

normalizations 200

operators 200

Density-Matrix Functional Theory (DMFT)

333ff

energy functional 334ff

local functional 338

NO functionals 335ff

exact mappings 334

N-representability 335

variational principle 334

Density operator of mixed states 73–75,

81, 84

contractions 74

equation of motion 81

idempotency for pure states 74

of Slater’s transition state concept 162

Density partition problem 428, 453ff, 471ff; see
also: Bonded atoms, Atoms-in-

Molecules (AIM), Mulliken/L€owdin
population analyses

additive/nonadditive division of

functionals 428ff

of Fisher information 428, 429

of kinetic energy 428

nonuniqueness 455, 478

Density responses

AIM descriptors 475, 476

Fukui functions 477

hardnesses 475

linear-respose functions 476

softnesses 475

fluctuations in electron distributions

339, 340

linear density-density 353, 355, 356

spin-resolved 356

static 309, 321, 355

time-dependent 340, 344, 353, 354,

359, 360

Fourier-transformed 344, 354

Density/potential approaches, see: Electron
Following (EF) perspective, Electron

Preceding (EP) perspective

Dependent probability distributions in IT

378ff; see also: Communication

systems

Dirac

delta function 27–29, 39, 40

vector notation 25ff

adjoint quantities 32

Dispersion in results of measurements 67, 69–71

Dispersion interactions, see: van der Waals

interactions

Donor-Acceptor (DA) interaction 159, 292ff

charge-transfer

amount 297, 299, 595

derivative descriptors 595–597

energy 299

in diatomic 459

partial between frontier orbitals

299, 300

chemical potential equalization stages 297

complexes 292ff

CS descriptors of reactive systems 298,

299, 304

condensed 593, 594

effective 299

Fukui function vector/matrix 312, 586,

587, 589, 590, 593

global 586, 587, 588–590, 594

hardness tensor/kernel 298, 311, 312

linear-response matrix 312

of reactants 586–594

dissociation limit 303, 304

electron flows 297–300

energy 292, 294, 295, 299

in reactant resolution 311

equilibrium/stability criteria 295–299

in situ quantities 299

N-dependence 292ff
exponential interpolation 295, 296

Mulliken (parabolic) interpolation

292–295, 302

Dual space 25ff; see also: Hilbert space
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E

Ehrenfest principle 86

Eigenvalue 35ff

degenerate 36, 38, 104–105, 134, 266, 267

equation, see: eigenvalue problems

Eigenvalue problems 35–38, 66ff

common 37, 38

internal/external 493, 660–668

of communication operator 540

of overlap matrix 68

of projection operator 36

of quantum mechanical observables 66ff

see: Hermitian operators, Hilbert space,

Schr€odinger equation, stationary states

spectrum of eigenvalues 67

Electron affinity/ionization phenomena 159ff,

292ff, 301ff, 632

Electron configuration functions 134; see also:
Configuration Interaction (CI) theory

matrix elements in orbital approximation,

see also: Slater-Condon rules

diagonal energy 139

off-diagonal 140
open/closed shells/subshells 134

Electron correlation, see also: Configuration
Interaction (CI) theory, Correlation

energy, Correlation holes, Density

Functional Theory (DFT)

angular/radial in atoms 168, 169, 203

Coulomb 132–134, 167ff, 172, 173

dynamic 173

Fermi (exchange) 132, 133, 168

per electron 173, 192

static 169, 170, 173, 174

influence on bond-energy 174, 239

Electron density 56ff, 259, 411, 652

as carrier of information 372, 415ff

as conjugate of external potential 259

atomic/AIM 415, 456–459, 464, 467, see
also: Bonded atoms, Hirshfeld atoms,

Stockholder rule

density-to-potential mapping 261, 266, 349

density-to-wave�function mapping 262

density-to-density�operator mapping 268

see also: Density Functional Theory

(DFT)

difference function 415, 425

relation to entropy deficiency

density 417

discretization levels 415

ensemble-representable 267, 268, 274

fine/coarse-grained representations

454, 455

in momentum space 652

in terms of KS orbitals, see: Kohn-Sham
(KS) theory

IT-probes 415–450, 654–656

long-range behavior 323, 307, 459

molecular 415–450

normalization 56, 185

N-representable 264
nuclear cusp 259

operator 56, 227

orbital densities 158, 182, 281, 411

partition schemes 415

as vertical problem 573

promolecular, see: Atomic-Promolecule

(AP)

scaled 277

shape factor 415, 457

spherically averaged 107, 186

spin components 185, 281, 411; see also:
spin densities

stockholder division, see: Hirshfeld atoms

v-representable 263, 264
for ensembles 269

well-behaving 264

Electron distributions

N-electron 54, 62

one-electron, see: Electron density

two-electron 57ff, 180ff, 337. 430ff

correlation cusp 259

in CI theory 183, 184

in ELF 430

information interpretation 430

in Hartree theory 181

in Hartree-Fock theory 182; see:
Correlation holes

Electronegativity, see also: Chemical potential

as negative chemical potential 263

difference in CT 299, 596–598

Electronegativity equalization (EE) 263, 264,

470, 633, 634, 636

Electron Following (EF) perspective 472ff,

563, 607ff

Electronic clusters 229

Electronic energy 128, 258ff; see also: Born-
Oppenheimer (BO) separation,

Potential energy/surface, Variational

principles, Variational theory/method

in DFT 262ff, 272ff, 312–318, 329ff

in DMFT 334ff

in orbital approximation 136ff

heuristic derivation 139

in KS theory 281ff

one-electron 136ff

702 Index



pair-repulsion energies 139

two-electron 137ff

in terms of reduced density matrices

199, 200

in Second quantization representation 226

kinetic 59, 65

one-electron MO integrals 136, 138

potential 65, 66

repulsion 58

Taylor expansions 292, 299, 303, 304,

308–312

two-electron MO integrals 137, 138

Electronic Hamiltonian in adiabatic

approximation 127

identified by electron density in DFT

259–262

in Fock space 224–227

matrix elements in orbital approximation

134ff

operators

in terms of creation/annihilation

operators 225–227

in terms of field operators 227

Electronic-nuclear coupling 563, 568, 569,

605ff; see also: Gutmann rules,

Mapping transformations,

Perturbation�linear-response relations
along BEBO MEP 641–645

alternative representations 606ff

canonical 609

closed systems 606ff

combined compliance matrix 611, 612,

627, 629

combined Hessian 610, 627, 629,

631, 642

geometric softness 614

open systems 611ff

relaxed nuclear Hessian 615

compliance approach 607, 608, 617–621

compliance constants 611, 612, 622–625

as generalized softnesses 646

as reactivity indices 625–627

Minimum Energy Coordinates (MEC)

607, 618–621, 624, 625

coupling constants 606, 615–617

geometric softnesses/Fukui functions

612, 614, 615, 617, 619, 624, 630

electronically rigid/relaxed geometrical

descriptors 612 , 615

electronic/geometrical responses 605

electronic-nuclear

compliance matrix 611, 612, 627, 629

Hessian 610, 627, 629

Fukui functions

electronic 309. 580–597; see also: Fukui
Function (FF)/electronic

geometric 613, 619

nuclear 610, 619, 626; see also: Nuclear
Fukui Function (NFF)

geometric

compliants 613

description of nuclear vibrations 607

Hessian 609

geometrically relaxed CS 612, 613, 627

geometrically rigid CS, see: Charge
Sensitivities (CS)

in molecular phenomena 607

atom-diatom collisions 628ff

chemical reactions 625–627

conformational changes 621–623

Electron Localization Function (ELF) 373,

428, 430ff

examples 431–435

in atoms 431

molecular 432–435

Information Theoretic (IT) interpretation

430

IT-ELF 428, 431–435

Electron number operator, see: Second
quantization representation

Electron pair-densities 57–59; see also:
Electron distributions/two-electron

Electron reservoirs 297, 298

Electron pair theories 203ff

Antisymmetrized Product of Strongly

Orthogonal Geminals (APSG) 205ff

energy expression 206

NO expansion of geminals 206, 207

strong orthogonality condition 205, 206

variational wave function 205

Coupled Cluster (CC) theories 212, 218

linear variant 217

Coupled Electron Pair Approximation

(CEPA) 212, 217, 218

correlation energy 213

hierarchy of CI coefficients 213–217

inter-pair correlations 212
effective pair excitations in quadruple

configurations 214–216

Coupled Pair Many Electron Theory

(CPMET) 204, 216, 218

Electron Preceding (EP) perspective 472ff,

563, 607ff

Electron repulsion functional

classical 181, 278, 282, 335

in Hartree approximation 152, 181
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Electron repulsion functional (cont.)
in Hartree-Fock theory 155, 161, 182

exchange energy 182, 183

in orbital approximation 137ff

Coulomb/exchange integrals, 137, 138

nonclassical 277, 278, 282

scaled 284ff

self-interaction correction 181

Electron spin 16, 17

density, see: Spin density

Electrophilic agent, site, reactivity 562–564,

567, 657

Electrophilic substitution 566, 567

Electrostatic potential (ESP) 311, 569

Electrostatic theorem, see: Hellmann-Feynman

theorem

Embedded atoms 574ff

Energy bounds, see: Variational principles,
MacDonald theorem

Energy (canonical) representation 42ff, 270ff

Enhancement factor 416

in gradient density functionals 315, 316

in stockholder division 458, 462

Ensemble

canonical 276

density operator 276

free energy 276

partition function 276

probabilities 276

classical 71, 72

energy representation 84, 271ff

coherences 84

populations 84

grand canonical 269ff

partition function 270

potential 270, 272

probabilities 271, 300ff

statistical operator 271

grand-potential

as density functional 275

in energy representation 272

expectation value 272, 273

operator 271

variational principle 274

in DFT 267-269

mixed quantum state 71ff

of open systems 219, 271–276, 300–304

probabilities 72, 270, 271, 302

quantum 71ff, 84, 328ff

as functionals of electron density 268

as partial trace for subsystems 74, 75

averages of physical quantities 73–75,

268, 271–274

density operators 72ff, 81, 84, 267, 271

free energy 276

thermal 270, 300ff; see also: Kohn-Sham-

Mermin (KSM) theory, Mermin theory

in DFT

Ensemble theory for excited states in DFT

328ff

density operator 328, 329

DFT mappings 331

energy density functional 331, 332

excitation energy 330, 333

KS scheme 332, 333

variational principle 329, 330, 332

Entropy 375ff; see also: Shannon entropy,

Information measures

binary 383, 384

conditional 374, 379ff, 382ff

diagrams 380, 386, 387

in thermodynamics 270ff

maximization principle 391

operator 271

relative (cross), see: Entropy deficiency

Entropy deficiency 377, 378, 416ff,

459ff, 489

additive/nonadditive components 429,

462, 463

as distance/resemblance measure 377, 460ff

maximum principle 392

criterion of similarity 460–463

density in molecules 416ff, 425

enhancement factor 416

equalization for Hirshfeld

subsystems 458

in terms of density difference

function 417–419

surprisal 416ff

positiveness 378

surprisal 377, 416ff, 429

symmetrized (divergence) measure

378, 416ff

Entropy displacements 421ff

in molecules

integral 421, 423

density 421, 422, 425

in AIM 465–469

density 465ff

integral 465, 468

Evolution operator 79–81

Exact exchange; see: Exchange energy/exact
(EXX), OEPx variant in OPM method

Exchange-correlation energy

in DFT 278, 279

in DMFT 335
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in KS theory 282, 284, 312ff, 320ff,

324–326, 332, 333

adiabatic connection 286ff

scaling 288, 289, 324, 325

in WFT 183, 184

Exchange-correlation hole in KS theory 286ff

Fermi hole 287

Coulomb hole 287

scaling relations 288

sum rules 287

Exchange/correlation potentials 282, 283, 318

320ff, 333, 33

Exchange energy 182ff

exact (EXX) 317, 322, 324, 335

in terms of Fermi hole 182

in HF theory 182ff

in KS theory 317, 318

OEPx variant in OPM method 318, 319,

322, 323

Exchange (Fermi) hole 182ff; see also:
Correlation holes

in HF/KS theories 182, 183, 287

sum rule 182, 287

Excited states

in Configuration Interaction theory 189;

see: MacDonald theorem

in Density Functional theory 328ff

in Hartree-Fock theory 160ff; see: Slater’s
transition-state theory

Expansion

of operator 79, 80

of state vector 25ff, 33, 34, 39ff, 60,

82, 188

theorem

cluster 229

in CI theory 170

in VB theory 240, 241

Expectation value 12, 60, 69ff, 72

as trace of density-matrix 197; see:
Ensemble/quantum

time evolution 85, 86, 90, 401; see
Ehrenfest principle, Heisenberg/ picture

of quantum dynamics

Exponential operator 79, 80, 229

External potential

due to nuclei 127, 257ff

effective for embedded subsystems 577ff

relative 273ff, 289ff, 308ff, 577ff

Extreme Physical Information (EPI)

principle 392, 404ff

for adiabatic separation 409ff

for Kohn-Sham equations 411ff

for Schr€odinger equations 404ff

in thermodynamics 392

intrinsic and bound information parts 405,

409, 411, 413, 414

F

Fermi level 306

Fisher information 375–377, 656

amplitude expression 376, 377

amplitude/phase contributions 399ff

classical 375, 376, 398

continuity 400ff

density 398ff, 430ff

additive/nonadditive parts 430ff

probability/current contributions,

399

time evolution 400–403

electronic/nuclear contributions 408

extremum principle 292

for multi-component systems 376, 377,

398, 413, 414

generalized 376, 398ff, 401

current 402

density 398, 402

source 402ff

in quantum mechanics 373, 404ff

intrinsic accuracy 375, 376

nonadditive component 430ff, 439

as measure of electron delocalization

431

as bond detection criterion 432–435;

439–450; see also: Contra-
Gradience (CG)

operator 403

orbital contributions 436

AO additive/nonadditive parts 436

parametric measure 375

per electron 400

per unit mass 408

relation to kinetic energy 398, 413

virial theorem implications 440

time dependence 403

Fluctuation-Dissipation Theorem (FDT) 340

Fock operator 156, 165, 167, 194

matrix in basis set representation 165

diagonalization 166

in orthogonalized basis 165

Fock space, see: Second quantization

representation

Forces on nuclei 607, 609, see also: Hellmann-

Feynman theorem

as parameters in compliant approach 605ff

Fourier transformation 28, 40, 344, 354
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Free motion

in Cartesian coordinates 93–95

in spherical coordinates 95–98

Frontier orbitals (FO) 159, 178; see also:
Highest Occupied MO (HOMO),

Lowest Unoccupied MO (LUMO)

Frontier-Electron Theory (FET) of chemical

reactivity 566–568

Fukui Function (FF)

electronic 159, 309, 634, 659

as reactivity index 159, 309, 568, 659

as “weighting” factors in EE 311, 596,

634, 636

dominated by FO densities 159, 309,

659, 669

in-situ descriptors of reactants 586,

595–597

matrix in reactive systems 581, 582,

586–590, 593, 594

of Hirshfeld AIM 477, 478

matrix 312, see also: Donor-Acceptor (DA)
interaction

nuclear, see: Nuclear Fukui function (NFF)

Functional 24

as adjoint of state vector, see: Scalar
product, Dual space

Functional derivative 46ff

chain rule 48, 49

general rules 47, 50

inverse 49

variational derivative 50

G

Gaussian-type orbitals (GTO) see: Basis
functions

Gaussian (normal) distribution, see: Probability
distribution

Geminals 200ff, 203ff, 247, 248

Generalized molecular polarizabilities, see:
Charge sensitivities

Geometric derivatives

compliant matrix 613, 617

electronically relaxed 612

forces on nuclei 607–609

Hessian (force constants) 609, 617

electronically relaxed 614, 615

nuclear interaction constants 618

minimum energy coordinates 619

Gilbert-Harrimann construction 264

Grand-canonical ensemble 269ff, 289ff; see
also: Ensemble

Green’s function 319–321, 352

Gutmann rules 563; see also: Reactivity
phenomena

H

Hamilton equations 52

Hamiltonian

function 52, 94, 95

operator 42ff, 65, 80, 85, 100

Coulomb 94, 127

effective 281ff, 410

electronic 127, 257, 258

one-electron 134ff

two-electron 135, 137ff

scaled

uniformly 277

electron repulsion 285

Hammond postulate 560, 650

Hardness

AIM tensor 632, 633

electronic 293–296, 304, 308, 311

exponential formula 295, 296

finite-difference estimate 307

in situ 299

in terms of hardness kernel 311

Mulliken formula 293, 294

geometrically relaxed 612

global 294–296, 304, 610

in subsystem resolution 298, 311, 312

internal/external decoupling 660–668

in situ 299, 304, 596, 597

matrix/kernel 309–312, 608, 629, 632

complementary decoupling 660–668

in subsystem resolution 298, 311,

312, 475, 580–582, 588, 589,

592–594

internal/external parts 660, 661,

666, 667

of reactive system 587, 627, 629, 666ff

Population Normal Modes (PNM) 660

Internal Normal Modes (INM) 661

inter-reactant decoupled 660, 661

Inter-Reactant Modes (IRM) 661

intra-reactant decoupled 661ff

of reactants 588, 592–594, 661, 666

rigid/relaxed 622

Hardness Representation (HR) 309, 470,

573, 608

Hard/Soft Acids and Bases (HSAB) principle

298, 567, 668, 671

symbiosis rule 668

Maximum Hardness (MH) 668

minimum electrophilicity 668

Hard/Soft species 308; see also: Hard/Soft
Acids and Bases (HSAB) principle

Hartree unit of energy 104, 109

Hartree theory 131, 151ff

energy functional 152

equations 154
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iterative procedure 154

limit 154

orbital energies 154

potential 154, 283, 346

Hartree-Fock (HF) theory 133, 154ff

as SR SCF method 176

electron density 158, 160

energy functional 153

as function of orbital occupations 161

equations 156, 160

Fock operator 156, 159, 161

from functional derivative 159

excited-state approximations 161, 162

iterative procedure 156, 165

limit 171

method 154ff

occupied/virtual orbitals 158ff, 165, 193

as correlation orbitals 193

orbital energies 156, 157

relativistic corrections 168, 172, 173

size-consistency 191

spin-restricted (RHF) 165, 168, 174, 239

spin-unrestricted (UHF) 144, 168

Heisenberg

picture of quantum dynamics 79, 88ff

Principle of Indeterminacy/Uncertainty 8, 9,

17, 52, 56

for position and momentum 71

quantum-mechanical formulation

69–71

Helium atom 141ff

CI energy estimate 169

perturbation treatment 141–143

variational approach 143, 144, 168

Hellmann-Feynman theorem 285, 308

electrostatic 259

perspective, see: Hardness Representation
(HR), Electron Preceding (EP)

perspective

Hellmann pseudopotential 145, 146

Hermitian operator 35ff, 64 ff;

see also: Jordan rules

eigenvalue problem 35, 660–666

by complementary decoupling 666–668

for subspaces 663–668, 671

orthonormality of eigenvectors 36, 37

orthogonalization schemes 67–69

overall 662

partial 663-668

partitioning technique 660, 663

matrix representation 660; see also: Hilbert
space

of angular momentum 75ff, 100, 101, 177

of quantum observables 35ff, 64ff

structure of eigenvector matrix 665, 666

delocalized/localized modes 665, 666

internal/external modes 663, 664

Highest Occupied MO (HOMO) 159, 178

Hilbert space 18

as tensor product of subspaces 74

basis vectors 31, 39ff, 66ff

canonical transformations 44–46; see
also: Unitary/transformations

representations of vectors and operators

32ff, 39ff, 52, 72ff, 76ff

energy representation 42ff, 82ff

linear operators 29ff

adjoints of 31, 32

commutators of 29, 30

of physical observables 64, 65

position/momentum operators 39ff

projectors 30, 31, 36

of density displacement modes 660ff

position/momentum bases 39ff

Fourier transforms of state vectors 40

operators 40–42

state vector 52ff

norm (“length”) 54

time evolution, see: Schr€odinger
equation, Schr€odinger picture

Hirshfeld atoms 373, 374, 429, 455ff; see
also: Stockholder rule

asymptotic properties 459

charge sensitivities 472–478

density-difference maps 465–469

density displacements 471ff

enhancement factor 429, 456, 458

entropy difference diagrams 465–469

information densities 464–469

in H2 458, 464, 466

in HF 466

in LiF 466

in LiH 464

in N2 466

in propellanes 467, 469

potential 472

share factors 429, 456, 472

Hohenberg-Kohn (HK) theorems 261, 263; see
also: Density Functional Theory (DFT)

for degenerate ground-states 266

HOMO-LUMO gap 293, 300, 307, 669; see
also: Chemical hardness

activation hardness 669

aromaticity index 669

Hybridization of atomic orbitals 168, 420–423,

426, 427
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Hydrodynamical description in TDDFT

400–402

Hydrogen-like atom 93ff

accidental degeneracy 105, 108

asymptotic analysis 102

eigenfunctions (orbitals) 105ff

average properties 107

dispersion in radial distance 108

nodal surfaces 107

radial distribution 107, 108

real combinations 106, 107

symmetry properties 106

electronic shells 108

energy spectrum 104

in spherical coordinates 100, 101

orbital degeneracy 104, 105

power-series solution 102ff

quantum numbers 103, 104

variational solution 119

in Gaussian approximation 119

I

Identical particles 56, 58, 62ff, 198ff; see also:
Second quantization representation

Bose condensation 63

bosons and fermions 63, 130ff

permutational symmetries of Pauli 62,

130–133

permutations in orbital approximation 131

Maxwell-Boltzmann, Fermi-Dirac and

Bose-Einstein statistics 63

Independent particles 130, 131

Information

additivity 385, 389

capacity of information channel 384

changes due to bond formation 372

relative to promolecule 372–374

channels, see: Communication systems

dialogue between AIM 372

distance, see: Entropy deficiency

mutual 374, 383ff

nonadditive in density partition 429, 430

partition of electron density 373; see also:
Bonded atoms, Stockholder rule

variational principles 391ff; see also:
Extreme Physical Information (EPI)

principle

Information cascades 533, 541–543; see also:
Cascade communications, Chemical

bond, Communication systems

Information continuity 402, 403

Information measures 375ff, see also: Entropy
deficiency, Fisher information, Shannon

entropy

average 381ff

complementary 376

in event 381

mutual 374, 380ff

in dependent distributions 380, 381ff

in two events 380, 381

positiveness 381

relative, see: Entropy deficiency

units 375

Information theory (IT) 371ff

applications 372ff, 561

Fisher measurement theory 375

Kullback–Leibler development, see:
Entropy Deficiency

of molecular electronic structure 372ff,

415ff, 460ff, 481ff; see also: Bonded
atoms, Bond multiplicities,

Communication Theory of the Chemical

Bond (CTCB), Contra-Gradience (CG),

Molecular similarity in IT, Orbital

Communication Theory (OCT)

principles 391ff, 404–414

Shannon theory of communication

378–390

Inner shell elimination 144–147, 166, 167,

500ff; see also: Pseudopotentials
Interaction energy between reactants 299, 303,

304, 598, 658; see also: Donor-Acceptor
(DA) interaction, Taylor expansions/of

electronic energy

Interaction picture of quantum dynamics 79,

90, 91

equations of motion 90, 91

Interference effects 12ff, 72, 538ff

J

Janak theorem 161, 305; see also: Slater’s
transition-state theory

energy function of orbital occupations 304,

305

Joint event probabilities
in IT 378ff, 385ff

entropy/information descriptors

entropy/information descriptors: mutual

information 381

entropy/information descriptors:

Shannon entropy 379ff

in molecular scenarios
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of conditional orbital events,

498–500

of electrons, see: Probability
distribution/N-electron,
Wave/function

of electrons and nuclei 126, 407ff

of orbitals 487, 488, 501ff

of orbital subspaces 497

Jordan rules 64

K

Kinetic energy 55, 59, 61

correlation part 282

density 316, 430

in spherical coordinates 95

of noninteracting electrons 281

operator 65, 227

scaling 277ff, 288

von Weizs€acker term 279, 313, 376

Klopman-Salem theory of reactivity 567

Kohn-Sham (KS) theory 133, 280ff

adiabatic connection 281, 284ff

correlation holes 284ff

Coulomb 287

coupling constant averaged

286–288, 313

exchange (Fermi) 287

in LDA 313

density (adiabatic) condition 281

effective one-body potential 283, 412

“near-sightedness” 361

spin-polarized 284

eigenvalue equations 282ff, 305, 413

from chemical potential equalization 282

from information principle 413

in OPM 321

occupation-dependent 305

separable Hamiltonian 281ff, 413

variational principle 284

energy partition 281, 282, 412, 413

exchange-correlation energy 282ff

from adiabatic connection 286, 287, 313

scaling properties 288, 289

exchange-correlation potential 283

for very large systems 361

noninteracting (separable) system

280ff, 412

kinetic energy 281, 412, 414

orbitals and orbital energies 281, 283, 304ff

“far-sightedness” of orbitals 361

physical interpretation of eigenvalues,

see: Janak theorem

Kohn-Sham-Mermin (KSM) theory,

289ff

ensemble-average density 290

fermion occupations of orbitals 290

grand-potential partitioning 289

KSM equations 291

effective one-body potential 290

noninteracting ensemble 289

exchange-correlation free energy 289

Koopmans theorem 157,158; see also: Janak
theorem

cancellation of errors 158

Kullback’s divergence, see: Entropy
deficiency/symmetrized (divergence)

measure

Kullback–Leibler directed-divergence (cross-
entropy), see: Entropy deficiency

L

Lagrange multipliers in

DFT principle 263

Hartree/HF methods 152–157

information principles 405ff, 413, 461ff

KS-type theories 284, 291, 305, 306

Schr€odinger principle 258, 404
Laguerre polynomials 100

associated 103, 104

in Rodrigues form 104

LeChâtelier-Braun principle of moderation

609, 615, 616, 623, 624

LeChâtelier stability criterion 598, 599, 616

Legendre polynomials 99; see also: spherical
harmonics

associated 99

in Rodrigues form 99

Legendre transforms in DFT 269, 574, 617

geometric representations 605, 607,

610–613

“thermodynamic” potentials 578, 579, 609,

611–613

Levy constrained-search functional 264, 265,

285, 590

as entropic concept 574

for ensembles 268, 269

for external potential 574

Lewis acids and bases 292ff; see also: Hard/
Soft Acids and Bases (HSAB) principle

Linear response (LR) matrix/kernel 309–311

in OPM 321

in reactivity theory 580, 582, 587–589, 593;

see also: Charge Sensitivity Analysis

(CSA)
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Linear response (LR) matrix/kernel (cont.)
in TDDFT 341, 352ff

of Hirshfeld AIM 476

Local Density Approximation (LDA) 277, 312ff

correlation hole 313, 314

exchange-correlation energy 313

kinetic energy 278

nonclassical electron-repulsion energy 278

Local energy equalization 264

Localized bonds 502ff

Local Spin-Density Approximation (LSDA)

312ff

exchange-correlation energy 314

density 314

L€owdin
orthogonalization 68, 69, 122, 123

partitioning technique 663

population analysis 455

Lowest Unoccupied MO (LUMO) 159, 178

M

MacDonald theorem 189

Many-Body Perturbation Theory (MBPT) 187,

193, 196; see also: Møller-Plessett (MP)

method

Mapping transformations 563, 607

Mathematical Apparatus of Quantum theory

21ff

complementary subspaces 24

dual spaces of

state vectors (“ket”) 24ff

functionals (“bra”) 25ff

projection operators 22ff

idempotency 23

scalar-product 24–27

Maximum Entropy (ME) principle 391

Maximum Overlap Criterion (MOC) 668

Measurement 10–17, 64ff; see also:
Heisenberg/Principle of Indeterminacy/

Uncertainty

initial/final experiment 14, 15

interference from 13, 15, 85

repeated 14, 15, 68ff

simultaneous 9, 16, 17, 37, 38, 70,

71, 75

single 66

Mechanical state

classical 9, 52, 53

quantum 10–17, 52ff

state vector 52, 53

wave function 52ff

Mermin theory in DFT 270ff; see also: Kohn-
Sham-Mermin (KSM) theory

Methods

density based, see: Density Functional

Theory (DFT), Density-Functional

Perturbation Theory (DFPT), Kohn-

Sham (KS) theory, Optimized Potential

Method (OPM) and Optimized

Effective Potential (OEP) method,

Time-Dependent DFT (TDDFT)

density-matrix based, see: Density-Matrix

Functional Theory (DMFT)

wave function based; see: Configuration
Interaction (CI) theory, Coupled-

Cluster (CC) method, Electron pair

theories, Hartree theory, Hartree-Fock

(HF) theory, Many-Body Perturbation

Theory (MBPT), Møller-Plessett (MP)

method, Valence-Bond (VB) theory

Minimum Energy Coordinates (MEC) 563,

617–621

Minimum Energy Path (MEP) 558, 560, 650,

652, 653

Minimum Entropy-Deficiency (MED)

principle 461, 462; see also: Bonded
atoms, Entropy deficiency, Molecular

similarity in IT, Stockholder rule

Modern Quantum Mechanics 17,18

Molecular equilibria

conjugate state variables 573, 575, 577

horizontal 572, 573

perturbation-response relations 583–585

vertical (density constrained) 576ff

Euler equations 263, 290, 576,

577, 588

global 575, 576, 582–584, 587

intrasubsystem 576ff, 577, 584, 585

Legendre transforms of energy 578, 579

state parameters 578

Molecular interactions, see: van der Waals

interactions in DFT

Molecular orbitals, see also: Hartree theory,
Hartree-Fock (HF) theory, Kohn-Sham

(KS) theory, Highest Occupied MO

(HOMO), Lowest Unoccupied MO

(LUMO)

alternative representations 133

AO-mixing criteria 123–125

semiempirical energy matrix 123

two-orbital model 123–125, 434

bonding (occupied) subspace 160, 300

projection 485–487, 495, 496, 515ff,

524, 543–545

canonical (spectroscopic) 133, 158, 167

energies 154, 157
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equivalent 133, 167

localized 133

natural 133, 193, 200; see also: Natural/
orbitals

occupations 133, 134, 157, 160–163

occupied/virtual 139, 159, 160, 164

one-electron integrals 138

two-electron integrals

Coulomb integrals 137, 138, 153

Coulomb operator 153

exchange integrals 137, 138

exchange operator 156

Molecular similarity in IT; see also: Bonded
atoms, Entropy deficiency, Stockholder

rule

relative to promolecule 415ff, 458, 462ff

Molecular subsystems (fragments)

decoupling schemes 660–668

IT descriptors of bonds 502ff

externally/mutually closed and open

reactants

constrained equilibria 576–582

in bimolecular reactive systems

585–600

Momentum distributions

N-electron 54

one-electron 58, 59, 61, 654

Møller-Plessett (MP) method 177, 193ff

additivity of pair correlation energies 196

correlation (fluctuation) operator 194

zeroth-order eigenvalue problem 194

Mulliken/L€owdin population analyses 455

Multicomponent systems, see also: Molecular

subsystems

in DFT 411ff

Fisher information 376, 377, 408ff

Mutual information 381

in communication channels 384ff

as IT ionicity measure 489

in two events 380

of dependent probability distributions 381

self-information 381

N

Natural

geminals 200

hybrids 493

orbitals 133, 193, 200ff

as correlation orbitals 202, 203

chemical valence operator 661

for chemical valence (NOCV) 661

in DMFT 334ff

phase problem 336, 337

pseudo variants 203

Newton’s law 86; see also: Ehrenfest principle
Non-Local Density Approximations (NLDA)

315ff; see also: Density Functional

Theory (DFT)

Gradient Expansion Approximation (GEA)

315

Generalized Gradient Approximation

(GGA) 315ff

dimensionless gradient 316

enhancement factor 315

hybrid/hyper GGA 317, 318

meta-GGA 316, 318

Seitz radius 316

Perdew-Burke-Ernzerhof (PBE) functional

315, 316

Normal distribution 27, 376

Normalization conditions

of conditional probabilities 54, 55, 59, 60ff

of correlation holes 181ff

of electron density 56

of momentum densities 54, 58, 59

of spin densities 57

of two-electron densities 57, 58

of wave functions 54

Norm (“length”) of a vector 22, 24, 54, 55

N-representability 264, 334

Nuclear Fukui Function (NFF) 606, 610, 619,

631–636

modeling 635, 636

for collective charge displacements 639,

640

Nucleophilic (N) agent, site, reactivity 562,

563, 567, 658

Nucleophilic substitution 245, 567

O

Occupation numbers of orbitals/geminals 133,

134, 290, 306

Old Quantum Theory 3ff

Open systems 269ff, 291ff

chemical potential discontinuity 292

Operators 29ff, 39ff

gradient 41, 42

Laplacian 55, 65

in spherical coordinates 96

in Heisenberg picture 79, 89

equation of motion 89

matrix representations 33, 34, 40–45,

120–123, 134ff, 165, 166, 177, 189,

197ff, 234ff, 271
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Operators 29ff (cont.)
of angular momentum 65, 75

of electronic spin 76–78

of physical quantities, see also: Hilbert
space, Hermitian operator, Quantum

mechanics

of position/momentum 39–42, 65

of radial momentum 96

projection 30, 31

representation in vector space 33, 34,

40–42

Optimized Potential Method (OPM) and

Optimized Effective Potential (OEP)

method 318, 320ff, 352–354

evaluation 323

exchange-correlation potential 321

integral equations for effective potential

321, 322

Krieger-Li-Iafrate (KLI) approximation

322, 323

Kohn-Sham equations 321

orbital-dependent functionals 320ff

Orbital approximation 130ff, see also:
Molecular Orbitals

electron configurations/states 134, 140

matrix elements 134–140

spin-eigenstates 134

energy expression 136ff

MO integrals 136–140

equivalent orbitals 133

of densities 281, 290; see also: Kohn-Sham
(KS) theory

product function 130

wavefunction of N indistinquishable bosons

133, see: Symmetrizer

wavefunction of N indistinquishable

fermions 132 see: Antisymmetrizer,

Slater determinant

spin-orbitals (SO) 130

Orbital Communication Theory (OCT)

374, 481ff, 500ff; see also:
Communication Theory of the

Chemical Bond (CTCB)

cascade communications 531ff, 537, 542ff

conditional probabilities 486, 490, 492, 494ff,

503ff, 523ff, 532ff, 537, 540, 541

for bridge communications 546–548

flexible input approach 500ff

elimination of lone electronic pairs 500,

501, 505

localized bond descriptors 505–509, 527

partial row channels 501

representative numerical results 507, 508

two-AO model 501

weighting procedure 500ff, 505, 506

forward/reverse-scattered states 541

many-orbital effects 509ff
four-scheme descriptors 387, 389, 390,

511–513

interfragment coupling 510

ionic activation of adsorbates

in catalysis 510

molecular scenarios 509–513

three-scheme descriptors 385–388, 390,

509, 510

of localized chemical bonds 502ff

standing waves 544

Orbitals 130ff, 151ff, 155ff

as functionals of the density 318–320

atomic, see also: Basis functions
in one-electron atom 105ff

canonical 133

delocalized/localized 133, 134

equivalent 133

hybridization 420, 426

natural 133, 193

occupations 134

Orbital channels 484ff; see also:
Communication systems

additive/nonadditive subchannels 491ff

bond (occupied) subspace of MO 485

cascades, see: Cascade communications

flow/noise descriptors of bond components
488ff, 501ff, 505–509

IT bond multiplicity 489, 506

IT covalency 488, 505, 506

IT ionicity 489, 506

normalization in diatomics 506

of AO subspaces 495ff

of 2-AO model 490, 491, 501ff

IT bond-multiplicity conservation 490,

491, 501, 502

of diatomic fragments 503

reductions 502ff

RHF conditional probabilities 486, 487

RHF joint probabilities 487, 488

row-channels 501
Orbital-dependent functionals, see: Optimized

Potential Method (OPM) and

Optimized Effective Potential (OEP)

method

Orthogonalization of state vectors 67–69, 122,

123, 126

Orthonormality relations 36, 39, 76, 98, 100,

122, 126, 135, 145–147; see also:
Pseudopotentials
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P

Pair-correlation function 186

coupling-constant averaged 313

in LDA/LSDA 314

spherically averaged 186

spin components 186

Pair density 58, 200, 430; see also: Electron
distributions

spherically averaged 430

spin-components 199

Parr-Berkowitz relation 310

Particle diffraction 8, 12ff

Particle spin 16, 17, 63

Partition

of electron densities/probabilities 456ff; see
also: Bonded atoms, Contra-Gradience

(CG), Electron density/partition

schemes, Stockholder principle,

Information/nonadditive in density

partition

of Fisher information

in ELF 430

in CG criterion 436, 437

of physical quantities 428ff

additive/nonadditive components 428

Pauli

antisymmetrization requirement 62, 63,

131ff; see: Antisymmetrizer

exclusion principle 63, 130, 132, 144, 145,

187, 205, 221

enforced by pseudopotential 146, 147

spin matrices 77, 78

Perdew Jacob’s ladder 317, 318

Perturbational molecular orbital (PMO)

approaches 566, 567

Perturbation�linear-response relations 582ff
for subsystems 584, 585

in geometric representations 610–614

Perturbation theory 114ff

corrections to eigenvalues/eigenstates 115ff

first-order 116, 129, 179, 195
second-order 117, 179, 196

of Coulomb correlation 193ff; see: Møller-

Plessett (MP) method

of helium atom 141–143

power-series expansions 115

unperturbed (zeroth-order) problem 114

Phillips-Kleinman pseudopotential 166, 167

Photoelectric effect 5

Einstein’s explanation 6

Physical observables 35, 64, 83ff

complete set 84

Planck distribution 5

Plane waves 95

Polarization (P) stage in bond formation and

chemical reactivity 585ff, 628

Population analyses, see: Mulliken/L€owdin
population analyses

Position/momentum representations 39ff, 52ff,

65, 66

Potential energy

Coulombic in molecule 127

scaling 277

surface (PES) in BO separation 128, 606

analytical surfaces: LEPS, DIM,

BEBO 204

critical points on Minimum Energy Path

560, 650

reaction force concept 652, 653

Probability distribution

amplitude 13, 54ff, 376: see also: Wave/

function

condensed/reduced 502ff

conditional 54, 59ff, 69, 72, 83, 126ff,

180ff, 329, 330, 379ff, 407ff

variable/parameter states 54, 55, 60ff

continuity 87ff, 350

current density 87, 88, 349, 350,

397, 398

as density functional 401

operator 88, 227, 349, 398

in terms of amplitude and phase,

88, 398

time dependence 401

of dependent events 180ff, 378ff, 489, 490;

see also: Correlation holes

entropy/information descriptors 379ff

of independent events 180, 380

in Hartree approximation 181

self-interaction hole 181

joint 378ff

marginal 379, 407

molecular 126, 407ff

in BO approximation 126, 407

N-electron 54ff, 407ff

normal 27, 376

normalization conditions 54

nuclear 407ff

one-electron density, see: Electron density/

shape factor

relative 55

stationary 83

two-electron density 57, 58, 180ff

pair-density 58
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Probability schemes 377, 378, 382, 385ff

two probability distributions 378ff,

386, 390

entropy diagrams 380, 386

entropy-covalency/information-ionicity

descriptors 382ff, 390

three probability distributions 385–388

entropy diagrams 386

entropy-covalency/information-ionicity

descriptors 385–388, 390

four probability distributions 387ff

entropy diagram 387

entropy-covalency/information-ionicity

descriptors 387, 389, 390

molecular scenarios 388, 509–513

Projection operators 30, 35

in CBO matrix 166; see also: Bond
projection

in density operator 73, 81

of subspaces 166, 661, 662

time-dependent 81

Promolecular reference 158, 456, 458,

487–489, 660–662

Propellanes 424–428,

central bond probes 425ff, 447–450

models of localized bonds 536–538

communication descriptors 537, 538

indirect bond-orders 537

Wiberg indices 537

structures 424

Pseudo Natural Orbitals (PNO) 203

Pseudopotential 144–147, 166, 167

local 166, 167

pseudoorbitals/pseudopotentials 145,

166, 167

valence-only theories 145, 166, 167; see
also: Hellmann pseudopotential,

Phillips-Kleinman pseudopotential

Q

Quadratic bond multiplicities 425ff; see also:
Wiberg index

of direct bonds 425–427

of indirect bonds 520ff, 528ff

Quantization of physical properties 5ff, 56

Quantum dynamics 78ff

Quantum mechanics

axioms

Postulate I 53ff

Postulate II 59ff

Postulate III 62ff

Postulate IV.1 64ff

Postulate IV.2 66ff

Postulate IV.3 69ff

Postulate V 80ff

experimental sources 3–18

geometric synthesis 18

mathematical apparatus 22–50

physical measurements 14, 15, 64ff

repeated 68ff

single 66ff; see also: Eigenvalue
problems

pictures of time evolution 46, 78ff

Heisenberg 79, 88ff

interaction 79, 90, 91

Schrödinger 46, 78ff

wave/matrix formulations 17, 18, 89

Quantum states 197, 198

pure 198; see also: Quantum mechanics/

Postulate I

mixed 197; see also: Ensemble, Density

operator

time-evolution operator 79, 89

R

Radial correlation 144

Radial momentum 95, 96, 101

Radial Schr€odinger equation 98, 101–104

Radical (R) agent, site, reactivity 562

Rayleigh-Ritz principle, see:Variational
principles

Reactive collisions 628ff

bond-breaking�bond-forming processes

628

stages identification 650, 652, 653

derivative descriptors in collinear model

629–632

electron-nuclear coupling effects 628

Reactivity phenomena 557ff, 649ff

ambidency 562

charge control 567, 569

charge-transfer/polarization effects 661

conceptual approaches 558–572

electronic-geometric coupling 563, 568

EP/EF perspectives 563, 568, 569

Gutmann rules 563

mapping transformations 563

frontier-orbital control 567, 569

Fukui functions for electrophilic,

nucleophilic and radical attacks

659, 669

implications of equilibrium/stability

criteria 597–600

indices 656–659

Hard/Soft Acids and Bases (HSAB)

principles 567
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Maximum Complementarity principle

511, 563

mechanisms 562, 654ff, 670

information probes 654–656

radical abstraction (SN1) 654–656

nucleophilic substitution (SN2) 654–656

preferences 560ff

substituent effect 559

qualitative concepts 649ff

Hard/Soft Acids and Bases (HSAB)

rules 651

information densities 650, 654–656

Intrinsic Reaction Coordinate (IRC)

652, 655

Laplacian of density 651

matching ESP maps 651

reaction force 652, 653

synchronicity considerations 651

reactant embedding effects 565

reactant responses 565, 586–594

Reactivity theories/models 558ff

concepts and principles 558–572

matching rules 559, 569

criteria (indices) 562ff, 656–659

for p-electron systems 566, 567

single/two-reactant 562–565
Frontier Orbital (FO) theory 566

hardness/softness representations 573; see
also: Electron Following (EF)

perspective, Electron-preceding (EP)

perspective, Hardness representation

(HR), Hellmann-Feynman theorem,

Softness representation (SR)

inductive effects 563

Linear Respose (LR) treatments 570

MO and VB ideas 565–570

perturbative approaches 566, 567

reaction stimuli 570, 571

Separated Reactant Limit (SRL) 558

similarity groups 559

sites 562

stages 561, 650ff

symmetry considerations 566, see also:
Woodward-Hoffmann rules

Taylor expansions of PES, see: Taylor
expansions/of electronic energy

Response properties, see: Charge Sensitivities
(CS)

Ritz method 120ff, 163ff

basis set expansion 120, 164

basis set orthogonalization 165

energy matrix 120, 134ff, 165

in CI theory 177, 189

energy matrix 177, 189

mixing criteria 123–125

overlap matrix 120, 164

secular equations 121

eigenvalue equation 122

matrix formulation 122, 123

Rumer diagrams 244–246

Rutherford model of atom 6

Rydberg unit of energy 104

S

Sanderson principle, see: Electronegativity
equalization (EE)

Scalar product 22, 24, 25–27

Scaling 277ff

of homogeneous gradient functionals

278–280

relations for

correlation energy 325

exchange energy 324

virial homogeneities 277

Schmidt orthogonalization 67–69, 166, 167

Schr€odinger equation 14, 80–84

from information principles 404ff

for adiabatic approximation 407ff

one-body 319

general solution 320

Green’s function 319, 320

stationary 82ff, 257ff

approximations in molecules 113ff

mappings 258, 259, 260

variational principle 258

time-dependent 80ff, 348, 350, 351, 400

conservation of probability

normalization 400

Schr€odinger picture 78ff, 46
SCF LCAO MO method 151ff, 160ff, 163ff,

171ff, 283; see also: Hartree theory,
Hartree-Fock (HF) theory, Kohn-Sham

(KS) theory, Ritz method

basis set error 171, 172

Coulomb-correlation error 172, 173

relativistic corrections 172, 173

Second quantization representation 218ff; see
also: Configuration Interaction theory

creation/annihilation operators 218, 219ff,

223

anticommutation relations 221, 222

as Hermitian conjugates 222

field operators 222, 223, 227, 228

electronic clusters 218

electronic vacuum 218, 220, 221

electron-occupation 218ff

operator 224
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Second quantization representation 218ff; see
also: Configuration Interaction theory
(cont.)

excitation operators 221, 225, 228

exponential 229

expectation values 226

of electronic Hamiltonian 224–227

one-electron part 224, 225

two-electron part 225, 226

particle number operator 224, 228

Self-Consistent Field (SCF) theories

151ff, 176; see also: Configuration
Interaction (CI) theory/multi-reference

(MR) SCF/multi-configurational (MC)

SCF, Hartree theory, Hartre-Fock

theory, Kohn-Sham theory, SCF LCAO

MO method, Slater’s transition-state

theory

Self-information 381

Sensitivity coefficients, see: Charge
Sensitivities (CS), Charge Sensitivity

Analysis (CSA)

Separated Atom Limit (SAL) 173

Separated Reactant Limit (SRL) 558

Separation of free movement 93–95

Shannon entropy 375, 376, 488, 654ff; see also:
Information measures

in position/momentum spaces 654ff

of joint probability distribution 379,

380, 488

Slater-Condon rules 140, 190, 195, 196

maximum coincidence of SO 140

Slater determinant 132ff

as antisymmetrized product function

131, 132

coalescence property 132

exchange correlation 132

in CI expansion theorem 170, 188

in Fock space 218, 219ff

invariance to orbital transformations 133

permutational symmetry 132

Slater-type orbitals (STO), see: Basis functions
Slater’s transition-state theory 160ff

energy expansions 163

orbital-excitation energy 163

occupational derivatives of energy 161; see
also: Janak theorem

SCF solutions for specified MO

occupations 161

transition-state concept 162

ensemble interpretation 162

Softness 309ff, 612, 614

descriptors of reactants 592–594

electronic 309ff

global 308, 310, 610, 614

in terms of local descriptors 310, 311

geometrically relaxed 611, 612

in subsystem resolution 475, 580–582

in situ 597

local 309, 669

of subsystems 581

matrix/kernel 309, 310, 581, 608, 634

of subsystems 475, 580–582

rigid/relaxed 614

Softness representation (SR) 309, 470, 573,

608

Sources of Quantum Mechanics 3ff

Spherical Bessel functions 97, 98

Spherical harmonics 97–100

factorization 98, 99

Spin density 57, 158, 185, 198

Spin multiplicity 134

Spin orbital (SO) 130ff

orbital and spin factors 130, 151

Spin polarization 314

Spin operators 76–78, 134

Spin-restricted HF (RHF) theory 130, 134, 144

Spin states of electron 16, 17, 53, 76, 78

orthonormality 76

Spin-unrestricted HF (UHF) theory 130,

134, 144

Stability criteria 598–600; see also:
LeChâtelier-Braun principle of

moderation, LeChâtelier stability

criterion

diagnosis 599, 600

external 599

internal 598, 599

Standard deviation 9

State vectors, see also: Hilbert space,
Schr€odinger picture

time-dependent 46, 79ff

Stationary action principle 350ff, 403, 406

Stationary state 82ff

amplitude 82

phase factor 82

probability distribution 83

specification 84

Stern-Gerlach experiment 15

Stockholder rule 455ff

AIM partition of density 373, 429, 455ff

from Information Theory 373, 456ff, 462

one-electron 455–457; see also: Hirshfeld
atoms

two-electron 463, 464

Superposition principle 59ff, 486
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bond-projected 483, 486

classical 26

quantum 26ff, 486

Surprisal 377, 416, 417

Symmetric Binary Channel (SBC) 383ff

Symmetrizer 133

Symmetry Adapted Perturbation Theory

(SAPT) 346, 347

Coupled-Perturbed Kohn-Sham (CPKS)

theory 346

DFT-SAPT 346, 347

evaluation 347

energy partitioning 347

T

Taylor expansions, see also: Chemical

potential, Charge Sensitivities (CS)

charge sensitivities of subsystems 580–582

differential 308, 474, 475, 579

second-order 310, 580

of conditional pair-probability, see:
Electron Localization Function (ELF)

of electronic energy 308ff

differential 308, 474

in reactivity theories 570, 571,

579–582

in subsystem resolution 570

of open AIM 632

second-order 308, 478

of “thermodynamic” potentials 308ff

Taylor-Volterra expansion of functionals 47;

see also: Functional derivatives
Thermodynamic interpretation 562

Thomas-Fermi-Dirac (TFD) theory 313; see
also: Density Functional Theory (DFT)

Time-Dependent DFT (TDDFT) 347ff

excitation energies 355ff

as poles of linear response function

357, 358

pseudo-eigenvalue equations 357, 358

Single-Pole Approximation (SPA) 357

HK-like theorem 349, 350, 401

hydrodynamical equations 400–402

KS scheme 351ff

effective one-body potential 351

exchange-correlation kernel 341,

344, 355, 356

orbital approximation 351

screening equation 354, 355

OEP/OPM formulations 352

potential-density maps 349

property density functionals 350

time-dependent external potentials 348, 349

van derWaals interactions 256, 338ff, 358ff

Time-evolution operator 79

Trace of an operator 73–75

basis set invariance 73

over AO subspace 495

partial 74, 75

Transition-State (TS) theory, complex 560,

650, 652–656

Tunneling effect 56

U

Unitary

operators 46, 78ff

transformations 44–46

time-dependent 46, 79ff

Units

atomic 104, 109

of information 375

V

Valence-Bond (VB) theory 204, 231ff

AO expansion theorem 240, 241

chemical relevance 232, 342

computations 204, 243, 245ff

Correlation Consistent CI (CCCI) 248

description of nucleophilic substitution 245

Heitler-London theory of H2, 208, 231,

233ff

bond energies 237–239

comparison with MO theory 239, 240

elementary matrix elements of

Hamiltonian 234, 235

hybridization of AO 238

inclusion of ionic structures 237,

238, 242

scaling of AO 238, 239

singlet/triplet energies 235, 236

spin-exchange term 236

Generalized VB (GVB) method 204, 232,

244, 246–249

group orbitals 245

multiconfigurational 249, 250

semilocalized AO 242

Spin Coupled (SC) approach 248, 249

spin pairing 243

Perfect Pairing Approximation (PPA)

243–245, 248, 249

symmetry breaking 250

valence structures 232–234, 237, 241, 247

canonical, see: Rumer diagrams
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Valence-core orthogonality 167; see also:
Pseudopotential

Variational principles

in DFT 263, 265, 274, 275, 284, 289, 290,

305, 322, 323

for excited states 328ff

in IT 391ff, 405, 406, 461, 462

in WFT 118, 152, 153, 155, 159, 210, 211,

189, 350, 404

Variational theory 118ff

linear variant, see: Ritz method, SCF

LCAO MO method

method 118ff

minimum-energy principle 118, 119

parameters 118, 119

Virial theorem 440

v-representability 264, 265, 574–576

W

van derWaals interactions in DFT 338ff, 358ff;

see also: Density Functional Theory

(DFT)

bifunctional approach of Gordon and Kim

345

orbital-free embedding 345, 346

evaluation of LDA and GGA functionals

339

nonempirical exchange-correlation

functionals 341ff, 346

Adiabatic-Connection Fluctuation-

Dissipation Theorem (ACFDT)

340ff, 359

double-hybrid approaches 347

range separation 342, 359

RPA variant 342

screening equation 341, 344, 354

SAPT-DFT, see: Symmetry Adapted

Perturbation Theory (SAPT)

second-order Perturbation Theory 359, 360

semiempirical functionals 339, 340

Wave

equation, see: Schr€odinger equation

function 13, 52ff, 80ff, 397ff

amplitude and phase factors 82,

88, 397

as amplitude of probability distribution

397; see also: Born probabilistic

interpretation

contraction 66

evolution 79ff

in BO approximation 126, 408

vector operator 403

orbital approximation 130ff

scaled 277

well-behaved 55

theory (WFT) 149ff, see also:
Methods, Schr€odinger equation

mechanics 17

Weizs€acker correction, see: Kinetic energy
Wheland intermediate 566

Wiberg index 487, 501, 502, 506–508, 517,

518, 528, 530, 537, 545, 546, 549

indirect bond generalization 520–522,

528–531, 537, 551

Wigner correlation functional 313

Woodward–Hoffmann rules 566

Y

Young experiment 12ff

Z

Zero-temperature limit 300ff; see also:
Ensemble

discontinuity of chemical potential 301ff

ensemble average energy 293, 302

bracketing states 302

left/right (biased) chemical potentials

292, 293, 302, 303

integral numbers of electrons in

dissociation products 303, 304

ensemble probabilities 302

optimum orbital occupations 306

Gilbert angle-variables 306

718 Index


	Perspectives in Electronic Structure Theory
	Preface
	Contents
	Acronyms
	Part I: Foundations of Quantum Mechanics
	Part II: Theories of Electronic Structure
	Part III: Insights from Information Theory
	Part IV: Chemical Concepts for Molecular Structure and Reactivity
	References
	Index



