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Preface

DASFAA is an annual international database conference, which showcases state-
of-the-art R&D activities in database systems and their applications. It provides
a forum for technical presentations and discussions among database researchers,
developers and users from academia, business and industry. It is our great plea-
sure to present you the proceedings of the 16th International Conference on
Database Systems for Advanced Applications (DASFAA 2011), which was held
in Hong Kong, China, during April 22-25, 2011.

DASFAA 2011 received 225 research paper submissions from 32 countries /
regions (based on the affiliation of the first author). After a thorough review
process for each submission by the Program Committee and specialists recom-
mended by Program Committee members, DASFAA 2011 accepted 53 full re-
search papers and 12 short research papers (the acceptance rates were 24% and
5%, respectively). Other papers in this volume include four industrial papers
selected by a committee chaired by Takahiro Hara (Osaka University), Tengjiao
Wang (Peking University), and Xing Xie (Microsoft Research China), and eight
demo papers selected by a committee chaired by Jidong Chen (EMC Research
China), Lei Chen (The Hong Kong University of Science and Technology), and
Kyoung-Gu Woo (Samsung Electronics).

This volume also includes two invited keynote papers, presented by lead-
ing experts in database research and advanced applications at DASFAA 2011,
Josephine M. Cheng (IBM Research Almaden Lab) and Divy Agrawal (Univer-
sity of California at Santa Barbara), on the topics of “Smarter Planet: Empower
People with Information Insights” and “Database Scalability, Elasticity, and
Autonomy in the Could,” respectively; one extended abstract for the DASFAA
2011 ten-year best paper on “What Have We Learnt from Deductive Object-
Oriented Database Research?” by Mengchi Liu (Carleton University), Gillian
Dobbie (University of Auckland), and Tok Wang Ling (National University
of Singapore); three tutorial abstracts, selected by Tutorial Co-chairs Reynold
Cheng (The University of Hong Kong), Ken Lee (University of Massachusetts
Dartmouth), and Ee-Peng Lim (Singapore Management University), “Manag-
ing Social Image Tags: Methods and Applications” by Aixin Sun and Sourav S.
Bhowmick, “Searching, Analyzing and Exploring Databases” by Yi Chen, Wei
Wang and Ziyang Liu, and “Web Search and Browse Log Mining: Challenges,
Methods, and Applications” by Daxin Jiang; and one panel abstract selected
by Panel Co-chairs, Haibo Hu (Hong Kong Baptist University), Haixun Wang
(Microsoft Research China), and Baihua Zheng (Singapore Management Uni-
versity). The conference program boasts conference proceedings that span two
volumes in Springer’s Lecture Notes in Computer Science series.

Beyond the main conference, six workshops, held in conjunction with
DASFAA 2011, were selected by Workshop Co-chairs Jianliang Xu (Hong Kong
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Baptist University), Ge Yu (Northeastern University), and Shuigeng Zhou (Fu-
dan University). They are the First International Workshop on Graph-structured
Data Bases (GDB 2011), the First International Workshop on Spatial Informa-
tion Modeling, Management and Mining (SIM3), the International Workshop
on Flash-Based Database Systems (FlashDB), the Second International Work-
shop on Social Networks and Social Media Mining on the Web (SNSMW), the
First International Workshop on Data Management for Emerging Network In-
frastructures (DaMEN), and the 4th International Workshop on Data Quality
in Integration Systems (DQIS). The workshop papers are included in a sepa-
rate volume of proceedings also published by Springer in its Lecture Notes in
Computer Science series.

DASFAA 2011 was jointly organized by The Chinese University of Hong
Kong, The Hong Kong University of Science and Technology, Hong Kong Baptist
University, The University of Hong Kong, City University of Hong Kong, and
The Hong Kong Polytechnic University. It received in-cooperation sponsorship
from the China Computer Federation Database Technical Committee. We are
grateful to the sponsors who contributed generously to making DASFAA 2011
successful. They are the Department of Systems Engineering and Engineering
Management of The Chinese University of Hong Kong, Oracle, IBM, K.C. Wong
Education Foundation, and Hong Kong Pei Hua Education Foundation.

The conference would not have been possible without the support of many col-
leagues. We would like to express our special thanks to Honorary Conference Co-
chairs, Xingui He (Peking University), Shan Wang (Renmin University of China),
and Kyu-Young Whang (KAIST) for their valuable advice on all aspects of or-
ganizing the conference. We thank Organizing Committee Chair Kam-Fai Wong
(The Chinese University of Hong Kong), Publicity Co-chairs, Raymond Wong
(The Hong Kong University of Science and Technology), Xiaochun Yang (North-
eastern University), and Xiaofang Zhou (University of Queensland), Publication
Chair Rainer Unland (University of Duisburg-Essen), Finance Chair Vincent
Ng (The Hong Kong Polytechnic University), Local Arrangements Chair Hong-
va Leong (The Hong Kong Polytechnic University), Sponsor Chair Joseph Ng
(Hong Kong Baptist University), Best Award Committee Co-chairs Ming-Syan
Chen (Academia Sinica, Taiwan and National Taiwan University) and Aoying
Zhou (East China Normal University), and Demo Award Committee Co-chairs
Ben Kao (The University of Hong Kong) and Lizhu Zhou (Tsinghua University).
Our thanks go to all the committee members and other individuals involved in
putting it all together, and all authors who submitted their papers to this con-
ference.

July 2010 Dik Lun Lee
Wang-Chien Lee

Kamal Karlapalem
Jeffrey Xu Yu

Myoung Ho Kim



Organization

Honorary Conference Co-chairs

Xingui He Peking University, China
Shan Wang Renmin University of China, China
Kyu-Young Whang Korea Advanced Institute of Science and

Technology (KAIST), Korea

Conference General Co-chairs

Dik Lun Lee The Hong Kong University of Science and
Technology, China

Wang-Chien Lee Penn State University, USA
Kamal Karlapalem IIIT-Hyderabad, India

Program Committee Co-chairs

Jeffrey Xu Yu The Chinese University of Hong Kong, China
Myoung Ho Kim Korea Advanced Institute of Science and

Technology (KAIST), Korea

Organizing Committee Chair

Kam-Fai Wong The Chinese University of Hong Kong, China

Workshop Co-chairs

Jianliang Xu Hong Kong Baptist University, China
Ge Yu Northeastern University, China
Shuigeng Zhou Fudan University, China

Industrial Co-chairs

Takahiro Hara Osaka University, Japan
Tengjiao Wang Peking University, China
Xing Xie Microsoft Research China, China

Tutorial Co-chairs

Reynold Cheng The University of Hong Kong, China
Ken Lee University of Massachusetts Dartmouth, USA
Ee-Peng Lim Singapore Management University, Singapore



VIII Organization

Panel Co-chairs

Haibo Hu Hong Kong Baptist University, China
Haixun Wang Microsoft Research China, China
Baihua Zheng Singapore Management University, Singapore

Demo Co-chairs

Jidong Chen EMC Research China, China
Lei Chen The Hong Kong University of Science and

Technology, China
Kyoung-Gu Woo Samsung Electronics, Korea

Publicity Co-chairs

Raymond Wong The Hong Kong University of Science and
Technology, China

Xiaochun Yang Northeastern University, China
Xiaofang Zhou University of Queensland, Australia

Local Arrangements Chair

Hong-va Leong The Hong Kong Polytechnic University, China

Finance Chair

Vincent Ng The Hong Kong Polytechnic University, China

Publication Chair

Rainer Unland University of Duisburg-Essen, Germany

Web Chair

Hong Cheng The Chinese University of Hong Kong, China

Demo Award Committee Co-chairs

Ben Kao The University of Hong Kong, China
Lizhu Zhou Tsinghua University, China

Best Paper Committee Co-chairs

Ming-Syan Chen Academia Sinica, Taiwan and National Taiwan
University, Taiwan

Aoying Zhou East China Normal University, China



Organization IX

Steering Committee Liaison

Qing Li City University of Hong Kong, China

Sponsor Chair

Joseph Ng Hong Kong Baptist University, China

CCF DBTC Liaison

Xiaofeng Meng Renmin University of China, China

DASFAA Awards Committee

Tok Wang Ling (Chair) National University of Singapore, Singapore
Jianzhong Li Harbin Institute of Technology, China
Krithi Ramamirtham Indian Institute of Technology at Bombay,

India
Kian-Lee Tan National University Singapore, Singapore
Katsumi Tanaka Kyoto University, Japan
Kyu-Young Whang Korea Advanced Institute of Science and

Technology (KAIST), Korea
Jeffrey Xu Yu The Chinese University of Hong Kong, China

DASFAA Steering Committee

Katsumi Tanaka (Chair) Kyoto University, Japan
Ramamohanarao Kotagiri

(Vice Chair) University of Melbourne, Australia
Kyu-Young Whang (Advisor) Korea Advanced Institute of Science and

Technology (KAIST), Korea
Yoshihiko Imai (Treasurer) Matsushita Electric Industrial Co., Ltd., Japan
Kian Lee Tan (Secretary) National University of Singapore (NUS),

Singapore
Yoon Joon Lee Korea Advanced Institute of Science and

Technology (KAIST), Korea
Qing Li City University of Hong Kong, China
Krithi Ramamritham Indian Institute of Technology at Bombay,

India
Ming-Syan Chen National Taiwan University, Taiwan
Eui Kyeong Hong Univerity of Seoul, Korea
Hiroyuki Kitagawa University of Tsukuba, Japan
Li-Zhu Zhou Tsinghua University, China
Jianzhong Li Harbin Institute of Technology, China
BongHee Hong Pusan National University, Korea



X Organization

Program Committees

Research Track

Toshiyuki Amagasa University of Tsukuba, Japan
Masayoshi Aritsugi Kumamoto University, Japan
James Bailey University of Melbourne, Australia
Ladjel Bellatreche Poitiers University, France
Boualem Benatallah University of New South Wales, Australia
Sourav S. Bhowmick Nanyang Technological University, Singapore
Athman Bouguettaya CSIRO, Australia
Chee Yong Chan National University Singapore, Singapore
Jae Woo Chang Chonbuk National University, Korea
Lei Chen The Hong Kong University of Science and

Technology, China
Ming-Syan Chen National Taiwan University, Taiwan
Reynold Cheng The University of Hong Kong, China
Hong Cheng The Chinese University of Hong Kong,

China
James Cheng Nanyang Technological University,

Singapore
Byron Choi Hong Kong Baptist University, China
Yon Dohn Chung Korea University, Korea
Gao Cong Nanyang Technological University,

Singapore
Bin Cui Peking University, China
Alfredo Cuzzocrea ICAR-CNR / University of Calabria, Italy
Gill Dobbie University of Auckland, New Zealand
Xiaoyong Du Renmin University of China, China
Jianhua Feng Tsinghua University, China
Ling Feng Tsinghua University, China
Sumit Ganguly IIT Kanpur, India
Yunjun Gao Zhejiang University, China
Vivek Gopalkrishnan Nanyang Technological University, Singapore
Wook-Shin Han Kyungpook National University, Korea
Takahiro Hara Osaka University, Japan
Bingsheng He Nanyang Technological University,

Singapore
Wynne Hsu National University Singapore, Singapore
Haibo Hu Hong Kong Baptist University, China
Seung-won Hwang POSTECH, Korea
Yoshiharu Ishikawa Nagoya University, Japan
Mizuho Iwaihara Waseda University, Japan
Adam Jatowt Kyoto University, Japan,
Ruoming Jin Kent State University, USA
Jaewoo Kang Korea University, Korea



Organization XI

Norio Katayama National Institute of Informatics, Japan
Yiping Ke The Chinese University of Hong Kong,

China
Sang Wook Kim Hanyang University, Korea
Young-Kuk Kim Chungnam National University, Korea
Markus Kirchberg Hewlett-Packard Labs Singapore and

National University of Singapore, Singapore
Hiroyuki Kitagawa University of Tsukuba, Japan
Flip Korn AT&T Research, USA
Hady W. Lauw Institute for Infocomm Research, Singapore
Jae-Gil Lee IBM Almaden, USA
Mong Li Lee National University of Singapore, Singapore
Sang-goo Lee Seoul National University, Korea
Sang-Won Lee Sungkyunkwan University, Korea
Wang-Chien Lee Pennsylvania State University, USA
Cuiping Li Renmin University of China, China
Jianzhong Li Harbin Institute of Technology, China
Xuemin Lin University of New South Wales, Australia
Chengfei Liu Swinburne University of Technology,

Australia
Eric Lo Hong Kong Polytechnic University, China
Jiaheng Lu Renmin University of China, China
Nikos Mamoulis The University of Hong Kong, China
Weiyi Meng Binghamton University, USA
Xiaofeng Meng Renmin University of China, China
Bongki Moon University of Arizona, USA
Yang-Sae Moon Kangwon National University, Korea
Yasuhiko Morimoto Hiroshima University, Japan
Yunmook Nah Dankook University, Korea
Miyuki Nakano University of Tokyo, Japan
Tadashi Ohmori University of Electro-Communications, Japan
Makoto Onizuka NTT Cyber Space Labs, Japan
Sanghyun Park Yonsei Universiy, Korea
Seog Park Sogang University, Korea
Jian Pei Simon Fraser University, Canada
Uwe Rohm University of Sydney, Australia
Markus Schneider University of Florida, USA
Heng Tao Shen University of Queensland, Australia
Hyoseop Shin Konkuk University, Korea
S. Sudarshan IIT Bombay, India
Atsuhiro Takasu National Institute of Informatics, Japan
Kian-Lee Tan National University Singapore, Singapore
Jie Tang Tsinghua University, China
David Taniar Monash University, Australia
Egemen Tanin University of Melbourne, Australia



XII Organization

Vincent S. Tseng National Cheng Kung University, Taiwan
Vasilis Vassalos Athens University of Economics and Business,

Greece
John Wang Griffith University, Australia
Jianyong Wang Tsinghua University, China
Guoren Wang Northeastern University, China
Wei Wang University of New South Wales, Australia
Raymond Wong The Hong Kong University of Science and

Technology, China
Xiaokui Xiao Nanyang Technological University, Singapore
Jianliang Xu Hong Kong Baptist University, China
Man-Lung Yiu Hong Kong Polytechnic University, China
Haruo Yokota Tokyo Institute of Technology, Japan
Jae Soo Yoo Chungbuk National University, Korea
Ge Yu Northeastern University, China
Aidong Zhang University of Buffalo, SUNY, USA
Rui Zhang University of Melbourne, Australia
Yanchun Zhang Victoria University, Australia
Baihua Zheng Singapore Management University, Singapore
Aoying Zhou East China Normal University, China
Xiaofang Zhou University of Queensland, Australia

Industrial Track

Wolf-Tilo Balke University of Hannover, Germany
Edward Chang Google, China and University of

California Santa Barbara, USA
Bin Cui Peking University, China
Dimitrios Georgakopoulos CSIRO, Australia
Seung-Won Hwang POSTECH, Korea
Marek Kowalkiewicz SAP, Australia
Sanjay Kumar Madria Missouri University of Science and Technology,

USA
Mukesh Mohania IBM Research India, India
Makoto Onizuka NTT Corporation, Japan
Jilei Tian Nokia Research China, China
Masashi Tsuchida Hitach, Ltd., Japan
Jianyong Wang Tsinghua University, China
Wei Wang Fudan University, China
Yu Zheng Microsoft Research Asia, China

Demo Track

Ilaria Bartolini University of Bologna, Italy
Bin Cui Peking University, China
Heasoo Hwang Samsung Electronics, Korea



Organization XIII

Jin-ho Kim Kangwon National University, Korea
Changkyu Kim Intel Labs, USA
Guoqiong Liao Jiangxi University of Finance and Economics,

China
Hongrae Lee Google Research, USA
Jiaheng Lu Renmin University of China, China
Peng Wang Fudan University, China
Feng Yaokai Kyushu University, Japan

External Reviewers

Eunus Ali
Parvin Asadzadeh
He Bai
Moshe Barukh
Seyed-Mehdi-Reza

Beheshti
Arnab Bhattacharya
Nick Bozovic
Xin Cao
Wing Kwan Chan
Lijun Chang
Muhammad Aamir

Cheema
Jinchuan Chen
Jiefeng Cheng
Taewon Cho
Jaehoon Choi
Shumo Chu
Ke Deng
Wei Feng
Shen Ge
Haris Georgiadis
Kazuo Goda
Jian Gong
Reza Hemayati
He Hu
Hai Huang
Jun Huang
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We are all now connected economically, technically and socially. Our planet is
becoming smarter. Infusing intelligence into the way the world literally works the
systems and processes that enable physical goods to be developed, manufactured,
bought and sold services to be delivered everything from people and money to oil,
water and electrons to move and billions of people to work and live. All these
become possible via information integration scattering in many different data
sources: from the sensors, on the web, in our personal devices, in documents and
in databases, or hidden within application programs. Information is exploding
with large amount of data generated every second. It creates many challenges in
securely storing, managing, integrating, cleansing, analyzing and governing the
massive generated information besides the privacy issue. This can be a difficult or
time consuming endeavor. This talk describes some information-intensive tasks,
choosing examples from such areas as healthcare, science, the business world
and our personal lives. I will discuss the barriers to getting information together,
delivering it to the people that need it, in a form they can understand, analyzing
the diverse spectrum of information, giving insights to the decision makers. I
will review key research on information integration and information interaction,
indicate how the combination may enable real progress, and illustrate where
research challenges remain.
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Abstract. Cloud computing has emerged as an extremely successful paradigm
for deploying web applications. Scalability, elasticity, pay-per-use pricing, and
economies of scale from large scale operations are the major reasons for the
successful and widespread adoption of cloud infrastructures. Since a majority of
cloud applications are data driven, database management systems (DBMSs) pow-
ering these applications form a critical component in the cloud software stack. In
this article, we present an overview of our work on instilling these above men-
tioned “cloud features” in a database system designed to support a variety of
applications deployed in the cloud: designing scalable database management ar-
chitectures using the concepts of data fission and data fusion, enabling lightweight
elasticity using low cost live database migration, and designing intelligent and au-
tonomic controllers for system management without human intervention.

Keywords: Cloud computing, scalability, elasticity, autonomic systems.

1 Introduction

The proliferation of technology in the past two decades has created an interesting di-
chotomy for users. There is very little disagreement that an individual’s life is signif-
icantly enriched as a result of easy access to information and services using a wide
spectrum of computing platforms such as personal workstations, laptop computers, and
handheld devices such as smart-phones, PDAs, and tablets (e.g., Apple’s iPads). The
technology enablers are indeed the advances in networking and the Web-based service
paradigms that allow users to obtain information and data-rich services at any time
blurring the geographic or physical distance between the end-user and the service. As
network providers continue to improve the capability of their wireless and broadband
infrastructures, this paradigm will continue to fuel the invention of new and imagina-
tive services that simplify and enrich the professional and personal lives of end-users.
However, some will argue that the same technologies that have enriched the lives of
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the users, have also given rise to some challenges and complexities both from a user’s
perspective as well as from the service provider or system perspective. From the user’s
point-of-view, the users have to navigate through a web of multiple compute and stor-
age platforms to get their work done. A significant end-user challenge is to keep track
of all the applications and information services on his/her multiple devices and keep
them synchronized. A natural solution to overcome this complexity and simplify the
computation- and data-rich life of an end-user is to push the management and adminis-
tration of most applications and services to the network core. The justification being that
as networking technologies mature, from a user’s perspective accessing an application
on his/her personal device will be indistinguishable from accessing the application over
the broadband wired or wireless network. In summary, the current technology trend is
to host user applications, services, and data in the network core which is metaphorically
referred to as the cloud.

The above transformation that has resulted in user applications and services being
migrated from the user devices to the cloud has given rise to unprecedented technolog-
ical and research challenges. Earlier, an application or service disruption was typically
confined to a small number of users. Now, any disruption has global consequences mak-
ing the service unavailable to an entire user community. In particular, the challenge now
is to develop server-centric application platforms that are available to a virtually unlim-
ited number of users 24 × 7 over the Internet using a plethora of modern Web-based
technologies. Experiences gained in the last decade from some of the technology leaders
that provide services over the Internet (e.g., Google, Amazon, Ebay, etc.) indicate that
application infrastructures in the cloud context should be highly reliable, available, and
scalable. Reliability is a key requirement to ensure continuous access to a service and
is defined as the probability that a given application or system will be functioning when
needed as measured over a given period of time. Similarly, availability is the percentage
of times that a given system will be functioning as required. The scalability requirement
arises due to the constant load fluctuations that are common in the context of Web-based
services. In fact these load fluctuations occur at varying frequencies: daily, weekly, and
over longer periods. The other source of load variation is due to unpredictable growth
(or decline) in usage. The need for scalable design is to ensure that the system capac-
ity can be augmented by adding additional hardware resources whenever warranted by
load fluctuations. Thus, scalability has emerged both as a critical requirement as well
as a fundamental challenge in the context of cloud computing.

In the context of most cloud-based application and service deployments, data and
therefore the database management system (DBMS) is an integral technology compo-
nent in the overall service architecture. The reason for the proliferation of DBMS, in
the cloud computing space is due to the success DBMSs and in particular Relational
DBMSs have had in modeling a wide variety of applications. The key ingredients to
this success are due to many features DBMSs offer: overall functionality (modeling di-
verse types of application using the relational model which is intuitive and relatively
simple), consistency (dealing with concurrent workloads without worrying about data
becoming out-of-sync), performance (both high-throughput, low-latency and more than
25 years of engineering), and reliability (ensuring safety and persistence of data in the
presence of different types of failures). In spite of this success, during the past decade
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there has been a growing concern that DBMSs and RDBMSs are not cloud-friendly.
This is because, unlike other technology components for cloud service such as the web-
servers and application servers, which can easily scale from a few machines to hundreds
or even thousands of machines), DBMSs cannot be scaled very easily. In fact, current
DBMS technology fails to provide adequate tools and guidance if an existing database
deployment needs to scale-out from a few machines to a large number of machines.

At the hardware infrastructure level, the need to host scalable systems has necessi-
tated the emergence of large-scale data centers comprising thousands to hundreds of
thousands of compute nodes. Technology leaders such as Google, Amazon, and Mi-
crosoft have demonstrated that data centers provide unprecedented economies-of-scale
since multiple applications can share a common infrastructure. All three companies
have taken this notion of sharing beyond their internal applications and provide frame-
works such as Amazon’s AWS, Google’s AppEngine, and Microsoft Azure for hosting
third-party applications in their respective data-center infrastructures (viz. the clouds).
Furthermore, most of these technology leaders have abandoned the traditional DBMSs
and instead have developed proprietary data management technologies referred to as
key-value stores. The main distinction is that in traditional DBMSs, all data within a
database is treated as a “whole” and it is the responsibility of the DBMS to guarantee
the consistency of the entire data. In the context of key-value stores this relationship is
completely severed into key-values where each entity is considered an independent unit
of data or information and hence can be freely moved from one machine to the other.
Furthermore, the atomicity of application and user accesses are guaranteed only at a
single-key level. Key-value stores in conjunction with the cloud computing frameworks
have worked extremely well and a large number of web applications have deployed the
combination of this cloud computing technology. More recent technology leaders such
as Facebook have also benefited from this paradigm in building complex applications
that are highly scalable.

The requirement of making web-based applications scalable in cloud-computing
platforms arises primarily to support virtually unlimited number of end-users. Another
challenge in the cloud that is closely tied to the issue of scalability is to develop mecha-
nism to respond to sudden load fluctuations on an application or a service due to demand
surges or troughs from the end-users. Scalability of a system only provides us a guaran-
tee that a system can be scaled up from a few machines to a larger number of machines.
In cloud computing environments, we need to support additional property that such scal-
ability can be provisioned dynamically without causing any interruption in the service.
This type of dynamic provisioning where a system can be scaled-up dynamically by
adding more nodes or can be scaled-down by removing nodes is referred to as elastic-
ity. Key-value stores such as BigTable and PNUTS have been designed so that they can
be elastic or can be dynamically provisioned in the presence of load fluctuations. Tradi-
tional database management systems, on the other hand, are in general intended for an
enterprise infrastructure that is statically provisioned. Therefore, the primary goal for
DBMSs is to realize the highest level of performance for a given hardware and server
infrastructure. Another requirement that is closely related to scalability and elasticity
of data management software is that of autonomic management. Traditionally, data ad-
ministration is a highly manual task in an enterprise setting where a highly-trained



Database Scalability, Elasticity, and Autonomy in the Cloud 5

engineering staff continually monitor the health of the overall system and take actions
to ensure that the operational platform continues to perform efficiently and effectively.
As we move to the cloud-computing arena which typically comprises data-centers with
thousands of servers, the manual approach of database administration is no longer fea-
sible. Instead, there is a growing need to make the underlying data management layer
autonomic or self-managing especially when it comes to load redistribution, scalabil-
ity, and elasticity. This issue becomes especially acute in the context of pay-per-use
cloud-computing platforms hosting multi-tenant applications. In this model, the service
provider is interested in minimizing its operational cost by consolidating multiple ten-
ants on as few machines as possible during periods of low activity and distributing these
tenants on a larger number of servers during peak usage.

Due to the above desirable properties of key-value stores in the context of cloud com-
puting and large-scale data-centers, they are being widely used as the data management
tier for cloud-enabled Web applications. Although it is claimed that atomicity at a single
key is adequate in the context of many Web-oriented applications, evidence is emerg-
ing that indicates that in many application scenarios this is not enough. In such cases,
the responsibility to ensure atomicity and consistency of multiple data entities falls on
the application developers. This results in the duplication of multi-entity synchroniza-
tion mechanisms many times in the application software. In addition, as it is widely
recognized that concurrent programs are highly vulnerable to subtle bugs and errors,
this approach impacts the application reliability adversely. The realization of providing
atomicity beyond single entities is widely discussed in developer blogs [28]. Recently,
this problem has also been recognized by the senior architects from Amazon [23] and
Google [16], leading to systems like MegaStore that provide transactional guarantees
on key-value stores [3].

Cloud computing and the notion of large-scale data-centers will become a pervasive
technology in the coming years. There are two major technology hurdles that we con-
front in deploying applications on cloud computing infrastructures: DBMS scalability
and DBMS security. In this paper, we will focus on the problem of making DBMS
technology cloud-friendly. In fact, we will argue that the success of cloud computing
is critically contingent on making DBMSs scalable, elastic, and autonomic, which is
in addition to the other well-known properties of database management technologies:
high-level functionality, consistency, performance, and reliability. This paper summa-
rizes the current state-of-the-art as well as identifies areas where research progress is
sorely needed.

2 Database Scalability in the Cloud

In this section, we first formally establish the notion of scalability. In the context of
cloud-computing paradigms, there are two options for scaling the data management
layer. The first option is to start with key-value stores, which have almost limitless scal-
ability, and explore ways in which such systems can be enriched to provide higher-level
database functionality especially when it comes to providing transactional access to
multiple data and informational entities. The other option is to start with a conventional
DBMS architecture and leverage from key-value store architectural design features to
make the DBMS highly scalable. We now explore these two options in detail.
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2.1 Scalability

Scalability is a desirable property of a system, which indicates its ability to either handle
growing amounts of work in a graceful manner or its ability to improve throughput
when additional resources (typically hardware) are added. A system whose performance
improves after adding hardware, proportionally to the capacity added, is said to be a
scalable system. Similarly, an algorithm is said to scale if it is suitably efficient and
practical when applied to large situations (e.g. a large input data set or large number of
participating nodes in the case of a distributed system). If the algorithm fails to perform
when the resources increase then it does not scale.

There are typically two ways in which a system can scale by adding hardware re-
sources. The first approach is when the system scales vertically and is referred to as
scale-up. To scale vertically (or scale up) means to add resources to a single node in
a system, typically involving the addition of processors or memory to a single com-
puter. Such vertical scaling of existing systems also enables them to use virtualization
technology more effectively, as it provides more resources for the hosted set of operat-
ing system and application modules to share. An example of taking advantage of such
shared resources is by by increasing the number of Apache daemon processes running.
The other approach of scaling a system is by adding hardware resources horizontally
referred to as scale-out. To scale horizontally (or scale out) means to add more nodes
to a system, such as adding a new computer to a distributed software application. An
example might be scaling out from one web-server system to a system with three web-
servers.

As computer prices drop and performance demand continue to increase, low cost
“commodity” systems can be used for building shared computational infrastructures
for deploying high-performance applications such as Web search and other web-based
services. Hundreds of small computers may be configured in a cluster to obtain aggre-
gate computing power which often exceeds that of single traditional RISC processor
based supercomputers. This model has been further fueled by the availability of high
performance interconnects. The scale-out model also creates an increased demand for
shared data storage with very high I/O performance especially where processing of
large amounts of data is required. In general, the scale-out paradigm has served as the
fundamental design paradigm for the large-scale data-centers of today. The additional
complexity introduced by the scale-out design is the overall complexity of maintaining
and administering a large number of compute and storage nodes.

Note that the scalability of a system is closely related to the underlying algorithm or
computation. In particular, given an algorithm if there is a fraction α that is inherently
sequential then that means that the remainder 1 − α is parallelizable and hence can
benefit from multiple processors. The maximum scaling or speedup of such a system
using N CPUs is bounded as specified by Amdahl’s law [1]:

Speedup =
1

α + 1−α
N

.

For example if only 70% of the computation is parallelizable then the speedup with 4
CPUs is 2.105 whereas with 8 processors it is only 2.581. The above bound on scaling
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clearly establishes the need for designing algorithms and mechanisms that are inher-
ently scalable. Blindly adding hardware resources may not necessarily yield the desired
scalability in the system.

2.2 Data Fusion: Multi-key Atomicity in Key-Value Stores

As outlined earlier in the prior section, although key-value stores provide almost infi-
nite scalability in that each entity can (potentially) be handled by in independent node,
new application requirements are emerging that require multiple entities (or equiva-
lently keys) to be accessed atomically. Some of these applications are in the domain of
cooperative work as well as in the context of multi-player games. This need has been
recognized by companies such as Google who have expanded their application port-
folio from Web-search to more elaborate applications such as Google documents and
others. Given this need, the question arises as to how to support multi-key atomicity in
key-value stores such as Google’s Bigtable [7], Amazon’s Dynamo [17], and Yahoo’s
PNUTS [9].

The various key-value stores differ in terms of data model, availability, and consis-
tency guarantees, but the property common to all systems is the Key-Value abstraction
where data is viewed as key-value pairs and atomic access is supported only at the
granularity of single keys. This single key atomic access semantics naturally allows effi-
cient horizontal data partitioning, and provides the basis for scalability and availability
in these systems. Even though a majority of current web applications have single key
access patterns [17], many current applications, and a large number of Web 2.0 appli-
cations (such as those based on collaboration) go beyond the semantics of single key
access, and foray into the space of multi key accesses [2]. Present scalable data man-
agement systems therefore cannot directly cater to the requirements of these modern
applications, and these applications either have to fall back to traditional databases, or
to rely on various ad-hoc solutions.

In order to deal with this challenge, Google has designed a system called MegaS-
tore [3] that builds on Bigtable as an underlying system and creates the notion of entity
groups on top of it. The basic idea of MegaStore is to allow users to group multiple
entities as a single collection and then uses write-ahead logging [22, 32] and two-phase
commit [21] as the building blocks to support ACID transactions on statically defined
entity groups. The designers also postulate that accesses across multiple entity groups
are also supported, however, at a weaker or loose consistency level. Although Megas-
tore allows entities to be arbitrarily distributed over multiple nodes, Megastore provides
higher level of performance when the entity-group is co-located on a single node. On
the other hand if the entity group is distributed across multiple nodes, in that case, the
overall performance may suffer since more complex synchronization mechanisms such
as two-phase commit or persistent queues may be necessary. We refer to this approach
as a Data Fusion architecture for multi-key atomicity while ensuring scalability.

Google’s MegaStore takes a step beyond single key access patterns by supporting
transactional access for entity groups. However, since keys cannot be updated in place,
once a key is created as a part of a group, it has to be in the group for the rest of its
lifetime. This static nature of entity groups, in addition to the requirement that keys be
contiguous in sort order, are in many cases insufficient and restrictive. For instance, in
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case of an online casino application where different users correspond to different key-
value pairs, multi key access guarantees are needed only during the course of a game.
Once a game terminates, different users can move to different game instances thereby
requiring guarantees on dynamic groups of keys–a feature not currently supported by
MegaStore.

To circumvent this disadvantage, we have designed G-Store [14], a scalable data
store providing transactional multi key access guarantees over dynamic, non-overlapping
groups of keys using a key-value store as an underlying substrate, and therefore inher-
iting its scalability, fault-tolerance, and high availability. The basic innovation that al-
lows scalable multi key access is the Key Group abstraction which defines a granule
of on-demand transactional access. The Key Grouping protocol uses the Key Group
abstraction to transfer ownership—i.e. the exclusive read/write access to keys—for all
keys in a group to a single node which then efficiently executes the operations on the
Key Group. This design is suitable for applications that require transactional access to
groups of keys that are transient in nature, but live long enough to amortize the cost of
group formation. Our assumption is that the number of keys in a group is small enough
to be owned by a single node. Considering the size and capacity of present commodity
hardware, groups with thousands to hundreds of thousands of keys can be efficiently
supported. Furthermore, the system can scale-out from tens to hundreds of commodity
nodes to support millions of Key Groups. G-Store inherits the data model as well as the
set of operations from the underlying Key-Value store; the only addition being that the
notions of atomicity and consistency are extended from a single key to a group of keys.

A Key Group consists of a leader key and a set of follower keys. The leader is part of
the group’s identity, but from an applications perspective, the semantics of operations
on the leader is no different from that on the followers. Once the application specifies
the Key Group, the group creation phase of Key Grouping protocol transfers ownership
of follower keys to the node currently hosting the leader key, such that transactions ex-
ecuting on the group can be executed locally. Intuitively, the goal of the proposed Key
Grouping protocol is to transfer key ownership safely from the followers to the leader
during group formation, and from the leader to the followers during group deletion.
Conceptually, the follower keys are locked during the lifetime of the group. Safety or
correctness requires that there should never be an instance where more than one node
claims ownership of an item. Liveness, on the other hand, requires that in the absence of
repeated failures, no data item is without an owner indefinitely. The Key Grouping pro-
tocol can tolerate message and node failures as well as message re-ordering, concurrent
group creation requests as well as detect overlapping group create requests [14].

This data fusion approach provides the building block for designing scalable data
systems with consistency guarantees on data granules of different sizes, supporting dif-
ferent application semantics. The two alternative designs have resulted in systems with
different characteristics and behavior.

2.3 Data Fission: Database Partitioning Support in DBMS

Contrary to the approach of data fusion, where multiple small data granules are com-
bined to provide stringent transactional guarantees on larger data granules at scale, an-
other approach to scalability is to split a large database unit into relatively independent
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(a) Tree Schema (b) TPC-C as a tree schema

Fig. 1. Schema level database partitioning

shards or partitions and provide transactional guarantees only on these shards. We re-
fer to this approach as Data Fission. This approach of partitioning the database and
scaling out with partitioning is popularly used for scaling web-applications. Since the
inefficiencies resulting from distributed transactions are well known (see [11] for some
performance numbers), the choice of a good partitioning technique is critical to support
flexible functionality while limiting transactions to a single partition. Many modern sys-
tems therefore partition the schema in a way such that the need for distributed transac-
tions is minimized–an approach referred to as schema level partitioning. Transactions
accessing a single partition can be executed efficiently without any dependency and
synchronization between the database servers serving the partitions, thus allowing high
scalability and availability. Partitioning the database schema, instead of partitioning
individual tables, allows supporting rich functionality even when limiting most trans-
actions to a single partition. The rationale behind schema level partitioning is that in
a large number of database schemas and applications, transactions only access a small
number of related rows which can be potentially spread across a number of tables. This
pattern can be used to group related data together in the same partition.

One popular example of partitioning arises when the schema is a “tree schema”. Even
though such a schema does not encompass the entire spectrum of OLTP applications,
a survey of real applications within a commercial enterprise shows that a large number
of applications either have such an inherent schema pattern or can be easily adapted
to it [4]. Figure 1(a) provides an illustration of such a schema type. This schema sup-
ports three types of tables: Primary Tables, Secondary Tables, and Global Tables.
The primary table forms the root of the tree; a schema has exactly one primary table
whose primary key acts as the partitioning key. A schema can however have multiple
secondary and global tables. Every secondary table in a database schema will have the
primary table’s key as a foreign key. Referring to Figure 1(a), the key kp of the primary
table appears as a foreign key in each of the secondary tables. This structure implies that
corresponding to every row in the primary table, there are a group of related rows in the
secondary tables, a structure called a row group [4]. All rows in the same row group are
guaranteed to be co-located and a transaction can only access rows in a particular row
group. A database partition is a collection of such row groups. This schema structure
also allows efficient dynamic splitting and merging of partitions. In contrast to these
two table types, global tables are look up tables that are mostly read-only. Since global
tables are not updated frequently, these tables are replicated on all the nodes. In addition
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to accessing only one row group, an operation in a transaction can only read a global
table. Figure 1(b) shows a representation of the TPC-C schema [29] as a tree schema.
Such a schema forms the basis of the design of a number of systems such as MS SQL
Azure [4], ElasTraS [12], and Relational Cloud [10]. The MS SQL Azure and Rela-
tional Cloud designs are based on the shared nothing storage model where each DBMS
instance on a node is independent and an integrative layer is provided on the top for
routing queries and transactions to an appropriate database server. The ElasTraS design
on the other hand utilizes the shared storage model based on append-only distributed
file-systems such as GFS [20] or HDFS [25]. The desirable feature of the ElasTraS de-
sign is that it supports elasticity of data in a much more integrated manner. In particular,
both MS SQL Azure and Relational Cloud designs need to be augmented with database
migration mechanisms to support elasticity where database partition migration involves
moving both memory-resident database state and disk-resident data. ElasTraS, on the
other hand, can support database elasticity for relocating database partitions by sim-
ply migrating the memory state of the database which is considerably simpler. In fact,
well-known VM migration techniques [6, 8, 27] can be easily adopted in the case of
ElasTraS [15].

This schema level partitioning splits large databases into smaller granules which
can then be scaled out on a cluster of nodes. Our prototype system—named Elas-
TraS [12, 13]—uses this concept of data fission to scale-out database systems. ElasTraS
is a culmination of two major design philosophies: traditional relational database sys-
tems (RDBMS) that allow efficient execution of OLTP workloads and provide ACID
guarantees for small databases and the Key-Value stores that are elastic, scalable, and
highly available allowing the system to scale-out. Effective resource sharing and the
consolidation of multiple tenants on a single server allows the system to efficiently deal
with tenants with small data and resource requirements, while advanced database par-
titioning and scale-out allows it to serve tenants that grow big, both in terms of data as
well as load. ElasTraS operates at the granularity of these data granules called parti-
tions. It extends techniques developed for Key-Value stores to scale to large numbers of
partitions distributed over tens to hundreds of servers. On the other hand, each partition
acts as a self contained database; ElasTraS uses technology developed for relational
databases [22] to execute transactions efficiently on these partitions. The partitioning
approach described here can be considered as static partitioning. There have been re-
cent efforts to achieve database partitioning at run-time by analyzing the data access
patterns of user queries and transactions on-the-fly [11].

3 Database Elasticity in the Cloud

One of the major factors for the success of the cloud as an IT infrastructure is its pay
per use pricing model and elasticity. For a DBMS deployed on a pay-per-use cloud
infrastructure, an added goal is to optimize the system’s operating cost. Elasticity, i.e.
the ability to deal with load variations by adding more resources during high load or
consolidating the tenants to fewer nodes when the load decreases, all in a live system
without service disruption, is therefore critical for these systems.

Even though elasticity is often associated with the scale of the system, a subtle differ-
ence exists between elasticity and scalability when used to express a system’s behavior.
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Scalability is a static property of the system that specifies its behavior on a static con-
figuration. For instance, a system design might scale to hundreds or even to thousands
of nodes. On the other hand, elasticity is dynamic property that allows the system’s
scale to be increased on-demand while the system is operational. For instance, a system
design is elastic if it can scale from 10 servers to 20 servers (or vice-versa) on-demand.
A system can have any combination of these two properties.

Elasticity is a desirable and important property of large scale systems. For a sys-
tem deployed on a pay-per-use cloud service, such as the Infrastructure as a Service
(IaaS) abstraction, elasticity is critical to minimize operating cost while ensuring good
performance during high loads. It allows consolidation of the system to consume less
resources and thus minimize the operating cost during periods of low load while allow-
ing it to dynamically scale up its size as the load decreases. On the other hand, enterprise
infrastructures are often statically provisioned. Elasticity is also desirable in such sce-
narios where it allows for realizing energy efficiency. Even though the infrastructure is
statically provisioned, significant savings can be achieved by consolidating the system
in a way that some servers can be powered down reducing the power usage and cooling
costs. This, however, is an open research topic in its own merit, since powering down
random servers does not necessarily reduce energy usage. Careful planning is needed
to select servers to power down such that entire racks and alleys in a data-center are
powered down so that significant savings in cooling can be achieved. One must also
consider the impact of powering down on availability. For instance, consolidating the
system to a set of servers all within a single point of failure (for instance a switch or a
power supply unit) can result in an entire service outage resulting from a single failure.
Furthermore, bringing up powered down servers is more expensive, so the penalty for a
miss-predicted power down operation is higher.

In our context of a database system, migrating parts of a system while the system
is operational is important to achieve on-demand elasticity—an operation called live
database migration. While being elastic, the system must also guarantee the tenants’
service level agreements (SLA). Therefore, to be effectively used for elasticity, live
migration must have low impact—i.e. negligible effect on performance and minimal
service interruption—on the tenant being migrated as well as other tenants co-located
at the source and destination of migration.

Since migration is a necessary primitive for achieving elasticity, we focus our ef-
forts on developing live migration for the two most common common cloud database
architectures: shared disk and shared nothing. Shared disk architectures are utilized for
their ability to abstract replication, fault-tolerance, consistency, fault tolerance, and in-
dependent scaling of the storage layer from the DBMS logic. Bigtable [7], HBase [24]
and ElasTraS [12, 13] are examples of databases that use a shared disk architecture. On
the other hand, a shared nothing multi-tenant architecture uses locally attached storage
for storing the persistent database image. Live migration for a shared nothing archi-
tecture requires that all database components are migrated between nodes, including
physical storage files. For ease of presentation, we use the term partition to represent a
self-contained granule of the database that will be migrated for elasticity.

In a shared storage DBMS architecture the persistent image of the database is stored
in a network attached storage (NAS). In the shared storage DBMS architecture, the
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persistent data of a partition is stored in the NAS and does not need migration. We
have designed Iterative Copy for live database migration in a shared storage architec-
ture. To minimize service interruption and to ensure low migration overhead, Iterative
Copy focuses on transferring the main memory state of the partition so that the partition
starts “warm” at the destination node resulting in minimal impact on transactions at the
destination, allowing transactions active during migration to continue execution at the
destination, and minimizing the tenant’s unavailability window. The main-memory state
of a partition consists of the cached database state (DB state), and the transaction exe-
cution state (Transaction state). For most common database engines [22], the DB state
includes the cached database pages or some variant of this. For a two phase locking
(2PL) based scheduler [22], the transaction state consists of the lock table; for an Op-
timistic Concurrency Control (OCC) [26] scheduler, this state consists of the read and
write sets of active transactions and a subset of committed transactions. Iterative Copy
guarantees serializability for transactions active during migration and ensures correct-
ness during failures. A detailed analysis of this technique, optimizations, and a detailed
evaluation can be found in [15].

In the shared nothing architecture, the persistent image of the database must also be
migrated, which is typically much larger than the database cache migrated in the shared
disk architecture. As a result, an approach different from Iterative Copy is needed. We
have designed Zephyr, a technique for live migration in a shared nothing transactional
database architecture [19]. Zephyr minimizes service interruption for the tenant being
migrated by introducing a synchronized phase that allows both the source and desti-
nation to simultaneously execute transactions for the tenant. Using a combination of
on-demand pull and asynchronous push of data, Zephyr allows the source node to com-
plete the execution of active transactions, while allowing the destination to execute new
transactions. Lightweight synchronization between the source and the destination, only
during the short mode of synchronized operation, guarantees serializability, while ob-
viating the need for two phase commit [21]. Zephyr guarantees no service disruption
for other tenants, no system downtime, minimizes data transferred between the nodes,
guarantees safe migration in the presence of failures, and ensures the strongest level
of transaction isolation. It uses standard tree based indices and lock based concurrency
control, thus allowing it to be used in a variety of DBMS implementations. Zephyr does
not rely on replication in the database layer, thus providing greater flexibility in select-
ing the destination for migration, which might or might not have the tenant’s replica.
However, considerable performance improvement is possible in the presence of repli-
cation when a tenant is migrated to one of the replicas.

4 Database Autonomy in the Cloud

Managing large systems poses significant challenges in monitoring, management, and
system operation. Moreover, to reduce the operating cost, considerable autonomy is
needed in the administration of such systems. In the context of database systems, the
responsibilities of this autonomic controller include monitoring the behavior and per-
formance of the system, elastic scaling and load balancing based on dynamic usage
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patterns, modeling behavior to forecast workload spikes and take pro-active measures
to handle such spikes. An autonomous and intelligent system controller is essential to
properly manage such large systems.

Modeling the behavior of a database system and performance tuning has been an
active area of research over the last couple of decades. A large body of work focuses
on tuning the appropriate parameters for optimizing database performance [18, 31],
primarily in the context of a single database server. Another line of work has focused
on resource prediction, provisioning, and placement in large distributed systems [5, 30].

To enable autonomy in a cloud database, an intelligent system controller must also
consider various additional aspects, specifically in the case when the database system is
deployed on a pay-per-use cloud infrastructure while serving multiple application ten-
ant instances, i.e., a multitenant cloud database system. In such a multitenant system,
each tenant pays for the service provided and different tenants in the system can have
competing goals. On the other hand, the service provider must share resources amongst
the tenants, wherever possible, to minimize the operating cost to maximize profits. A
controller for such a system must be able to model the dynamic characteristics and re-
source requirements of the different application tenants to allow elastic scaling while
ensuring good tenant performance and ensuring that the tenants’ service level agree-
ments (SLAs) are met. An autonomic controller consists of two logical components:
the static component and the dynamic component.

The static component is responsible for modeling the behavior of the tenants and
their resource usage to determine tenant placement to co-locate tenants with comple-
mentary resource requirements. The goal of this tenant placement algorithm is to min-
imize the total resource utilization and hence minimize operating cost while ensuring
that the tenant SLAs are met. Our current work uses a combination of machine learn-
ing techniques to classify tenant behavior followed by tenant placement algorithms to
determine optimal tenant co-location and consolidation. This model assumes that once
the behavior of a tenant is modeled and a tenant placement determined, the system will
continue to behave the way in which the workload was modeled, and hence is called the
static component. The dynamic component complements this static model by detecting
dynamic change in load and resource usage behavior, modeling the overall system’s
behavior to determine the opportune moment for elastic load balancing, selecting the
minimal changes in tenant placement needed to counter the dynamic behavior, and use
the live database migration techniques to re-balance the tenants. In addition to modeling
tenant behavior, it is also important to predict the migration cost such that a migration
to minimize the operating cost does not violate a tenant’s SLA. Again, we use machine
learning models to predict the migration cost of tenants and the re-placement model
accounts for this cost when determining which tenant to migrate, when to migrate, and
where to migrate [15].

5 Concluding Remarks

Database systems deployed on a cloud computing infrastructure face many new chal-
lenges such as dealing with large scale operations, lightweight elasticity, and autonomic
control to minimize the operating cost. These challenges are in addition to making the
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systems fault-tolerant and highly available. In this article, we presented an overview of
some of our current research activities to address the above-mentioned challenges in
designing a scalable data management layer in the cloud.
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Deductive databases and object-oriented databases (DOOD) are two important
extensions of the traditional relational database technology.

Deductive databases provide a rule-based language called Datalog¬ (Datalog
with negation) that uses function-free Horn clauses with negation to express
deductive rules [1], and is a simplified version of the logic programming lan-
guage Prolog [2]. A deductive database consists of an extensional database and
an intensional database. The extensional database (EDB) consists of the rela-
tions stored in a relational database whereas the intensional database (IDB)
consists of a Datalog¬ program that is a set of deductive rules used to derive
relations that are the logical consequences of the program and the extensional
database. Datalog¬ is more expressive than pure relational query languages such
as relational algebra and relational calculus as it supports recursive deductive
rules and recursive queries. Moreover, deductive databases have a firm logi-
cal foundation that consists of both model-theoretic semantics in terms of the
minimal model [3], the stable model [4], and the well-founded model [5], and
proof-theoretic semantics in terms of bottom-up fixpoint semantics [2].

Object-oriented databases provide richer data modeling mechanisms such as
object identity, property/attribute, method, complex object, encapsulation, class
hierarchy, non-monotonic multiple inheritance, overloading, late binding, and
polymorphism, but without much research on good DOOD database design,
and the accompanying theoretical progress.

The objective of deductive object-oriented databases is to combine the best
features of deductive databases and object-oriented databases, namely to com-
bine the expressive power of rule-based language and logical foundation of the de-
ductive approach with various data modeling mechanisms of the object-oriented
approach. In the late 80s and 90s, a large number of deductive object-oriented
database languages were proposed, such as O-logic, revised O-logic, C-logic,
F-logic, IQL, LOGRES, LLO, COMPLEX, ORLOG, LIVING IN LATTICE,
Datalogmeth, CORAL++, Noodle, DTL, Gulog, Rock & Roll, ROL, Datalog++,
ROL2, Chimera, and DO2. These proposals can be roughly classified into two
kinds: loosely-coupled and tightly coupled. The first kind mainly uses or extends
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Datalog¬-like languages as a query language for object-oriented databases. This
is not a satisfactory approach as the resulting system consists of two clearly dis-
tinct parts with no unifying semantics. Typical examples of this kind are: IQL,
Rock & Roll, CORAL++, and Chimera. The other approach is more fundamen-
tal in which new unifying logics are proposed to formalize the notions underlying
object-oriented databases. It started with a small set of simple object-oriented
features, and more and more powerful features were gradually incorporated into
successive languages. Typical examples of this kind are: O-logic, revised O-logic,
C-logic, F-logic, ORLOG, ROL, and ROL2.

However, a clean logical semantics that could naturally account for all the
important object-oriented features was still missing. Such a semantics played an
important role in database research. In particular, two key object-oriented fea-
tures that were not addressed logically were encapsulation of rule-based methods
in classes, and non-monotonic structural and behavioral inheritance with over-
riding, conflict resolution and blocking.

Method Encapsulation

In object-oriented programming languages and data models, methods are de-
fined using functions or procedures and are encapsulated in class definitions.
They are invoked through instances of the classes. In deductive databases, we
use deductive rules based on Horn clauses with negation instead of functions and
procedures. By analogy, methods in deductive object-oriented databases can be
defined using deductive rules and encapsulated in class definitions. Such meth-
ods should be invoked through instances of the classes as well. However, earlier
deductive object-oriented database languages did not allow rule-based methods
to be encapsulated in the class definitions. The main reason is that the logical
semantics of deductive databases is based on programs that are sets of rules
as in logic programming. If rules are encapsulated into classes and classes can
non-monotonically inherit methods, then it is not clear how to define logical
semantics directly.

Inheritance Conflict Resolution

Non-monotonic multiple structural, and behavioral inheritance is a fundamen-
tal feature of object-oriented databases. Users can explicitly redefine (or over-
ride) the inherited attributes or methods and stop (or block) the inheritance
of attributes or methods from the superclasses. Ambiguities may arise when an
attribute or method is defined in two or more superclasses, and the conflicts
need to be handled (or resolved). Most systems use the superclass ordering to
resolve the conflicts. Unfortunately, a logical semantics for multiple inheritance
with overriding, blocking and conflict resolution had not been defined directly.
The main difficulty is that the inherited instances of a superclass may not be
well typed with respect to its type definition because of overriding and blocking.
Most deductive object-oriented database languages only allow monotonic mul-
tiple structural inheritance or non-monotonic single inheritance, which is not
powerful enough.
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Main Contribution

Our DASFAA 2001 paper successfully solved these two problems. It provides a
direct well-defined declarative semantics for a deductive object-oriented database
language with (1) encapsulated rule-based methods and (2) non-monotonic struc-
tural and behavioral inheritance with overriding, conflict resolution, and block-
ing. In the language, methods are declared in the class definitions, and the meth-
ods are invoked through instances of the classes. We introduce a special class,
none, to indicate that the inheritance of an attribute or method in a subclass is
blocked; that is, it won’t be inherited from its superclasses. We provide a very
flexible approach to inheritance conflict resolution. Our mechanism consists of
two ways. The first and default is similar to the method used in Orion, namely
a subclass inherits from the classes in the order they are declared in the class
definition. The second allows the explicit naming of the class the attribute or
method is to be inherited from. Therefore, a subclass can inherit an attribute or
a method from any superclass. We then define a class of databases, called well-
defined databases that have an intuitive meaning and develop a direct logical se-
mantics for this class of databases. The semantics naturally accounts for method
encapsulation, multiple structural and behavioral inheritance, overriding, block-
ing, and conflict resolution, and is based on the well-founded semantics from logic
programming. However, our semantics differs from the well-founded semantics
in the following ways. We are concerned with a typed language with methods
rather than an untyped language with predicates. We introduce a well-typed
concept and take typing into account when deducing new facts from methods.
The definition of satisfaction of expressions is more complex in our definition
because we define the truth values for our many kinds of expressions. Our def-
inition reflects the fact that our model effectively has two parts, an extensional
database (EDB) that models oid membership and attribute expressions, and
an intensional database (IDB) that models method expressions. The EDB is a
2-valued model, in which oid membership and attribute expressions are true if
they are in the model; otherwise, they are false. The IDB is a 3-valued model,
in which method expressions are true if they are in the model, false if their com-
plement belongs to the model; otherwise, they are undefined. When a method
expression is undefined, either the method isn’t defined on the invoking object,
or it isn’t possible to assign a truth value to that expression. The reason we use
a 3-valued model for IDB is that we can infer both positive and negative method
expressions using method rules. On the other hand, EDB only contains positive
oid membership and attribute expressions so we just use a 2-valued model. In
the well-founded semantics, a program may have a partial model. This is not
the case in our definition, in fact we prove that every well-defined program has
a minimal model. We define a transformation that has a fixpoint, I* for well-
defined databases, and prove that if I* is defined, then it is a minimal model of
the database.

Our work differs from the work of others in many ways. Most existing de-
ductive object-oriented database languages do not allow rule-based methods to



What Have We Learnt from Deductive Object-Oriented Database Research? 19

be encapsulated in the class definitions. Those that do, do not address the issue
directly. In contrast, we have provided a direct semantics for methods encapsu-
lated in class definitions. Also, most existing deductive object-oriented database
languages do not allow non-monotonic multiple structural and behavioral inher-
itance.

By providing a direct logical semantics to the two most difficult object-oriented
features, our work has shown that the object-oriented features that were believed
to be difficult to address, can indeed be completely captured logically.

Applications of Deductive Object-Oriented Database Techniques

There was not a lot more work undertaken into the semantics of object-oriented
databases after 2001, as most important semantic issues have been successfully
solved. However, the logical semantics developed in our work and also deductive
object-oriented database techniques in general have been used in several new
research areas.

In [6], a Datalog-like language is proposed to define derivation rules in object-
oriented conceptual modeling language. As pointed out in [6], the language is
quite similar to our work, which shows that our work can be used for conceptual
modeling.

One is the development of knowledge based applications for information ex-
traction and text classification [7]. The language developed for this purpose
was DLV+. A later development was OntoDLV which supports a powerful in-
teroperability mechanism with OWL, allowing the user to retrieve information
from OWL ontologies, and build rule-based reasoning on top of OWL ontolo-
gies [8]. There was further work into providing a formal approach to ontology
representation that was mainly based on our deductive object-oriented database
semantics [9].

Our logical semantics has been used in new languages for extending the power
of XML schema definition languages, for example adding non-monotonic inher-
itance to XML schema definition languages [10,11,12].

Another XML development is the active deductive XML database system
ADM [13], which extends XML with logical variables, logical procedures and
event-condition-action (ECA) rules.

Also, W3C has created a new working group called Rule Interchange Format
(RIF) to produce a recommendation for a standardized rule language that can be
used as an interchange format for various rule-based systems [14]. It will support
features in deductive object-oriented databases in an XML syntax in order to
exchange and merge rules from different sources

Three perhaps surprising areas where the deductive object-oriented database
technique has been used are source code analysis, metamodel translation and
conceptual modeling in the biological domain.

There is one project in Source Code Analysis that used an object-oriented
query language (.QL) [15,16]. .QL can be used to assess software quality, namely
to find bugs, to compute metrics and to enforce coding conventions.
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Metamodels are used for performing translations of schemas and databases
from one model to another. Typical object-oriented constructs and Datalog pro-
vide significant advantages in the language independent model [17].

It is recognized that the biological domain has some specific requirements
when it comes to conceptual modeling for data integration and database de-
sign [18]. Some of the concepts in the biological domain are similar to object-
oriented concepts.
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Abstract. People regularly attend various social events to interact with other 
community members. For example, researchers attend conferences to present 
their work and to network with other researchers. In this paper, we propose an 
Event-based COmmunity DEtection algorithm ECODE to mine the underlying 
community substructures of social networks from event information. Unlike 
conventional approaches, ECODE makes use of content similarity-based virtual 
links which are found to be more useful for community detection than the 
physical links. By performing partial computation between an event and its 
candidate relevant set instead of computing pair-wise similarities between all 
the events, ECODE is able to achieve significant computational speedup. 
Extensive experimental results and comparisons with other existing methods 
showed that our ECODE algorithm is both efficient and effective in detecting 
communities from social networks.    

Keywords: social network mining, community detection, virtual links. 

1   Introduction 

In recent years, many real world networks, such as worldwide web [1], social 
networks [2] [3], biological networks [4] [5] [6] [7] [8] [9], citation networks [10], 
communication networks [11] etc, have become available for data mining. A key task 
of mining these networks is to unravel the underlying community substructures. 
Community detection can reveal important functional information about the real-
world networks. For example, communities in the biological networks usually 
correspond to functional modules or biological pathways that are useful for 
understanding the causes of various diseases [7]. In the social networks, knowledge 
about the underlying community substructures can be used for searching for potential 
collaborators, devising strategies to optimize the social relationships, identifying key 
persons in the various communities, etc.  

Qualitatively, detecting communities from networks involves dividing the vertices 
into groups such that there is a higher density of links within groups than between 
them [12] [13]. Numerous algorithms have been proposed to detect communities from 
various networks in recent years. However, detecting community substructures from 
large scale networks is still a challenging issue [12]. First of all, these algorithms are 



 ECODE: Event-Based Community Detection from Social Networks 23 

not very efficient as they either compute pair-wise similarities between all the entities 
or cliques (agglomerative methods), or iteratively calculate the cutting edges (divisive 
methods) based on the values of some measures, e.g. betweenness scores. Secondly, it 
is common in practice that the social entities only interact with a limited subset of 
community members. As such, there exist communities which do not have very dense 
connections among all its members. This will make existing algorithms, most of 
which are density-based, suffer.  

We observe that people regularly attend various social events to interact with other 
community members. Many communities are formed and strengthened during such 
events as the members are able to effectively interact en masse in addition to 
traditional one-on-one interactions with one another. For example, in the academic 
domain, researchers often attend conferences, seminars and workshops to network 
with other community members whom they may not yet have direct working 
relationships with, but who have common research background and interests with 
them. In such events, old links are strengthened while new links are formed as the 
community members present their work, talk about the possible technical solutions 
for specific problems, provide feedbacks and suggestions to their peers’ work, discuss 
the possibility of future research direction and the collaboration topics, etc, during the 
formal programs as well as the informal tea breaks, lunches, and dinners. Similarly, in 
business domain, professionals also often attend business meetings and trade 
exhibitions to find potential collaborators, discuss with their business plans, exchange 
ideas on the issues regarding the economic situation, and find commercial 
opportunities in current and/or emerging markets. Event information can thus be quite 
useful for inferring communities from social networks. 

In this paper, we have proposed a novel ECODE algorithm which detects 
community substructures from events. ECODE stands for Event-based COmmunity 
Detection. In ECODE, similar events are merged using hierarchical clustering to form 
bigger communities. We summarize the main contributions in this paper as follows: 

• For the first time, the event-based community detection problem is formally 
defined. This will facilitate the use of event data for better detection of community 
substructures in social networks. 

• Our proposed ECODE algorithm uses events instead of single persons or cliques as 
the basic unit to perform hierarchical clustering efficiently. In fact, ECODE only 
computes the similarity scores from a part of the selected potentially similar 
events, which further speeds up our algorithm.  

• A novel idea termed as virtual links has been proposed to enhance the connectivity 
among members within same communities. The virtual links, which are content-
based associations, can be used to enrich the potentially sparse connections 
amongst the community members, resulting in effective community detection.  

• Experimental results showed that our method that can effectively address the 
challenging problems in the community detection, namely, the issues of low 
efficiency and low connectivity within community. ECODE not only significantly 
outperformed the existing state-of-the-art community detection methods, but it also 
detects the hierarchical substructures of communities in the social networks, which 
can provide more insights on community formations. Our algorithm also allows the 
communities discovered to have overlapping structures. 
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2   Related Work 

Detecting communities or modules from networks has attracted considerable attention 
in recent years [14]. The current research on community detection can be divided into 
two main thrusts, namely, agglomerative methods and divisive methods [13] [15].  

Agglomerative methods adopt bottom-up strategies to build a tree where the leaves 
can be either a single node or dense graphs [16] [12] [17] [18] [4] [19] [20]. The 
agglomerative methods proposed in [12], [16], [17] and [18] evaluate the pair-wise 
similarities or closeness s(i, j) for every pair of nodes i and j in the network. Starting 
from individual nodes as initial groups, the process involves iteratively merging the 
two most similar groups into larger and larger communities. A tree which represents 
the whole network is built from the bottom up to the root. In comparison, the 
agglomerative methods proposed in [4], [19] and [20] detect dense graphs, such as the 
maximal cliques [4] [19] and k-core [20], as the initial leaves. They then repeatedly 
join together the two most similar dense graphs to larger communities. 

Divisive methods, on the other hand, construct a tree in the reversed order [21] [22] 
[23] [15] [24] [25]. They start from the root, which represents the whole network, and 
divide the network progressively into smaller and smaller disconnected sub-networks 
which can correspond to the communities. The fundamental idea of the divisive 
methods is to select links that are inter-cluster links and not intra-cluster links to be 
cut. A well-known divisive algorithm has been proposed by Girvan and Newman 
[26]. The algorithm selects the links to be cut based on the values of the “edge 
betweenness” ― a link’s betweenness score is defined as the number of shortest paths 
between all pairs of nodes in the network that pass along it. Links with large 
betweenness score are thus “bridge”-like edges (or inter-cluster links) linking densely 
connected clusters, since many shortest paths between the different clusters will have 
to pass through these edges. Spectral graph partitioning methods have also been 
employed to detect the groups by identifying an approximately minimal set of links 
from the given graph [27] [28]. The block modeling method can be considered as a 
classical Social Network Analysis (SNA) method for this problem [29]. 

Many interesting problems have been explored recently by taking time factors into 
consideration. The work in [30] investigated communities that grow rapidly and 
explored how the overlaps between pairs of communities change over time. The work 
in [31] showed to discover what the “normal” growth patterns in social, technological 
and information networks are. A tractable model for information diffusion in social 
networks was proposed in [32], while the work in [33] studied how communities 
evolve over time in dynamic multi-mode networks. 

3   The Proposed Technique 

In this section, we present our proposed ECODE algorithm. In Subsection 3.1, we 
provide the problem definition of event-based community detection. Then, in 
Subsection 3.2, we introduce a content-based virtual link method. Next, in Subsection 
3.3, we describe three different similarity measures. We present our ECODE 
algorithm in Subsection 3.4. Finally, we assign people to corresponding communities.  
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3.1   Problem Definition 

Let event set E = { φ Bi B| φ Bi B is a event, i = 1, 2, …, n}. Each event φ Bi Bcan be represented 
as a graph φ Bi B={V BiB, EBiB} where V BiB ={vBj B| v BjB is an individual entity who attended the event 
φ BiB}, E Bi B={(vBjB,v Bk B) | v Bj Band v Bk B are two individual entities who have certain relationships, vBjB, 
v Bk B ∈ V BiB}. Each link (v BjB,v Bk B) in E BiB could be vBjB and v Bk B work together (physical links).  

 
 
 
 
 

 
 

 
 
 
 
 
 

 

Fig. 1. Illustration of community detection 

Given an event set E, our objective is to detect those communities {CB1B, CB2 B, …, CBpB} 
where each individual community CBi B(i=1, 2, …, p) has much more intra-links (links 
within CBiB) but relatively less inter-links cross different communities (links between CBi B 
and CBjB, j = 1, 2, …, p, i ≠ j) (link perspective). In addition, there should be relatively 
small number of vertices that participate in two communities CBiB and CBjB (i ≠ j). Fig. 1 
illustrates an event community detection problem where the nodes are individual 
entities (represented by colored circles) and there are two different types of links, i.e. 
physical links (represented by solid lines) and virtual links (represented by dotted 
lines). Virtual links connect a pair of entities from different events who do not have 
direct interactions but work on some similar topics. Fig. 1 depicts 7 events ϕ 1, …, ϕ 7 
(circled), and 2 main communities existing separated by H (community 1: ϕ  1, ϕ  2, ϕ  3, 
ϕ  4 and community 2: ϕ  5, ϕ  6, ϕ  7). Note that some people attend multiple events and 
they are thus located in the intersections of these communities. If there are many 
common participants in two separate events (vertex overlapping), then these events 
are probably related and those people in the two events should belong to the same 
community. The virtual links enhance the connectivity across different events within 
the same community, which are useful to merge events to form bigger communities.  

3.2   Virtual Links between Events 

Given a vertex v BiB, we consider its associated content in various events d Bi B: for the 
researchers’ social networks, these could be v BiB’s research papers, presentation slides, 
project descriptions, curriculum vitae, etc to profile v BiB’s interests. For a pair of vertices 
v BjB and v Bk B from different events (v BjB∈φ BjBB B={V BjB, EBjB}, v Bk B∈ φk BBB B={V Bk B, E Bk}, j ≠ k), we evaluate 
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if there is a virtual link between v BjB and v Bk B by computing whether their content 
similarity consim(v BjB,v Bk B) is big enough, i.e. consim(v BjB,v Bk B)>δ, where δ is a threshold 
which can be computed by averaging the similarities among the non-connected 
entities within randomly selected events ER ⊂ϕ , i.e.  

∑
∈

∈=
Ri

ikj

i

kj

R

vv
vv

ϕϕ
ϕ

ϕϕ
δ ,,

||

),(consim

||

1  
(1) 

where (v BjB,v Bk B) is a pair of non-connected entities in event φ BBi B, B B|φ BBi B| is the number of all the 
non-physical link pairs in φ BBi, and φ BBBR B is the event set selected from event set E. 

The content similarity v Bj Band v Bk BB B,B consim(v BjBB B, vBk B) in equation (1) can be defined as    
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In equation (2), f(vBjB) represents the feature set of vertex v Bj after eliminating the stop 

words; Kcon is a normalization constant and )),((max
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(ranged from 0 to 1) will be bigger if two vertices shared a lot of common features. 
While the people within same community have a higher chance to interact with each 
other, each individual entity typically still only interacts with a limited number of his 
or her community members. In community detection, it is thus quite important to 
enrich the social network by linking those entities with common interests together. 
Here, we propose virtual links to connect those people from different events whose 
content similarity is equal to or higher than the average feature similarity between 
people within randomly selected events.  

3.3   Similarity Measures 

Communities can consist of the people from different events. It is thus necessary to 
combine the smaller events together to form those bigger communities. We evaluate 
the similarities between events by the following three different similarity measures.  

Given two graphs φ BiBB B={V BiB, E BiB} and φ BjBB B={V BjB, EBjB}, the vertex similarity between two 
events φ BiBB B and φ BjBB B is defined as  
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where KVex is a normalization constant and )),(_(max
,

ba
ba

Vex simVexK ϕϕ= . According to 

equation (3), if two events share a high proportion of members, then they are 
considered to be events for the same community.  

The physical similarity between two events φ BiB and φ BjB is defined as  
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where KPL is a normalization constant and )),(_(max
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PL simPLK ϕϕ= . Equation (4) 

basically evaluates how closely the members from different events interact with each 
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other. If there are a lot of physical inter-links (involved in different events, such as φ Bk B) 
between the members from two events φ BiB and φ BjB, then the events are highly likely to 
be events for the same community. 

In the same way, we define the virtual link similarity between two events φ BiB and φ BjB:  
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where KVL is a normalization constant and )),(_(max
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VL simVLK ϕϕ= . Note that the 

virtual link similarity in Equation 5 is similar to the physical link similarity in 
Equation 4 – the only difference is that we use the virtual links replace the physical 
inter-links between the members from the two events. It may appear that the virtual 
links are not very useful as the virtual links between entities not involving in the same 
events merely indicate that the individuals are doing something similar but they do 
not have any physical interactions. However, we will show that the virtual links are 
actually more useful for community detection than the physical interaction links.  

3.4   ECODE Algorithm  

We adopt an agglomerative clustering approach for our community detection 
algorithm ECODE (Fig. 2). The objective is to detect similar events in terms of 
overlapping vertices and virtual links, and then merging them to form bigger 
communities. The algorithm terminates when the quality of the detected communities 
in the merging process have become maximal. In Fig. 2, ECODE algorithm starts 
with the members from each event forming an initial community. Although we could 
employ standard hierarchical clustering, the need to compute pair-wise similarities 
between all initial leaf nodes is too time-consuming for large networks. To improve 
the efficiency of our technique, in Step 2 of our algorithm, we only select those event 
pairs which are potentially similar to compute their similarities.  

1. For each event φ Bi B={V BiB, E BiB} (i = 1, 2, …… , n), φBiB ∈ E 
2. Find its candidate relevant set Eφ BiB where the members from φ BiB also 

frequently participated in the each event in Eφ BiB 
3. Compute the similarities between φ Bi Band each event φ BipB in Eφ BiB 
4. While (quality of current-level of tree increases)  
5. Find the most similar events φ BiB and φ BjB and merge them into a new event φ BnewB 
6. Construct a candidate set Eφ BnewB for φ Bnew Bfrom its children’s candidate sets Eφ BiB 

and Eφ BjB 
7. Compute the similarities between the new event φ BnewB and each event in Eφ BnewB  
8. Compute the quality of current level of the tree 

Fig. 2. ECODE algorithm for community mining 

Given an event φ BiB, we want to find its candidate relevant set EφBiB, which consists of 
potential similar events that φ BiB’s entities/members have also participated in. To do 
this, we first construct event transaction set Tφ BiB where each record includes an entity 
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and the various events that he/she is involved in. We want to detect candidate relevant 
event set Eφ BiB for event φ BiB where those events in Eφ BiB have high support in Tφ BiB, i.e.  

Eφ BiB ={φ BjB| supportBTφiB(φ Bi B, φ BjB)>α, φ Bi B, φBjB ∈ E, j ≠ i} (6) 

where α is a parameter to control the size of candidate relevant set Tφ BiB. The problem 
to find high support associated events can be modeled as mining frequent item sets 
problem ― there exist many efficient algorithms for this problem in the data mining 
domain [34]. We are thus able to compute Eφ Bi B rapidly. 

For each event φ BiB and its candidate relevant set Eφ BiB, Step 3 computes the 
similarities sim(φ BiB , φ BjB) between φ BiBB Band each event φbipB in Eφ BiBB Bwhich is defined as the 
linear combination of vertex similarity Vex_sim (φ BiB , φ BiBBp B) and virtual link similarity 
VL_sim (φ BiB , φ BipB): 

sim(φ BiB , φ BipB) = λ * Vex_sim (φ BiB , φ Bip) + (1- λ )* VL_sim (φ BiB , φ Bip), (7) 

where λ (0≤λ ≤1) is a parameter to adjust the weighs for the importance of vertex 

similarity and virtual link similarity. If λ =1 ( λ =0), then we only consider the vertex 

similarity (virtual similarity). In our experiments, we will test λ ’s sensitivity.   
Note that according to Equation (5), obtaining VL_sim (φ BiB , φBjB) will incur 

significant computational costs because of the computation of feature similarities 
between all the pair-wise events φ BiB and φ BjB. In order to speed up its computation, we 
adopt a sampling strategy which randomly selects some entities, i.e. φ BipB and φ BjpB from 
φ Bi Band φ BjB respectively and reduce VL_sim (φ BiB , φ BjB) to a manageable VL_sim (φ BipB , φ BjpB). 

Steps 4 to 8 perform the hierarchical clustering process. In Step 5, the most similar 
events φ BiB and φ BjB are merged together into a new event φ BnewB. We then construct 
candidate relevant set Eφ BnewBB for φ BnewB (merge Eφ Bi and EφBj to get the events whose 
support is larger than α) and compute the similarities between φ BnewB and each event φ Bk B 
in Eφ BnewB  based on their children’s similarities, i.e.  

sim(φ BnewB , φ Bk B) = sim(φ BiB , φ Bk B) +sim(φ BjB , φ Bk B) (8) 

Finally, we compute the quality of the current level of the tree. Note that our 
hierarchical clustering may not necessarily result in a tree since we are not building 
one big community – we will stop the merging process if the current merging step 
does not improve the quality of the current level of tree. Newman has proposed a 
quality function Q (modularity) to evaluate the goodness of a partition [15]: 

∑ −=
i

iii aeQ )( 2  
(9) 

where iie B Bis the number of edges in the same group/community connecting the 

vertices (intralinks) and ²ia  is the sum of edges from the vertices in group i to 

another group j (interlinks). Since we have observed that there are many interactions 
across different communities, instead of using the physical links, we use the 
content/feature-based approach. We represent each event using a TFIDF 
representation, and then use cosine similarity to compute the intra-similarities and 
inter-similarities. The quality equation in (9) can be rewritten into Equation (10), 

∑ ∑−=
i j

2jisimcosiisimcosQ )),(),((
 (10) 
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Basically, using Equation 10 favors a community substructure which has in overall 
bigger intra-similarity and less inter-similarity in terms of their topics and content. 
Our ECODE algorithm stops at a level of tree with the maximal Q value.  

3.5   Assign People to Corresponding Communities  

We note that each entity may occur in multiple communities. For each entity, we 
discover the core communities in which the entity is highly involved in. If a BiB is a 
member of community set C={CB1B, CB2 B, …, CBp B}, we compute the community 
attachment scores of a BiB to CBjB (j=1, 2, …, p) as follows 

∑
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where int(a BiB, aBk B) is the number of links between a BiB and other members in community 
CBjB and int(a BiB) is the total number of links of a BiB, i.e. a BiB’s degree.  

If a BiB is not a member of CBjB but it can be connected to CBjB through intermediate 
connectors (indirect neighbors), its community attachment scores can be computed as  
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Note if pCasCas
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iiki /),(),(

1
∑

=

> , then CBk B will be regarded as aBiB’s core community. 

4   Experimental Results 

We evaluate the proposed ECODE algorithm by using it to mine communities from a 
large researcher social network built by using bibliography data. The datasets that we 
have used for our experiment are publication data from the Digital Bibliography and 
Library Project (DBLP). The DBLP database provides bibliography information on 
major computer science journals and conferences (http://www.informatik.uni-
trier.de/~ley/db/). DBLP currently lists more than one million articles; each article 
record contains the author names, paper title, conference or journal name, and year of 
publication, as well as other bibliographic information. For our work, we used only 
the information on the author names, paper titles and conference names. In our 
experiments, each conference will be regarded as one event.  

We have selected 6 domains in computer science, namely database, data mining, 
machine learning, multimedia, bioinformatics, and natural language processing, 
which represent different communities in computer science. For each community, 3 
events (in this case, top conferences) were selected and a total of 28,998 papers (from 
1970 to 2008) were retrieved from DBLP, including 31,122 authors/entities and 
127,238 links (physical links between every two co-authors). The link density of the 
network is quite small, which is equal to 127238/(31122*31121/2)= 0.00026274, 
indicating that each researcher will only interact with a very limited subset of 
community members which results the low connectivity issue in the network. 
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Table 1. Communities, events and community core members 

Domain/Communities Events #PC members 
Database (DB) SIGMOD, VLDB, ICDE 557 

Data Mining (DM) KDD, ICDM, SDM 738 
Machine Learning (ML) ICML, NIPS, ECML 1,007 

Multimedia (MM) CVPR, ICCV, ACM MM 802 
Bioinformatics (BI) RECOMB, ISMB, CSB 951 

Natural Language Processing (NLP) ACL, COLING, EACL 187 

 
Table 1 summarizes the communities and the corresponding events (column 1  

and 2). To evaluate the quality of the detected communities, we also manually construct 
gold standard community data sets consisting of community core members, namely, the 
technical program committee (PC) members, for each event (note that there is no 
existing gold standard for evaluating the communities in social networks). The third 
column lists the number of PC members for these top conferences from 2000 to 2007.  

Next, we describe the experimental setting. In our ECODE algorithm, for each 
event, we will find its “candidate relevant set” which consists of its potential similar 
events where α is used to control the size of candidate relevant set (Equation 6). In 
our experiments, α is set as 4, but we have also tested the sensitivity how α affects our 
algorithm later on (Fig. 4). In order to compute the virtual links between two events, 
we randomly selected 10 events/conferences and compute the average similarity of 
non-connected community members as the virtual link threshold δ (Equation 1). In 
addition, in order to speed up the computation, we randomly selected 100 members in 
each event to compute the virtual links between them. We also tested how the number 
of members affects the performance of our technique (Fig. 5). For Equations 2 and 10, 
we only used the paper titles as the associated documents since they are readily 
available. In ECODE algorithm, we combined the vertex similarity and virtual link 
similarity (equation 7) where λ is used to weight the two similarities. In our 
experiments, λ is fixed as 0.9, and we also test λ’s sensitivity in Fig. 6. Note all our 
experiments were run with a standard Intel Core 2 2.40 GHz desktop with 2GB RAM. 

Let us now present the experimental results. Table 2 lists the results using two 
recently published techniques CONGO [24], EAGLE [19] (they have performed 
better than state-of-the-art techniques), as well as our proposed techniques with 
different similarity measures, such as vertex similarity (ECODE_Vex), physical links 
(ECODE_PL), virtual links (ECODE_VL), combined vertex and virtual links 
(ECODE). The table lists the performance of various techniques in terms of 
Recall_BM, which is obtained by computing the best match of discovered 
communities to gold standard communities with one to one mapping. To do so, we 
find all the similarity scores (Equation 3 was used to compute the scores) between the 
discovered communities and the gold standard communities. Then, we find the first 
best match pair with the biggest similarity score to match a discovered community 
with a gold standard community. We continue this process for the remaining gold 
standard communities until all the gold standard communities have found their best 
match discovered communities, or that no discovered community can be matched to 
the gold standard communities. Recall_BM is defined as the number of the members 
in gold standard communities retrieved by discovered communities divided by the 
total number of members in gold standard communities. 
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Table 2. Overall performances of various techniques 

Methods CONGO EAGLE ECODE_Vex ECODE_PL ECODE_VL ECODE 
Performance 13.7% 27.6% 63.5% 53.3% 64.1% 69.9% 

 

Table 2 shows that ECODE produces the best results, achieving a Recall_BM 
score of 69.9%, which is 42.3%, and 56.2% higher than the Recall_BM of the two 
existing techniques CONGO and EAGLE respectively. Compared with only using 
physical link, virtual link, and vertex similarities, ECODE also generated better 
results, illustrating that integrating the vertex links and virtual links improves the 
effectiveness of detecting communities in the social networks.  
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Fig. 3. Dendrograms of DCODE for communities using different similarity measures 



32 X.-L. Li et al. 

We further checked the four dendrograms of our ECODE algorithms with different 
similarity settings, which are shown in Fig. 3. We observe that the dendrogram of 
ECODE is much more meaningful than ECODE_PL, ECODE_Vex as well as 
ECODE_VL. From the results of ECODE_PL, we can see that it is almost like 
random clustering. This is because researchers tend to have collaborations with those 
from different communities. As such, the physical links are rather misleading for 
forming community substructures. ECODE_Vex showed a more meaningful result; 
however, there are still some faults in the clustering process. For example, CVPR and 
ICCV (multimedia conferences) were grouped with data mining and machine learning 
communities first before being grouped with ACM MM although ACM MM, CVPR 
and ICCV are multimedia-related conferences. As for ECODE_VL, while their results 
are better than ECODE_PL in terms of its dendrogram, conferences belonging to the 
same community such as ICML, ECML and NIPS (machine learning conferences) are 
not grouped together. NIPS was grouped with ICML and ECML after both have been 
clustered to the database, data mining, and multimedia community.  

In comparison, by weighting and combining different similarity measures (vertex 
and virtual links), ECODE algorithm was able to categorize the right conferences to 
the right communities. Our ECODE algorithm discovered 8 communities where all 
the merging steps are correct. This shows that ECODE’s integrating of the virtual 
links and vertex overlapping was effectively used to detect the community 
substructures. In addition, our clustering cut-off (Equation 10)—the dotted line in Fig. 
3—is also very accurate, showing that ECODE was able to early-stop the hierarchical 
clustering and detect meaningful communities. 
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Fig. 4. Performance of ECODE with different size of candidate relevant set 

Fig. 4 shows the performance of ECODE with different sizes of candidate relevant 
set, from 2 to 8 with Step 1. The performance of ECODE increases as the size of 
candidate relevant size increases from 2, 3 to 4, but it does not change after that. The 
plot on the right portion of Fig. 4 shows the actual running time against the size of 
candidate relevant set. As expected, more computations were needed when the size of 
candidate relevant set increases. However, by considering both performance and 
running time plots together, Fig. 4 indicates that after the size of the candidate 
relevant set has increased to a certain degree — in this case, 4 — more computation is 
no longer useful for community detection as it only increases the computational time 
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without increasing the performance. It also shows that our candidate relevant set has 
effectively captured the more related events so that it can save a large amount of 
computational time, as compared with computing all the pair-wise similarities which 
is typically used for hierarchical clustering.  

Recall that we also selected a subset of authors to compute the virtual links among 
two events in order to improve the efficiency of our algorithm. To study the 
sensitivity of the number of authors selected, we performed a series of experiments 
using different numbers of authors, from 50 to 200 with a step of 50. The results are 
shown in Fig. 5. While the results of using 100, 150 and 200 authors are better than 
using only 50, there are no significant improvements. This means that our ECODE 
algorithm with small number of authors can perform reasonably well even when we 
select only 50 or 100 authors from each event. On the other hand, in terms of 
efficiency, our algorithm will perform much fast when we use less authors for 
computing virtual links, as shown in the right part of Fig. 5. 
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Fig. 5. Performance of ECODE with different number of selected authors 

In equation 7, we have used λ to 
weight the importance of vertex 
similarity and virtual link similarity. 
Fig. 6 shows how the values of λ affect 
the performance of ECODE algorithm. 
In Fig. 6, when λ increases, the 
performance of ECODE also increases 
until λ reaches 0.9. Fig. 6 shows that 
combining the vertex similarity and 
virtual link similarity can get 
consistent better results when λ 
∈[0.5,0.9] than using vertex similarity 
and virtual link similarity individually.  

Finally, in Fig. 7, we show the 20 top representative researchers with the most 
publications in our discovered communities. We observe that these top researchers are 
typically shared by two or more communities (e.g. Tao Jiang is shared by four, i.e. 
bioinformatics, database, data mining and machine learning). In fact, all the data 
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Fig. 7. The top researchers in our discovered communities 

mining researchers are shared by two or more communities (no single data mining 
circle in Fig. 7), indicating that data mining is highly related to other domains, and 
data mining researchers are always doing applications or research in other domains. 

Note that out of the total 3,488 PC members in Table 1, there were about a third 
of them (1,118) who were not assigned any community because these community 
(PC) members did not have any publications in the conferences listed. We have 
searched all their publications in DBLP (they published in other related conferences 
anyway). By incorporating their publication data into current publication data sets, 
we were able to assign 782 of them to one or more correct communities through 
indirect neighbors with an accuracy of 77.75% (using Equation 12). After assigning 
all these authors to their respective communities, the Recall_BM score for ECODE 
algorithm has a significant further improvement from 69.9% to 87.1%, as shown  
in Table 3. As such, the Equation 12 (assigning entities to community based on 
connectivity information) can be useful to effectively infer the underlying 
community belongings. 
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Table 3. Performance before and after assigning unpublished authors for various communities 

Communities 
Before assigning 

unpublished authors 
After assigning 

unpublished authors 

Bioinformatics (BI) 49.7% 77.6% 

Database (DB) 87.1% 97.3% 

Data Mining (DM) 59.4% 80.1% 

Multimedia (MM) 62.6% 85.9% 

Machine Learning (ML) 70.5% 87.5% 

Natural Language Processing (NLP) 89.8% 94.1% 

Average 69.9% 87.1% 

5   Conclusions 

Communities are often formed and strengthened during various social events attended 
by individuals to interact with other members of the community. Event information 
can thus be quite useful for inferring communities from social networks. In this paper, 
we have therefore proposed an Event-based COmmunity DEtection algorithm 
ECODE to mine the underlying community substructures of social networks from 
event information. Unlike conventional approaches, ECODE makes use of content 
similarity-based virtual links in the social networks. The virtual links are found to be 
more useful for community detection than the physical links. By performing 
computation between an event and its candidate relevant set instead of computing 
pair-wise similarities between all the events, ECODE was able to achieve significant 
computational speedup. We have performed extensive experimental results on the 
events and social network data of Computer Science researchers. Comparisons with 
other existing methods showed that our ECODE algorithm is both efficient and 
effective in detecting communities from social networks.   

We have so far focused on the social networks for our approach in this work. In our 
future work, we plan to generalize our current approach to mine other networks. For 
example, we aim to mine protein complexes from protein interaction networks where 
proteins are vertices and protein interactions between two proteins are the links [9]. 
Each protein in protein interaction networks will have various biological evidences 
(similar to content profiling data in social networks) such as sequences, protein 
domains, motifs, molecular functions, cellular components as well as other protein’s 
physico-chemical properties etc. In this scenario, virtual links will connect two 
proteins if they have overall bigger similarities in terms of sequence similarity, 
functional similarity, location similarity etc. We will leave this as our future work. 
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Abstract. The online social network services have been growing rapidly
over the past few years, and the social network services can easily obtain
the locations of users with the recent increasing popularity of the GPS
enabled mobile device. In the social network, calculating the similarity
between users is an important issue. The user similarity has significant
impacts to users, communities and service providers by helping them
acquire suitable information effectively.

There are numerous factors such as the location, the interest and the
gender to calculate the user similarity. The location becomes a very im-
portant factor among them, since nowadays the social network services
are highly coupled with the mobile device which the user holds all the
time. There have been several researches on calculating the user similar-
ity. However, most of them did not consider the location. Even if some
methods consider the location, they only consider the physical location
of the user which cannot be used for capturing the user’s intention.

We propose an effective method to calculate the user similarity using
the semantics of the location. By using the semantics of the location, we
can capture the user’s intention and interest. Moreover, we can calculate
the similarity between different locations using the hierarchical location
category. To the best of our knowledge, this is the first research that uses
the semantics of the location in order to calculate the user similarity. We
evaluate the proposed method with a real-world use case: finding the
most similar user of a user. We collected more than 251,000 visited loca-
tions over 591 users from foursquare. The experimental results show that
the proposed method outperforms a popular existing method calculating
the user similarity.

Keywords: User similarity, Social network, Location based service.

1 Introduction

Over the past few years, the online social network services such as facebook,
twitter and foursquare have been rapidly increasing their territory in the Inter-
net world. With the help of recently growing prevalence of mobile devices, the
online social network services have naturally permeated into the mobile devices
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such as smartphones. Nowadays most of the smartphone users create, share and
communicate with other users by using the online social network services at
anytime, anywhere.

Moreover, the emergence of the Global Positioning System (GPS) enabled
smartphone brings a great opportunity to the online social networks services. The
GPS-enabled smartphones are able to acquire their current position through the
GPS sensor and tag the acquired location of a device to user generated contents.
For instance, when a user writes a post or takes a photo, a smartphone can
tag the location of the user on the post or the photo automatically. Especially,
if the post is regarding the user’s current location or the photo is a landscape of
the user’s location, the location information will be a huge asset to the online
social network. For example, for other online social network users trying to get
information about the specific location, this tagged location information can be
used to increase the quality of search results.

As the GPS-enabled smartphones become more and more popular, the loca-
tion based social network service is getting into the spotlight as a new type of the
online social network service. For instance, foursquare belongs to this category.
foursquare lets a user record a place of one’s current location and tell friends
where he/she is and leave a short commentary about the place. We will describe
the details of foursquare in section 5.1.

In social network services, finding similar users is a very important issue since
we can recommend similar users as friends to a new user and recommend a lot
of things such as products, search results and experiences. However there are
numerous factors to calculate the user similarity. Among the various factors,
we utilize the user’s location to calculate the user similarity. Since the users
carry mobile devices most of the day, especially smartphones, the location of
a smartphone has more meaning then just a specific point of the earth. The
location of a smartphone is the user’s current position and it implies user’s
interest and life style.

When calculating the user similarity by using the user’s location information,
the physical location cannot capture the user’s real intention why the user visits
there. In the real world, one specific physical location is related to many places
such as a coffee shop and a theater, and we cannot determine the exact place by
using the physical location. This problem is worsened if the user is in a building
in a downtown. Therefore, we use the semantics of the location such as the
name of the place, and the type of the place to determine the exact place and
capture the user’s intention. For example, if a user visits a theater frequently, it
is reasonable to infer that the user likes watching movies and if a user visits a
university regularly, we can infer the user is a student or a faculty member of
the university.

In this paper, we propose a new method to calculate the user similarity by
using the semantics of the location. We only consider the top-k visited locations
of each user. Infrequently visited locations incur incorrect results since people
occasionally visit some locations against their will. To take advantage of using
the semantics of the location we utilize a location category hierarchy. Also, we
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devise the human sense imitated similarity calculation which is able to calculate
the interest for another location by using a user’s current interest in a certain
location.

The contributions of this paper are as follows:

– We address an importance of the semantics of the location than the physical
location, and use the semantics of the location to calculate the user similarity.
This is the first research that uses the semantics of the location in order to
calculate the user similarity.

– We devise an efficient method to calculate the user similarity by using the
semantics of the location. In our method, locations and their categories form
a hierarchical graph structure. By considering only relevant nodes and com-
puting the similarity at necessary nodes, the proposed method generates the
result quickly.

– Our proposed method can also be used to efficiently calculate the similarity
between the two objects other than users when the object can be associated
with hierarchical categories of elements where each category has a weight.

– We experimentally evaluate the proposed method with a real-world use case:
finding the most similar user of a user. Experimental results show that our
proposed method is 84% higher in precision, 61% in recall and 72% in f-
measure than Jaccard index.

The rest of the paper is organized as follows. In Section 2, we discuss the related
works on user similarity calculation. In Section 3, we explain basic concepts and
derive basic equations of our proposed method. In Section 4, we describe the
details of our proposed method. The experimental results are shown in Section
5. Finally, in Section 6, we make conclusions.

2 Related Work

There have been numerous efforts to calculate the user similarity for different
objectives. Recommending people is one of the popular objectives. Guy et al. [4]
proposed a method based on the various aggregated information about people
relationships but it focused on the people that the user is already familiar with.
Therefore, this method cannot be used for calculating the similarity with an
unknown user and finding a new friend in the online social network. Terveen et al.
[9] proposed a framework called socialmatching. The socialmatching framework
aims to match people mainly using the physical locations of people, while we
focus on the semantics of the location.

Some methods recommend experts. McDonald et al. [7] proposed an expert
locating system that recommends people for possible collaboration within a work
place. Also an expert search engine is described in [2]. The expert search engine
finds relevance people according to query keywords. Those approaches are useful
to find co-workers or experts but their life style can be varying since the authors
focused on a domain to find experts of that domain. Therefore, this approach
can not used for finding similar users in general.
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Nisgav et al. [8] proposed a method to find the user similarity in the social
network. They utilize the user’s typed queries to calculate the user similarity.
However, since the location based social network is mainly accessed by using
the smartphone, typed queries are not much used. In addition, considering the
importance of the location information in the location based social network,
using the user’s queries is not suitable for the location based social network.

The increasing pervasiveness of the location-acquisition technologies such as
GPS and WiFi has produced a large amount of location data, and there have
been numerous attempts to utilize these location data. Several researchers ma-
nipulated and extracted valuable information by using the individual’s location
data. Chen et al. [1] proposed the raw-GPS trajectory simplification method
for the location based social network service. They considered both the shape
skeleton and the semantic meanings of a GPS trajectory but they did not report
about the semantic meanings of a GPS trajectory.

Also, multiple users’ locations have been used to extract meaningful informa-
tion by several researchers. Krumm et al. [5] described a method that uses a
history of the GPS driving data to predict the destination as a trip progresses,
and Gonotti et al. [3] developed an extension of the sequential pattern min-
ing paradigm that analyzes the trajectories of moving objects. In contrast to
these techniques, Li et al. [6] proposed a framework for mining the user simi-
larity based on the location history. Li et al. extended the paradigm of mining
multiple users’ location histories, from exploring user’s behaviors to exploring a
correlation between two users.

The purpose of [6] is similar to ours as finding the similarity between users by
using the location history. First, they identified the stay points from the GPS-
trajectories and clustered stay points. Then, they matched clustered sequences
of two users. The higher user similarity in their framework means two users are
physically close such as a family, roommates and lovers, since their framework
is based on physical locations. In general, people do not think roommates are
similar to each other. On the other hands, people intuitively think two users are
similar to each other, if their life styles are alike such as two users both often go
coffee shops even if coffee shops are different. Our proposed method efficiently
finds the similarity of two users who have similar life styles, since we use the
semantics of the location.

3 Preliminary

We explain basic concepts and derive basic equations.

3.1 Location Category

As we mentioned in previous sections, we are using the semantics of the location
instead of the physical location. For the use of the semantics of the location,
we construct and utilize the location category hierarchy graph. We extract the
location category from foursquare since we use a foursquare dataset. A part of
the location category hierarchy graph is shown in Fig. 1.
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Fig. 1. The location category hierarchy graph (selected)

The location category hierarchy graph consists of two kinds of nodes, location
nodes and category nodes. A location node represents the corresponding unique
location such as Downtown Disney, Hotel Rinjanis and Gillette Stadium. A
category node represents a location category such as a movie theater, a hotel
and a stadium.

3.2 Significant Score

SigSn(u) denotes the significant score of node n of user u and it is calculated as
follows:

SigSn(u) =
V isitn(u)

TotalV isit(u)
(1)

where V isitn(u) is the number of visits at location node n of user u, TotalV isit(u)
is the total number of visits of user u.

We denote a user’s most frequently visited k locations as the top−k locations
of the user. There are many locations that users visit, but users visit only a few
locations frequently. We can consider that the location visited more by a user
represents the user’s characteristic better than the location visited less, and we
experimentally show that the visits to top − k locations take up great part of
total visits in Section 5.4. To avoid a time-consuming process, we consider only
top − k locations of a user to calculate the similarity.
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3.3 Similarity Score

If two users have their own significant scores at the same node, we can compute
a similarity score at that node (denote as a match node). Let SimSn(u, v) be
the similarity score between user u and user v at match node n. To compute
SimSn(u, v), we take the minimum significant score of user u and user v at
match node n as follows:

SimSn(u, v) = min(SigSn(u), SigSn(v)) (2)

We take the minimum value of two users’ significant scores since the minimum
value intuitively represents two users’ common interest at the match node.

3.4 Significant Score Propagation

We should take into account miss-matching nodes between two users to get more
accurate similarity. For example, consider that two users like watching movies,
where one user often goes to ‘theater A’ and the other user often goes to ‘theater
B’. In such a case, people intuitively think two users are similar. Furthermore, we
can infer that their hobby is watching movies. The human intuition also tells us
two users in different theaters are less similar than two users in the same theater.

To imitate this human intuition, we design a method to give the similarity
score at the common nearest ancestor node when two nodes are different in
the location category hierarchy graph. For instance, ‘theater A’ and ‘theater B’
belong to a movie theater category node.

X

A B

(a) 100 children nodes

Y

C D

(b) 10 children nodes

Fig. 2. Different propagation rate according to the number of children nodes

Consider the following two cases depicted in Fig 2. First, the similarity be-
tween two users when one user visits location A, corresponding to node A, and
the other user visits location B, corresponding to node B, where node A and node
B are children of node X , represents category X , which has 100 children (Fig. 2
(a)). Second, the similarity between two users when one user visits location C,
corresponding to node C, and the other user visits location D, corresponding to
node D, where node C and node D are children of node Y , represents category
Y , which has 10 children (Fig. 2 (b)). The first case is more similar than the sec-
ond case from a probabilistic perspective. The difference between location A and
location B in the first case is less than that between location C and location D
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in the second case because location A and location B are among 100 locations,
while location C and location D are among 10 locations. Therefore, the similar-
ity between two users in the first case is probabilistically higher than that in the
second case.

Since each category has various numbers of children, we introduce the loga-
rithm to lessen the effect of various numbers of children nodes. Let PR(n) be
the propagation rate of node n. It is calculated as follows:

PR(n) =
log(|Sibling(n)|+ 1)

log(totalNumberofNodes)
(3)

where Sibling(n) is the node n’s sibling node set, including node n. We add one
to |Sibling(n)| to prevent a case which a dividend becomes zero. totalNumberof
Nodes is used because PR(n) should be a small number, and totalNumberof
Nodes is always much bigger than |Sibiling(n)| and easy to obtain. The signifi-
cant score at node n is multiplied by the propagation rate (PR(n)) when node
n’s significant score propagates to the parent node.

4 User Similarity Calculation

In this section,we first overviewour proposedmethod, and then explain the details.

4.1 Overall Process

The procedure of our proposed method is as follows:

1. Compute the significant score (Equation 1) of each visited location of user
u and user v

2. Find top−k locations of user u and user v, and construct a top-k significant
score table for each user.

3. Construct a location category hierarchy graph by using only visited location
nodes of two user and visited location nodes’ ancestor nodes.

4. Find the match nodes and its calculation order by using algorithm MatchN-
odeOrder() (Fig. 4).

5. Calculate the user similarity between user u and v by using algorithm Sim-
ilarity() (Fig. 5).

The details of MatchNodeOrder() will be discussed in Section 4.2, and the
details of Similarity() will be discussed in Section 4.3.

4.2 Order of Match Nodes

There are two difficulties to calculate the user similarity. First, as we showed
in Fig. 1, the structure of category nodes is a tree structure. However, some of
location nodes have multiple parent nodes since some locations belong to more
than one category. If a location node has multiple parent nodes, we should select
one of the parent nodes to propagate the significant score. Second, the diverse
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depths of location nodes make it hard to find match nodes at which two users’
significant scores are propagated to come across each other.

Regarding to first difficultly, to overcome the multiple parent nodes problem,
we split a location node to the number of parent nodes and also the significant
score is divided equally among split nodes. This step does not require too much
workload since only some of location nodes belong to more than one parent node
as shown in Fig. 1. Regarding the second difficulty, to efficiently calculate the
similarity score at a match node, we find match nodes which need to calculate the
similarity score, and the calculation order of match nodes. Without this match
node order, we should calculate the similarity score recursively. The algorithm
of splitting location nodes and finding the match nodes and the order of the
match nodes is as follows:

(a) (b)

Fig. 3. Example of finding match nodes and its calculation order

Fig. 3 (b) shows an example of finding match nodes and its calculation order.
Black colored nodes correspond to user u’s visited locations and white colored
nodes correspond to user v’s corresponding visited locations. The nodes which
have a number at the bottom are match nodes and the numbers indicate the
calculation order which is the output of the algorithm. We explain the details of
the algorithm with an example case in Fig. 3.

As shown in Fig. 3 (a), node j has two parent nodes, e and g. We split node j
to j1, j2 and make them the children of node e and g, respectively in Fig. 3 (b)
(Line(4) - Line(6)). Then, we equally divide the initial significant score of node j
into split node j1, j2 and store split nodes in the STu table (Line(7) - Line(10)).
We construct empty sets for each user, ancestorU and ancestorV (Line(13)).
For user u, add all ancestor nodes of all visited nodes (a, b, c, e and g) and all
visited nodes (f , i and k) to ancestorU . And for user v, ancestor nodes (a, b, c,
d, e and g) and visited nodes (h, j1, j2 and k) are added to ancestorV (Line(14)
- Line(19)).

After that, let MatchNodeSet be the intersection of ancestorU and ancestorV
(Line(20)). In this example, MatchNodeSet is {a, b, c, e, g, k} node elements
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Algorithm MatchNodeOrder()
Input location category hierarchy graph G

user u’s top-k significant score table STu

user v’s top-k significant score table STv

Output match node order list m
begin
1. Let list m be an empty node list
2. Let STu[n] be a significant score of user u at node n

/* to handle multiple parent nodes problem */
3. foreach leafnode l in graph G
4. if location node l has more than one parent node
5. pNum := location node l’s parent nodes count
6. Split node l to l1, l2, ..., lpNum as each parent’s child node

/* Do following if step on STv */
7. if STu contains score for node l

8. Add l1, l2, ..., lpNum to STu with STu[l]
pNum score

9. Delete node l and its significant score from STu table
10. endif
11. endif
12. endforeach
13. Let MatchNodeSet, ancestorU and ancestorV be empty node sets
14. foreach node n in STu

15. Add node n’s ancestor nodes to ancestorU
16. endforeach
17. foreach node n in STv

18. Add node n’s ancestor nodes to ancestorV
19. endforeach
20. MatchNodeSet := ancestorU

⋂
ancestorV

21. m := Sort MatchNodeSet in post-order by using graph G structure
22. return m
end

Fig. 4. Algorithm of finding match nodes order

which is intersection of {a, b, c, e, g, i, k, f} and {a, b, c, d, e, g, j1, j2, h, k}.
Finally, a post-order list of MatchNodeSet elements are assigned in a list m
and returned as an output of this algorithm (Line(21) - Line(22)). As shown as
numbers in Fig. 3 (b), the calculation order list is <e, b, k, g, c, a>.

4.3 User Similarity Calculation

After we determine the match nodes and its calculation order, we can efficiently
calculate the user similarity. The algorithm of calculating the user similarity is
as follows:

For efficiency, we devise the multiple propagation rate based on Equation
3 for propagating a significant score of a node to its ancestor node through
multiple levels. MPR(n, v) denotes the multiple propagation rate, from node v
to ancestor node n, and it is calculated as follows:

MPR(n, v)=
log(|Sibling(k1)|+1) × log(|Sibling(k2)|+1) × ... × log(|Sibling(kn)|+1)

depthDiff × log(totalNumberofNodes)
(4)

where depthDiff is the depth difference between node n and node v, Sibling(n)
is the number of node n’s sibling nodes. k1 is node v, k2 is the parent node of v,
... , and node kdepthDiff is the node n since depthDiff is the depth difference
between node n and node v.
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Algorithm Similarity()
Input location category hierarchy graph G

user u’s top-k significant score table STu

user v’s top-k significant score table STv

match node order list m
Output User similarity score SimScore
begin
1. Let STu[n] be a significant score of user u at node n
2. SimScore := 0.0

/* Calculate user similarity at each node in list m in order*/
3. foreach node n in list m
4. descendants := the set of descendant of node n (use graph G structure)
5. foreach node d in descendants

/* Do following if step on STv */
6. if STu has node v
7. if STu does not have node n
8. Add node n to STu

9. STu[n] : = 0.0
10. endif

/* propagate all descendants significant score to node n */
11. STu[n] := STu[n] + STu[d] * MPR(n, d) (Equation 4)
12. Delete node d from STu table
13. endif
14. endforeach
15. SimScore := SimScore + SimSn(u, v) (Equation 2)
16. STu[n] := STu[n] - SimSn(u, v)
17. STv[n] := STu[n] - SimSn(u, v)
18. endforeach
19. return SimScore
end

Fig. 5. Algorithm of the user similarity calculation

The user similarity calculation algorithm (Fig. 5) utilizes match node order
list m (output of Fig. 4 algorithm) as one of the inputs. At the beginning of the
algorithm, we initialize SimScore with zero (Line (2)) and enumerate each node
n in list m (Line (3) - Line (18)). At the beginning of enumeration steps, let
descendants be the descendant node set of node n (Line (4)). For user u, if STu

has node v (Line (6)), and if STu does not have node n we make a empty table
entry for node n to store the propagated score of descendant nodes (Line(7)
- (10)). Then we propagate user u’s significant scores at node v to the match
node n using Equation 4 (Line (11) - Line(12)). We calculate the similarity
score at node n and add the similarity score to SimScore (Line (15)), and we
subtract similarity score SimSn(u, v) from two user’s significant scores since
the similarity score SimSn(u, v) is already added to the user similarity score
SimScore. (Line (16) - Line (17)). Finally, the algorithm returns SimScore as
the output (Line(19)).

5 Experiment

We evaluate the proposed method with a real-world use case. We use foursquare
user’s data as a dataset. Before discussing about the experimental results, we
briefly introduce our dataset.
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5.1 Dataset

foursquare is one of the most spotlighted location based social network services.
We briefly introduce foursquare since we collect data from foursquare for evalu-
ating our method.

Fig. 6. Diagram of foursquare service

Fig. 6 shows a diagram of foursquare’s ‘check-in’1, feature. When a user tries to
‘check-in’ to a certain place, the user sends an exact physical location of the user
(Step 1). Then foursquare compares the received location with their huge venue
database (Step 2) and suggests a few names of places in distance order (Step
3). After that, the user selects one place name for his/her current locations, also
the user can make a short commentary about the place (Step 4). After that, the
user sends the selected place name and a commentary to foursquare and twitter
(Step 5). Therefore, by using foursquare APIs2 (Step 1-3), we can convert the
physical location to the semantics of the location.

We collect users’ visited locations through users’ twitter pages since users also
post ‘check-in’ information to their twitter accounts (Step 5 in Fig. 6). At first,
we collected 1,358,287 visiting locations over 17,863 users. However, most of users
are not active enough to use their recoeds as a dataset. Therefore, we select 591
users based on their activity. The selected users visited 251,053 locations and
they are distributed around the world.

5.2 Finding a Similar User

Fig. 7 shows an example of two similar users which are selected by our method.
User A and user B live in very different locations, but they are similar because
they are both students and they like to go shopping. By only considering the
physical location of two users, the similarity score between user A and user B is
close to zero. However, our proposed method finds the similarity between them
since our method utilizes the semantics of the location.

5.3 Performance of Proposed Method

We experimentally evaluate the proposed method with a real-world use case;
finding the most similar user of a user. We compare our method to Jaccard
1 Records a user’s place and able to leave a short commentary about the place.
2 http://groups.google.com/group/foursquare-api/web/api-documentation

http://groups.google.com/group/foursquare-api/web/api-documentation
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(a) User A

(b) User B

Fig. 7. Example of two similar users selected by our method

index which is a popular method to calculate the similarity. As we utilize the
semantics of the location to calculate the user similarity for the first time, there
is no existing method to be compared with.

To find the most similar user of a user, firstly, we calculate pairwise the user
similarity between 591 users. Then, we select the most similar user to each of
591 users. After that, we compare a user’s visited locations with the most similar
user’s visited locations for every user.

In order to measure the accuracy of two methods, we compute the precision,
recall and F-measure by comparing his/her visited locations with the visited
locations of the most similar user recommended by each method.

Let f(u) returns the set of categories of the top-k locations of user u. The
precision is calculated as follows:

Precision =
|f(u)

⋂
f(ur)|

|f(ur)| (5)

where ur is the most similar user selected by a method, which can be our method
or Jaccard index.

The recall is calculated as follows:

Recall =
|f(u)

⋂
f(ur)|

|f(u)| (6)

The F- measure is calculated as follows:

F − measure =
2 × Precision × Recall

Precision + Recall
(7)

Then, we average the precisions, recalls and F-measures for all users.
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(a) User’s top-5 location (b) User’s top-10 location

(c) User’s top-20 location (d) User’s top-30 location

Fig. 8. Experimental results with various top-k locations

As shown in Fig. 8, our proposed method outperforms the Jaccard index for
every different top-k location setting. Our method is 84% higher in the precision,
61% in the recall and 72% in the f-measure than the Jaccard index on the
average. Since a frequency of visits to a location is represented by a binary value
in Jaccard index, we make our proposed method not to use significant scores and
compare with Jaccard index. This modified version of our method is labeled as
Proposed w/o SC in Fig. 8. However, the result that our method shows higher
performance than the Jaccard index remains unchanged.

5.4 Top-k Location

Since we use only the top − k locations of a user to calculate the similarity, we
experimentally show that considering only the top−k locations of a user results
is better than considering all the visited location of a user.
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To show the visits to top − k locations are greater part of total visits, we
devise TopKCover(k) which shows the ratio of top − k locations visits to total
visits.

TopKCover(k) =

∑
u∈U (TopkV isitk(u)

TotalV isit(u) )

|U | (8)

where U is the set of all users, TopkV isitk(u) is the user u’s number of visits to
top− k locations of user u, TotalV isit(u) is the total number of visits of user u.

From the result of Fig. 9 (a), we can consider that using more than 100 visited
locations to characterize a user is meaningless, also the small number of top-k
locations covers a large part of visits. The top-5 locations cover 32%, top-10
cover 43%, top-20 cover 55% and top-30 cover 62% of visits.
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Fig. 9. Two experimental results to select proper top-k

Fig. 9 (b) shows that considering only the top−k locations of a user is better
than considering a large number or all of the user’s visits. All the three measure
start dropping after top-50 locations.

6 Conclusion

In this paper, we proposed an accurate and efficient user similarity calculation
method. Our method utilizes the semantics of the location, while the other exist-
ing previous researches have been focused on only the physical location. We also
utilize the location category hierarchy to semantically match locations, and the
experimental results show that the proposed method outperforms the popular
Jaccard index. We also experimentally show how many numbers of the locations
has the meaning to a user, and it helps us to understand the user’s behavior.
As a future work, we would aggregate the semantics of the location with some
other information such as user generated tags to get more accurate results.
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Abstract. The folksonomy refers to the online collaborative tagging system
which offers a new open platform for content annotation with uncontrolled vocab-
ulary. As folksonomies are gaining in popularity, the expert search and spammer
detection in folksonomies attract more and more attention. However, most of pre-
vious work are limited on some folksonomy features. In this paper, we introduce
a generic and flexible user expertise model for expert search and spammer de-
tection. We first investigate a comprehensive set of expertise evidences related
to users, objects and tags in folksonomies. Then we discuss the rich interactions
between them and propose a unified Continuous CRF model to integrate these
features and interactions. This model’s applications for expert recommendation
and spammer detection are also exploited. Extensive experiments are conducted
on a real tagging dataset and demonstrate the model’s advantages over previous
methods, both in performance and coverage.

1 Introduction

Collaborative tagging is an emerging method for online content organization and man-
agement. By annotation using uncontrolled vocabulary, collaborative tagging systems
provide better experience of resource sharing as well as organization. There are many
sites assisted by collaborative tagging. For example, Delicious (http://delicious.com) for
web page bookmarking, YouTube (http://www.youtube.com) for video sharing, Flickr
(http://www.flickr.com) for photo sharing, and Twitter (http://www.twitter.com) with
hashtag. This collaborative organization approach is also called folksonomy.

Along with the developments of these tagging systems, many research problems
have been studied to improve folksonomy. For example, personalized recommendation
is discussed in [4], an improved tag based content retrieval is presented in [13], and one
of our previous work in [2] exploits novel features fusion methods for tagged resources.

As tagging systems gain in popularity, experts and spammers flow into the tagging
sites at the same time. User interaction becomes difficult, and finding appropriate infor-
mation is urgent. In this paper, we study the problem of modeling users’ expertise in
collaborative tagging communities. That is to discover the user’s expertise with respect
to a given topic (or a tag), of which can be made use to clearly distinguish the experts
and spammers.

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 53–67, 2011.
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The expert search problem, which has already caught our eyes in enterprise cor-
pora [1] and recently social networks [6], is also very meaningful to current tagging
communities. Nevertheless, without the ability to combat spammers, the system will
suffer the misleading influences of them. For example, an expertise model is helpful in
the case that a user wants to find top experts on a specific topic and then follow their
activities. With a suitable expertise model, we can also directly recommend a user the
experts of certain topics which may be interesting to him/her. However, the expert list
recommended by the system for the user will be filled with some useless spammers if
we cannot eliminate them accurately. What is more, a suitable expertise model can also
improve tag qualities. On one side, tagging systems can directly push the resources with
imprecise tags to the expert users and let them tag. On the other side, we can avoid the
misleading influences of spammers on tag quality calculation, by simultaneously dis-
tinguishing spammers from users. We believe that, with the help of a reliable expertise
model to search experts and combat spammers, a lot of applications as those we mention
above can be supported in such communities to improve user satisfaction significantly.

The most crucial difference between folksonomy and traditional classic enterprise
corpus or social network is that the former has a comprehensive set of features, e.g.,
users, tags and objects. There also exist rich and meaningful interactions among them.
For example, it is not surprising to see that the expertise of a certain user on tag t is
determined not only by his/her tagging behavior on t, but also on tags similar to t, or
the user’s social network involved. Such multi-type features can not only help us get
more reasonable expert ranking, but also better protect our system from malevolent
attacks of spammers.

To the best of our knowledge, there do not exist many solutions to deal with the
expertise modeling problem in folksonomies. Current methods usually utilize a part of
information about users, objects and tags [15,5,11]. However, no work have explored
all features related to users, objects and tags in folksonomies. We believe this could
result in better representation models, and further make folksonomies more accurate in
expert finding and more resistant to spammers.

To fully utilize existing multi-type features, we propose a novel expertise model for
collaborative tagging communities. We extract several expertise evidences/features hid-
den in folksonomies. An expertise model is used to combine those expertise evidences
and generate users’ expertise over topics/tags. Experiments demonstrate the advantage
of this integrated model.

We outline the contributions of this paper as below:

1. We extract a comprehensive set of expertise evidences/features hidden in such tag-
ging communities. Considering the fact that collaborative tagging communities
basically consist of three parts: tags, users, and objects, those evidences can be
classified into three categories similarly: 1) tag-related evidences, 2) user-related
evidences and 3) object-related evidences.

2. The expertise model based on Continuous Conditional Random Fields (CRF) [12] is
introduced to automatically integrate those expertise evidences and generate user’s
expertise over topics/tags as a result. This model is inspired by the successful ap-
plications of CRF technique [8] to model interactions between different items in an
undirected graph. As for our expertise modeling problem, the proposed model can
keep the balance among different kind of features and also make full use of them.
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3. Our experiments conducted on the expertise ranking problem in a real tagging
dataset show clearly that our CRF-based expertise model is obtaining much higher
precision on searching experts and more resistant to spamming activities than any
other baselines.

The rest of this paper proceeds as follows. In Section 2 we formulate the problem
and explore the evidences inspiring our expertise model. Section 3 presents the CRF-
based expertise model. We discuss the modeling and learning of this model in details.
Quantitative experiments are shown in Section 4. After Section 5 reviews the related
work, we conclude this paper in Section 6.

2 Expertise Evidence in Folksonomy

In this section, we carry out a thorough analysis of the folksonomies and investigate
all evidences which are helpful to our expertise model. We begin with the problem for-
mulation of expertise modeling task and correlated structure of features in folksonomy.
Then a comprehensive set of expertise evidences are studied.

2.1 Feature Correlation

Let X = {O, U, T, R} denote all the observations we have in a folksonomy includ-
ing all the objects O = {o1, o2, . . . , oM}, users U = {u1, u2, . . . , uN}, tags T =
{t1, t2, . . . , tL} and their relationships R = {(oi, uj, tk)}. Also, define a matrix E =
{eij}, where eij denotes the expertise score of user ui on tag tj . With higher value of
eij , user ui is more likely to be an expert on tag tj .

The expertise modeling problem is to determine the expertise score matrix E given
all the observations X in a folksonomy. We need to infer reasonable expertise scores
based on all observations. Hence, our task can be modeled to find E that maximizes the
appearance probability of E given current observations X , i.e.,

E = argmax
E

Pθ(E|X) = arg max
E

Pθ(E|O, U, T, R), (1)

where θ denotes the model parameter. However, the computing Pθ(E|O, U, T, R) is not
a trivial task, as discussed in the above section.

To model the interactions among users, objects and tags and show the influences of
the interactions on expertise, we introduce a graph structure, in Figure 1. Shown in this
graph, three core elements: users, objects and tags are represented by grey nodes and
expertise scores by blank nodes in the upper part. Here we present relations among the
same type of nodes as well as the cross-type relations. For example, the edge between
user ui and uj stands for a subscribe/as-a-friend relation in the tagging system. And
for the cross-type relation, the use of tag tj by user ui is represented by an edge between
the corresponding nodes of tj and ui. Edges in this graph are weighted. In this scenario,
the more frequently user ui uses tag tj , the larger the edge weight between node ui and
node tj is.

Besides those observations X = {O, U, T, R}, our expertise scores, which are de-
noted in the top layer E, are the output of our expertise model. Each node eij in this
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Fig. 1. Graph Structure of Folksonomy

layer represents the expertise of user ui on tag tj . In this graph the expertise nodes are
interlinked. This aligns with our intuition that there are hidden interactions among the
expertise scores of different users on different tags.

To present these mutual influences, each node in the expertise layer is connected
to the nodes corresponding to observations in folksonomy, which implies that a user’s
expertise in folksonomy is influenced by all items, i.e., users, objects and tags. The
intuitive meanings of these edges will be clear after explaining the Expertise Evidences
we find.

2.2 Expertise Evidences

Only the structure of folksonomy can not give us enough information about the user
expertise, here we illustrate more facets and evidences in folksonomy for more inspira-
tions to estimate expertise reasonably.

The Expertise Evidences refer to the information which can help discover experts and
tell spammers in a folksonomy system. Some state-of-the-art work have already pro-
posed some indications, e.g., user authority [15], tag reliability [5] and post date [11].
However, they usually fail to conduct a comprehensive study of feature interactions,
which are actually the most crucial difference between folksonomy and classic web
environment or the enterprise corpus. In contrast, we first investigate an overall set of
Expertise Evidences. Considering the fact that users, objects, and tags are three basic
foundations of folksonomy, we observe the system from these three perspectives and
explore the corresponding evidences.

We categorize our discovered evidences into three types: 1) tag-related evidences, 2)
object-related evidences and 3) user-related evidences.

Tag-related Evidences. Two tag-related expertise evidences are applied in our model.
The first evidence suggests that, if a user often agrees with others on the choice

of tag to label on an object, there is a great chance that he/she is an expert. This is
consistent with our intuition [15,5], however, this feature alone is very vulnerable to
attacks conducted by spammers as shown in our following experiments. (TE-1)

The second one is that an expert on tag t should have high expertise on similar tag t′,
too. Imagine an expert on topic Web2.0, even though he/she may not tag many tags on
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similar topics, e.g., Delicious, we can trust these tags because that his/her knowledge
has been reflected on a very similar topic. This evidence may also help us handle the
different personal customs on tagging. For example, tell an expert on Puppy in spite of
his preference to use Dog when tagging. (TE-2)

User-related Evidences. The user-related evidence comes from the subscribe relation
in folksonomy. Two metrics are used to depict user’s characteristics: the expertise on
certain tag and the ability to find an expert on certain tag.

In the directed subscribe relation, the difference and interaction between the two
metrics are important. The expert user tends to be subscribed by users who are good at
discovering experts, and the user with high ability of discovering experts is more likely
to subscribe many experts. This is reasonable for us, given that in practice experts are
often subscribed by others because they often provide useful knowledge. Also a user
subscribing lots of experts is good at finding experts because his behavior is a good
sign of the ability to distinguish the usefulness of provided knowledge. These two sub-
rules together show the mechanism of the interactive influence between user’s expertise
and user’s ability of finding experts. (UE-1)

Object-related Evidences. It is always not easy to analyze the content of objects, and
hence we will not use object’s content information in this work. Instead, we should
notice that the user’s expertise on tag t should be increased if he/she uses tag t to
annotate the object o which later becomes a popular object.

This evidence combines the popularity of an object and the post time information.
It satisfies the assumption in [11] that an expert should have the ability of discovering
popular objects instead of just following others. However, compared to [11], we model
this feature in a different way to integrate it into our model seamlessly. (OE-1)

For any folksonomy system, the three elements, i.e., users, objects and tags, are
pillars of the pyramid, and all the facts and evidences we are considering have fully
covered the three main foundations of the folksonomy. The evidences and rules directly
resulting from these facts are laconic, easy to obtain, reasonable intuitively at the same
time. It cannot be denied that other features can also be drawn from the folksonomy
graph structure we presented above, too. For example, one can write ad hoc evidences
specific to application scenario or user preference. But we need to point out that the four
basic evidences we pick now can fully cover all three facets of a folksonomy system
and as shown in our latter experiment, our model integrating barely these four evidences
can still beat other state-of-the-art techniques and perform satisfactorily. What is more
important, any other evidence can be easily integrated into our model. As a result, in
this paper, we can mainly focus on these evidences and show how they can be integrated
into a unified model.

3 CRF Based Expertise Model in Folksonomy

In this section, we present our CRF based expertise model in detail. The CRF based
expertise model is proposed to fuse multi-type features in folksonomy and to finally
generate expertise scores of users on specific tags. We formulate the relations in this
unified model and also discuss the parameter learning methods.
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3.1 Model Formulation

In order to well fuse the expertise evidences discussed in Section 2, a Continuous Con-
ditional Random Fields [12] based expertise model is proposed here to model the user
expertise in folksonomy. Compared to other fusion models or heuristic methods, this
model is powerful in automatic feature weighting and interaction combination. To cope
with requirements in this problem setting, we also discuss the improvement over basic
CRF model.

Recall the problem defined above, we aim at estimating the probability of E given the
observation X = {O, U, T, R}, and hence we can maximize this probability to obtain
an optimal E = arg maxE {Pθ(E|X)}. Continuous CRF provides a way to estimate
such probability:

Pθ(E|X) =
1

Z(X)
exp

{
k∑

i=1

(
λo · Fo(ci) + λu · Fu(ci) + λt · Ft(ci)

)}
, (2)

where {ci|i ∈ [1, k]} is a set of k cliques in our graph. For example, in Figure 1,
c = {u1, t1, t2, e11, e12} can be taken as a clique if the corresponding nodes of these
elements in the set are fully connected. In the above equation, Fo denotes a func-
tion vector consisting of feature functions designed for the object-related evidences
and λo represents a weight vector of those features or evidences. Fu, λu, Ft and λt

all have similar definitions. The variable θ stands for the parameter set of this model:
θ = {λo, λu, λt} which satisfies

∑
i λi

o +
∑

j λj
u +

∑
k λk

t = 1 and Z(X) is a nor-
malization factor defined as

Z(X) =
∫
E

exp

{
k∑

i=1

(
λo · Fo(ci) + λu · Fu(ci) + λt · Ft(ci)

)}
. (3)

We need to define different feature functions for the three kinds of evidences to inte-
grate them into this model. Here the feature function refers to a function defined on
clique c to measure the fitness of nodes in c to appear together. Specifically, four feature
functions are designed with respect to the four expertise evidences stated above. Before
we explain the detailed feature functions, we first define variables extracted to describe
information in folksonomy.

- Tag similarity matrix Stag: each entry Stag(ti, tj) equals the similarity between
tag ti and tj , which is calculated by tag co-occurrence in our implementation.

- User subscription matrix Sub: Sub(ui, uj) = 1 iff. user uj subscribes user ui.
- User temporal similarity matrix ST : ST (ui, uj|tk) is the similarity between ui

and uj tagging behaviors computed based on the average number of users who
follow ui and uj on objects tagged by tk.

- Expertise matrix E: each entry eij represents the expertise score of user ui on tag
tj .

- Expert finding ability matrix E′: each entry e′ij denotes the ability of user ui to
find experts on tag tj .

We then write feature functions according to the suggested evidences above. Note that,
these feature functions only have non-zero values to certain types of cliques and are
automatically set to zero for cliques of other kinds.
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– TE-1: We define f1
t on clique c like {eij , ui, tj} as

f1
t (eij , ui, tj) = −

(
eij −N (∑

otj

CoIn(ui, tj)
))2

, (4)

where otj enumerates the objects tagged by ui with tag tj , and CoIn(ui, tj) is the
number of users who agree with user ui to apply tag tj to object otj for tag tj .
Function N (.) is introduced to normalize the input variable to [0, 1]. This feature
represents the evidence that if one user agrees with more other users on a certain
tag, his/her expertise on this tag should be higher.

– TE-2: We define f2
t on clique c like {eij , eik, tj , tk} as

f2
t (eij , eik, tj , tk) = − 1

2(|T | − 1)
Stag(tj , tk) × (eij − eik)2, (5)

where |T | is the number of all tags in the system. By this feature function, the user
ui’s expertise scores on similar tags tj and tk would be close.

– UE-1: We define f1
u on clique c like {eij , e

′
kj , ui, uk} as

f1
u(eij , e

′
kj , ui, uk) = −Sub(ui, uk) × (eij − e′kj)

2, (6)

where e′kj =
∑|U|

i=1

(
Sub(ui, uk) × eij

)
and |U | is the number of all users in

folksonomy. This user-related feature function encodes the two-side interactions
between expertise score and finding expert ability into a unified framework.

– OE-1: We define f1
o on clique c like {eij, ekj , ui, uk, tj} as

f1
o (eij , ekj , ui, uk, tj) = −1

2
ST (ui, uk|tj) × (eij − ekj)2. (7)

This means it is better for two users ui and uk to own similar high expertise on tag
tj if they both label a popular object with tag tj and they discover the object earlier
than most other users.

3.2 Parameter Learning

The learning process of our expertise model is to obtain parameters θ = {λo, λu, λt},
given a training dataset D = (X,E), X includes objects O, users U , tags T and their
relations R. In matrix E = {eij}, each entry eij represents the expertise score of user
ui on tag tj . We normalize the expertise scores to [0, 1].

One traditional technique for parameter learning is to train a model which can max-
imize log-likelihood of training dataset D’s appearance. There exist lots of discussions
about how to learn the optimal parameters in CRF framework, e.g., Gibbs Sampling
from [14]. However, it may not optimize the desired objective function, i.e., the average
precision of expertise ranking problem in our case. In contrast, direct optimization aim-
ing at the evaluation metric is better in some scenarios [10]. In this paper, we use the
methodology applied in [10]. Specifically speaking, we enumerate the combination of
parameter θ and select parameter which makes the model obtain the maximal average
precision of expert ranking task.
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In our problem setting, we are only interested in ranking users by their expertise, so
the inference process can be simplified. The Z(X) will influence only the absolute ex-
pertise scores, not the ranking positions. Under this occasion, the ranking score matrix
of users on certain tags is denoted by E′.

E′ ∝ argmax
E

exp

{
k∑

i=1

(
λo · Fo(ci) + λu · Fu(ci) + λt · Ft(ci)

)}

∝ argmax
E

k∑
i=1

(
λo · Fo(ci) + λu · Fu(ci) + λt · Ft(ci)

)
After substituting the detailed feature functions, i.e., tag related functions: f1

t (.), f2
t (.),

user related function: f1
u(.), as well as object related function: f1

o (.), into this equation,
we can generate the solution of E′ by using standard Lagrange multiplier methods.

4 Empirical Study

In this section, we evaluate our expertise model by the expertise ranking problem in
folksonomies. Specifically, we conduct the evaluations on expert ranking and spammer
ranking to answer the following two questions respectively:

Q1: How exactly is the performance of our expertise model on searching experts for
specific tags?

Q2: Is the proposed expertise model robust enough to resist the spammers’ attacks?

4.1 Experimental Setup

Experiments are conducted on a real tagging dataset, collected from Delicious (http://
delicious.com/) website. These tags range from Jan. to Jun. 2010. The dataset contains
10, 800, 690 web page urls, 197, 783 users, 1, 928, 677 tags. We also fetch subscription
relations between users.

The distribution of tag frequency is shown in Table 1. It is easy to tell that, less tags
show in the dataset with higher frequency. In our experiments, we mainly focus on the
tags ranging from level-3 to level-5. In truth, more people will be interested in experts on
tags such as “asp.net” in level-4 than those like “vibes” in level-1. Since users’ interests
mainly focus on popular tags, these tags deserve more attention. And the improvement
in experts search on these tags can dramatically enhance user satisfaction.

Training Set and Testing Set. To construct our testing query set, we randomly select
10 tags for each frequency level from level-3 to level-5. This is the base to run the model
and to evaluate its performance on expert ranking and spammer ranking.

For expert ranking part, parameter learning is crucial to our expertise model as il-
lustrated before. To learn the parameter set θ = {λo, λu, λt}, a small training set is
manually annotated by two annotators. Annotators are asked to assign the binary ex-
pertise score (expert or not) to randomly selected users to some randomly selected tags.
With the annotation result as ground truth, we adjust the parameter to achieve higher
expert recommendation precision.
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Table 1. Statistics of tag frequency

Level-ID Frequency Interval #Tags
0 [1,9] 1,694,768
1 [10, 99] 199,563
2 [100,999] 28,557
3 [1000,9999] 4,921
4 [10000,99999] 780
5 [100000,999999] 88

Turning to spammer ranking part, in order to measure how resistant the expertise
model is to the spammers’ attacks, we follow the method used in [11]. Three types of
spammers are randomly inserted, i.e., Flooders, Promoters and Trojans. Flooders refer
to users who tag a extremely large number of tags, while Promoters always tag their
own web pages and pay little attention to objects provided by other users. Much more
crafty, Trojans tag a lot for their own pages but at the same time conceal their malicious
intentions by acting like regular users. More details can be found in [11]. Specifically,
each query tag has 20 spammers of each type.

Evaluation Metrics. We apply the Precision@N as our main evaluation metric, which
represents the percentage of answers that are “correct” in all N candidate answers re-
trieved, taking the manually annotated experts list and inserted spammers list as ground
truth.

In particular, in expert ranking part, the retrieved user is “correct” if he/she is labeled
as expert by annotators. As for spammer ranking task, the retrieved user is “correct” if
he/she is a simulated spammer we inserted. Hence, the higher Precision@N for expert
ranking, the more reliable and suitable the model. In contrast, a higher Precision@N for
spammer ranking task is an indication that the model is more vulnerable to spammers’
attack activities.

In addition to the Precision@N , we use another metric, i.e., Average Ranking Po-
sition, to measure the difference in model’s ability to demote spammers in the expert
list by giving spammers lower scores than true experts. The higher the metric, the more
resistant the expertise model to spammers’ attacks.

Baseline Methods. We compare our method with three state-of-the-art approaches for
both expert ranking and spammer ranking.

– Baseline 1: HITS [15]. It applies HITS algorithm to determine the user expertise
by assuming that there exit reciprocal reinforcements between user expertise and
tag quality.

– Baseline 2: CoIn [5]. It uses the coincidence between users as the expertise of users.
– Baseline 3: SPEAR [11]. It assumes the users tagging objects of more popularity

or tagging objects earlier deserve higher expertise scores.

4.2 Quantitative Result

We report our performance study on two tasks, i.e., expert ranking and spammer rank-
ing.
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Expert Ranking. We present our experimental results to answer how exactly the per-
formance of our expertise model on searching experts is. Table 2 shows the results
of different approaches, including our method named Multi-type Feature Fusion (MFF)
and three baselines, i.e., SPEAR, CoIn and HITS. We have tried different popular levels
of tags, however they obtain similar results so we do not report them separately.

As seen in this table, in respect of Precision@1, our MMF is tied with other baselines.
Also, our MFF approach obtains the best performance in top-5 precision, however, it
meets a slightly decrease in performance for larger N . From the overall perspective
HITS obtains the best performance but our approach is the second best.

Table 2. Average Precision for Expert Ranking Task

Average Precision SPEAR CoIn HITS MFF
P@1 1 1 1 1
P@5 0.80 0.96 0.96 1
P@10 0.68 0.90 0.92 0.88
P@15 0.64 0.85 0.91 0.85
P@20 0.61 0.87 0.91 0.88

Several facts can interpret this result. First of all, due to the limited time, when the
annotators determine whether the retrieved user is an expert on the query tag, they
usually take the tag frequency of users as the most important factor, but true users in
a collaborative tagging system will consider more in fact. Hence, the annotated results
may be more inclined to HITS method. Secondly, as reported by the annotators, they
can not easily determine whether some users with tremendous tags are spammers or
not. Generally, they just take those users as experts instead of spammers.

Despite having slightly worse overall performance than HITS when measured by an-
notated results and assuming all manually annotated experts are accurate, our model can
improve user satisfaction empirically and also, the top 5 retrieved users of our method
for all query tags are all annotated as experts. We believe in fact, our algorithm can
averagely achieve satisfactory results, and can be better or at least comparable to most
state-of-the-art approaches.

Spammer Ranking. This experiment is conducted to test how our expertise model’s
performance is when confronting malicious spammers.

When measuring with the metric of Precision@N , Figure 2, 3 and 4 present the per-
formance of spammer ranking for different models here. The overall performance of
whole query set is shown in Figure 2, while Figure 3 and 4 give more detailed informa-
tion about the model’s performance concerning the discrepancies of frequency levels
in tags. The result for the level-4 query tags is quite similar to level-5, so we do not
show it.

In addition, we show the evaluation results in Figure 5 for different expertise models
with respect to various types of spammers. The y-axis represents the average ranking
position of specified type spammers in top 10, 000 retrieved users. In Figure 2 and
Figure 3, for the spammer ranking task, the lower value in Precision@N suggests there
are less spammers in the first N experts, which means the expertise model is more
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Fig. 2. Average Precision of Spammer Ranking, from level-3 to level-5
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Fig. 3. Average Precision of Spammer Ranking, level-3

resistant to spammers’ attacks. In contrast, in Figure 5, the lower value in y-axis serves
as an indication that inserted spammers are decided to be experts by the model with
high expertise scores, showing the system’s vulnerability to spammers’ attacks.

In Figure 2, the average Precision@20 almost equals 1 for three baselines, but only
approximately 0.4 for our approach. With the increase of the recommended expert num-
ber, the advantage of our model shrinks. However, even at Precision@100, our approach
is still better than the other three. As discussed later, it is the seamless fuse of different
types of expertise information that makes our method most resistant to spammers on
average.
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Fig. 5. Average Spammer Ranking Positions

According to Figure 3 and Figure 4, we can find that all the expertise models can
obtain better performance when dealing with tags of higher popularity. One possible
reason might be that for the tags with less popularity, the spammers are easier to “beat”
regular users and become the “experts” on certain topics. Figure 5 suggests that no
matter what kind the spammers belong to, our expertise model MMF shows great im-
provement in the ability to demote all the spammers from the top of the expert list. To
be more specific, all three baselines show nearly no resistance to Flooders while MMF
goes a big step further than them. As for Promoters and Trojans, these spammers will
be demoted twice or more in the expert list by MMF than by any other method in the
three.

Result Analysis and Discussion. From the above expert ranking and spammer ranking
experiments, we can see that our MFF approach outperforms the baseline models. And
we should point out that the good performance of MMF approach results from its ability
to integrate multi-type information extracted from the folksonomy system.

When distinguishing experts, we have more clues and features to inspire experts
search. So we can get accurate experts list especially when most top experts are needed.
While telling spammers, CoIn and HITS both cannot well separate Trojans from reg-
ular users. This failure is a result of their too much dependence on the tag frequency
information. Although when added to the temporal information, SPEAR has great im-
provements in telling Trojans and basically performs better than CoIn and HITS, it still
cannot identify the Flooders like MMF because Flooders tag too many resources to
be distinguished by temporal information easily. However, our MMF model integrates
information of a wider range, e.g., subscription network among users, yielding more
satisfactory results both on the average spammers ranking and spammers demotion of
special kinds.

Considering the performance of our expertise model on expert ranking and spammer
ranking, the model is believed to suitable for practical applications in real world col-
laborative tagging systems. First, although the model is not best when recommending
large scale of experts, but in our daily life, only the top experts recommended are inter-
esting to users. Too much patience are needed for a user to browse 10 or more recom-
mended experts everyday. Second, the outstanding performance on spammer ranking
means our recommended expert list will not be filled with spammers, especially Flood-
ers. Hence, compared to other methods, such as HITS, our expertise model is good at
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demoting crafty spammers like Flooders, who will waste user’s energy to follow and
reduce user satisfaction significantly. Given all these reasons, by accurate top experts
ranking without misleading spammers in the top positions, our expertise model will
provide satisfactory services in real world folksonomies.

5 Related Work

Our work in this paper is broadly related to several areas. We review some in this sec-
tion.

Social Media Management: With the recent startling increase of social media appli-
cation, the uncontrolled vocabulary annotation is becoming popular. Researchers have
discussed various directions of tagging systems. A structured tag recommendation ap-
proached was discussed in [4], and [13] presented an improved retrieval algorithm based
on sequential tags. One of our previous work [2] proposed a feature fusion approach for
social media retrieval and recommendation. Work in this paper focuses on a unified
model for both spammer detection and expert recommendation.

Spammer Detection: Another line of related work is spammer detection which aims to
detect the spammers in collaborative tagging systems or other similar systems. Here we
do not pay much attention to explicitly illustrate the details in spammer detection work,
instead, we focus more on the information utilized in these work. In [9], the classifica-
tion methods were utilized to differentiate spammers from regular users. The features
used in those machine learning method mainly focused on the content of resources. An-
other example was [7], in which co-occurrence information of tags and resources was
used to detect spammers. In detail, the manually annotated spammer scores were prop-
agated through a user graph, the edges of which were generated from the co-tagging,
co-resource and co-tag-resource relations among different users. However, the system
suffered from the problem of human labeled training data, which limited the use of
the system in large scale data. Also, in [15], Xu et al. applied HITS algorithm on the
bipartite graph of users and tags to implement the mutually reinforcement between
tag qualities and user authorities. In addition, when dealing with tag recommendation
problem in [5], the authors measured user’s reliability by the frequency of the user’s
tags agreeing with other users’ postings.

Expert Recommendation: With the widespread use of social communities in our daily
life, online user modeling and expert recommendation or expert search show its impor-
tance. Researchers have made great efforts towards this direction. For example, [16]
explored expertise networks in online systems, user interest and expertise modeling in
social search engine was discussed in [6]. Usually, content based and structure based
methods are used in user profiling. Expert search task in enterprise corpora is always of
interest for many researchers. There exist two seminar models applied, i.e., document
based model [3] and profile based model [1]. In one of our previous work, we combine
the profile and structure based method together for community expert recommenda-
tion [17].
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To tell experts in folksonomies, Noll et al. focused on structure property and pro-
posed a HITS based algorithm on the bipartite graph among users and objects graph to
extract users’ expertise information in [11].

Different from all existing methods for expert ranking in tagging systems, we in-
troduce a new expertise model to integrate a comprehensive set of expertise evidences
among users, tags, and objects. With this fusion framework, our method can obtain bet-
ter performance than those state-of-the-art approaches, both in combating spammer and
expert ranking.

6 Conclusion

In this paper, we have addressed the problem of modeling users’ expertise in folk-
sonomies by fusing multi-type features. Compared to state-of-the-art methods, we high-
lighted coding the multiple interactive evidences into a unified framework by employing
Continuous Conditional Random Fields techniques.

We examined the performance of our method in large scale real-world tagging data
both about expert ranking and spammer ranking. According to our experiments, we find
our proposed model obtains high precision in expert ranking problem in folksonomies
and is also far more resistant to the spamming attacks than those state-of-the-art ap-
proaches.

We plan to extend our expertise model in two aspects. First, we will further investi-
gate more evidences from real world folksonomies while considering the characteristics
of different social sites. Second, we will employ our expertise model to facilitate other
applications in folksonomies, e.g., tag-based retrieval or tag ranking.
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Abstract. Blogs have become an important media of self-expression recently. 
Millions of people write blog posts, share their interests, give suggestions and 
form groups in blogspace. An important way to understand the development of 
blogspace is to identify topic experts as well as blog communities and to further 
find how they interact with each other. Topic experts are influential bloggers 
who usually publish “authoritative” opinions on a specific topic and influence 
their followers. Here we first discuss the challenge of efficient identifying topic 
experts and then propose a novel model to quantify topic experts. Based on  
the topic experts identified, we further propose a new approach to identify the 
related blog communities on that topic. Experiments are conducted and the 
results demonstrate that our approaches are very effective and efficient.   

Keywords: topic expert; blog community; identify; blogspace. 

1   Introduction 

Blogs have become an important media within the last decade, and millions of people 
adopt it as a tool to express themselves. These people (called bloggers), might be not 
acquainted with each other at all but they share their opinions on hot political events, 
their pets, their lovely children etc. through blogs. Until August 2006, the size of 
blogspace was two orders of magnitude larger than three years ago [8]; most bloggers 
are young people in the age group of 13-29, and they generate 91% blog activities. 

Bloggers are connected by hyperlinks, comments, and blogroll (list of friends). The 
whole blogspace can be modelled as a huge graph by considering bloggers as nodes 
and connections as edges. For example, bloggers talked about SARS could produce 
many connections (edges) and made a community (dense sub graph) about this topic. 
We make the following contributions:  

(1) Present a novel approach to identify topic experts. Considering topic and 
many other factors, our approach can identify the true experts efficiently. 

(2) Present a novel approach to identify blog communities on a specific topic 
effectively. Comparing with other approaches, our approach could produce 
more stable, more cohesive, and larger topic-related communities. 

                                                           
* Corresponding author. 
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(3) Thorough experiments are conducted and the results demonstrate that our 
approach can extract meaningful topic experts and communities effectively.  

This paper is organized as follows. In section 2, we briefly review related work in 
recent years. We present topic expert identification algorithm and blog community 
identification algorithm in section 3 and section 4. Experiments are introduced in 
section 5. In section 6, we conclude the paper with some discussion and future work. 

2   Related Work 

Topic expert identification and blog community identification are two hot topics of 
research about blogs. Song [3] tried to find opinion leaders in the blogspace, and he 
regard importance and novelty as two considerable factors to identify opinion leaders. 
Agarwal proposed a method to identify influential bloggers in a blog community [2], 
some factors such as post citations, post length and comment count were considered. 
However, he did not consider the quality and main topic of posts or comments, which 
we think are rather important factors to make the blogger to be considered as a topic 
expert. Unlike Agrawal, we focus on identifying topic experts. We will integrate a 
series of factors, such as topic similarity, length of a post or a comment, and the 
number of posts a blogger published on the topic etc. to identify topic experts.   

Lin’s method [9] based on blogs’ mutual awareness, and the interaction of  
blogs was considered as an important factor. Belle’s approach [10] was first ranking 
blogs by their citations, and then discovered communities composed of important blogs. 
Gruhl [11] studied the information propagation through blogspace, they characterize and 
model the data at two levels, one is macroscopic characterization which formalizing the 
notion of long-running “chatter” topics sensitising restively of “spike” topics generated 
by real world events; the other is a microscopic characterization of propagation among 
individuals; then proposed an algorithm to induce the propagation network from a 
sequence of posts. Bulters presented a method for discovering blog communities that 
incorporates both topology and content analysis. [12].   

In Kumar’s algorithm [1], blogs were organized as a time graph, in which 
timestamps were used to analyze bursty events through Kleinberg’s method [13]. His 
work is most similar to our method of identifying blog communities. In his opinion, a 
dense sub-graph of time graph is a signature of a blog community. However, his 
method has some weaknesses, such as low topic relativity, bad stability, fragmentary 
communities, and low cohesiveness of community members. The method we 
presented overcomes these weaknesses to identify high quality blog communities. 

3   Experts on a Specific Topic 

We regard a blogger as a topic expert if he/she: (1) publish many high quality posts 
on that topic; (2) give many high quality comments to others on that topic; (3) is 
commented positively by many other bloggers; (4) is acquainted by many other high 
quality bloggers. The length of a post, similarity between a post and a given topic, the 
number of posts published, the number of comments replied, relevance of a comment 
to a post, and commenter’s quality etc. are considered to evaluate the blog quality. 
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3.1   Clusters of Keywords 

Keywords in a cluster appear together in many posts and we look on these keywords 
as a hot topic. Gabriel [7] and Bansal [4] developed different algorithms to identify 
keyword clusters. Gabriel developed a probability model to identify keyword clusters, 
which represent hot events at a specific temporal interval. Bansal produced a keyword 
graph using all pairs of keywords in posts, and then find bi-connected components of 
the keyword graph. We extend Bansal’s approach and take average frequency of a 
keyword similarity between a post (or a comment) and a cluster into account. 

3.2   Approach of Identifying Experts 

Formula (1) is a keyword vector and formula (2) is a keyword frequency vector. Note 
that freqi in freq is the average appearing times of fi in related posts (posts include at 
least one keyword in f). Keyword frequency vector is used to compute topic similarity 
between a post (comment) and the given topic. Suppose p is a post, and freqp is the 
keyword frequency of p; the topic similarity between p and f can be calculated using 
Cosine Similarity as formula (3) shows. Given a comment c and the keyword 
frequency of c, we can compute sim(c) in the same way. 

1 2{ , ,..., }nf f f f=  (1) 

1 2{ , ,..., }nfreq freq freq freq=  (2) 

1

2 2

1 1
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k pk

k
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=

×
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We identify a topic expert in the blogspace by his/her quality score, which is 
composed of three parts: scores of post quality, scores of comment quality and scores 
from commenters. We will explain the three parts in later section respectively. 

For a post p, we denote the quality score of p as quality(p), which can be calculated 
by formula (4). In formula (4), length(p) is the size of p; the number “1000” is a scale 
factor. Formula (4) ensures that a larger post similar to a specific topic has a larger 
quality score. For a comment c, quality(c) can be calculated in the same way. 

( )
( ) ( )

1000

length p
quality p sim p= ×  

(4) 

Fig. 1 shows the relationship of comments and posts. Ellipses represent bloggers; 
squares and black points represent posts and comments respectively; the numbers 
attached to arcs are comment quality scores and the numbers attached to the squares 
are post quality scores. The dashed line (c31, p12) means that c31 has nothing to do 
with the given topic (sim(c31)= 0), but it also plays a part in the quality score 
calculation of b1, so we give it a smaller basic quality score 0.1(called “fame quality 
score”). 
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Fig. 1. Relationship of blogs 

For a comment c with sim(c)=0, we calculate its fame quality score by formula (5). 
Note that this kind of comment can not take part in the computation of the second part 
quality score. Constant fame_sim represents the fame similarity and can be adjusted. 

( )
_ ( ) _

1000

length c
fame quality c fame sim= ×  (5) 

There are three parts of a blog’s quality score, and the first two parts are fixed: total 
quality score of posts and total quality score of comments. The fixed quality score is 
defined in formula (6), where n is the number of posts of bi, and m is the number of 
comments of bi. Note that if sim(pij)=0 or sim(cij)=0, the corresponding quality is 
equal to 0. wp and wc are the weights used to adjust the contribution of the two parts. 
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The third part of blog quality score is obtained from other blogs. We call it mutable 
quality score (mqs) because it is obtained by iteratively computation. Suppose the 
number of comments a blogger published is num_c, so the mqs of that blog can be 
divided into num_c parts which are given to the bloggers he/she commented on. mqs 
can be computed by formula (7), where o is the number of comments with zero 
similarity. The first part is necessary because some blogs’ fqs=0, but their comments 
play a part in the mqs calculation of the blogs they commented on.  
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For a blogger bi, assume the total quality score of all his/her comments is sum_cs, the 
contribution ratio of a comment cij on other blog can be defined as: 
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Now calculate the new third part quality score of blog bi using formula (9), where 
commenter_count(bi) is the number of blogs that have given some comments to bi, 
and num(ck_to_bi) is the number of comments that blog bk gives to bi. Formula (9) can 
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be iteratively calculated and the procedure will terminate when the mutable quality 
scores of all blogs reach stable, then the third part quality score of a blog is obtained. 
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4   Blog Communities on a Specific Topic 

4.1   Some Symbols and Definitions about Blog Graph 

Table 1 lists some useful symbols for topic communities. 

Table 1. Symbols 

Symbol Definition and Description 
G = {B, E} G: blog graph; B: vertex set; E: edge set 
В ={b1, b2, …, bn} bi (1<=i<=n): blog; B: collective of bi 
E={e|e=(bi, bj)∧1<=i, j<=n 
∧i!=j∧bi,bj∈B} 

E: edge between bi and bj if there exist a comment on a given 
post.  

P ={p1, p2, …, pn} pi is the set of posts posted by bi 
C={b1, …, bm | 3<=m<=n } C is a community composed by some blogs in B 

 
 

 

Fig. 2. The undirected graph of blogs 

Fig. 2 (a) and (b) represent two blogs and their connections. In Fig. 2 (a), bi and bj 

represent two blogs; squares and black points represent posts and comments. We 
don’t consider the blogger’s comments on his/her self’s posts, so there are no lines 
between nodes inside a blog. Fig. 2 (b) simplifies the connection between bi and bj, 
the undirected edge represents their “contacts”; the edge’s weight is their contact 
times. A huge blog graph shown in Fig. 2 (c) can be formed using this structure. 

Definition 1. We denote the vertex incident degree between a blog bi and a 
community as degreeVtoC(bi). Suppose the adjacent vertex set of bi is Adjacent(bi), 
then for bi and a Community C, degreeVtoC(bi)= count(Adjacent(bi)∩ C). We 
consider only one community at the same time, so for bi, degreeVtoC(bi) is changing 
with the forming of community. Note that iff there exists at least one edge e=(bi, bj), 
subject to bjC and bi C, degreeVtoC(bi)>0, or else degreeVtoC(bi)=0. Fig. 3 shows the 
changing of degreeVtoC(b5); grey vertices are the members of community C. In Fig. 
3(a), degreeVtoC(b5) is initialized to zero and C={}; using the rule mentioned, we can 
get a number list {0, 1, 1, 2, 0} of degreeVtoC(b5).   
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Fig. 3. The value evolvement of degreeVtoC 

Definition 2. For an edge e, we denote the multiplicity of e as edgeMultiplicity(e). 
Edge multiplicity represent the contact times of two blogs.  

4.2   Identifying Topic Blog Communities 

We give every vertex of the blog graph a property QS (Quality Score) which is 
obtained through the expert identification algorithm in section 3 and denote the QS 
value of blog bi as QS(bi). Unlike Kumar’s algorithm, we choose candidate vertices 
mainly by their QS, and then by the degreeVtoC and the edgeMultiplicity. 

 

 

Fig. 4. Identifying expert communities on a specific topic 

In Fig. 4 (a), we firstly choose (b1, b3) as a seed because QS(b1)+QS(b2)=15, the 
largest value among all edges. According to Kumar, b2 and b4 are two candidates that 
can join in C={b1, b3}; because QS(b2)=3.0 and QS(b4)=2.8, at this point, b2 is a better 
choice. However, because degree(b4)>degree(b2), so b4 will brings more candidates to 
C. To make a good choice, we give a threshold t=|max(QS)-c|, where c is a constant 
and max(QS) is the max QS among all candidates. For a candidate bi, if QS(bi)>=t, 
then add it to the candidate list. If a blog in this list have the largest degree, then 
choose it as the best one; if there are many best candidates, choose the one with the 
largest edgeMultiplicity value. Suppose c=0.3, so based on the rules, b4 is chosen and 
the current community is {b1, b3, b4}. Now max(QS)=3.1, so the candidate list is {b2, 
b5}. The average edgeMultiplicity of edges between b5 and C is (3+6)/2=4.5, between 
b2 and C is (2+4)/2=3, so b5 is chosen and the final community C={ b1, b3, b4, b5}. 

5   Experiments 

In this section, we will discuss our experiments based on the real dataset collected 
from “www.sbnation.com”. We collected the data from Nov. 26, to Dec. 25, 2008, 
which includes 9408 bloggers, 6804 posts, and 197,933 comments. 
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5.1   Identifying Experts on a Specific Topic 

We adopt Bansal’s method [4] and make a change by calculating the average 
appearance times of keywords to identify topics. Two keyword clusters f1 (about 
baseball) and f2 (about football) are selected from the results. f1 has 19 elements and 
each element appears 1.41 times in a related post on average; f2 has 10 elements and 
each element appears 1.29 times in a related post on average.  

Table 2. Top 5 experts of topic one 

Rank Name TQS PQS CQS VQS In(Out) 
1 King Billy Royal 145.44 105.38 0.55 39.52 817(43) 
2 the pinstripes 111.99 87.13 0.12 24.74 748(16) 
3 Zonis 94.37 74.22 0 20.15 1581(0) 
4 TwistNHook 64.90 33.02 1.58 30.30 2263(11)
5 Dewey Finn 36.85 9.19 0.95 26.72 422(8) 

Table 3. Top 5 experts of topic two 

Rank Name TQS PQS CQS VQS In(Out) 
1 King Billy Royal 166.59 103.61 0.46 62.52 817(34)
2 the pinstripes 117.81 82.54 0 35.27 743(14)
3 Dewey Finn 47.16 9.43 0.20 37.53 301(5) 
4 marcello 32.83 6.13 0.10 26.61 454(2) 
5 Zonis 25.71 14.01 0 11.71 814(0) 

 
Table 2 and Table 3 show the top 5 experts using f1 and f2 respectively. TQS is the 

total quality score of three parts, PQS is the quality score from this blogger’s posts, 
CQS is the quality score from this blogger’s comments, VQS is vote quality score 
from others and In (Out) is the indegree (outdegree). In Table 2, the best expert is 
“King Billy Royal”(KBR) with the highest TQS, and the main contribution to his/her 
TQS is PQS (105.38), which means that KBR has published many topic-related posts. 
However, the low CQS shows that KBR’s comments have a weaker contribution. The 
indegree of KBR is 817, which is very lower than that of “Zonis”(Z) and 
“TwistNHook”(T), but his VQS is still larger than that of Z and T, that’s because his 
commenter, “the pinstripes”(TP), has high quality. T can’t be listed in Table 3 
because of low TQS (4.49). Obviously, he/she has little interests in topic two.  

Table 4. The important posts’ information of expert blogs 

Post1 Post2 Post3 Rank 
pqs len cn cbqs pqs len Cn cbqs pqs len cn cbqs 

1 4.68 4909 55 5.40 4.56 4938 12 10.74 4.55 4886 30 94.75 
2 4.35 4716 13 5.28 4.35 4716 13 2.55 4.30 4657 32 5.49 
3 8.22 9116 21 4.71 8.21 9106 12 0.72 3.27 3608 37 0.72 
4 4.09 11087 210 1.57 3.89 8248 338 1.77 3.27 9809 315 1.89 
5 5.10 6814 156 114.48 2.72 4865 162 115.02 0.76 1967 112 108.49 
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In table 4, we analyze the top 3 best posts of every expert in table 2 to illustrate 
why they are experts. pqs is the post quality score, len is the post length, cn is the 
number of comments on that post, and cbqs is the total quality score of the 
commenters. The first row shows KBR’s three best posts. We can see that the cbqs of 
Post3 is much larger than that of Post1 and Post2, that’s because TP gives him/her a 
high quality comment. Because of KBR’s small outdegree and large TQS, his 
contributions to others are huge. For “Dewey Finn”(DF), all his/her three posts have 
high cbqs because of KBR’ comments, so the blog’sVQS  depends on not only the 
number of the comments but also the quality and outdegree of the commenters. 

Now we consider the results generated from different fame_sim. In the above 
experiments, fame_sim=0.1; now we will analyze the change using different fame_sim. 
Table 5 shows the results when fame_sim=0.1, 0.2, and 0.02. VQS_0.1, VQS_0.2, and 
VQS_0.02 represent the VQS adopting different fame_sim values; CR_0.2 and CR_0.02 
are the change ratios relative to VQS_0.1. For every expert in Table 2, Fig. 5 (a) shows 
the ratio of the number of high quality comments (sim(cij)>0) to low quality comments 
(sim(cij)=0), and Fig. 5 (b) shows the values of CR_0.2 and CR_0.02. 

Table 5. Vote quality score of different weights 

Rank Blog VQS_0.1 VQS_0.2(CR_0.2) VQS_0.02(CR_0.02) In(Out) 
1  King Billy Royal 39.52 49.83(26.0%) 31.96(19.1%) 817(43) 
2  the pinstripes 24.74 32.01(29.4%) 18.05(27.0%) 748(16) 
3  Zonis 20.15 25.47(26.4%) 16.52(18.0%) 1581(0) 
4  TwistNHook 30.30 38.98(28.6%) 23.25(23.3%) 2263(11) 
5  Dewey Finn 26.72 33.81(26.5%) 22.13(17.2%) 422(8) 

 

 

Fig. 5. The ratios of different kinds of comments and the ratios of change 

From Table 5 and Fig. 5, we know that when fame_sim=0.2 or 0.02, TP’s and T’s 
change ratio are always larger than that of others. From Table 4, we know that the 
three cbqs values of T are all small, and the three cn values of T are all relatively 
large; in Fig. 5 (a), T has the lowest ratio; so it is no doubt that T’s change ratio is 
unstable. That is because the main contribution of T’s VQS is obtained from plenty of 
low quality comments. However, the question is that the first and the second expert 
have similar ratios in Fig. 5 (a), but have different stabilities in Fig. 5 (b). To interpret 
this, we calculated the sum of all their commenters’ TQS(sum_cq(rank)) respectively, 
and found that sum_cq(1)=124.58, sum_cq(2)=129.82. Further analysis shows that 
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KBR is the main contributor of TP and TP is the main contributor of KBR; however, 
KBR gives TP his/her 16% mqs (about 17) by three comments, while TP gives KBR 
his/her 32% mqs (about 28) by two comments. The final results suggest that the VQS 
of KBR is more stable than that of TP.  

5.2   Identifying Topic Blog Communities 

To prove that our community extraction approach is better than Kumar’s, we make a 
vector vec100 that consists of top 100 experts. For every community C obtained, we 
calculate the intersection of vec100 and C. Fig. 6 shows the properties of top 5 (sorted 
by size) such intersections. In Fig. 6, x-axis is the intersection’s index; left y-axis 
represents the average quality score of all community members; right y-axis represents 
the size of a community or an intersection. The first intersection obtained by our 
algorithm has 8 elements; and the according community size and average quality score 
are 9 and 39.37 respectively. The first intersection obtained by Kumar’s algorithm has 
6 elements; and the according community size and average quality score are 11 and 
31.28 respectively. The result is shown in Fig. 6, and this result means that our 
approach can generate communities with higher quality and purer members.  
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Fig. 6. The properties of the intersection of top 100 experts and every community 

Fig. 7 shows the top 100 experts’ distribution; x-axis represents expert rank and  
y-axis represents the generating order of communities. Obviously, when adopting our 
method, these experts are almost all distributed in the first 50 communities. That’s 
because we only choose the blog with the highest quality as candidate when 
extracting communities. This ensures the community’s purity and high quality. 
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Fig. 7. The distribution of the top 100 experts when extracting communities 

6   Conclusion 

Blogs have spread fast all over the world and form all kinds of topics and virtual blog 
communities. In this paper, we are focusing on identifying topic experts and topic 
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communities. These two issues are very important not only for understanding the 
development of blogspace, but can also provide people the facility of sales, 
advertisements, etc. We propose several algorithms to tackle these two issues, and 
experimental results demonstrate that our algorithms are very effective and efficient. 

We focus on identifying experts on a given topic and identifying topic 
communities based on the results of topic expert identification. Our algorithms could 
produce purer, high quality, and highly topic-related communities. We plan to further 
extend our research in several directions. First, the algorithm proposed is only based 
on comments and not combined with link analysis, and we plan to incorporate  
link analysis into our framework. Second, we plan to analyse the evolution of topic 
experts and topic communities over a period of time by tracing their activities and 
understanding the interplay between them. 
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Abstract. “Identity disclosure” problem on publishing social network
data has gained intensive focus from academia. Existing k-anonymization
algorithms on social network may result in nontrivial utility loss. The
reason is that the number of the edges modified when anonymizing the
social network is the only metric to evaluate utility loss, not considering
the fact that different edge modifications have different impact on the
network structure. To tackle this issue, we propose a novel utility-oriented
social network anonymization scheme to achieve privacy protection with
relatively low utility loss. First, a proper utility evaluation model is pro-
posed. It focuses on the changes on social network topological feature,
but not purely the number of edge modifications. Second, an efficient
algorithm is designed to anonymize a given social network with rela-
tively low utility loss. Experimental evaluation shows that our approach
effectively generates anonymized social network with high utility.

Keywords: social networks, privacy,k-anonymity, utility, HRG.

1 Introduction

With the rapid growing of social network applications and the proliferation of
the social network data in recent years, social network data privacy has attracted
more and more attentions from academia [1–4]. Among various privacy problems
on social networks, identity disclosure [1] in publishing social network data is
most concerned. Usually, a social network is modeled as a complex graph. Given a
social network G, a published social network G∗ has identity disclosure problem
if there is a vertex v in G∗ that can be mapped to an original entity t in G
with a high probability. It has been demonstrated that even after removing all
identifiable personal information (e.g., names and identity card numbers), an
attacker is still able to identify an original entity in a published social network
with high confidence based on the knowledge of the topological structure around
the entity, such as degree, neighborhood and subgraph.

To tackle this issue, various anonymization models have been proposed based
on the principle of k-anonymity. They all have to make changes to the original
social networks in order to protect the privacy. Generally, from privacy protection
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Fig. 1. An example of the impact of adding edges to achieve 2-degree anonymity

point of view, more changes on the original social network are preferred. However,
it will greatly affect the utility of the social network. Ideally, we prefer that a
modified social network does not disclose the true identity of each vertex, and
meanwhile it still provides comparable level of accuracy with the original data for
the corresponding mining and analysis activities. The trade-off between privacy
and utility in publishing tabular data has been well studied [5], however, it is
still new in the field of social network publishing.

To the best of our knowledge, most of previous works use the total number
of modified edges to measure the social network utility loss. In other words,
they try to achieve anonymity with minimum number of edge modifications.
However, this measurement is not effective as it assumes each edge modification
has an equal impact on the original social network properties. For example, a
social network G is given in Fig. 1(a). Its vertices are naturally divided into
two communities, as indicated by the dash circles. The vertices within the same
community are strongly connected, while connections between the vertices of
different communities are weak. Assume there are two corresponding social net-
works G∗

1 and G∗
2 published based on G, as illustrated in Fig. 1(b) and Fig. 1(c)

respectively. In terms of privacy, both G∗
1 and G∗

2 satisfy 2-degree anonymity,
that is for any given vertex, there is at least one other vertex sharing the same
degree. In terms of utility, they are same as they both only add one edge to the
original social network. However, the change that G∗

1 makes (i.e., adding edge
between vertex g and vertex c) is more significant, compared with the change
made by G∗

2 (i.e., adding edge between vertex g and vertex e), as G∗
2 remains the

two-community structure of G, while G∗
1 blurs the boundary of the communities.

Based on the above observations, we believe that the number of edge mod-
ifications alone is not a good measurement of the utility loss and hence the
existing k-anonymization algorithms based on this measurement have nature
flaws in providing high-utility anonymized social network data. To address this
concern, we propose a novel utility-oriented social network anonymization ap-
proach in this paper to achieve high privacy protection and low utility loss. First,
a proper utility model is proposed based on the hierarchical community structure
of the social network, to measure the utility loss of a published social network.
It focuses on social network topological feature changes instead of purely the
number of edge modifications. Second, an efficient k-anonymization algorithm
is designed to modify a given social network G to G∗, where G∗ satisfies the
privacy requirement (e.g., k-degree anonymity) with relatively low utility loss.
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The rest of the paper is organized as follows. Section 2 presents some back-
ground knowledge and reviews related works about social network privacy
protection. Section 3 details the new utility model based on the hierarchical com-
munity structure of the social network. Section 4 presents the k-anonymization
algorithm based on the proposed utility model. Section 5 reports the experiment
results. Finally, section 6 concludes the paper.

2 Preliminaries and Related Work

We first present the terminology that will be used in this paper. Similar as other
works, we model the social network as an undirected graph G(V, E), where vertex
set V represents the entities (e.g., persons, organizations, et al), and edge set E
represents the relationships between two entities (e.g., friendship, collaboration,
et al). An edge between vertex vi and vj is denoted as e(vi, vj) ∈ E.1

2.1 Structural Re-identification Attack and K-Anonymity

Social network data publishing faces various privacy challenges, and we only
focus on the identity privacy problem in this work. We assume the entities’
true identities in the original social network G are sensitive, and hence they are
eliminated in the released social network G′. An attacker tries to locate a target
entity in G′ based on her background knowledge about the target. We use F
to denote the type of background knowledge that an attacker uses and F (t) to
represent the evaluated value of F for a target t. If F is based on the structure
of the graph, such as degree, neighborhood and subgraph, this attack is called
structural re-identification attack (SRA) [6], as defined in Definition 1.2

Definition 1 (Structural Re-identification Attack (SRA)). Given a so-
cial network G(V, E), its published graph G′(V ′, E′), a target entity t ∈ V and
the attacker’s background knowledge F (t), the attacker performs the structural
re-identification attack by searching for all the vertices in G′ that could be mapped
to t, i.e., VF (t) = {v ∈ V ′|F (v) = F (t)}. If |VF (t)| << |V ′|,3 then t has a high
probability to be re-identified.

K-anonymity is a widely adopted principle to prevent the SRA on social net-
works [1–4], formally defined in Definition 2. Please note that we need to specify
the type of background knowledge F (e.g., degree, neighborhood) that an at-
tacker has in order to formally define k-anonymity. However, when the context
of F is clear, we use k-anonymity in this paper for the brevity of presentation.

Definition 2 (K-Anonymity). Given a graph G(V, E), and a type of attacker’s
background knowledge F , G satisfies k-anonymity against F , iff for each v ∈ V ,
there are at least (k − 1) other vertices in V with the same F value of F (v).
1 For ease of presentation, we use “graph” and “social network” interchangeably.
2 The attacker could possess some non-structural information as well (e.g., the ver-

tex(edge) labels), but we only consider the structural information in this paper.
3 Notation |V | refers to the cardinality of a set V .
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Different approaches have been proposed to convert a given graph into a k-
anonymized graph. In this work, we only focus on edge modification, that is to
modify a graph into a k-anonymized graph only via inserting and/or deleting
edges. It is expected that the topological structure of a graph will be changed
by modifications and the published graph is expected to lose some utility of the
original one. Consequently, social network publishing should take both the pri-
vacy and utility into consideration. Ideally a published social network G′ should
satisfy k-anonymity and meanwhile cause a utility loss as small as possible.

2.2 Related Work

Structural re-identification is one of the major privacy concerns in social network
publishing [7]. The initial study demonstrates that simply removing the iden-
tification information of the entities is not sufficient to protect privacy as the
true identities of the vertices can be inferred due to the structural uniqueness of
some embedded small subgraphs (i.e., SRA). Various classes of SRAs are there-
after proposed based on the types of attackers’ background knowledge, including
vertex refinement queries, subgraph queries and hub-fingerprint queries [6].

To counter the SRAs, various protection schemes were proposed [1–4, 6, 8].
For example, the random permutation approach protects privacy by randomly
inserting and deleting edges [8], which is simple but may significantly affect the
graph utility. Then graph generalization based approaches abstract an original
graph into a super graph by grouping the vertices into small blocks represented
by super nodes and linking super nodes via edges if the corresponding blocks
are connected [6]. The super graph introduces great uncertainty in the released
data, thus increasing the difficulties of using the data.

Recently, researchers start to apply the principle of k-anonymity [9] to pro-
tect the social network privacy. Based on the types of attacker’s background
knowledge, various k-anonymity schemes and algorithms have been proposed.
For example, k-degree anonymity scheme is to against the attackers with knowl-
edge of entity degree [1]; scheme proposed in [3] considers the attackers with the
information about the vertices’ neighborhood; k-automorphism and k-symmetry
schemes can resist multiple structural attacks. k-automorphism modifies the
graph such that for each vertex, there are at least (k − 1) other structurally
equivalent vertices [4]; and k-symmetry utilizes the symmetry property of the
social network to modify the graph [2]. All these algorithms anonymize graphs
based on edge/node modification operations (i.e., addition and/or deletion), and
try to preserve the utility of the released graphs. However, most of them employ
the number of edge/node changes as the only measurement to quantify the util-
ity loss, which is not effective, as demonstrated in Section 1. The new model we
propose, as will be detailed in next section, actually gives a better measurement.

3 Graph Utility Measurement

In order to support utility-oriented k-anonymization, the first issue to address
is how to measure the utility loss of a published social network, compared with



82 Y. Wang et al.

b

c

da

(a) Graph G

a d

0

bc

1

1

(b) H1
G

2/3

a bc d

1

1
r1

r2

(c) H2
G

Fig. 2. A graph G and its corresponding HRGs

1/18

1/2

UL ≈ 0.03

UL ≈ 0.02

r1

r2

a b c

1

1

g i f

1

1

e

2/3

d h

1

Fig. 3. An example of HRG
and utility loss

the original social network. As pointed out in previous sections, the number of
edge modifications, the most common utility loss measurement, is not effective
as it treats all the edges equally. In our work, we aim at developing a new mea-
surement that reflects the different impacts of various edge operations on the
social network structure. Given the fact that social network is a complex graph,
there are many aspects of its topological properties, such as transitivity, eigen-
vector, and community structure. Among them, the community structure is a
central organizing principle of complex graph and it is a core graph topologi-
cal feature which has a strong correlation with other important features (e.g.,
transitivity and betweenness). Consequently, we decide to use the community
structure to represent the topological features of social networks as it provides a
simple representative to reflect the influence of the edge modification on social
network structure in a micro perspective. In this section, we first introduce the
Hierarchical Random Graph (HRG) [10] for modeling the community structure,
then present its construction algorithm, and finally introduce a novel hierarchical
community entropy to quantify the graph structural features (i.e., utility).

3.1 Hierarchical Random Graph

The community structure of a graph is a nature grouping of its vertices. The
vertices have dense connections within the groups, but sparse connections be-
tween groups. Recent studies suggest that the communities of social networks
often exhibit hierarchical organization (i.e. the large communities further con-
tain small communities). Consequently, we adopt a Hierarchical Random Graph
(HRG) model to capture this hierarchical organization of communities [10].

Given a graph G(V, E), the HRG is a binary tree, denoted as HG. The leaf
nodes of HG correspond to vertices of G, and each internal node r is associated
with a connection probability pr. Given a sub-tree Tr that is rooted at node r, pr

is the probability that a vertex in the left subtree T L
r has an edge with a vertex

in the right subtree T R
r . It reflects the connection strength between the vertices

in the left and right subtrees. The larger the pr is, the stronger the connection
is. Mathematically, connection probability pr is defined in Equation (1).

pr = |Er|/(|T L
r | · |T R

r |) , (1)

where |Er| is the number of edges e(vi, vj) ∈ E with vi ∈ T L
r and vj ∈ T R

r , and
|T L

r | (|T R
r |) is the number of vertices in r’s left (right) subtree. A graph G and
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its two possible HRGs are depicted in Fig. 2. Naturally, the vertices in sub-tree
Tr rooted at node r are regarded as a community Cr.

3.2 Constructing HRG

As mentioned above, the tree-structure of HRG organizes the underlying social
network hierarchically. However, for a given social network G, there are multiple
possible HRGs. How to construct an HRG that captures the topological structure
of a given social network G best is a key issue we have to address in order
to use HRG to model social network. In the literature, a likelihood function
L has been developed to evaluate the fitness of a given HRG HG to G, with

L(HG) =
∏

r∈HG

[
ppr

r (1 − pr)1−pr
]|T L

r |·|T R
r | [10]. Accordingly, a representative

HRG construction algorithm uses Markov chain Monte Carlo method to sample
the space of all possible HRGs with probability proportional to L and returns
the sampled HRG having the maximum L value.

Essentially, L(HG) is the posterior probability that the model HG generates
G. However, in fact, a model HG generates G with high probability does not
necessarily mean that HG is a good model of the hierarchical community struc-
ture of G. We use example depicted in Fig. 2 to support our statement. We
observe that the partition of H2

G is more meaningful than H1
G in terms of the

community structure. This is because H1
G groups a and d into the same com-

munity which is improper as there is even no edge between them. However,
L(H1

G) = 1 >> L(H2
G) = 0.148. Consequently, maximize the likelihood value

L(HG) does not necessarily reflect a good community organization of a social
network G. Thus, the Monte Carlo sample algorithm which is developed based
on L(HG) cannot return the best HRG that preserves most, if not all, the topo-
logical structure properties of a given social network G as we expect, not to
mention its extremely high construction cost.

To overcome the shortcomings of the existing HRG construction approach,
we propose a simple greedy bottom-up construction algorithm. Initially, the
algorithm forms each vertex of G as one community (i.e. the leaf nodes of HG).
Thereafter, communities (i.e. subtrees) with strong connections are merged from
bottom to up until one unified community is achieved. The connection strength
of two community Ci and Cj is again evaluated by the connection probability
pCi,Cj = |Eij |/(|Ci||Cj |), with |Eij | the number of edges connecting vertices of
Ci with vertices of Cj , and |Ci| (|Cj |) the number of vertices of Ci (Cj). Due to
the limitation of the space, we omit the detailed HRG construction algorithm.

3.3 Hierarchical Community Entropy

As mentioned above, we use an HRG HG to represent the topological features of a
given social network G. In this subsection, we introduce an information entropy
based utility function to quantify the information (i.e. utility) of G reflected
by HG. In the literature, there are various graph entropy definitions available,
based on different focuses. For example, entropy of the degree distribution, target
entropy and road entropy [11]. However, none of the above entropy definitions
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considers the graph’s hierarchical community information. Consequently, we pro-
pose a new Hierarchical Community Entropy (HCE) to represent the information
embedded in the graph community structure.

HCE is defined based on the edge grouping. Given a graph G(V, E) and its
community structure represented by HG, there are |V | − 1 internal nodes in HG

as HG is a complete binary tree with |V | leaf nodes. Each internal node r in HG

roots a subtree corresponding to a group of crossing edges Er of G. Given the
numbers of vertices in left subtree and right subtree represented by |T L

r | and |T R
r |

respectively, |Er| = |T L
r | · |T R

r | · pr. The HCE of a given HG of a social network
G, denoted as HCE(G, HG) is defined in Equation (2), with pt represents the
connection probability. For example, the graph depicted in Fig. 1(a), the HCE
of its HG shown in Fig. 3 is 2.807.

HCE(G, HG) = −
|V |−1∑
t=1

|T L
t | · |T R

t | · pt

|E| log(
|T L

t | · |T R
t | · pt

|E| ) . (2)

When we insert/delete an edge on a graph G, the modification will be reflected
by the connection probability change of an internal node on HG, thus changing
the HCE value. Continue our example. When we add a new edge e(vg, vc) to G in
Fig. 1(a), the connection probability of the lowest common ancestor of vg and vc

(i.e. the root) is changed from 1
18 to 1

9 , with the new HCE value of the modified
graph being 2.840. Similarly, if we add a new edge e(vg, ve) to G, its HCE value
will be 2.790. The utility loss caused by the edge operation is evaluated by the
change of the HCE value, as defined in Equation 3.

UL(G, G′) = |HCE(G, HG) − HCE(G′, H ′
G)| , (3)

where G′ is the modified graph, and H ′
G is the corresponding HRG derived

from HG with updated connection probabilities. The main goal of this work
is to anonymize the social network while making the utility loss as small as
possible. Continue above example. As adding edge e(vg, vc) causes the utility loss
of |2.840 − 2.807| = 0.033, and adding edge e(vg, ve) causes utility loss of 0.017,
the second modification has a less significant impact on the graph structure and
hence is preferred. It also confirms our observation in Fig. 1.

4 HRG Based K-Anonymization

After introducing the HRG model and the information entropy based utility
measurement, we are ready to present HRG-based k-anonymization algorithm
that tries to anonymize a given social network via edge operations with the
utility loss as small as possible. In the following, we first present the basic idea of
HRG-based k-anonymization and then detail its main components individually.
Notice that although we only focus on k-degree anonymity in this section, our
approach is general and it is applicable to other k-anonymity based privacy
protection schemes on social networks (e.g. k-neighborhood anonymity).



Utility-Oriented K-Anonymization on Social Networks 85

Algorithm 1. HRG based k-anonymization algorithm
Input: Graph G(V, E), HG, F , and k
Output: K-anonymized graph G′

1 G′(V ′, E′) = G(V, E);
2 D∗ = estimate(G, F, k);
3 while G′ is not k-anonymized do
4 Setop = findcandidateOp(G′, D∗, HG);
5 while Setop �= ∅ do
6 operation p = Setop.min op();
7 execute(p,G′, HG);
8 Setop = findcandidateOp(G′, D∗, HG);

9 if G′ is not k-anonymized then D∗=refine(D∗,G′);

10 return G′;

4.1 Basic Idea and Algorithm Framework

The optimal k-anonymization problem (i.e. k-anonymization with minimum util-
ity loss) on social networks is NP-hard.4 To simplify the problem, we assume the
utility loss is affected by the number of edge operations performed and the utility
loss caused by each edge operation. In other words, we try to solve the problem
by reducing the number of edge operations and meanwhile always performing
the edge operations that cause smaller utility loss first. A greedy algorithm is
designed accordingly.

The basic idea of our algorithm is as follows. Given a graph G, the attack
model F and the privacy requirement k, we perform edge operations one at a time
on G to achieve k-anonymity. To restrain the utility loss, we perform the edge
operation that directs the current G towards its “nearest” k-anonymized graph
and meanwhile causes the smallest utility loss. Here, “nearest” k-anonymized
graph refers to the graph that satisfies k-anonymity with the smallest number of
edge operations, which is denoted as G∗ to facilitate our explanation. The knowl-
edge of G∗ is essential for our algorithm. However, G∗ is unknown in advance
and it is hard to locate. Given that forming G∗ directly is not always possible,
we try to estimate the local structure information of the vertices of G∗ (e.g., the
degrees and/or the degrees of the neighbors of each vertex) which, based on the
given G, F and k, is possible. Then, according to the local structure information,
a set of candidate edge operations are generated to lead G towards G∗.

Algorithm 1 sketches a high-level outline of our HRG based k-anonymization
algorithm. It takes a graph G, its HRG HG, attacker’s background knowledge
F and privacy parameter k as inputs, and outputs a modified graph G′ that
is k-anonymized and meanwhile has small utility loss. Initially, the algorithm
sets G′ to G, and sets D∗ as an estimation of G∗ based on G, F and k (lines
1-2). Thereafter, it generates a set of candidate edge operations, maintained
by a set Setop with the utility loss caused by each edge operation (line 4).
4 The NP-hardness is proved by reducing the traditional set-packing problem [12] to

the optimal k-anonymization problem.
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At each step, it gets the edge operation which causes the smallest utility loss,
performs that edge operation on G′, at the same time, updates the corresponding
connection probability on HG, and then re-generates the candidate set based on
the updated G′ (lines 6-8). This process continues until Setop becomes empty
(lines 5-8). After performing all the identified candidate edge operations, there
are two possible outcomes, i.e., the current G′ is k-anonymized or not. In case G′

still does not satisfy the privacy requirement, it means the k-anonymized graph
which has the local structure information D∗ is not achievable by the current
executed operation sequence and we need to refine D∗ via small adjustments and
continue previous process (line 9). We would like to point out that when refining
D∗, we only consider additive adjustment, i.e. adjust the graph via adding edges.
Thus, in the worst case, G′ will be modified towards a complete graph, which
always satisfies the privacy requirement. Therefore, our algorithm is convergent.

As highlighted in Algorithm 1, there are three key components, i.e., estima-
tion of local structure information, generation of candidate edge operations, and
refinement of D∗. Each of them will be detailed in following subsections.

4.2 Estimating Local Structure Information

As pointed out earlier, we only focus on k-degree anonymization for presenta-
tion simplicity. In the following, we explain how to find a good estimation of
the k-anonymized graph with smallest number of edge operations, i.e., G∗. Our
approach is to perform the estimation on the local structure information based
on degree sequence. Degree sequence D of a graph G(V, E) is a vector of size |V |
with each element D[i] ∈ D representing the degree of vertex vi in G. We further
assume the degree sequence is sorted by the decreasing order of its elements.

Given a graph G, its degree sequence D and k, we want to estimate the de-
gree sequence D∗ of its “nearest” k-degree anonymized graph G∗. We list some
pre-knowledge that can guide the estimation. First, D∗ shares equal size with
D, because we only consider graph modification via edge insertion/deletion but
not vertex insertion/deletion. Second, D∗ must be k-anonymized since D∗ is the
degree sequence of a k-degree anonymized graph of G. In other word, for each
element D∗[i] ∈ D∗, there are at least (k − 1) other elements sharing the same
value as D∗[i]. Third, because that D∗ is the degree sequence of the “nearest”
k-anonymized graph of G, the L1 distance between D∗ and D should be mini-
mized. Based on the above knowledge, we can employ the dynamic programming
method proposed in [1] to find D∗. We ignore the detail due to space limitation.

4.3 Generating Candidate Edge Operation Set

Once D∗ that represents the target local structure information is ready, we need
to find candidate edge operations that convert G′ to a k-anonymized graph
with its degree sequence represented by D∗. Before we introduce the detailed
algorithm, we first define three basic edge operations, i.e., edge insertion, edge
deletion, and edge shift, denoted as ins(vi, vj), del(vi, vj), and shift((vi, vj), vk).
As suggested by their names, ins(vi, vj) is to insert a new edge that links vertex
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Fig. 5. HRG based 2-degree anonymization

vi to vertex vj and del(vi, vj) is to remove the edge between vi and vj . Operation
shift((vi, vj), vk) is to replace the edge e(vi, vj) with edge e(vi, vk). It is moti-
vated by the observation that the HCE value is only sensitive to the number of
the crossing edges between two communities. For example, as shown in Fig. 1(a),
G is partitioned into two main communities as demonstrated by the dash circles.
Edge e(vc, vd) is the crossing edge connecting those two communities, and their
lowest common ancestor is the root (based on HG shown in Fig. 3). If we shift
the end point vd of the edge e(vc, vd) to ve (i.e., shift((vc, vd), ve)) as illustrated
in Fig. 4, it will not affect the connection probability of the root in HG and
hence HCE value, as the number of the crossing edge is not changed. Therefore,
edge shift operation should receive a higher priority when modifying the graph
to achieve k-anonymity. Definition 3 gives formal definition of this operation.

Definition 3 (Edge Shift). Given a graph G(V, E), the corresponding HRG
HG, an edge e(vi, vj) ∈ E, and a vertex vk ∈ V such that e(vi, vk) �∈ E, let r be
the lowest common ancestor of vj and vk on HG, and assume vi is not in the
subtree of r. Edge shift shift((vi, vj), vk) is to replace e(vi, vj) with e(vi, vk).

The goal of the edge operations is to modify the graph such that its degree
sequence D′ matches the target degree sequence D∗. Consequently, the difference
sequence δ = (D∗ − D′) can give some guidance. For each element δ[i] ∈ δ with
δ[i] > 0 (i.e. D′[i] < D∗[i]), it means a vertex in G′ with degree D′[i] needs to
increase its degree, i.e., it should have more edges connected to. We maintain
D′[i] with δ[i] > 0 via set DS+ and maintain all vertices v ∈ G′ that have
degree of D′[i] via set V S+ which includes all the vertices that may require
edge insertion operation. Similarly, for each element δ[j] ∈ δ with δ[j] < 0 (i.e.
D′[j] < D∗[j]), it means a vertex in G′ with degree D′[i] needs to decrease
its degree, i.e., it should have less edges connected to. We maintain D′[i] with
δ[j] < 0 via set DS− and maintain all the vertices v ∈ G′ that have degree
of D′[j] via set V S− which includes all vertices that may require edge deletion
operation. Notice that the degree value of D′[i] or D′[j] may correspond to
multiple vertices in G′ and we treat them equally in our work. In addition, if
the degree D′[i] (D′[j]) only appears once in DS+ (DS−), we cannot perform
edge insertion (deletion) to connect (disconnect) two vertices vl, vm both with
original degree of D′[i] (D′[j]) and hence we mark these vertices mutual exclusive,
denoted as EX(vl, vm) = True.

Back to the graph G depicted in Fig. 1(a). Its degree sequence D and the
target 2-degree anonymized degree sequence D∗ are shown in Fig. 5. Based on
δ = (D∗ − D), we find δ[2] = δ[4] = 1 > 0 and hence D[2] (= 4) and D[4] (= 3)
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are inserted into DS+. Consequently, all the vertices in G with degree being 4
or 3 are inserted into V S+ = {vi, vg, vc, ve, vf}. Notice that all pair of vertices
among of {vi, vg} and among of {vc, ve, vf} are marked mutual exclusive. As
there is no element of δ with its value smaller than 0, DS− = V S− = ∅.

The reason that we form V S+ set and V S− set is to facilitate the generation
of candidate edge operations. As V S+ set contains those vertices that need
larger degree, a new edge connecting vi to vj (i.e., ins(vi, vj)) is a candidate, if
vi, vj(i �= j) ∈ V S+ ∧ e(vi, vj) �∈ E′ ∧ EX(vi, vj) �= True. We can enumerate
all the candidate edge insertion operations based on V S+ and preserve them
in set Opins. Similarly, removing edge e(vi, vj) (i.e., del(vi, vj)) forms an edge
deletion operation, if e(vi, vj) ∈ E′ ∧ vi, vj(i �= j) ∈ V S− ∧ EX(vi, vj) �=
True. Again, we explore all the candidate edge deletion operations and preserve
them in set Opdel. We also consider the candidate edge shift operation. For a
pair of vertices (vj , vk) with vj ∈ V S− ∧ vk ∈ V S+ ∧ (j �= k), if there is a
vertex vi, (i �= j, k) such that e(vi, vj) ∈ E′ ∧ e(vi, vk) �∈ E′ ∧ vi is not in the
subtree of vj and vk’s lowest common ancestor on the HRG, shift((vi, vj), vk)
is a candidate. All possible edge shift operations form another set Opshift. We
continue the above example shown in Fig. 5. As V S− = ∅, we only need to
consider possible edge insertion operations, i.e., Opdel = Opshift = ∅. Based on
V S+ = {vi, vg, vc, ve, vf}, we have Opins = {ins(vg, ve), ins(vi, vc), ins(vg, vc)}.

Given all the candidate edge operations maintained in the operation sets
Opins, Opdel, and Opshift respectively, we can insert them into the candidate
operation set Setop that is used by HRG-based k-anonymization algorithm (i.e.,
Algorithm 1). We sort Setop by the increasing order of the HCE value changes
caused by each operations, so that the edge operation that causes smaller utility
loss will be performed earlier. Based on the HRG in Fig. 3, the corresponding
Setop is set to {〈ins(vg, ve), 0.017〉, 〈ins(vi, vc), 0.033〉, 〈ins(vg, vc), 0.033〉}. The
whole process of finding candidate operations is summarized in Algorithm 2.

4.4 Refining Target Local Structure Information

As mentioned above, our HRG-based k-anonymization algorithm generates D∗

that estimates the local structure information of the “nearest” k-anonymized
graph as the target, and performs edge operation to change graph towards D∗.
However, it is possible that k-anonymized graph with degree sequence D∗ is not
achievable by the current executed operation sequence. If this happens, we need
to refine D∗ and start another round of attempt. To ensure the convergence of
our algorithm, we only consider additive adjustment and we prefer that the new
target degree sequence is close to that of the original D∗. The basic idea is to
find a point on D∗ to make adjustment and hopefully, after the adjustment, we
can find executable candidate operations on G′.

In our work, we take V S+ as a candidate set for the adjustable points. It
contains the vertices that have not been k-anonymized and need to increase
their degrees. For each vi ∈ V S+, we find vj ∈ V, (i �= j), such that e(vi, vj) �∈
E′, and EX(vi, vj) �= True, and preserve ins(vi, vj) via an operation set Op.
Within Op, we choose the ins(vi, vj) that causes smallest utility loss. Notice
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Algorithm 2. findcandidateOp algorithm
Input: G′(V, E′), D∗, HG

Output: Candidate operation set Setop

1 D′ = degree sequence of G′;
2 δ = (D∗ − D′);
3 DS+ = {D′[i] | δ[i] > 0, 1 ≤ i ≤ |D′|};
4 DS− = {D′[i] | δ[i] < 0, 1 ≤ i ≤ |D′|};
5 V S+ = V S− = ∅;
6 foreach d ∈ DS+ do
7 V S+ = V S+ ∪ {vi|vi ∈ G′, vi.degree = d};
8 foreach d ∈ DS− do
9 V S− = V S− ∪ {vi|vi ∈ G′, vi.degree = d};

10 Opins = getOp(V S+, V S+), Opdel = getOp(V S−, V S−),
Opshift = getOp(V S+, V S−);

11 calculate the cost of each operation in Opins, Opdel, and Opshift;
12 Setop.insert(Opins, Opdel, Opshift);
13 return Setop;

that this operation changes degree of vj even if the degree of vj does not request
adjustment. One simple method to address this issue is to change vj ’s degree in
D∗ but it breaks the k-anonymity of D∗. Therefore, we increase the degree of
vj in the original G (i.e., the corresponding element in the degree sequence D is
changed), and re-generate D∗ based on the updated D. As the changes made to
D are very small, the new D∗ should be very similar as the old one.

We consider V S+ first because we want to make additive change on D∗.
However, if V S+ is empty, we have to use V S− that contains the vertices having
not been k-anonymized and need to decrease their degrees. We can decrease
the degrees of those vertices of V S−, but it is against our goal of only making
additive change. Alternatively, for a vertex vi ∈ V S−, we increase the degree of
another vertex vj , whose degree value is close to vi according to G′. The rationale
is that because vi and vj have similar degrees, they are very likely to have the
same degree in the anonymized graph. Increasing the degree of vj will cause the
degree of vi and vj in the anonymized graph to be increased. In this case, vi will
not need to decrease its degree anymore. Still, we increase the degree of vj on
the seed degree sequence D instead of D∗ by the same reason mentioned above.

5 Experimental Evaluation

In this section, we compare the utility loss of our HRG-based k-anonymization
algorithm, referred as HRG, with the existing k-anonymization approaches that
only consider minimizing the number of edge modifications. We choose k-degree
anonymity as the privacy requirement, and use two existing k-degree anonymi-
zation algorithms proposed in [1] as competitors, namely probing method that
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only considers edge addition operations, and greedy swap method that considers
both edge addition and deletion operations. We refer them as Prob. and Swap

respectively. We implemented all the evaluated algorithms in C++, running on
a PC having an Intel Duo 2.13GHz processor and 2GB RAM.

We first examine the utility loss by measuring the HCE value change. In ad-
dition, we use some common graph structural properties to further evaluate the
utility loss of different algorithms, such as clustering coefficient (CC), average
path length (APL), and average betweenness (BTN) (see [11] for more infor-
mation). We use function PCR = |P − P ′|/|P | to measure the property change
ratio, where P and P ′ are the property value (i.e., HCE, CC, APL, or BTN) of
the original graph G and the corresponding k-anonymized G′ respectively.

Two real datasets are used in our tests, namely dblp and dogster. The former
is extracted from dblp (dblp.uni-trier.de/xml), and the latter is crawled from
a dog-theme online social network (www.dogster.com). We sampled subgraphs
from these datasets with the size changing from 500 to 3000 respectively.

5.1 Utility Loss v.s. Graph Size

In our first set of experiments, we evaluate the impact of graph size in terms of
number of vertices on the graph utility loss (i.e., HCE and other graph properties
changes) under different k-anonymization methods. We set k = 25.

Fig. 6 shows the change ratio of different graph properties with different graph
size of two datasets. Generally, our HRG method is most effective in terms of
preserving graph properties. Take HCE value as an example. As depicted in
Fig. 6(a) and Fig. 6(e), the change ratio of our method (i.e., HRG) is around
0.1% for both dblp and dogster, while that under Prob. is 0.5% for dblp and
3% for dogster, and that under Swap is 60% for dblp and 14% for dogster.
The other example is APL value. As depicted in Fig. 6(c) and Fig. 6(g), as
number of vertices increases from 500 to 3000, our HRG method causes around
0.4% and 0.07% utility loss on average for dblp and dogster, respectively. On
contrary, Prob. causes 4% and 7% utility loss on average, and Swap causes around
11% and 1.6% utility loss for dblp and dogster datasets. All these observations
verify that HRG model does successfully capture most, if not all, core features of
the social network, as our HRG method which employs HRG model to represent
graph feature is most effective.

5.2 Utility Loss v.s. k

In the second set of experiments, we evaluate the impact of k on the graph
property change ratio of different k-anonymity methods. Here, the size of the
graph is fixed to 2000 vertices.

Fig. 7 presents the results. We can observe that, in most cases, our HRG ap-
proach outperforms the others. As privacy requirement increases (i.e., k value
increases), the utility loss under HRG and Prob. becomes more significant. This
is because more edge operations are needed to achieve k-anonymity with large k

dblp.uni-trier.de/xml
www.dogster.com
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Fig. 7. Graph property change ratio v.s. k

under both methods. On the other hand, the utility loss caused by Swap algorithm
is not affected by the change of k value that much. This is because, Swap method
has to perform a large number of edge operations even for a small k. When k
increases, the number of edge operations does not change much.5

To sum up, our experiments use different graph properties to evaluate the
utility loss, although our HRG method is developed based on HCE values. The
experimental results clearly verify that our approach can generate anonymized
social networks with much lower utility loss.
5 Due to the extremely long converge time of the Prob. method, its results on the dog-

ster graph with k = 100 were missing. However, it should not affect our observations
of the experimental trend.
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6 Conclusion

Privacy and utility are two main components of a good privacy protection
scheme. Existing k-anonymization approaches on social networks provide good
protection for entities’ identity privacy, but fail to give an effective utility
measurement, thus are unable to generate anonymized data with high utility.
Motivated by this issue, in this paper, we propose a novel utility-oriented social
network anonymization approach to achieve high privacy protection with low
utility loss. We define a new utility measurement HCE based on the HRG model,
then design an efficient k-anonymization algorithm to generate anonymized so-
cial network with low utility loss. Experimental evaluation on real datasets shows
our approach outperforms the existing approaches in terms of the utility with
the same privacy requirment.
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Abstract. We study the distributed privacy preserving data collection problem:
an untrusted data collector (e.g., a medical research institute) wishes to collect
data (e.g., medical records) from a group of respondents (e.g., patients). Each re-
spondent owns a multi-attributed record which contains both non-sensitive (e.g.,
quasi-identifiers) and sensitive information (e.g., a particular disease), and sub-
mits it to the data collector. Assuming T is the table formed by all the respondent
data records, we say that the data collection process is privacy preserving if it
allows the data collector to obtain a k-anonymized or l-diversified version of T
without revealing the original records to the adversary.

We propose a distributed data collection protocol that outputs an anonymized
table by generalization of quasi-identifier attributes. The protocol employs cryp-
tographic techniques such as homomorphic encryption, private information re-
trieval and secure multiparty computation to ensure the privacy goal in the process
of data collection. Meanwhile, the protocol is designed to leak limited but non-
critical information to achieve practicability and efficiency. Experiments show
that the utility of the anonymized table derived by our protocol is in par with the
utility achieved by traditional anonymization techniques .

1 Introduction

In the data collection problem a third party collects data from a set of individuals who
concern about their privacy. Specifically, we consider a setting in which there is a set of
data respondents, each of whom has a row of a table, and a data collector, who wants
to collect all the rows of the table. For example, a medical researcher may request from
some patients that each of them provides him with a health record that consists of three
attributes: 〈age, weight, disease〉. Figure 1(a) shows the table of the patients’ records.

Although the health record contains no explicit identifiers such as name and phone
numbers, an adversarial medical researcher may be able to retrieve a patient’s identity
using the combination of age and weight with external information. For instance, in
the data records of Figure 1(a), we see that there is only one patient with age 45 and
weight 60 and this patient suffers from Gastritis (the third row). If the researcher knows
a particular patient with the same age and weight values, after collecting all the data
records he learns that this patient suffers from Gastritis. In this case the attributes age
and weight serve as a quasi-identifier. Generally, the patients feel comfortable to provide
the researcher with medical records only if there is a guarantee that the researcher can
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only form an anonymized table with their records. In k-anonymity [16], each record
has at least k − 1 other records whose values are indistinct over the quasi-identifier
attributes [16]. l-diversity [10] further requires that there are at least l well repre-
sented sensitive values for records in the same equivalence class. The patients may
achieve k-anonymity or l-diversity by generalizing the values that correspond to the
quasi-identifiers [14]. In Figure 1(b), observe that if each patient discloses only some
appropriate range of his age and weight instead of the actual values, then the medical
researcher sees a 4-anonymous and 3-diverse table. In this case, the researcher can only
determine with probability at most 1/2 the disease of the 45-year old patient.

In the privacy preserving data collection the data respondents look for the minimum
possible generalization of the quasi-identifier values so that the collector receives an
anonymized table. The constraint of the problem is that although the respondents can
communicate with each other and with the collector, no single participant can leak any
information to the others except from his final anonymous record. Traditional table
anonymization techniques [16] are not applicable to our problem, as they assume that
there is a single trusted party that has access to all the table records. If the trusted party
is compromised then the privacy of all respondents is compromised as well. In our
approach, each respondent owns his own record and does not convey its information to
any other party prior to its anonymization.

Our setting is similar to the distributed data collection scenario studied by Zhong et
al [19]. The difference is that in their work the respondents create a k-anonymous table
for the collector by suppressing quasi-identifier attribute values. We use generalization
instead of suppression, which makes the problem not only more general but also much
more practical. Our problem is more general because suppression is considered as a
special case of generalization: a suppressed attribute value is equivalent to the value
generalization to the higher level of abstraction. The problem is also more practical be-
cause generalized attribute values have greater utility than suppressed values, since they
convey more information to the data collector without compromising the respondents’
privacy. Moreover, our solution not only achieves k-anonymity, but also l-diversity. Our
contributions are the following:

– We formally define the problem of distributed privacy preserving data collection
with respondents that can generalize attribute values.

– We present an efficient and privacy-preserving protocol for k-anonymous or l-
diverse data collection.

– We show theoretically the information leakage that our protocol yields.
– We evaluate our protocol experimentally to show that it achieves similar utility

preservation as the state-of-the art non-distributed anonymization algorithm [6].

2 Related Work

In [19], the authors proposed a distributed, privacy-preserving version of the MW [11],
which is an O(k log k) approximation to optimal k-anonymity based on entry suppres-
sion; in contrast, our algorithm supports generalization. Similar to our scheme, in order
to achieve efficient distributed anonymization the distributed MW algorithm reveals
information about the relative distance between different data record pairs. In [19], the
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Age Weight Disease
35 50 Gastritis
40 55 Diabetes
45 60 Gastritis
45 65 Pneumonia
55 65 Gastritis
60 60 Diabetes
60 55 Diabetes
65 50 Alzheimer
55 75 Diabetes
60 75 Flu
65 85 Flu
70 80 Alzheimer

(a) Original

Age Weight Disease 
[35, 45] [50, 65] Gastritis 
[35, 45] [50, 65] Diabetes 
[35, 45] [50, 65] Gastritis 
[35, 45] [50, 65] Pneumonia 
[55, 65] [50, 65] Gastritis 
[55, 65] [50, 65] Diabetes 
[55, 65] [50, 65] Diabetes 
[55, 65] [50, 65] Alzheimer 
[55, 70] [75, 85] Diabetes 
[55, 70] [75, 85] Flu 
[55, 70] [75, 85] Flu 
[55, 70] [75, 85] Alzheimer 

(b) Anonymized

Fig. 1. Distributed medical records table

Age Weight Disease 1D

35 50 Gastritis 22

40 55 Diabetes 24

45 60 Gastritis 30

45 65 Pneumonia 31

55 65 Gastritis 33

60 60 Diabetes 35

60 55 Diabetes 40

65 50 Alzheimer 42

55 75 Diabetes 55

60 75 Flu 56

65 85 Flu 61

70 80 Alzheimer 63

Age Weight Disease 1D

35 50 Gastritis 22

40 55 Diabetes 24

45 60 Gastritis 30

45 65 Pneumonia 31

55 65 Gastritis 33

60 60 Diabetes 35

60 55 Diabetes 40

65 50 Alzheimer 42

55 75 Diabetes 55

60 75 Flu 56

65 85 Flu 61

70 80 Alzheimer 63
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Fig. 2. Mapping 2D to 1D points using Hilbert
curve

distance between two records is the number of differences in the attribute values. For
example, in Figure 1(a), the distance between the first two records is 2, since age 35
is different from age 40 and weight 50 is different from weight 55. In our approach,
the distance between two records depends on the distance between the corresponding
attribute values, which is more difficult to evaluate securely. In [18] the authors pro-
posed another k-anonymous data collection scheme. Opposed to the work in [19], this
scheme has eliminated the need for unidentified communication channel by the data
respondent. However, this scheme is still based on entry suppression and it is unclear
whether the scheme can be generated to l-diversity. A similar approach appears in [7].
They considered distributed data collection problem based on a suppression based k-
anonymity algorithm Mondrian and they only consider the k-anonymity case. Different
from the above, [3] and [17] considered the anonymity-preserving data collection prob-
lem. Although, the setting of the problem is similar to ours, their protocols aims to
allow the miner to collect original data from the respondents without linking the data
to individuals. When the data collected contains identifiable information as in our case,
their solutions are not applicable.

The anonymization algorithm that we present in this paper is based on the the Fast
data Anonymization with Low information Loss (FALL)et al [6]. In this work, efficient
anonymization is achieved in two steps. The first step includes the transformation of u-
dimensional to 1-dimensional data, in which a multi-attributed data record is converted
to an integer using a space filling curve (e.g. Hilbert curve [12]). For example, Figure 2
shows a Hilbert walk that visits each cell in the two dimensional space (Weight × Age)
and assigns each cell with an integer in increasing order along the walk. In the second
step, an optimal 1D k-anonymization is performed over the set of integers obtained in
the first step using an efficient algorithm based on dynamic programming. The same
partitions will be used for forming the equivalence classes of data records. Similarly,
efficient l-diversity can be achieved using heuristics in a similar manner as k-anonymity.

3 Problem Formulation

3.1 The System and the Adversaries

The system employs the Client-Server architecture. Each respondent runs a client. There
is an untrusted server that facilitates the communication and computation in the system



96 M. Xue et al.

on behalf of the collector. We assume that all messages are encrypted, and secure com-
munication channels exist between any pair of communicating parties. By the end of
the protocol execution, an anonymized table, generalized from the data records of the
respondents, is created at the server side (i.e., the collector).

The adversaries can either be the respondents or the server. We assume that the ad-
versaries follow the semi-honest model, which means that they always correctly follow
the protocol but are curious in gaining additional information during the execution of
the protocol. In addition, we assume that the adversarial respondents can collaborate
with each other to gain additional information. We assume there can be up to tss − 1
adversaries among the respondents, where tss is a security parameter.

3.2 Notion of Privacy

Initially, there are x number of respondents each running an instance of the client. We
denote the set of non-sensitive attributes of the data records A = {a1, a2, . . . , au}
and the sensitive attribute si. The data record for the ith respondent is represented as
ti = {ai

1, . . . , a
i
u, si} and T = {t1, t2, . . . , tx} is the table formed by the original data

records of the respondents. ti.A represents the non-sensitive attribute values for the data
record ti. Similarly, T.A represents the non-sensitive attribute columns of table T . Let
K(T ) denote the final output of the protocol, which is an anonymized table generalized
from T . Let Li and Lsvr denote the amount of information leaked in the process of
protocol execution to the respondent i and the server, respectively.

During the execution of the protocol, the view of a party uniquely consists of four
objects: (i) the data owned by the party, (ii) the assigned key shares, (iii) the set of
received messages and (iv) all the random coin flips picked by this party. Let viewi(T )
(respectively viewsvr(T )) denote the view of the respondent i (respectively the view of
server). We adopt a similar privacy notion as in [19]:

Definition 1. A protocol for k-anonymous data collection leaks only Li for the respon-
dent i and Lsvr for the server if there exist probabilistic polynomial-time simulators
Msvr and M1, M2, . . . , Mx such that:

{Msvr(keyssvr,K(T ),Lsvr)}T ≡c {viewsvr(T )}T (1)

and for each i ∈ [1, x],

{Mi(keysi,K(T ),Li)}T ≡c {viewi(T )}T (2)

The contents of Lsvr and Li are statistical information about the respondent’s quasi-
identifiers. Later in this paper, we prove that the execution of our proposed protocol
respects the previous definition by only leaking Lsvr and Li for each i.

3.3 Using Secret Sharing

To conquer up to tss − 1 collaborating adversaries among the respondents, we initially
assume that there is a global private key SK shared by all the respondents and the
server using a (tss, x + 1) threshold secret sharing scheme [15]. The shares owned by
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the respondents and the server are denoted as sk1, sk2, . . ., skx, and sksvr , respectively.
With a (tss, x+1) secret sharing scheme, tss or more key shares are necessary in order
to successfully reconstruct the decryption function with the secret key SK , while less
than tss key shares give absolutely no information about SK . The corresponding public
key of the private key SK is denoted as PK . The public key encryption algorithm that
we use in this paper is the Paillier’s cryptosystem [13] because of its useful additive
homomorphic property. To support threshold secret sharing, we use a threshold version
of Paillier’s encryption as described in [8] based on Asmuth-Bloom secret sharing [1].

4 Towards the Solution

4.1 A Sketch of the Solution

Preparation stage. The main goal of this stage is to map the uD records to 1D integers.
In this stage, each respondent independently performs uD to 1D mapping using a space
filling curve, e.g., the Hilbert curve. Symbolically, the mapping for ti.A is denoted
as ci = S(ti.A). Each integer ci is in the range [1, cmax], where cmax denotes the
maximum possible value that the mapping function can yield. The set of mapped values
is denoted as S = {c1, c2, . . . , cx}. Without loss of generality, we assume that the
values in S are already sorted in ascending order for the ease of subsequent discussion.

Stage 1. The goal of this stage is to achieve p-probabilistic locality preserving map-
ping. Symbolically, the ith respondent maps the secret integer ci to a real number r+

ci
us-

ing function F(), i.e. r+
ci

= F(ci). Note that, although the encryption algorithm that we
use do not support encryption of real numbers directly, we can use integers in the chosen
field to simulate a fixed point real number which is sufficient for our purpose. The set
of mapped values for all the respondents is represented as F(S) = {r+

c1
, r+

c2
, . . . , r+

cx
}.

We require that the mapping from each ci to r+
ci

by F() preserves certain order and dis-
tance relations for the integers in S for utility efficient anonymization, which is known
as p-probabilistic locality preserving and is defined as follows:

Definition 2. Given any two pre-images ci1 , ci2 , a mapping function F() is order pre-
serving if:

ci1 ≤ ci2 ⇒ F(ci1) ≤ F(ci2) (3)

Given any three pre-images ci1 , ci2 , ci3 , and the distances dist1 = |ci1 − ci2 |, dist2 =
|ci2 − ci3 |, a mapping function F() is p-probabilistic distance preserving if:

dist1 ≤ dist2 ⇒ Pr(fdist1 ≤ fdist2) ≥ p (4)

and it increases with dist2, where fdist1 = |F(ci1) − F(ci2)|, fdist2 = |F(ci2) −
F(ci3)|, and p is a parameter in the [0, 1].

A mapping functionF() is p-probabilistic locality preserving if it is both order preserv-
ing and p-probabilistic distance preserving. In addition, we also require that the map-
ping from ci to r+

ci
reveals limited information about ci, which is to be γ-concealing:
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Definition 3. Given the pre-image ci and r+
ci

= F(ci), the functionF() is γ-concealing
if Pr(cmle = ci|r+

ci
) ≤ 1−γ for the Maximum Likelihood Estimation (MLE) cmle of ci.

Stage 2. The goal of this stage is to determine a set of partitions of respondents based on
the set of values in F(S) using 1D optimal k-anonymization algorithm or the l-diversity
heuristics as proposed in FALL.

Stage 3. The goal of this stage is to privately anonymize the respondent data records
based on the partitions from Stage 2, which involves secure computation of equivalence
classes for the respondents in the same partition. As F(S) is p-probabilistic locality
preserving, if we use the same partitions created on F(S) to anonymize T , we expect
that the anonymized table K(T ) preserves the utility well.

4.2 Technical Details

Stage 1. Probabilistic Locality Preserving Mapping. The challenge of perform-
ing p-probabilistic locality preserving mapping in this application is that all the data
values in S are distributed, and we must ensure the secrecy of ci for respondent i
in the mapping process. In our approach we build an encrypted index E(R +) =
{E(r+

1 ), . . . , E(r+
cmax

)} on the server side containing cmax randomly generated num-
bers that correspond to all integers in the range [1, cmax] of the mapping function S.
Later, each respondent i retrieves then the cth

i item in the encrypted index, i.e., the item
E(r+

ci
), in a private manner and can jointly and safely decrypt it with other respondents

in order to build the anonymized data.
Essentially, four steps are needed in order to achieve p-probabilistic locality pre-

serving mapping: Step 1. Two sets of encrypted real numbers are created at the server
side, i.e. E(Rinit) and E(Rp). Step 2. The set of encrypted real numbers E(R+) is
created in a recursive way using the two sets of encrypted real numbers from Step 1:
the set E(Rinit) is used to define the value of the first encrypted number E(r+

1 ) and
the set E(Rp) is used to define number E(r+

i ) in terms of E(r+
i−1). Step 3. Respondent

i retrieves the cth
i item from index E(R+) created in Step 2 using a private informa-

tion retrieval scheme. Step 4: The retrieved encrypted item is jointly decrypted by tss

parties, and uploaded to the server. Its plaintext is defined as r+
ci

, i.e., the image of ci

under F(). In the following, we describe the above four steps in detail. In Step 1, we
first describe how to create one encrypted random real number whose plaintext value is
not known by any parties. The creation of two sets of encrypted real numbers is just a
simple repetition of this process.

In order to hide the value of a random number, each of these is jointly created
by both a respondent and the server. To compute an encrypted joint random number
E(r), the respondent randomly selects a real number rdr from a uniform distribution in
the interval [ρmin, ρmax]. Then the respondent sends the encrypted number E(rdr) to
the server. The server independently chooses another random real number rsvr from the
same interval [ρmin, ρmax] and encrypts it to obtain E(rsvr). The join of the
two encrypted real numbers is computed as E(r)=E(rdr)·E(rsvr)=E(rdr +rsvr) by
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the additive homomorphic property of the Paillier’s encryption (assuming a large mod-
ulus N is used so that round up does not take place). We are aware that both the
respondent i and the server knows the range information about r. We denote such range
knowledge about the joint random numbers for respondent i and the server as RGi and
RGsvr , respectively. Recall that Lsvr and Li are the information leakage for the server
and the data respectively. Therefore, we have that RGsvr ∈ Lsvr and RGi ∈ Li.

With the above technique, the first encrypted set of joint random numbers that we
create is E(Rinit) = {E(ι1), E(ι2), E(. . .), E(ιb)}, where the size b is a security pa-
rameter of the system. Each of the encrypted joint random numbers is created by the
server and a randomly selected respondent. The second set of encrypted joint random
numbers that we create on the server side is E(Rp) = {E(r1), E(r2), . . . , E(rcmax)}.
To create E(Rp), each respondent needs to generate

⌊
cmax

x

⌋
or

⌈
cmax

x

⌉
encrypted joint

random numbers with the server, if we distribute this task evenly.
In Step 2, to build an encrypted set of real numbers E(R+) = {E(r+

1 ), E(r+
2 ),

. . ., E(r+
cmax

)} whose plaintexts values are in ascending order based on E(Rinit) and
E(Rp), we once again use the additive homomorphic property of Paillier’s encryption:⎧⎨⎩E(r+

i ) = E(ri) ·
b∏

j=1

E(ιj) i = 1

E(r+
i ) = E(r+

i−1) · E(ri) i = 2, . . . , cmax

(5)

In Step 3, E(r+
ci

) is retrieved from the server by the respondent i who owns the secret
ci using Private Information Retrieval (PIR) scheme. We adopt the single database PIR
scheme developed in [5] which supports the retrieval of a block of bits with constant
communication rate. This PIR scheme is proven to be secure based on a simple variant
of the Φ-hiding assumption. To hide the complexity of the PIR communications, we use
the PIR(ci, E(R+)) to represent the sub-protocol that privately retrieves the ci

th item
in the set E(R+) by the ith respondent, and the result of retrieval is E(r+

ci
).

In Step 4, after the respondent i has retrieved E(r+
ci

), he partially decrypts E(r+
ci

) and
sends the partially decrypted cipher to tss − 2 other respondents for further decryption.
The last partial decryption is done by the server, after which the server obtains the
plaintext r+

ci
. Note that the server cannot identify the value of ci by re-encrypting the

r+
ci

and search through E(R+), as the Paillier’s encryption is a randomized algorithm
in which the output ciphers are different for the same plaintext with different random
inputs. Finally, we have achieved the mapping from the ci to r+

ci
. The server obtains the

set F(S) by the end of this step.
We illustrate these four steps in the Figure 3. The first column describes the re-

spondents 1D data. The second column represents the 33rd to 40th entries in E(R+).
The third column represents 33rd to 40th entries in E(Rp). The ith entry of E(R+)
is computed based on the product of the (i − 1)th entry of E(R+) and the ith en-
try of E(Rp). For example, E(r+

34) = E(r+
33) · E(r34) by the additive homomor-

phic property, E(r+
34) = E(r+

33 + r34) which translated in terms of real values gives
E(304.7) = E(293.5) · E(11.2) = E(293.5 + 11.2).

Theorem 1. The mapping function F() is 1
2 -probabilistic locality preserving.
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Fig. 3. Example of the probabilistic locality preserving mapping construction

Proof. Since R+
p is a set of ascending real numbers, we have r+

ci1
≤ r+

ci2
, if ci1 ≤ ci2 .

Therefore,F() is order preserving by Equation 3. To prove that it is also 1
2 -probabilistic

distance preserving, let ci1 , ci2 , ci3 be any randomly selected pre-images, and dist1,
dist2, fdist1 and fdist2 follow the definitions in Definition 2 Equation 4. Assume
that ci1 ≤ ci2 ≤ ci3 and dist1 ≤ dist2. The exact form of the distributions of fdist1
and fdist2 are difficult to estimate. However, since fdist1 (fdist2 resp.) is the sum of
dist1 (dist2 resp.) number of joint random numbers, where each joint random number
is the sum of two random uniformly selected real numbers in the interval [ρmin, ρmax],
fdist1 and fdist2 can be unbiasedly approximated by continuous normal distribution

according to the central limit theorem. Let μ = ρmin+ρmax

2 and σ2 = (ρmin−ρmax)2

12 be
the mean and variance of the uniform distribution respectively, and without ambiguity,
fdist1 and fdist2 be the continuous random variables. From the central limit theorem,
we have fdist1 ∼ N(dist1 · 2μ, dist1 · 2σ2) and fdist2 ∼ N(dist2 · 2μ, dist2 · 2σ2).
Therefore, fdist1 − fdist2 ∼ N((dist1 − dist2) · 2μ, (dist1 + dist2) · 2σ2). From the
property of continuous normal distribution, Pr(fdist1 − fdist2 ≤ 0) = Pr(fdist1 ≤
fdist2) ≥ 1

2 when dist1 ≤ dist2 and it increases with dist2. Hence, by Equation 4,
F() is also 1

2 -probabilistic distance preserving.

Stage 2. Anonymization in the mapped space. Suppose the anonymization algo-
rithm in FALL(i.e. the 1D optimal k-anonymization or l-diversity heuristics) is used
by the server for determining the partitions. Let Z = {z1, z2, . . . , zπ} be the result of
anonymization, where the ith element in Z is the ending index of the ith partition of
respondents and there are π number of partitions. Without losing generality, we assume
the indices in Z are sorted in ascending order.

Stage 3. Secure computation of equivalence classes. In this stage, the quasi-identifiers
of respondents in the same partition defined by Z form an equivalence class in K(T ).
Consider the ith partition defined by Z , which is formed by the zi+1 − zi number of
respondents with IDs zi, zi + 1, . . . , zi+1 − 1, where k ≤ zi+1 − zi ≤ 2k − 1. Note
that each non-sensitive attribute in the partition will be generalized to an interval in the
K(T ). Moreover, the interval for a particular attribute is the same for all the data records
in this partition. We use lep(aj, i) and rep(aj , i) to represent the left endpoint and right
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endpoint of the interval, for the attribute aj (1 ≤ j ≤ u) in the ith partition in the K(T ),
respectively. From the anonymization algorithm, we have:

lep(aj, i) = min(azi

j , azi+1
j , . . . , a

zi+1−1
j )

rep(aj , i) = max(azi

j , azi+1
j , . . . , a

zi+1−1
j )

(6)

To find the minimum and maximum values of the set { azi

j , azi+1
j , . . ., a

zi+1−1
j } by the

zi+1 − zi respondents, we employ the unconditionally secure constant-rounds SMPC
scheme in [4]. This SMPC scheme provides a set of protocols that compute the shares
of a function of the shared values.

Based on the result of [4], we can define a primitive comparison function
?
< : Fδ ×

Fδ → Fδ for some prime δ, such that (α
?
< β) ∈ {0, 1} and (α

?
< β) = 1 iff α < β.

This function securely compares two numbers α and β, and outputs if α is less than
β. With this function, the maximum and minimum numbers in a set are easily found
based on a series of pairwise comparisons. We omit the details of the implementation
the comparison function where the readers can find in [4].

The sub-protocol that uses the primitive comparison function
?
< to find the maximum

and minimum values for the attribute aj in the ith partition is called M(aj , i) with
the output < lep(aj, i), rep(aj , i) >. This sub-protocol is described as follows: first,
each value in this set is shared using Shamir’s (tss, tss) secret sharing. The shares
are distributed via an anonymous protocol so that the identities of the shares’ owners
are not revealed. Second, with the shares, the pairwise comparison of values based

on
?
< can be successfully constructed. The maximum and minimum values in {azi

j ,

azi+1
j , . . ., azi+1−1

j } can be found with maximally
⌈

3·(zi+1−zi)
2

⌉
−2 number of pairwise

comparisons. Finally, the owners of the maximum value and minimum value publish
their values of aj anonymously and each respondent in the partition assigns the values
of lep(aj, i) and rep(aj , i) accordingly.

For each non-sensitive attribute aj (1 ≤ j ≤ u) and each partition i (1 ≤ i ≤ π),
M(aj , i) is run once. Therefore, the M sub-protocol runs for π ·u rounds. Since the M
sub-protocol runs independently within each partition, the sub-protocol can run simulta-
neously for each partition. By the end, the respondent j in the ith partition submits the
anonymized data record K(tj)={[lep(a1, i), rep(a1, i)], . . ., [lep(au, i), rep(au, i)],
s1, . . ., sv} to the server. After collecting K(t1), K(t2), . . ., K(tx) from all x respon-
dents, the final anonymized table K(T ) is created and is returned to the collector.

5 Analysis

5.1 Information Leakage

Theorem 2. The privacy preserving data collection protocol only leaks Lsvr for the
server and Li for the respondent i, where Lsvr = {RGsvr,F(S)} and Li = {RGi}.

Proof. We first construct the simulator Msvr for the server. In step 1 in stage 1 , the
knowledge of the server is described by RGsvr , in which the server knows the range



102 M. Xue et al.

of each of the random numbers in E(R) and E(Rinit). Each joint encrypted random
number in E(R) and E(Rinit) in the view of the server can be simulated by Msvr by
multiplying an encrypted random number in the range of [ρmin, ρmax] to the encrypted
random number contributed by the server. In step 2, the E(R+) is constructed based
on E(R) and E(Rinit), where no information is leaked during the computation based
on the semantic security of the Paillier’s encryption. Therefore, Msvr simulates E(R+)
based on the simulations of E(R) and E(Rinit). In step 3, the server gains no informa-
tion about the retrieved item which is guaranteed by the property of PIR() function.
The decrypted value in step 4 is F(S), which is part of the knowledge of the server. In
stage 2, the input is based on F(S), therefore the server does not gain any additional
information. In stage 3, the server receives the anonymized tuples from the respondents,
the received data are equivalent to the knowledge of the server K(T ).

Now, we construct the simulator Mi for the respondent i. In stage step 1 in stage
1, the knowledge of respondent i is described by RGi, in which he knows the range
of joint random numbers which are jointly created by him and the server. The respon-
dent is not participating in step 2. In step 3, Mi simulates the retrieved ciphertext by
a random ciphertext. In step 4, Mi simulates the partially decrypted message by par-
tially decrypted the random ciphertext. The respondent is not participating in stage 2.
In stage 3, the secret shares and messages can be simulated by Mi using random ci-
phers, guaranteed by the function sharing algorithm in [4]. The output is equivalent to
the knowledge of the respondent K(T ).

5.2 γ-Concealing Property

A property explaining how well the mapped value r+
ci

hides the value ci is described by
the notion of γ-concealing. The value of 1− γ (the probability the adversary can guess
ci correctly based on r+

ci
) can be approximated as follows: with r+

ci
, the Maximum

Likelihood Estimation of ci is cmle =
∥∥r+

ci
/μ

∥∥ − b (i.e. cmle =roundup(r+
ci

/μ )−b).
As the condition for ci =

∥∥r+
ci

/μ
∥∥− b is equivalent to the condition for r+

ci
to be in the

range of [(ci − 1
2 − b)μ, (ci + 1

2 − b)μ], we can establish the following equivalence:

Pr(cmle = ci|r+
ci

) = Pr(r+
ci

∈ [(ci − 1
2
− b)μ, (ci +

1
2
− b)μ]) (7)

The probability value on the r.h.s of the above equation can be approximated using
the central limit theorem. According to the central limit theorem, r+

ci
is approximately

normally distributed with r+
ci

∼ N((ci + b)μ, (ci + b)σ2). Thus, the following approx-
imation holds:

1 − γ ≈ Φ(ci+b)μ,(ci+b)σ2 [(ci + 1
2 − b)μ]

−Φ(ci+b)μ,(ci+b)σ2 [(ci − 1
2 − b)μ] (8)

In the above equation, Φ(ci+b)μ,(ci+b)σ2 is the distribution function of a normal distri-
bution with mean (ci +b)μ, and variance (ci +b)σ2. The equation shows that, the value
of 1 − γ relies on the values of μ, σ2, b and ci. Particularly, the protocol tends to be
secure when large σ2, b, and ci values, and small μ value are used.
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6 Experimental Evaluation

In this section, we carry out several experiments to evaluate the performance of the
proposed privacy preserving data collection protocol. The experiments are divided into
four parts: in the first part, we evaluate the γ-concealing property of the proposed pro-
tocol. In the second part, we evaluate the probabilistic distance preserving property in
the proposed protocol due to its importance in utility preservation. In the third part, we
evaluated the performance of the protocol in utility preservation. In order to compare
with FALL − the k-anonymization algorithm that the proposed protocol is based on, we
employ the utility metric GCP [6]. Lastly, we evaluate the running time of the protocol
to show the practicality.

The dataset that we use for the experiments is from the website of Minnesota Popu-
lation Center (MPC)1, which provides census data over various locations through dif-
ferent time periods. For the experiments, we have extracted 1% sample USA population
records with attributes age, sex, marital status, occupation and salary for the year 2000.
The dataset contains 2, 808, 457 number of data records, however, we only use a sub-
set of these records. Among the five attributes, the age is numerical data while others
are categorical data. For the categorical data, we can use taxonomy trees (e.g. [2,9]) to
convert a categorical data to numerical data for generalization purposes. Among all the
seven attributes, the salary is considered as the sensitive attribute, while others are non-
sensitive and are considered as quasi-identifiers. The domain sizes for age, sex, marital
status and occupation are 80, 2, 6 and 50, respectively. The programs for the experi-
ments are implemented in Java and run on Windows XP PC with 4.00 GB memory and
Intel(R) Core(TM)2 Duo CPU each at 2.53 GHz.

6.1 Evaluation of γ-Concealing Property

In this part of experiments, we compute some real values of 1 − γ with predefined
parameters based on the formulas in Equation 8, to show that the proposed protocol is
privacy preserving. The Figure 4(a) shows the result of how the value of 1− γ changes
with the value of μ and σ2. In the first three rows of the table, we keep the value of
μ constant (μ = 150) while increasing the value of σ2. Notice that the value of 1 − γ
decreases with increasing σ2. In the last three rows of the table, we keep the values of
σ2 constant (σ2 = 7, 500) instead, and increase the values of μ. Notice in this case that
the value of 1 − γ increases with increasing μ. In Figure 4(b), we experimented how
the value of 1− γ changes with the value of b and ci. In the first three rows of the table,
we keep the value of b constant (b = 200) and increase the value of ci. We find that the
value of 1 − γ decreases with increasing ci. In the last three rows of the table, we keep
the value of ci constant (ci = 0) and increase b. It is true that the value of 1−γ decreases
with increasing b. Since the minimum ci is 0, the last three rows of the table shows the
maximum values of 1− γ under different values of b. The values of 1− γ are all below
0.1 which supports the level of privacy that a respondent can hide his quasi-identifiers
with probability at least 90% in the process of data collection. For stronger privacy, we
can further lower the value of 1 − γ, by either decreasing μ or increasing σ2 or b.

1 http://www.ipums.org/

http://www.ipums.org/
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ρmin ρmax μ σ2 1 − γ

100 200 150 833.333 0.119235
50 250 150 3333.33 0.0597853
0 300 150 7500 0.0398776

100 400 250 7500 0.0664135
150 450 300 7500 0.0796557
200 500 350 7500 0.0928758

b ci 1 − γ

200 100 0.0796557
200 200 0.0690126
200 300 0.0617421
200 0 0.0974767
300 0 0.0796557
400 0 0.0690126

ρmin ρmax μ σ2 DPR
100 200 150 833.333 0.999525
50 250 150 3333.33 0.999174
0 300 150 7500 0.998411

100 400 250 7500 0.999223
150 450 300 7500 0.999438
200 500 350 7500 0.999536

(a) b = 200, ci = 100 (b) ρmin = 100, ρmax = 300 b = 200

Fig. 4. γ-Concealing and relative distance preserving

6.2 Evaluation of Distance Preserving Mapping

In this part of experiments, we show that the proposed mapping function F() can quite
well preserve the relative distance. For this purpose, we propose the Distance Preserv-
ing Ratio (DPR) metric. Given a set of pre-images {c1, c2, . . . , cx}, and the set of
images {F(c1),F(c2), . . . ,F(cx)}. A relative distance preserving triple (RDPT), is
a combination of three pre-images < ci1 , ci2 , ci3 > whose images < F(ci1),F(ci2),
F(ci1) > preserve their relative distances. The DPR is defined as follows:

DPR =
total no. of RDPT < ci1 , ci2 , ci3 >

total no. of triples C(x, 3)
(9)

The DPR describes the ratio between the number of triples of pre-images whose map-
ping preserve relative distances and the total number of triples in the set of pre-images.
In the experiments, we randomly select 2,000 data records from the dataset. We convert
the non-sensitive attributes of selected data records into a set of integers using Hilbert
curve, and input it to F() as the set of pre-images. The set of parameters used is the
same as the one used in the experiments for γ-concealing property. In Figure 4(c), we
see that when μ is fixed to 150, the value of DPR decreases with increasing of σ2. On
the other hand, when we fix the value of σ2 to be 7, 500, the value of DPR increases
with μ. In other words, large μ and small σ2 has positive impacts on relative distance
preserving. In all cases, the values of DPR are extremely high (almost close to 1),
which clearly show that the mapping function F() achieves excellent relative distance
preserving.

6.3 Evaluation of Utility Preservation

Lastly, we evaluate the utility preservation property of the proposed protocol by measur-
ing the utility loss (the GCP metric) against several parameters. The set of data records
used in the first three experiments is the same set of 2,000 data records used in the last
part of the experiments.

In the first experiment, we measure the GCP value against increasing k. The param-
eters that we use are b = 200, ρmin = 200 and ρmax = 500. Figure 5(a) shows that
the value of GCP increases with increasing k (as expected). Moreover, the GCP value
computed based on table created by FALL (as labeled) and the proposed protocol (la-
beled as Distr.) are almost the same, showing that our approach can achieve almost the
same level of utility preservation as the FALL. A naive method (labeled as Order only),
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which only sorts the respondents in 1D space and group every consecutive k respon-
dents, results in much higher GCP values compared to FALL and our approach. Fig-
ure 5(b) shows the utility loss for both FALL and the proposed protocol with increasing
σ2. Though from Figure 5(a), the curve of utility loss for FALL and the proposed pro-
tocol appear to be overlapping, when we focus the GCP values in the interval of [0.55,
0.6] in Figure 5(b), we indeed observe that the performance of the proposed protocol in
utility preservation is slightly less optimal compare to FALL. Moreover, the Figure 5(b)
shows that the GCP value based on the proposed approach increases with increasing
σ2 at relatively slow rate. Similarly, Figure 5(c) shows that increasing μ value helps to
reduce the GCP value. In Figure 5(d), in order to evaluate how the GCP value changes
with the data size, we increase the data size from 10,000 to 50,000. It shows that the
GCP value for both FALL and the proposed approach decreases at similar rate with in-
creasing data size. The decreasing of GCP value is due to the fact that when data size
increases, the density of data also increases. To conclude this part, these experiments
show that with appropriate parameters, the proposed approach achieves almost the same
utility preservation performance as FALL. Figures 5(e)(f)(g)(h) show the utilities in the
anonymized table based on the l-diversity heuristics in FALL. The pattern is similar to
the experiments for k-anonymity except that the utilities for l-diversity is lower than the
k-anonymity as expected.
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Fig. 5. Utility preservation evaluation

6.4 Evaluation of System Time

In this experiment, we show the practicality of our protocol using experiment imple-
mented with java BigInteger class and Security package. We aim to verify the practical-
ity of the solution rather than comparing its efficiency against the requirement for real
time applications. The experiments results match our expectation for privacy preserving
data collection application.
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Fig. 6. System time

The time evaluation focuses on the server database generation and PIR part which
are the main time components of the protocol for both respondent side and server side.
On the server side, the first time component is the creation of the encrypted database of
size cmax that is equivalent to the size of domain of T as in step 1 and 2 in stage 1 of
the protocol. Since cmax is usually large, we vary this value from 10,000 to 100,000.
For the parameters setting, we choose b = 200, ρmin = 0 and ρmax = 300. In the
Paillier’s encryption, the modulus is set to 512 bits which creates blocks of size 512 bits
on the server. Figure 6(a) shows the time (in seconds) needed by the server to create the
joint encrypted random variables and encrypted database by using Paillier’s encryption.
Experiment shows that this step is efficient as the number of encryptions is linear to
cmax. The second time component for the server is database preparation time. The PIR
scheme in [5] requires the database to be prepared as a big integer using Chinese Re-
mainder Theorem so as to answer PIR query. Figure 6(b) shows the database preparation
time (in mins) and suggests that the time needed for this step could last for about 10.5
hours for cmax = 100, 000. However, as this step is taken independently on the server
for once only and requires no interaction with the data respondents, we still consider it
as practical. The third server time component is the response time to the respondent’s
PIR query. The parameters for PIR are determined by database size and block size.
In each query, the respondent privately retrieves 512 bits from the server. Figure 6(c)
shows the server response time which is in minutes. Compare to the server, the client is
lightly loaded in cryptographic operations. We assume 1,000 respondents are participat-
ing and measure the sum of joint random number generation time as in step 1 in stage 1
of the protocol, the query generation time and answer extraction time. Our experiments
show that the PIR query generation and answer extraction at the respondent side is less
sensitive to the size of database on the server side and the number of participating data
respondents, and the total time needed by the respondents are less than 5 seconds. From
both complexity analysis and experiment, we show that our protocol is practical. The
efficiency of the our protocol could be further improved by optimizing the memory or
CPU usage, or using dedicated hardware circuits for cryptographic operations.

7 Conclusions

We proposed a privacy preserving data collection protocol under the assumption that the
data collector is not trustworthy. With our protocol, the collector receives an anonymized
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(either k-anonymized or l-diverse) table generalized from the data records of the re-
spondents. We show that the privacy threat caused by the information leakage remains
limited. Lastly, we show with experiments that the protocol is scalable, practical and
that the data utility is almost as good as in the case of a trustworthy collector.
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Abstract. Database as a Service(DaaS) is a paradigm for data management in
which the Database Service Provider(DSP), usually a professional third party for
data management, can host the database as a service. Many security and query
problems are brought about because of the possible untrusted or malicious DSP
in this context. Most of the proposed papers are concentrated on using symmetric
encryption to guarantee the confidentiality of the delegated data, and using par-
tition based index to help execute the privacy preserving range query. However,
encryption and decryption operations on large volume of data are time consum-
ing, and query results always consist of many irrelevant data tuples. Different
from encryption based scheme, in this paper, we present a secret share based
scheme to guarantee the confidentiality of delegated data. And what is more im-
portant, we construct a privacy preserving index to accelerate query and to help
return the exactly required data tuples. Finally we analyze the security properties
and demonstrate the efficiency and query response time of our approach through
empirical data.

1 Introduction

With the development of practical cloud computing applications, many IT enterprises
have designed service products of their own, such as EC2 and S3 of Amazon, Ap-
pEngine of Google, in which EC2 can provide clients with scalable servers service, S3
can provide low cost and convenient network storage service, and AppEngine can pro-
vide network application platform service. Database as a Service(DaaS) emerges and
conforms to this trend, which is more attractive for small enterprises who couldn’t af-
ford the expensive hardware and software, especially the expensive costs for hiring data
management expertise. Despite of advantages of the DaaS paradigm, it also introduces
security and query efficiency problems due to the possible untrusted or malicious DSP.
Most of the proposed papers[2] and [3] are focused on using encryption, especially
symmetric encryption algorithm, to guarantee the confidentiality and authorized access
of the delegated data, and using partition based index to execute privacy preserving
range query[8], [9].

However, data encryption and decryption operations are time consuming, and the
query results always consist of many irrelevant data tuples. In this paper, we present a
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Fig. 1. Secret share based system architecture

secret share based scheme to guarantee the confidentiality of delegated data. And what
is more important, we construct a privacy preserving index to accelerate query and to
help return the exactly required data tuples. We illustrate our secret share based system
architecture in Fig. 1.

– As the general DaaS paradigm, there are three types of entities in our architec-
ture, Data Owner(DO), Data Requestor(DR), and Database Service Provider(DSP).
However, in our approach there is a set of DSPs, not one, who cooperate to guaran-
tee the confidentiality of delegated data.

– DO delegates his/her source database(Source DB) to n DSPs by using the secret
share function, in which DO divides a private data in source database into n shares
by using the secret share function, and each share is delegated to one different DSP,
such as share1 for DSP1, share2 for DSP2, and sharen for DSPn respectively.

– DR transforms a query into the privacy preserving form by using the query transfor-
mation function, and derives the real query results by using the secret computation
function in terms of the returned results from any k different DSPs.

The contributions of our paper are in the following:

– This paper introduces efficient secret share scheme[1] to guarantee the confiden-
tiality of delegated data, in which a private data is divided into n shares(n is the
number of DSPs), and then each share of them is delegated to one different DSP.

– We construct an ordered privacy preserving index through combining the partition
and encryption techniques, which can be used to accelerate data access for DRs
online without disclosing data privacy.

– In order to guarantee the privacy of query from DRs in client, the submitted query is
transformed into a private form in terms of the proposed privacy preserving index.

– We evaluate our approach with empirical data from two different aspects, security
analysis and efficiency evaluation respectively.
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The rest of the paper is organized as follows. Section 2 first introduces the preliminary
knowledge about the secret share scheme. Then we describe the secret share based
storage model and give the general concept of privacy preserving index in section 3.
We elaborate our proposed privacy preserving index in section 4. Section 5 describes
the query transformation and processing in terms of the proposed privacy preserving
index. Then comes the experiment evaluation in section 6. Finally we give the related
work and conclusion in section 7 and section 8 respectively.

2 Preliminary

In this section, we first introduce the secret share scheme and its related properties, then
describe how to divide and delegate a private data to n DSPs by using the secret share
scheme, and finally describe how DR reconstructs the required private data from any k
different shares of n DSPs.

2.1 Secret Share Scheme

In cryptography community, everyone knows that encryption or decryption algorithm
can be publicly known, but the secret or private key must be kept secret. That is to say,
the security of secret key is critical to the security of encrypted data. Once the secret
key is leaked, the encrypted data will be in danger or leaked to the malicious attackers.
Shamir[1] proposed a secret share scheme to protect the security of secret key, where a
secret key can be divided into n shares, and each share is distributed to one participant,
only the designated number of participants like k or more participants like t, t > k
together can reconstruct the secret key. The scheme is called (k, n) threshold scheme if
and only if it satisfies the following two properties:

– Knowledge of any k or more than k of n shares makes the secret key easily com-
putable.

– Knowledge of any k−1 or fewer than k−1 of n shares makes the secret completely
undetermined.

In order to understand our approach clearly, we give the definition of share used
throughout the paper as follows:

Definition 1. A share is the result value y by computing the following polynomial on
inputting a known x.

y = f(x) = ak−1x
k−1 + ak−2x

k−2 + ... + a1x + a0

where ak−1, ak−2, ..., a0 ∈ Fq, q is a large prime, Fq is a finite domain on q, a0 is the
secret value.

From the definition above we know that n shares are y1, y2, ..., yn computed from
known x1, x2, ..., xn respectively, and the polynomial y = f(x) can be reconstructed
from any k known pairs (xi1, yi1), (xi2, yi2), ..., (xik, yik) of n pairs (x1, y1), ..., (xn, yn).



Privacy Preserving Query Processing on Secret Share Based Data Storage 111

2.2 Data Division at DO

Assume there are one DO, n DSPs, and many DRs. DO wants to use the database
service provided by DSPs to relieve him/her from expensive database management.
In order to prevent the delegated database from reading by the possible untrusted or
malicious DSPs and other attackers, DO first uses the secret share function in Fig. 1 to
deal with the private data in source database and then delegates them to n DSPs. After
that DRs in client can access the delegated database from n DSPs conveniently and
efficiently without revealing any data privacy. For simplicity, assume there is only one
table Employees in DO’s source database, and there are three attributes empno, name,
and salary respectively in Table 1. The unit of salary is thousand, for example, 20 is
equivalent to 20000. In order to protect the private value of attribute salary, DO uses
the secret share function to divide each value for attribute salary to n shares and then
distributes each of them to one different DSP.

Table 1. Employees

empno name salary
20060019 Mary 20
20060011 John 35
20050012 Kate 40
20050001 Mike 50
20040018 Henry 75

Example 1. Assume the scheme is a (3, 5) threshold scheme created on finite domain
F103, then DO divides each numeric value vsal for salary attribute in Table 1 into 5
shares, and stores each share sharei into share table Employeesi at DSPi, 1 ≤ i ≤ 5,
such as five share1s into share table Employees1 at DSP1, ... , five share5s into share
table Employees5 at DSP5 respectively. In terms of the secret share properties above,
we know that any knowledge of less than 3 shares can’t reconstruct the private value.
The concrete private value division processing is as follows:

DO randomly chooses a polynomial on finite domain F103, such as

y = f20(x) = 20 + 18x + 3x2,

and selects the minimal generator g = 5 of prime q = 103. The following computation
is how to divide the private salary value vsal = 20 in Table 1 into five shares on finite
domain F103. The notation < x >q= y means that the result y is the remainder of
prime q divided by numeric value x, x ≡ y (mod q).

< 51 >103= 5, < 52 >103= 25, < 53 >103= 22, < 54 >103= 7, < 55 >103= 35

Assume X = {5, 25, 22, 7, 35} is a set of chosen xi, xi ∈ X such as x1 = 5, x2 = 25,
... , x5 = 35, then the five shares are computed as follows:

share(20,1) = f20(< 51 >103) =< 20 + 18 ∗ 5 + 3 ∗ 52 >103= 82

share(20,2) = f20(< 52 >103) =< 20 + 18 ∗ 25 + 3 ∗ 252 >103= 79
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Computed as above share(20,3) = 14, share(20,4) = 87, share(20,5) = 102. For sim-
plicity, we omit the notation <>, and the subscript 103, then 51 is equal to < 51 >103,
51 = 5,..., 55 = 35. After the computation above, DO sends share share(20,i) to DSPi,
1 ≤ i ≤ 5. Therefore each DSPi couldn’t gain the private salary value 20, because
he/she only knows one share of the private value. In fact even if more than 3 DSPs
collude they couldn’t derive the private salary value 20, since only the DO and the DR
belongs to DO who know the secret set X.

2.3 Private Data Reconstruction at DR

The DRs can access the delegated database from n DSPs, each of whom stores one
share table of the source database. When a DR wants to query from DSPs, he/she
needs to transform the query into at least 3 equal privacy preserving queries for any 3 of
5 DSPs. Assume share(20,1), share(20,2), and share(20,3) are the three shares, then
by using Lagrange interpolation the reconstructed polynomial is in the following:

y = 82·x − 52

5 − 52
· x − 53

5 − 53
+79· x − 5

52 − 5
· x − 53

52 − 53
+14· x − 5

53 − 5
· x − 52

53 − 52
= 20+18x+3x2

Setting x = 0 and computing f20(0) the DR can get the private salary value 20. All the
computation is implemented on the finite domain F103. The division of private value
35, 40, 50, 75 is the same as above.

In order to protect the private data against the untrusted or malicious DSPs, the values
for salary attribute and the corresponding random polynomials can’t be stored at DSPs,
each of them only stores one share for each private salary value. Otherwise the private
value will be leaked to the untrusted DSPs.

In fact by division, shareis for all salary values stored in sharei table at DSPi

are unordered even if the values of salary attribute in source database are ordered,
1 ≤ i ≤ 5. Therefore all the queries submitted by DR should be returned all shares
from any k DSPs, which will in turn result in the large communication and bandwidth
costs between the DR and any k of n DSPs, as well as large computation costs in DR.
However, in general, the DR has limit computation capability and lower bandwidth,
therefore the simple application of secret share scheme to guarantee the confidentiality
of the delegated data is not practical. In section 3 we will introduce the efficient secret
share based storage model and present the concept of privacy preserving index.

3 Storage Model and Privacy Preserving Index

We first introduce storage model by using the secret share based data division described
above, and then introduce the general definition of privacy preserving index.

3.1 Storage Model

In our approach, any relation in the following

R(A1, A2, ..., Am),
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where m ≥ 1, in source database at DO, will be stored into n DSPs in the form of the
following relation

Ri(key1, sharei(A1, i), ..., keym, sharei(Am, i))

where 1 ≤ i ≤ m, relation Ri is delegated to DSPi. key1, ..., keym is the extra in-
troduced key attribute for attributes A1, ..., Am respectively, and each key is ordered
in terms of the corresponding attribute values, such as key1 is ordered in terms of
attribute A1. How to generate the keys for different attributes will be introduced in
section 4. Each attribute keyi can be used to construct the index corresponding to at-
tribute Ai, and the constructed index will be used to accelerate the query processing at
each DSPi.

Example 2. Table 1 is divided into five tables by using the secret share scheme, in
which Table 2 is the delegated share table Employees3 for DSP3 to manage and
maintain. In Table 2 the attribute name starting from character k represents the added
key attribute for the corresponding attribute in source database. For instance ksal is the
key attribute for attribute salary. The attribute name starting from character s represents
the share attribute for the corresponding attribute in source database. For instance ssal

is the share attribute for attribute salary.

Table 2. Employees3

kno sno kname sname ksal ssal

no214 20 name303 99 sal100 14
no211 38 name301 101 sal101 62
no212 65 name302 57 sal102 39
no210 18 name304 79 sal103 56
no213 34 name300 33 sal104 91

As a matter of fact, not all attributes kno, kname and ksal should be added, we only
add key attributes for the attributes which are accessed frequently, such as ksal. There-
fore in practical application, the keys added may be much less than those are showed
in Ri.

3.2 Privacy Preserving Index

Definition 2. Privacy preserving index is an index which can make the untrusted DSP
to evaluate queries correctly with minimal information leakage.

A partition based index is proposed in [3], in which an attribute domain is partitioned
into a set of buckets, and each bucket is identified by a tag. These bucket tags are main-
tained as an index and are used by the untrusted DSP to accelerate queries. The bucket
tags leak less information about the source data, that is to say, the DSP can’t derive
the private data from the delegated bucket tags. For example, assume the salary at-
tribute in Table 1 is partitioned into three buckets, so the range of each bucket is [0, 40),
[40, 80), [80, 120) respectively. Each bucket is given a tag by using a map function, such
as 4, 2, 7 respectively, and the bucket tags are sent to the untrusted DSP as an index.
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Therefore for an exact query or obfuscated rang query from DR, the DSP returns a
superset of tuples in terms of the partition based index, which include many irrelevant
tuples.

However, the returned irrelevant tuples will result in large costs of communication,
and large extra computation for the DR to decrypt them, and moreover lead to more than
k times of that in one DSP scenario. So in the subsequent section 4 we will introduce
our proposed privacy preserving index, which is expected to only retrieve the required
or a small superset of tuples from any k of n DSPs.

4 Proposed Privacy Preserving Index

In order to give an efficient solution to the problems resulted by query on unordered
data and minimize the returned irrelevant tuples, we construct a privacy preserving B+
tree index on the ksal attribute for n DSPs to share. The constructed B+ tree index can
accelerate query without leaking data privacy, because the values of ksal attribute and
the shares for salary attribute are irrelevant. So even if an attacker or a malicious DSP
knows the values of ksal attribute and the corresponding shares of salary attribute,
he/she couldn’t derive the real values of salary attribute. In the following subsections,
we will present the construction of privacy preserving B+ tree index from two functions,
key generation function and index creation function.

4.1 Key Generation Function key generation

We define an algorithm named as key generation in Fig. 2 to generate keys for pri-
vate attribute values, such as salary attribute in Table 1. In steps 1 − 4, we first divide
a specific domain different from salary domain into N uniform buckets bucket ids.
Then in steps 5− 6 of the for loop the algorithm generates a random key to encrypt the
corresponding salary value to the encrypted sal. Finally in step 7 the algorithm con-
catenates bucket id and encrypted sal and takes the concatenating result as key sal.
After the for loop all values of key sals are in order in terms of the corresponding
bucket ids and stored into the delegated Table 2 as values of attribute ksal.

key_generation(domain_start, domain_end, int N)            // executed by DO
// domain_start and domain_end are the first and the last number in the domain
// N is the number of private value for some private attribute, such as salary
1.  Divide the finite domain into at least N uniform buckets
2.  For each bucket range from bucket_satrt to bucket_end
3.     Generate a random seed
4.     bucket_id=generator(seed)%(bucket_end-bucket_start)
5.     Generate a random secret_key
6.     encrypted_sal=E(the value of salary, secret_key)
7.     Concatenate the bucket_id and  encrypted_sal to form the key_sal
8.     Save the seed and the key_sal as the metadata for the subsequent query
//key_sal is ordered in terms of the bucket_id
//E is a symmetric algorithm

Fig. 2. The key sal generating algorithm for salary attribute
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Example 3. The salary attribute is usually used in the where clause for queries submit-
ted by DRs, but it is usually private. In order to accelerate the query as well as protect
the private value of salary attribute against the malicious DSPs or attackers, we adopt
the secret share based scheme to implement the confidentiality of private salary and use
key generation algorithm to generate key sals for each salary value. For instance, the
key sal for salary value 20 is generated in the following steps:

– Through steps 1 − 4 in Fig. 2, the bucket id for value 20 is 37, bucket id = 37.
– Choosing a symmetric algorithm DES and a random key in steps 5 − 6 to generate

the encrypted value i89uhgnk for value 20, encrypted sal = i89uhgnk.
– Concatenating the results from the steps above obtains the key sal for value 20,

that is key sal = bucket id||encrypted sal = 37||i89uhgnk = 37i89uhgnk.

key_sal 37i89uhgnk 128h8jbka8g 279sudvyjl3 333ij9kyfbh 471rfyhujl2

bucket_id 37 128 279 333 471

encrypted_sal i89uhgnk h8jbka8g sudvyjl3 ij9kyfbh rfyhujl2

salary 20 35 40 50 75

Fig. 3. The key sal for each salary value

Fig. 3 lists all key sals for each value of salary attribute in Table 1 by using
key generation. The security of encrypted value is determined by the security of the
secret key chosen.

4.2 Index Creation Function index creation

We present an algorithm index creation in Fig. 4 to construct a B+ tree index based
on the key sals generated above. In our approach, we sort the key sals in term of its
former part bucket id. And then construct the B+ tree index like the standard B+ tree
algorithm. The proposed index satisfies the following properties:

– The proposed B+ tree index meets with the definition of privacy preserving index
in section 3.2. The former part of key sal is irrelevant with the salary value, and
the latter part is the encrypted value of salary value. So DSP can’t derive any infor-
mation useful to breach the private salary except for the order of salary.

– We introduce another bucket named as bucket pointer for each pointer field in the
leaf node on the B+ tree index. The bucket pointer consists of n rows, and each
row consists of two fields, one is the identifier field for DSPi, and the other is the
pointer field which points to the record in the delegated database at DSPi with key
value equaling to the value of the data field on the leaf node.

– n DSPs can share the same B+ tree index without leaking any private information.
Each DSPi locates the corresponding record with the designated query key in term
of the id of DSPi in the bucket pointer. This property makes the query efficient
and save much storage for each DSPi.
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index_creation(Relation R)            // executed by DO
// R is any relation in the datatabe of DO,such as relation Employees
1.  For each key_sal computed from the algorithm key_generation
2.     Sort all key_sals in term of the former part in the key_sal
3.  Create B+ tree in terms of the sorted key_sals
//  The data field is filled with the key_sal not the former part
// The pointer is the same as the pointer in the standard B+ tree

Fig. 4. The index creation algorithm for key sal

128 333
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Fig. 5. The B+ tree for key sal

– The proposed B+ tree index supports the exact query and range query efficiently
and securely. This property makes the DSPs minimize the returned results and re-
lieve DRs from computing many results irrelevant to the submitted query.

Example 4. Fig. 5 is an B+ tree index instance for key sals generated above. For
simplicity, we only put the former part bucket id of key sal into the data field such
as 37, 128, however, in the practical B+ tree the concatenating results key sal =
bucket id||encrypted sal is filled in the data field. For example, 37 is 37i89uhgnk,
128 is 128h8jbka8g in fact. In Fig. 5 we list the bucket pointer for pointer field of key
value 37i89uhgnk, which consists of five rows, one row for each DSPi, 1 ≤ i ≤ 5, in
which DSPiid is the identifier for DSPi, Pi is the pointer pointing to the record with
key value 37i89uhgnk at DSPi.

In our approach the same value of salary will be mapped into different key sals.
That is to make the former part and the latter part both different by using different
secret keys to encrypt the same value of salary. In order to describe how our proposed
B+ tree index support all kind of queries efficiently, we will give the concrete query
processing in next section. But due to the space limitation, we only focus on the exact
and range query processing.
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5 Query Processing

In this section we describe how to process queries submitted by DRs on the architecture
in Fig. 1. For simplicity, we will take Table 1 and one of its corresponding secret share
based Table 2 as relations. For any query, DR first needs to do the following steps to
transform the submitted query into a private form:

– Encrypting the salary value in where clause into its corresponding encrypted value
under the DR’s secret key.

– Comparing the encrypted value with the latter part of the key sal in the metadata,
until find the correct key sal.

– Rewriting the query in terms of the value computed above.

Example 5. Suppose the exact query submitted by DR is as follows

SELECT name FROM Employees WHERE salary=35

it is transformed into the following private form in term of the three steps above:

SELECT snamei FROM Employeesi WHERE ksal = 128h8jbka8g

where 1 ≤ i ≤ k, k is the at least number of DSPs. Then DR submits all k query shares
of any k of n DSPs. Each DSPi searches the share share(name,i) for attribute name
in his/her own delegated database under the condition key sal = 128h8jbka8g, that is
to say, ksal = 128h8jbka8g. When searching to the leaf node, DSPi finds the record
pointer in the bucket pointer on the condition that DSPiid equals to the id proposed
by the corresponding DSPi.

Example 6. Suppose the range query submitted by DR is in the following

SELECT name FROM Employees WHERE salary ≥ 35 and salary ≤ 50

it is transformed into the following private form in term of the three steps above:

SELECT snamei FROM Employeesi WHERE F (ksal) ≥ 128 and F (ksal) ≤ 333

F is a defined function by DO, and used to extract the former part of ksal. The salary
range above has the corresponding start value and end value in the delegated database.
However, not all query in which the start value or the end value for salary is in the
predefined delegated database. Therefore if DR submits query in the following form:

SELECT name FROM Employees WHERE salary ≥ 30 and salary ≤ 60

where neither the start value 30 nor the end value 60 for salary are in the delegated
database. Therefore DR first executes a binary search to find the maximal value which
is less than or equal to 30 and the minimal value which is larger than or equal to 60.
These can be implemented easily because we construct an order preserving bucket id.
After this, DR computes the corresponding key key max for the minimum and key
key min for the maximum. Finally, each DSPi searches the snamei for attribute name
in his/her own delegated database under the condition F (ksal) ≥ F (key max) and
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F (ksal) ≤ F (key min). Since we construct a B+ tree index based on the order pre-
serving bucket id which keeps the same order with the practical salary value, each
DSPi can only return the required tuples. After receiving all shares snameis from each
DSPi, DR or DO can obtain the practical results by reconstructing the polynomials for
name attribute values.

6 Experiments Evaluation

Due to the space limitation we only analyze the security and efficiency of our approach
through the following experiments.

6.1 Security Analysis

The blue line in Fig. 6(a) is based on the AMD sempron(tm) processor 1.6GHz PC with
RAM 512M, 80G hard disks, VC++6.0 as the integrated development environment.
The pink line is based on the Intel(R) Core(TM)2 Duo CPU, 2.33GHz PC with RAM
2G and 160GB hard disks, VS.NET 2008 as the integrated development environment,
coding in C++ with Framework 3.5.

Aggarwal et al[7] proposed a distributed architecture, which took use of two different
DSPs to implement the privacy guarantee for sensitive data. The query in proposed
distributed architecture is efficient, however, the data privacy is completely determined
by the condition that the two DSPs are unable to communicate directly with each other.
In fact they need not even be aware of each other’s existence. Once one of the provider
is compromised, the important private information such as the credit card number or
salary will be leaked. Compared to theirs, the privacy guarantee in our approach doesn’t
depend on the DSPs, but determined by the trusted DO and DRs. And the DSPs in our
approach can communicate or collude freely with each other, which couldn’t endanger
the privacy of sensitive data. Only the DR colludes with at least k DSPs, does the privacy
for the very DR be leaked.

In the information theoretically secure aspect, from Fig. 6(a) we know that if an
attacker or the DSP doesn’t know the prime number used by DO, he/she must take
more time or exploit large scale computation on multi-computers to gain the appropriate
prime number, because the computing time is sharply increasing with the decimal digits
of prime over 8. It is shown in Fig. 6(a) that the computing time is sharply increasing
to more than 1500 seconds(almost half an hour) in the blue line, even reach to 2200
seconds in the pink line.

In conclusion, the proposed approach is information theoretically secure and can be
proved as secure as other common cryptographic primitives.

6.2 Efficiency Evaluation

We experiment on the Intel(R) Core(TM)2 Duo CPU, 2.33GHz PC with RAM 2G and
160GB hard disks, VS.NET 2008 as the integrated development environment, coding
in C� with Framework 3.5, and SQL Server 2005 as the database server. We use five
synthetic relations Ri, 1 ≤ i ≤ 5, each contains two independent attributes att1 and
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Fig. 6. The prime computation in (a) and search time comparison in (b)

att2. The size of the tuples are 1·104, 5·104, 10·104, 50·104, and 100·104 respectively.
In addition, attribute att1 is the primary key for all five relations. We choose SHA-1 as
the hash function and DES as the encryption algorithm.

Time Comparison Between Hash Based Searching and Our Index Based Searching
From Fig. 6(b) we know that the searching time based on the B+ tree(red line) is almost
0 seconds, but the searching time based on the SHA-1(pink line) grows fast when the
number of the tuples are more than 1000 tuples. The SHA-1 approach proposed by
[4] is to change the key in source database into the corresponding digest in delegated
database. The digest can protect the privacy of data when the join happens among multi-
tables from different n DSPs. For example, the searching time is 0.031 seconds in red
line, however the searching time is 95.797 seconds in pink line, which is almost three
thousands times that in the red line. So the proposed approach is much efficient than
that in SHA-1 based approach. The quick speed in the red line mainly depends on
the B+ tree index constructed on the key sal. In contrast, the SHA-1 approach should
search the whole database under the condition that the searching digest equals to the
digest stored in the delegated database. Our approach can be applied to the range query
well, however, the SHA-1 approach works bad because of the unordered key resulted
by using the hash function.

The Comparison Between Encryption and Polynomial Computation
From Fig. 7 we know that the encryption time in green line and the polynomial compu-
tation time in blue line are almost the same with the number of tuples less than 5 · 104,
but the encryption time is growing faster than that of the polynomial computation with
the number of tuples more than 10 · 104.

The data extension in data encryption is much more than that in polynomial compu-
tation, for example, if the size of original relation is 0.172MB, then the corresponding
encrypted relation is 0.398MB, but the corresponding polynomial relation is 0.172MB,
Table 3 lists all the five relations with their corresponding data extension. The del-
egated relation in the polynomial computation has the same size with the original
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Table 3. Data extension vs. tuple size

Relation(MB) 0.172 0.828 1.648 8.211 16.414
Encryption 0.398 2.016 4.039 28.445 58.961
Polynomial 0.172 0.828 1.648 8.211 16.414

relation, while the delegated relation in the encryption has more than three times that in
the original relation, and the data extension even more larger with the size increasing of
the original relation. So the communication and bandwidth costs between the DO and
the DSP in the encryption must be more higher than that in the polynomial computation
resulted by the different data extension.

In conclusion, our proposed approach is secure and efficient compared to the en-
cryption or hash based approach. The constructed index based on the constructed key
improves the query efficiency greatly. And the information leakage does not depend on
DSPs, but the DR and the DO. That is to say, even if the DSPs collude, they couldn’t
leak private information delegated by DO.

7 Related Work

The concept of DaaS is first proposed by Hacigumus et al[2], in which a prototype
system NetDB2 was developed. NetDB2 resolved two important challenges about data
privacy and performance in DaaS scenario. From then on a lot of related papers are
proposed[3], [10], [11], [5], but most of which used the encryption algorithm to pro-
tect the confidentiality of delegated data, and used asymmetric encryption algorithm to
implement the integrity and completeness.

However, encryption on data makes the usability of the delegated encrypted database
worse. In order to improve the usability of the delegated encrypted database most cur-
rent proposed approaches[9], [11], are based on exploiting index information, which is
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stored together with the delegated encrypted database. This is used to help the service
provider select the returned data for the query without the need of decrypting the data.
Especially the order preserving encryption function proposed in [8] can support range
queries and is adopted widely in many subsequent schemes. However, because of the
low speed of the software-based encryption[13], [14] experiments database encryption
efficiency through three different dimensions by adopting software encryption, hard-
ware encryption, and hybird encryption respectively. Finally, they concluded that the
hybird encryption on database-level is most efficient and can prevent theft of critical
data and protect against threats such as the storage theft and storage attacks.

Almost all of the schemes proposed above are implemented by using encryption to
protect the data privacy, However, as we all know that the encryption and decryption
on large amount of data are time consuming[13], [14], and the query results always
consist of many irrelevant data tuples besides the required data tuples[9], [10]. In order
to overcome the inefficiency problems of the encryption for cinfidentiality guarantee,
[4], [5], [6] proposed a new way to protect data confidentiality, that is the secret share
based, not encryption based, data storage. However, the schemes proposed by [4], [5],
[6] couldn’t give an efficient privacy preserving index to accelerate the query speed.
In this paper, on one hand we present an information theoretic secure secret share[1]
based approach, not encryption based, to guarantee the confidentiality of the delegated
data at n DSPs , and on the other hand we construct a privacy preserving index to
accelerate the query speed and help return the exactly required data tuples. Finally we
present the query transformation techniques at DRs to access the delegated database
from different DSPs.

8 Conclusions

Due to the paper limitation, we couldn’t list all my algorithms and query processing
proposed and couldn’t provide all kinds of experiment evaluation from different aspects
either. We will give the unwritten part in another full paper. In this paper we proposed
a privacy preserving index for n DSPs on secret share based data storage, in which the
index is constructed on the added key generated through the concatenation between the
bucket id and the encrypted private value. Finally we analyze the security and efficiency
of the proposed approach from two different angles.

Our future research interest is to focus on implementing the integrity verification
based on the secret share based data storage. Then we will design a secure middleware
as a middle interface among the different three parties, the DO, DRs and DSPs in DaaS
scenario. The middleware can deal with the integrity, confidentiality and privacy pre-
serving security. Finally we will develop a client tool to guarantee the correctness of the
returned results from the n DSPs.
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Abstract. Weighted social network has a broad usage in the data mining fields,
such as collaborative filtering, influence analysis, phone log analysis, etc. How-
ever, current privacy models which prevent node re-identification for the social
network only dealt with unweighted graphs. In this paper, we make use of the
special characteristic of edge weights to define a novel k-weighted-degree anony-
mous model. While keeping the weight utilities, this model helps prevent node
re-identification in the weighted graph based on three distance functions which
measure the nodes’ difference. We also design corresponding algorithms for each
distance to achieve anonymity. Some experiments on real datasets show the ef-
fectiveness of our methods.

1 Introduction

With the popularity of social network websites, such as Facebook, LinkedIn, and Twit-
ter, more and more social network data are available for the public to analyze social
connections and user online behaviors. However, social network users might not want
to be found in the social network due to their privacy concerns. As a result, those social
network websites have to be careful when they publish their user data or provide API
to third parties to develop new applications.

Lots of research has been done to generate anonymized social graphs. The published
graph should make sure an attacker could not re-identify any user in the graph using
the structural information, such as a node’s degree [9], the neighborhood graph [14],
the whole graph [8][16], etc. For example, given a graph G, for any node u, if there
are another k− 1 nodes that have the same degree as u, we call G k-degree-anonymous
graph. For this graph, if an attacker uses a node’s degree information to re-identify it, he
will always get at least k candidates. These pioneering works all treat the social graph as
an un-weighted graph. However, in reality, many social networks are weighted graphs
[10][7]. How to publish a privacy preserving weighted graph becomes an important
problem. Two works [10][7] considered how to protect the edge weights in weighted
graphs. But no work has been done on how to prevent node re-identification when the
edge weights also work as part of an attacker’s background knowledge. For example,
Figure 1(a) is already a 2-degree-anonymous graph. Besides a node u’s degree, if an
attacker also knows the weights on the edges adjacent to u, he can still successfully
re-identify u. Suppose an attacker knows there are two edges connect to Bob and the
weights on these two edges are 1 and 2 respectively, the attacker can immediately re-
identify node A is Bob in Figure 1(a). Target on this problem, in this paper, we study
how to prevent node re-identification in weighted graphs.

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 123–137, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The naive way to anonymize a weighted graph is to make the nodes with the same
structure (e.g. the same degree) also have the same weights on the corresponding edges.
We call a graph G which satisfies the above constraint as the strict weighted anonymous
graph. For k-degree-anonymous model, we should make sure for any node u, there are
at least k−1 other nodes which have the same degree as u and the weights on the edges
adjacent to these nodes are also the same as u. One way is to generalize the weight to
a certain range. Figure 1(a) is a 2-degree-anonymous graph. In it, M, N have the same
degree and A, B, C have the same degree. Figure 1(b) is a strict weighted 2-anonymous
graph by generalizing the weights. The shortcoming of this solution is quite obvious. To
mine such an anonymized graph, it needs to sample the graph (assign a concrete weight
for each edge within this edge’s weight range) and it is unclear how many graphs have
to be sampled in order to achieve the required accuracy. Furthermore, since each edge is
adjacent to two endpoints, its weight influences two nodes. This makes the final weight
range of each edge become very large. Instead of generalizing the weights, we can
also use a new weight value to replace each weight. If we apply strict anonymous to
Figure 1(a) to let each edge have one weight value, we can get an anonymized graph
as shown in Figure 1(c). Since the weight on each edge influences this edge’s two end-
points, we might change most or all weights to be the same (as shown in Figure 1(c)).
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Fig. 1. Anonymous Examples

The strict weighted anonymous model helps to avoid node re-identification in a
weighted graph. However, weight is a special label in a social network. It is only use-
ful when the weights in the graph have different values. Otherwise, the data mining
technique could not mine the useful results. As a consequence, when anonymizing a
weighted social graph, we could not adjust all weights to the same value or a group of
values. Let’s consider the special characteristic of edge weights. Weight is a numerical
number which is converted from some properties of social network. Although all the
converting algorithms try to represent the same fact, they may use different values. The
attacker could not get the complete information about what algorithm the publisher uses
to construct the graph. Therefore, the attacker is impossible to get the exact number. He
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can only estimate a number around the exact value based on the fact he knows. It is
not necessary to keep the weights in the same group identical. If we assume weights
with less than 20% difference could be considered as equal, then we can have a loose
anonymous version of the graph (as shown in Figure 1(d)).

Moreover, different extraction algorithms may use different metrics to represent the
social network. Thus the edge weights may have different values using different graph
generation algorithms. For example, the transactions between two companies can either
be represented by dollars based on billions, or by euro based on millions. We can either
enlarge or shrink the weight with the same ratio on the whole graph when publishing
it. For example, we can multiply an a in the graph and get the same graph properties as
shown in Figure 1(e). In this case, an attacker could only know the relative weight of a
certain user in the social graph. For example, an attacker knows that Alice cooperated
with 2 other researchers in the past and the ratio of these two collaboration weights is
around 2. He does not know what metric the published graph uses. Thus all the nodes
whose degree is 2 are candidates if their two weights’ ratio is also around 2. Therefore,
it is more important to protect the ratio between weights other than the real value. We
can have Figure 1(f) as the published graph which is very similar to Figure 1(a).

In this paper, we assume the attacker may know one node’s degree information and
the weight information on the edges adjacent to this node. We propose a k-weighted-
degree anonymous model to prevent the node re-identification using this background
knowledge. Moreover, we make use of the numerical characteristic of the edge weights
which improves the utilities of the published graph. The k-weighted-degree anonymous
model is defined on three different distances which an attacker might use to re-identify
a user. We propose graph construction algorithms for each distance definition in order
to publish an anonymized graph.

The rest of the paper is organized as follows: Section 2 defines the problem.
Section 3 defines three different distances and Section 4 describes the graph construc-
tion algorithms. We report the experiment results in section 5. Comparison of our
work with related previous works is given in Section 6 followed by the conclusion in
Section 7.

2 Problem Description

In this paper, we focus on preventing node re-identification in a weighted graph. For
a node u, the weights on the edges adjacent to it can be represented as a sorted num-
ber sequence W , which is called node u’s weight sequence. For example, node N ’s
weight sequence in Figure 1(a) is (1, 2, 5). Then, for any two nodes u and v that already
have the same degree, the difference between u and v can be measured by the distance
between their corresponding weight sequences. (See Section 3 for the details of the dis-
tance between weight sequences). Based on the distance between weight sequences, we
can give the definition of k-weighted-degree anonymous on a weighted graph:

Definition 1. k-weighted-degree anonymous: for a weighted graph G, it is k-weighted-
degree anonymous if and only if for each node u, there are at least k − 1 other nodes
having the same degree as u and the distance between the weight sequences of u and
anyone in these k − 1 nodes is within a threshold t.
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The threshold t is the users’ equal expectation [7] on two weight sequences. The prob-
lem we solve in this paper is:

Problem 1. k-weighted-degree anonymous problem: given a weighted graph G, an in-
teger k and a threshold t, convert G to a k-weighted-degree anonymous graph G′ with
the minimum cost of edge change.

Here, the cost of “edge change” contains two parts: 1) The number of edges added/deleted;
2) The total weight change on edges.

3 Distance between Weight Sequences

In this part, we define three distances between weight sequences. The first two are based
on the absolute values of weights and the last one is based on the ratio between weights.

3.1 Absolute Distance

In [11], a distance based on EMD (Earth Mover Distance) is defined to compare two
distributions. The weight sequence can be transformed to a distribution on real numbers
(weights) that appear in the sequence. For example, Table 1 shows the distribution of
node N ’s weight sequence in Figure 1(f). Thus, the distance between two weight se-
quences can be represented as the EMD between the two corresponding distributions
on real numbers. For two distributions on the numerical values {v1, v2, ..., vm} with
ordered distance (the distance between two values is based on the number of values
between them in the total order), the EMD distance between them is computed by:

d =
1

m − 1

m∑
i=1

|
i∑

j=1

ri| (ri = di − d′i) (1)

where di and d′i are the corresponding values on vi in two distributions respectively.
Since the distributions of two weight sequences may be on two different real num-
ber sets, we need to combine these two real number sets together before comput-
ing the EMD distance. For two ordered real number sets V1 = (v1, v2, ..., vp) and
V2 = (v′1, v′2, ..., v′q), we can compute a new real number set N = (n1, n2, ..., nm)
where n1 = min(v1, v

′
1), nm = max(vp, vq), V1 ⊆ N , V2 ⊆ N and for ∀i < m,

ni+1−ni = constant. After getting this new real number set, the two distributions can
be put on this new set and the EMD between them can be computed using Equation 1.

For example, the distributions of nodes M and N ’s weight sequences in Figure 1(f)
are shown in Table 1 & 2, their new distributions on the combined numerical set are
shown in Table 3. The distance between M and N = (0.33+ 0.33+ 0.33+ 0+ 0.33+
0.33+0.33+ 0.33+0.33+ 0)/9 = 0.293. We give Lemma 1 to compute this distance
on weight sequences directly without transforming them to distributions.

Table 1. Node N ’s weight sequence distribution

weight sequence 1 2 5
distributionN 0.33 0.33 0.33

Table 2. Node M ’s weight sequence distribution

weight sequence 2 4 10
distributionM 0.33 0.33 0.33
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Lemma 1. For two weight sequences (x1, x2, ..., xn) and (y1, y2, ..., yn), if the corre-
sponding distributions of X , Y are DWSX and DWSY , EMD(DWSX , DWSY ) =

1
n(max(xn,yn)−min(x1,y1))

∑n
i=1 |Xi − Yi|.

Due to the space limitation, we ignore the proof here. For node M and N in Figure1(f),
EMD(M, N) = 1+2+5

3∗(10−1) = 0.293.

Table 3. Combined distributions of node M and N ’s
weight sequences

1 2 3 4 5 6 7 8 9 10
distribution′

N 0.33 0.33 0 0 0.33 0 0 0 0 0
distribution′

M 0 0.33 0 0.33 0 0 0 0 0 0.33

Table 4. weight sequence example

S1 0.1 0.2 0.3 0.4
S2 0.3 0.4 0.5 0.6
S′

1 1000.1 1000.2 1000.3 1000.4
S′

2 1000.3 1000.4 1000.5 1000.6

We name EMD as Absolute Distance and use Disabs to represent this distance for
the rest part of our paper. The value of Absolute Distance is between [0, 1].

3.2 Relative Distance

The Absolute Distance does not consider the relativity between the distance and the
original sequences. For example, in Table 4, Disabs(S1, S2) = Disabs(S′

1, S
′
2). How-

ever, comparing with S1 and S2, S′
1 and S′

2 are almost the same. In order to handle this
problem, we give another distance definition:

Definition 2. Relative Distance: the relative distance between two weight sequences
A(a1, a2, ..., an) and B(b1, b2, ..., bn) equals max(2|ai−bi|

ai+bi
).

This definition counts the maximum relative change from one weight sequence to the
other comparing with the mean value on each position. By doing this, the distance
relative to the original values of the two sequences can be represented. We use Disrel

to represent the Relative Distance. The value of Disrel is between [0, 2).

3.3 Rate Distance

In many situations, an attacker can only use the relative weights among the neighbors of
one node instead of using the absolute values of them. For example, company A has two
cooperating companies and one of them has 3-5 times flow with A than the other. The
attacker cannot know the exact metric that the data publisher uses to represent the flow.
The flow may be based on thousand dollars, or based on million dollars. The weight
sequences such as (1, 3.5), (10, 35) and (0.1, 0.35) can all be used to show node u’s one
edge has 3.5 times weight than the other. Therefore, we define another distance based
on the rate between one item and the smallest item in the same weight sequence.

Definition 3. Rate Distance: the rate distance between two weight sequences A(a1, a2,
..., an) and B(b1, b2, ..., bn) is defined as max(max(aib1

a1bi
, a1bi

aib1
)).
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The Rate Distance computes the maximum ratio between the relative weights appearing
in the same position in two weight sequences. We call max(aib1

a1bi
, a1bi

aib1
) as the rate at

position i. The minimum distance (the distance between two same weight sequences) is
1. When using this distance, weight sequences such as (1, 3.5), (10, 35) and (0.1, 0.35)
can be seen as the same. (1000, 4000) and (0.01, 0.04) also have the same distance to
(1, 3.5), (10, 35) and (0.1, 0.35). We use Disrate to present this distance for the rest
part of our paper. The value of Disrate is between [1, +∞).

In this paper, we also use Distance(u1, u2) to directly represent the distance be-
tween two nodes u1 and u2. We use the words “cluster” and “group” interchangeably.

4 Graph Construction Algorithm

Before presenting the details of our k-weighted-degree anonymous graph constructing
algorithms, we first show the hardness of Problem 1.

Lemma 2. k-weighted-degree anonymous problem is NP-Hard.

We prove the k-weighted-degree anonymous problem is NP-Hard from the r-Gather
Problem [1]. Due to the space limitation, we ignore the proof here.

4.1 Algorithm Structure

We design a four step algorithm to construct a k-weighted-degree anonymous graph:

1. Construct a k-degree-anonymous [9] graph G′ from G which minimizes the change
of the edge number;

2. Assign weights on each new added edges;
3. Classify the nodes into groups with the same degree, where each group has size

≥ k and the diameter of each group is as small as possible;
4. Adjust weights on edges to ensure the diameter of each group ≤ t.

where the diameter of a cluster is the maximum distance between any two nodes in it.
Firstly, we use the algorithm in [9] to construct a k-degree-anonymous graph with

the minimum edge change. Through the algorithm in [9], we can obtain a k-degree-
anonymous graph by adding edges. Next, we introduce how to implement steps (2)-(4).

4.2 Assign New Weights

When a group of new edges are added into the graph G to achieve a k-degree-anonymous
graph G′, we should set weights on the new created edges. For a new created edge e,
we want to set the edge weight as similar as its “neighbors”. Here “neighbors” means
the edges sharing the same endpoints with e. So we compute the mean edge weight of
all the “neighbors” of e and set it as e’s weight.

4.3 Clustering

In the k-degree-anonymous graph G′, for each degree, there are at least k nodes. Some-
times, for a certain degree, there are more nodes than k. So in step (3), we classify the
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Algorithm 1. Clustering

Set superGroups = new Set;1

for Each node u in G′ do2

Group gn = new Group(u);3

if superGroups.Contains(u.degree) then4

Set sgn =5

superGroups.getSet(u.degree);
sgn.addGroup(gn);6

else7

Set sgn = new Set(u.degree);8

sgn.addGroup(gn);9

superGroups.add(sgn);10

for Each Set sgn in superGroups do11

Sort sgn by group size;12

while sgn[0].size < k do13

Group gn = sgn[0];14

Remove sgn[0];15

for Each group gn′ in sgn do16

gn′.merge cost = cost of17

gn ∪ gn′;

Sort sgn by the merge cost;18

merge sgn[0] with gn;19

Sort sgn by group size;20

nodes with the same degree to groups so that each group has size bigger than or equal
to k with the minimum group diameter. Then, in step (4), we can adjust the diameter of
all the groups less than t with the minimum weight change.

The problem that needs to be solved in this step can be formulated as:

objective : min
∑

i

(cost that makes Diameter(Clusteri) ≤ t)

subject to : ∀i, |Clusteri| ≥ k;
∀i, ∀ni, nj ∈ Clusteri, Degree(ni) = Degree(nj);

We design an incremental algorithm as shown in Algorithm 1 to cluster the nodes to
groups. The algorithm first creates one group for each single node and stores the groups
with the same degree into the same set. Then, for each degree, we sort its corresponding
group set by group size. If the minimum group size is less than k, we merge this group
with another group (the same degree) with the minimum merging cost. The merging
cost is estimated by the diameter of the merged group. We repeat this process until
all the groups have size ≥ k. In the worst case, the algorithm merges all nodes into a
single group with |V | merging operations. Each merging operation computes distances
between at most |V |2 pair of nodes. So the time complexity of this algorithm is O(|V |3).

4.4 Weight Adjustment

After the nodes are divided into groups, the diameter of each group should be adjusted
to a value ≤ t. The objective is to minimize the change of weights on all edges. So, the
problem that needs to be solved in this step can be formulated as:

objective : min

|E|∑
i

(|w′
i − wi|) ∨

|E|∑
i

(max(
w′

i

wi
,
wi

w′
i

))

subject to : ∀j, Diameter(Clusterj) ≤ t;
∀i, w′

i ∈ [minW , maxW ];

Where minW and maxW are the allowed minimum and maximum edge weights. For
the Absolute Distance and Relative Distance, the objective is to minimize the sum of
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weight changes on all edges (min
∑|E|

i |w′
i − wi|)). For the Rate Distance, since the

weight rate becomes the main concern, the sum of weight rate change becomes the

objective (min
∑|E|

i max(w′
i

wi
, wi

w′
i
))).

We design our adjusting algorithm based on the local optimized adjustment. That is
iteratively adjusting each group’s diameter ≤ t with the minimum weight change of
the edges in this group until all groups have diameters ≤ t. Since the weight on one
edge may appear in two nodes’ weight sequences, if these two nodes are clustered into
two different groups, this weight appears in two groups. In one group, the local optimal
adjustment may require decreasing this weight. While at the same time, in the other
group, the local optimal adjustment may need to increase this weight. This phenomenon
makes the local optimization vibrate some weights and fall in infinite loop. Target on
this problem, in our algorithm, we only allow each weight be adjusted in one direction:
only increasing or only decreasing. The adjusting algorithm is shown in Algorithm 2.

Algorithm 2. Adjusting Framework

while ¬(All group in Groups has diameter ≤ t) do1

for Each group g in Groups do2

if g’s diameter > t then3

for each pair of nodes (n1, n2) in g do4

if Distance(n1, n2) > t then5

Adjusting to Distance(n1, n2) = t;6

The algorithm iteratively adjusts each group that has diameter bigger than t until all
the groups have diameters≤ t. For a group which needs to be adjusted, if a pair of nodes
(u1, u2) in it has distance bigger than t, we adjust the weights on the edges adjacent to
u1 and u2 to make their distance equal to t. The key step of Algorithm 2 is to make
Distance(u1, u2) = t (line 6 in Algorithm 2) with the minimum weight change. Next
we introduce how to implement this for the three distances defined in Section 3.

Adjusting for Absolute Distance. The weight adjusting algorithm for Absolute Dis-
tance is described in Algorithm 3. For a pair of nodes (u1, u2) with Disabs(u1, u2) > t,
we do the following adjustment:

– Step 1: Find the maximum and second maximum value gaps on each position of
the weight sequences (max(|S1[i]−S2[i]|), suppose these two values are max1 and
max2 respectively and there are nummax1 positions have max1 gap;

– Step 2: Compute the total weight change changeneed that needs to be reduced to
let Disabs(n1, n2) = t;1

1 Disabs(S1, S2) =
∑n

i=1 |S1[i]−S2[i]|
n(max(S1[n],S2[n])−min(S1[1],S2[1])

(n = |S1|/|S2| and S′
1/S′

2 are

the new weight sequences), t =
∑n

i=1 |S′
1[i]−S′

2[i]|
n(max(S1[n],S2[n])−min(S1[1],S2[1])

, so changeneed =∑n
i=1(|S1[i] − S2[i]| − |S′

1[i] − S′
2[i]|) = (Disabs(S1, S2) − t) × n(max(S1[n], S2[n]) −

min(S1[1], S2[1])).
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Algorithm 3. Adjusting for Absolute Distance

S1 = u1’s weight sequence; S2 = u2’s weight sequence; n = |S1|;1

while Disabs(S1, S2) > t do2

max1 = max(|S1[i] − S2[i]|);3

nummax1 = No. of pairs with (|S1[i] − S2[i]| = max1);4

max2 = max(|S1[i] − S2[i]| < max1);5

changeneed = (Disabs(S1, S2)− t)×n(max(S1[n], S2[n])−min(S1[1], S2[1]));6

if ((max1 − max2) × nummax1) ≥ changeneed then7

for each |S1[i] − S2[i]| = max1 do8

Adjust corresponding weights, let |S1[i] − S2[i]| = max2;9

else10

target = max1 − changeneed/nummax1 ;11

for each |S1[i] − S2[i]| = max1 do12

Adjust corresponding weights, let |S1[i] − S2[i]| = target;13

– Step 3: If reducing all the max1 gap to max2 can cover changeneed (changeneed≤
(max1 − max2) × nummax1), we change the weights appear in the positions
of max1 to let all max1 be reduced to a new value target: target = max1 −
changeneed/nummax1 . By doing this, the Disabs(n1, n2) is reduced to t. If chang-
ing all max1 to max2 cannot cover changeneed, we reduce all max1 to max2, go
to Step 1 and repeat this process until Disabs(n1, n2) ≤ t.

Suppose the degree of the two adjusting nodes is d, then the time to find the maximum
and second maximum value gap is O(d). In the worst case, all the gaps are adjusted and
the procedure repeats d times. So the time complexity of Algorithm 3 is O(d2).

Adjusting for Relative Distance. Algorithm 4 is the weight adjusting algorithm for
Relative Distance. For a pair of nodes (u1, u2) with Disrel(u1, u2) > t, we find a
position with 2|S1[i]−S2[i]|

S1[i]+S2[i]
> t. Suppose this position is adjusti, we need to adjust the

edge weight at adjusti to ensure 2|S1[adjusti]−S2[adjusti]|
S1[adjusti]+S2[adjusti]

= t. For weight decreasing
only, suppose vmin is min(S1[adjusti], s2[adjusti]) and vmax is max(S1[adjusti],
s2[adjusti]), we should reduce vmax to x that satisfies: 2(x−vmin)

x+vmin
= t, then x =

(2+t)vmin

2−t . For weight increasing only, similar computation can be deduced. In the worst
case, every position should be adjusted. So the running time of Algorithm 4 is O(d).

Adjusting for Rate Distance. The definition of Rate Distance is max(max(aib1
a1bi

,a1bi

aib1
)),

so there are two options for adjustment, adjusting the minimum weight in a weight se-
quence or adjusting the weight at position i.

If we choose the first option, the rate at every position is changed. This makes the
problem be a non-linear optimization problem. In order to solve this problem, we model
the optimal weight adjusting problem between two nodes as a Geometric Programming
(GP) problem and use a GP solver to find the proper weights on edges.
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Algorithm 4. Adjusting for Relative Distance

S1 = u1’s weight sequence; S2 = u2’s weight sequence;1

while Disrel(S1, S2) > t do2

adjusti = i such that 2|S1[i]−S2[i]|
S1[i]+S2[i]

> t;3

if Decrease then4

vmin = min(S1[adjusti], S2[adjusti]);5

vmax = max(S1[adjusti], S2[adjusti]);6

vmax = (2+t)vmin
2−t

;7

else8

vmax = max(S1[adjusti], S2[adjusti]);9

vmin = min(S1[adjusti], S2[adjusti]);10

vmin = (2−t)vmax

2+t
;11

We model the local optimization problem for Rate Distance adjustment as a GP
problem and iteratively invoke a GP solver to do the adjustment. A GP problem is an
optimization problem that has the following form:

objective : min f0(x)
subject to : fi(x) ≤ 1; hi(x) = 1;

where fi is a posynomial and hi is a monomial. A monomial is a function which is de-
fined as: f(x) = cxa1

1 xa2
2 ...xan

n , where c > 0 and ai ∈ R (Real number). A posynomial
is the summation of monomials. If xis are real numbers, GP problem can be solved in
polynomial time.

We use the weight decreasing adjustment to demonstrate how GP model can be built.
In the case using weight increasing, similar model can be built. For two nodes u1 and
u2, the weight sequences of these two nodes are S1(v1, v2, ..., vn) and S2(v′1, v′2, ..., v′n)
respectively. Suppose the edge sequences correspond to these two weight sequences are
E1(e1, e2, ..., en) and E2(e′1, e

′
2, ..., e

′
n) (note there may exist one edge (u1, u2) which

appears both in E1 and E2), we can build the following GP model:
The constants used in the GP model:

– The original weights on the edges in E1 and E2: v1, v2, ..., vn, v′1, v
′
2, ..., v

′
n.

The variables used in the GP model:

– nvi : the new weight of edge ei;
– nv′i : the new weight of edge e′i.

The objective of GP model:

– If there’s no overlapping between E1 and E2: min
∑n

i=1
vi

nvi
+

∑n
i=1

v′
i

nv′
i

– If there’s one edge which appears both in E1 and E2, suppose ep in E1 and eq in
E2 are the same edge (we should only count ep/eq one time):

min
∑n

i=1
vi

nvi
+

∑q−1
i=1

v′
i

nv′
i
+

∑n
i=q+1

v′
i

nv′
i
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The constraints used in the GP model:

– The Rate Distance between new S1 and S2 should be less than t:
∀i

nv1·nv′
i

nvi·nv′
1
≤ t ∧ ∀i

nv′
1·nvi

nv′
i·nv1

≤ t

– Only weight decreasing is allowed: ∀i nvi

vi
≤ 1 ∧ ∀i

nv′
i

v′
i
≤ 1

– The new weight on each edge should be bigger than the allowed minimum weight
minW : ∀i minW

nvi
≤ 1 ∧ ∀i minW

nv′
i

≤ 1
– If there’s an edge appearing both in E1 and E2, suppose ep in E1 and eq in E2 are

the same edge, the weights of them should be the same: nvi

nv′
i

= 1

We use the optimization software Mosek (www.mosek.com) solve our GP models. To
build the GP model, we should scan all the edges adjacent to the two adjusting nodes,
so the time complexity of this adjustment is O(d + tGP ) (d is the degree of the two
adjusting nodes). Here tGP is the running time of the GP solver. Since all the values in
the GP model are real numbers, the GP solver can get the solution in polynomial time.
tGP has polynomial relation with d.

It is obvious that our adjusting algorithms will always find a solution. The worst
case of an adjusting algorithm for weight decreasing adjustment is that all the edges
have the equal weight minW . The worst case for weight increasing adjustment is that
all the edges have the equal weight maxW , so the adjusting algorithm will terminate
with a solution. The worst case of the k-weighted-degree anonymous algorithms are to
generate a full connected graph with the same weight on all edges.

5 Experiments

5.1 DataSets

In this section, we test the effectiveness of our methods on two real datasets.

Arnet. (www.arnetminer.org) is a researcher social network collected by Tsinghua Uni-
versity. It contains information extracted from crawled web pages of computer scien-
tists. The data also contains the co-authorship graph among these people. The weight
on each edge represents the number of papers coauthored by two researchers. In this
experiment, we extract a subgraph which contains 6000 nodes and 37848 edges.

ArXiv Data. (arXiv.org) is an e-print service system in Physics, Mathematics, Com-
puter Science, etc. We extract a subset of co-author graph in Computer Science, which
contains 19835 nodes and 40221 edges. Each node denotes an author, and each edge
has a weight which represents the number of papers co-authored by the two endpoints.

5.2 Utilities

Since our k-weighted-degree anonymous model targets on the special characteristic of
the edge weight, we use the relative edge weight distribution’s change as our utilities.
Suppose the minimum edge weight in the graph is min, then for any edge e, its rela-
tive edge weight is e.weight

min . We define two utilities based on the relative weights in our
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experiment. The reason we choose relative weight is that the information represented by
this graph is not changed after multiplying or dividing all edge weights by a parameter.
The two utilities we tested are:

– Standard deviation change ratio of the relative edge weights (SDC)
Standard deviation is a widely used measure of the variability or dispersion of data.
Here we use it to measure the distribution of the relative edge weights. For a graph
G(V, E) (V is the node set and E is the edge set), the standard deviation of G: GSD

is computed as: SDG =

√∑
e∈E ( e.weight

min −mean)2

|V |−1 with mean =
∑

e∈E
e.weight

min

|V | .

The SDC of a published graph Ga compared with the original Graph Go is:
SDC = |SDGa−SDGo |

SDGo
. The smaller this value is, the better utility Ga gets.

– Average relative edge weights change ratio (CR)
For a graph Go and its corresponding k-weighted-degree anonymous graph Ga,
the relative weight change ratio of all the edges can be estimated by: CR =∑

e∈Go,e′∈Ga,e.x=e′.x∧e.y=e′.y
|e.weight−e′.weight|

e.weight

|Eo| . The smaller this value is, the better
utility Ga gets.

5.3 Results

In order to show the effects of our privacy model, we also generate the strict k-weighted-
degree anonymous graph. The algorithm to generate the strict k-weighted-degree anony-
mous graph from a k-degree-anonymous graph is: For any set of edges that need to have
the same weight, if there exist two edges whose weights’ difference is bigger than a
threshold t, we set all the edge weights in this set to the mean weight of the set. After
this adjustment, if there’s no edge set needs to be adjusted, finish; otherwise, we repeat
this process. We set t = 0.0005 in this experiment.

We generate the 3-weighted-degree anonymous graphs for Arnet and ArXiv datasets
respectively using different distance definitions and thresholds. Figure 2 shows the util-
ities of the 3-weighted-degree anonymous graphs with the Absolute Distance, where
x axis is the threshold and the y axis is the corresponding utility. “A. Graph” stands
for the 3-weighted-degree anonymous graph and “S.A.Graph” stands for the strict 3-
weighted-degree anonymous graph. From the result we can see, if we use the strict
weight anonymous, the utilities are very bad (The SD is close to 1 and CR is bigger
than 0.3). Given a distance threshold, an anonymized graph with much better utilities
can be generated based on Absolute Distance. The utilities become better when the
threshold increases.

Figure 3 and Figure 4 show the utilities of the 3-weighted-degree anonymous graphs
with the Relative Distance and Rate Distance respectively. Similar results are observed
as Figure 2. Especially, for Rate Distance case, even with threshold = 1, it gets much
better utilities than the strict k-weighted-degree anonymous. These results demonstrate
that our privacy model helps keep the utilities of weighted graphs. The Rate Distance
gets the best effect on preserving the edge weights of the original graph.

We also test the protection effect and efficiency of our algorithms. We do the attack
using the distances defined in Section 3 with corresponding thresholds, no node can be
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Fig. 2. Utilities using Absolute Distance
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Fig. 4. Utilities using Rate Distance

re-identified. Our algorithms also have good time performance. We run our algorithms
on a notepad with 1GB memory and 1.66GHz CPU. For the ArXiv data (19835 nodes)
with the smallest t (0.05 for the Absolute/Relative Distance and 1 for the Rate Distance),
the computer takes 13.4 seconds, 3.1 seconds and 69.8 seconds for Absolute Distance,
Relative Distance and Rate Distance respectively to finish the computation. Due to the
space limitation, we do not show all the results here.
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6 Related Works

Simply removing the identifiers in social networks does not guarantee privacy. The
unique patterns such as node degree, subgraph, or distance to special nodes can be
used to re-identify the nodes/links [8]. The attack that only uses certain background
knowledge and doesn’t “actively” change the graph is called passive attack, and the one
“actively” changes the graph when social networks are collecting data is called active
attack (An attacker will find the “actively” changed parts in the anonymized graph and
follows them to attack other nodes). Most current works can be categorized into two
classes: to prevent passive attack [9,8,5,15,4,13,14] and to prevent active attack [12].

The basic methods to prevent the passive attack include clustering and edge editing.
Clustering is to cluster “similar” nodes together and publish a super node instead of
the original nodes. Hay[8] proposed a heuristic clustering algorithm to prevent privacy
leakage using vertex refinement, subgraph, and hub-print attacks. Zheleva[15] devel-
oped a clustering method to prevent the sensitive link leakage. Campan[4] discussed
how to implement clustering when considering both node labels and structure informa-
tion. Cormode[5][3] introduced (k, l)-groupings for bipartite graph and social networks
to do the protection respectively. The edge editing-based approach tries to add or delete
edges in order to make the graph satisfy certain constraints. Liu[9] defined and imple-
mented k-degree-anonymous model on network structure, that is for published network,
for any node, there exists at least k − 1 other nodes have the same degree as this node.
Zhou[14] considered a stricter model: for every node, there exist at least k − 1 other
nodes share isomorphic neighborhoods when taking node labels into account. Zou[16]
proposed a k-Automorphism protection model: A graph is k-Automorphism if and only
if for every node there exist at least k − 1 other nodes do not have any structure dif-
ference with it. Cheng[6] designed a k-isomorphism model to protect both nodes and
links: a graph is k-isomorphism if this graph consists k disjoint isomorphic subgraphs.
Ying[13] studied how random deleting and swapping edges change graph properties
and proposed an eigenvalues oriented random graph change algorithm.

One method to prevent active attack is to recognize the fake nodes added by attackers
and remove them before publishing the data. Shrivastava[12] proposed an algorithm that
can identify fake nodes based on the triangle probability difference between normal
nodes and fake nodes.

All the previous works that prevent node re-identification only considered un-
weighted graphs. For the privacy protection in weighted graphs, Liu[10] treated weights
on the edges as sensitive labels and proposed a method to preserve shortest paths be-
tween most pairs of nodes in the graph. Das[7] proposed a Linear Programming based
method to protect the edge weights while preserving the path of shortest paths. Both
these two works treated the edge weights as sensitive information and considered how
to protect them. Our work is different since we treat the edge weights as the background
knowledge and study how to prevent node re-identification in a weighted graph.

7 Conclusion

In this paper, we study the problem about how to prevent node re-identification in
weighted graphs. We define the k-weighted-degree anonymous model by considering
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the special characteristic of edge weights. Our model takes benefit from the numerical
characteristic of edge weights, which helps to remain the weight diversity of the graph.
Our experiments on the real datasets confirm that it is possible to preserve user’s privacy
while keeping weights in the social graph.
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Abstract. Traditional outlier detection techniques usually fail to work
efficiently on high-dimensional data due to the curse of dimensional-
ity. This work proposes a novel method for subspace outlier detection,
that specifically deals with multidimensional spaces where feature rel-
evance is a local rather than a global property. Different from existing
approaches, it is not grid-based and dimensionality unbiased. Thus, its
performance is impervious to grid resolution as well as the curse of di-
mensionality. In addition, our approach ranks the outliers, allowing users
to select the number of desired outliers, thus mitigating the issue of high
false alarm rate. Extensive empirical studies on real datasets show that
our approach efficiently and effectively detects outliers, even in high-
dimensional spaces.

1 Introduction

Popular techniques for outlier detection, especially density-based [1] and distance-
based [2] ones, usually rely on the notion of distance functions defining the
(dis)similarity between data points. However, since they take full-dimensional
spaces into account, their performance is impacted by noisy or even irrelevant
features. This issue was addressed in [3], which asserts that in such spaces, the
concept of nearest neighbors becomes meaningless since nearest and farthest
neighbors are alike. Even employing global dimension reduction techniques does
not resolve this problem, because feature irrelevance is a local rather than a
global property [3]. Therefore, in recent years, researchers have switched to sub-
space anomaly detection [3,4,5]. This paradigm shift is feasible as outliers though
may be difficult to find in full-dimensional space, where they are hidden by ir-
relevant/noisy features, they nevertheless can be found completely in subspaces
[3]. In addition, because subspaces are typically much fewer dimensions than
the entire problem space, detection algorithms are able to overcome the curse of
dimensionality. However, this approach opens new challenges:

Unavoidable Exploration of all Subspaces to Mine Full Result Set. Since
the monotonicity property does not hold in the case of outliers, one cannot apply
apriori-like heuristic [6] (as used in mining frequent itemsets) for mining outliers.
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Fig. 1. Non-monotonicity of subspace outliers

In other words, if a data point p does not show any anomalous behavior in some
subspace S, it may still be an outlier in some lower-dimensional projection(s)
of S (and this is also the reason why we find outliers in subspaces). On the
other hand, if p is a normal data point in all projections of S, it can still be an
outlier in S. Figure 1 provides two examples on synthetic datasets illustrating
our point. Though A is not an outlier on any 1-dimensional projection of the
dataset, it is an outlier in the 2-dimensional space. Conversely, B is not an outlier
in the 2-dimensional space, but it shows anomalous behavior when the dataset
is mapped to the x-axis. Therefore, exploring all subspaces is unavoidable in
order to find all outliers. However, algorithms that explore all subspaces are
infeasible on high-dimensional data, because the number of available subspaces
grows exponentially with the number of data dimensions.

Difficulty in Devising an Outlier Notion. Defining what an outlier should be
in high-dimensional data is not straightforward. Popular distance-based outlier
definitions (e.g., r-Distance [2], CumNN [7]) have been successfully used in full-
dimensional space outlier detection. However, when they are applied for mining
outliers in subspaces, they suffer the issue of dimensionality bias. In particular,
they assign data points higher outlier scores in high-dimensional subspaces than
they do in lower-dimensional ones. This leads to the loss of outliers located in low-
dimensional subspaces. Moreover, it is so far unclear how these metrics should be
extended to subspaces. Current notions specifically developed for mining outliers
in subspaces simply consider outliers as by-products of the clustering process
[8], or are arbitrary, i.e., they work with grids whose resolution cannot be easily
determined [3,5], or use cutoff thresholds without clear details on how the values
may be set [4]. On the other hand, it is not easy to devise a subspace outlier
notion whose parameters can be decided intuitively.

Exposure to High False Alarm Rate. Because typical mining approaches
make a binary decision on each data point (normal or outlier) in each subspace,
they flag too many points as outliers as the number of possible subspaces to
examine is large. This not only causes high false alarm rates, but also requires
additional effort in analyzing the results. This problem can be avoided by em-
ploying a ranking-based algorithm [9], which would allow users to limit such large
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result sets. However, such algorithms are difficult to design, mainly because of
the lack of appropriate scoring functions. In the context of subspace mining,
a score function permitting ranking must be able to produce scores that can
be compared to each other across subspaces, i.e., it should be dimensionality-
unbiased.

Problem Statement. Our goal is to resolve the above challenges, and build an
efficient technique for mining outliers in subspaces. It should: (a) avoid expensive
scan of all subspaces while still yielding high detection accuracy, (b) include an
outlier notion that eases the task of parameter setting, and facilitates the design
of pruning heuristics to speed up the detection process, and (c) provide a ranking
of outliers across subspaces. We achieve this goal by presenting High-dimensional
Distance-based Outlier Detection (HighDOD), a novel technique for outlier de-
tection in feature subspaces. Overcoming the aforementioned difficulties, High-
DOD provides a distance-based approach [10] towards detecting outliers in very
high-dimensional datasets. Though being distance-based, the notion of outliers
here is unbiased w.r.t. the dimensionality of different subspaces. Furthermore,
HighDOD produces a ranking of outliers using a direct, integrated nested-loop
algorithm [10], which helps to reduce the overall runtime cost. HighDOD is also
not grid-based (i.e., it does not require division of data attributes into ranges)
and hence, is not dependent on grid resolution. Similar to other subspace outlier
detection approaches [3,4], HighDOD explores subspaces of dimensionality up to
some threshold. However, it is able to yield very high accuracy (c.f., Section 4).
Our experimental results on real datasets demonstrate that it works efficiently
and effectively to meet our purpose.

The rest of this paper is organized as follows. We provide a formal background
of the problem and review related work in the next section. Then we present
the HighDOD approach in in Section 3 and empirically compare with other
existing techniques in Section 4. Finally, we conclude our paper in Section 5
with directions for future work.

2 Background and Literature Review

Consider a dataset DS with N data points in d dimensions. Each of the dimen-
sions is normalized such that they all have the same scale (without loss of general-
ity, we assume the range is [0, 1]). The distance between any two data points p =
(p1, p2, · · · , pd) and q = (q1, q2, · · · , qd) in subspace S = {s1, s2, · · · , sdim(S)} ⊂
{1, 2, · · · , d} is defined as D(pS , qS) = (

∑
i∈S |pi − qi|l)1/l where l is a positive

integer. In other words, we restrict the distance function to the L-norm class.
Work in distance-based outlier detection was pioneered by Knorr and Ng in

1998 [2]. According to their proposal, outliers are points from which there are
fewer than k other points within distance r. While this definition requires the
specification of k and r (which is not easy) and produces only binary results
(outlier or non-outlier), Angiulli et al. [7] proceed further by defining a data
point’s total distances to its k nearest neighbors to be its outlier score. This
notion allows the design of ranking-based methods.
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Ranking-based techniques in general have many advantages over threshold-
based ones (for more details on the classification of a detection method into either
ranking-based or threshold-based, please refer to [9]). First, as pointed out in [8],
binary decision on whether or not a data point is an outlier is not practical in
many applications and hard to parameterize. As for ranking-based methods, the
difficulty one would face in setting the cutoff threshold is lifted off. Instead, users
may specify how many outliers they want to see. Subsequently, the respective
technique will produce a list of anomalies sorted in ascending/descending order
of outlier scores and whose cardinality is equal to the user input parameter.
This is of great convenience because users can avoid analyzing excessively large
amount of outputs. Moreover, they are provided with an intuition on the degree
of outlier-ness of output points.

Subspace mining has been studied extensively in the field of data clustering,
which aims to group similar data points together. Typical clustering approaches
are ineffective on high-dimensional data, because irrelevant features hide some
underlying structures, and also distance functions utilizing all attributes are
meaningless in such spaces [3]. Reducing data dimensionality using global di-
mension reduction techniques like PCA is also ineffective because feature irrele-
vance is a local rather than a global property, i.e., a feature may be irrelevant in
one subspace but required in another subspace. This issue has been addressed
by many subspace clustering methods, which efficiently explore the subspaces
by employing the monotonicity property of clusters. In other words, if a clus-
ter is present in a subspace, it is reflected in some projection of the latter, so
apriori-like algorithms can be designed to avoid irrelevant subspaces.

Unfortunately, as the monotonicity property does not hold in our case, design-
ing efficient outlier detection techniques in subspaces becomes very challenging.
This problem was first addressed by Aggarwal et al. in their proposal HighOut
[3], which defines a data point to be an outlier if it is present in a region of ab-
normally low density in some lower-dimensional projection. HighOut performs a
grid discretization of the data by dividing each data attribute into φ equi-depth
ranges, and then employs a genetic approach to mine hypercubes (of dimension-
ality up to m), with the smallest densities. There are a few issues with HighOut.
First, its notion of outliers is grid-based whereas the grid resolution cannot be
easily determined. Second, it suffers the intrinsic problems of evolutionary ap-
proaches - its accuracy is unstable and varies depending on the selection of initial
population size as well as the crossover and mutation probabilities. Finally, it
may suffer high false alarm rates, since it only produces a ranking of hypercubes
whose total cardinality may be high while actual the number of outliers is small.
In order to improve HighOut, the authors later introduced DenSamp, a non-grid-
based subspace detection approach [4]. Though designed to work with uncertain
data, it is also applicable on normal data. Similar to HighOut, DenSamp also
mines outliers in subspaces of dimensionality up to m. However, it flags a data
point p as a (δ, η)-outlier if the η-probability of p in some subspace is less than
δ. Here, the η-probability of p is defined as the probability that p lies in a region
with data density of at least η. One major drawback of DenSamp is that the
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two important parameters δ and η are not easy to set. Furthermore, δ is dimen-
sionality biased. In particular, with increasing dimensionality, distances between
points grow and densities drop [11]. Thus, in high-dimensional subspaces, the
η-probability of p tends to be less than that in lower-dimensional ones. Besides,
DenSamp does not provide a ranking of outliers, i.e., the number of outputs may
be very high making post-analysis difficult.

Recently Ye et al. presented PODM [5], an apriori-like method for mining
outliers in subspaces. Based on the idea of HighOut, PODM discretizes each
dimension into ranges. It then assigns each subspace an anomaly score based
on Gini-entropy, designed such that an apriori-like pruning rule can be applied.
Consequently, PODM claims to explore all subspaces efficiently. PODM discards
irrelevant subspaces, and then for the remaining ones, it calculates each hyper-
cube’s outlying degree and outputs those with highest values. This approach has
several limitations. First, its performance is dependent on the grid resolution
which is not easy to determine. Second, and perhaps more vital, is that it dis-
cards potentially useful subspaces (by implicitly assuming monotonicity), which
causes loss of knowledge. In addition, similar to HighOut, PODM only ranks
hypercubes, so it cannot provide a ranking of outliers. Finally, PODM lacks in-
tuition on how to choose the cutoff thresholds utilized in its subspace pruning
process. Our experiments (c.f., Section 4), show that PODM yields unsatisfac-
tory accuracy for subspace outlier detection.

Motivated by the need of a ranking-based and dimensionality unbiased de-
tection technique, Müller et al. [8] proposed the OutRank approach for ranking
outliers in high-dimensional data. In order to overcome the curse of dimension-
ality, OutRank first performs subspace clustering and then assigns each object
an outlier score that is an aggregation of its presence in different subspace clus-
ters. This nonetheless smooths out the density deviations that we are trying to
detect. Hence, OutRank does not account for great deviations in each individual
subspace. Furthermore, the aggregation nature of outlier score in OutRank fails
to address the issue of local feature irrelevance that we are interested in studying
in this paper.

3 Approach

In this section, we first introduce a novel dimensionality unbiased notion of
subspace outliers. Based on that, we proceed to present HighDOD and then
theoretically explain why HighDOD works well to meet our purpose.

3.1 Outlier Score Function

Formally, we make the following assertion for subspace outliers:

Property 1. [Non-monotonicity Property] Consider a data point p in the
dataset DS. Even if p is not anomalous in subspace S of DS, it may be an outlier
in some projection(s) of S. Even if p is a normal data point in all projections of
S, it may be an outlier in S.
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Among the available notions of distance-based outliers, the proposal by
Angiulli et al. [7] is the most efficient and has been applied in many works,
e.g. [10]. Denoting the set of k nearest neighbors of a data point p in DS as
kNNp, we can present their outlier score function as follows.

Definition 1. [Outlier Score Function: Fout [7]] The dissimilarity of a
point p with respect to its k nearest neighbors is known by its cumulative neigh-
borhood distance. This is defined as the total distance from p to its k nearest
neighbors in DS. In other words, we have: Fout(p) =

∑
m∈kNNp

D(p, m).

This function is dimensionality biased and violates Property 1. In particular, it
is easy to recognize that if S is a subspace of T , then we have: D(pS , qS) ≤
D(pT , qT ). Thus, data points in higher-dimensional subspaces will have larger
outlier scores than in lower-dimensional ones, i.e., if p is not an outlier in T , p
will not be an outlier in S when a ranking-based technique is in play. This is
obviously unanticipated. Let us denote the set of k nearest neighbors of a data
point p ∈ DS in subspace S as kNNp(S). In order to ensure Property 1 is not
violated, we redefine the outlier score function as below.

Definition 2. [Subspace Outlier Score Function: FSout] The dissimi-
larity of a point p with respect to its k nearest neighbors in a subspace S of
dimensionality dim(S), is known by its cumulative neighborhood distance. This
is defined as the total distance from p to its k nearest neighbors in DS (projected
onto S), normalized by dim(S). In other words, we have:

FSout(p, S) =
1

[dim(S)]1/l

∑
m∈kNNp(S)

D(pS , mS),

where qS is the projection of a data point q ∈ DS onto S.

Besides assigning multiple outlier scores (one per subspace) to each data point,
FSout is also dimensionality unbiased and globally comparable.

We illustrate the dimensionality unbiased property of FSout by revisiting the
examples in Figure 1. Let us set k = 1 and l = 2 (i.e., using Euclidean distance).
In Figure 1(a), A’s outlier score in the 2-dimensional space is 1/

√
2 which is the

largest across all subspaces. In Figure 1(b), the outlier score of B when projected
on the subspace of the x-axis is 1, which is also the largest in all subspaces. Hence,
FSout flags A and B (in their respective datasets) as outliers.

The globally comparable property of FSout is established by the following
lemmas.

Lemma 1. [Range of Distance] In each subspace S of DS, the distance
between any arbitrary data points p and q is bounded by (dim(S))1/l. Mathemat-
ically:

D(pS , qS) ≤ (dim(S))1/l
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Proof. From the definition of distance function D, we have:

D(pS , qS) =
(∑

i∈S

|pi − qi|l
)1/l

a. When l < ∞: Since pi, qi ∈ [0, 1], it holds that |pi−qi| ≤ 1. Thus, |pi−qi|l ≤ 1.
As a result:

D(pS , qS) ≤
(∑

i∈S

1
)1/l

= (dim(S))1/l

b. When l → ∞: By definition of the Minkowski distance for l → ∞:

D(pS , qS) = lim
l→∞

(∑
i∈S

|pi − qi|l
)1/l

= max
i∈S

|pi − qi|

Thus, D(pS , qS) ≤ 1 (1). As liml→∞(1/l) = 0 and 1 ≤ dim(S) < ∞, we have
liml→∞(dim(S))1/l = (dim(S))liml→∞(1/l) = (dim(S))0 = 1 (2). From (1) and
(2), we conclude that as l → ∞, D(pS , qS) ≤ (dim(S))1/l. ��
Lemma 2. [Range of Outlier Score] For an arbitrary data point p and
any subspace S, we have 0 ≤ FSout(p, S) ≤ k.

Proof. By definition, we get:

FSout(p, S) =
1

(dim(S))1/l

∑
m∈kNNp(S)

D(pS , mS)

Following Lemma 1: D(pS , mS) ≤ (dim(S))1/l. Thus, it holds that:

FSout(p, S) ≤ 1
(dim(S))1/l

∑
m∈kNNp(S)

(dim(S))1/l

i.e.,

FSout(p, S) ≤ k ��

From Lemma 2, it can be seen outlier scores of all points across different sub-
spaces have the same scale. Therefore, they are comparable to each other. This
is of great advantage towards designing a technique for mining ranking-based
subspace outliers. Having obtained a desirable score function for outliers in sub-
spaces, now we can formally define the mining problem based upon this score
function.

Definition 3. [Subspace Outlier Detection Problem] Given two positive
integers k and n, mine the top n distinct anomalies whose outlier scores (in any
subspace) are largest.
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By using the novel FSout, we are able to reformulate the problem of detecting
subspace outliers to facilitate the design of a ranking-based method. Notice that
both the input parameters (k and n) can be easily decided as has been solidly
founded in previous works on distance-based outliers [12]. In other words, in
practical applications, it is much easier to tune the dependent parameters of the
solution to our problem, than it is to determine the two threshold parameters of
DenSamp, or the grid resolution of HighOut and PODM.

3.2 The HighDOD Method

We now present our solution towards the subspace outlier detection problem as
mentioned in Definition 3. Our approach, HighDOD, is described in Algorithms 1,
2, and 3, and explained below.

OutlierDetection. Property 1 highlights that in order to mine all outliers,
it is unavoidable to explore all subspaces. This poses a great burden towards
designing a subspace detection method. For addressing the issue, Aggarwal et
al. [3,4] suggested to examine subspaces of dimensionality up to some threshold
m. Though this might cause some loss in accuracy, it is efficient in terms of
runtime cost. The same article shows that the accuracy loss is not that severe
as long as m is about O(logN). Recent work by Ailon et al. [13] also mentions
that a dataset’s properties can be preserved after dimensionality reduction as
long as the number of features extracted is O(logN). Thus, we choose to pursue
this direction in HighDOD.

First we call OutlierDetection (Algorithm 1) to carry out a bottom-up explo-
ration of all subspaces of up to a dimensionality of m, where m is an input param-
eter. Therefore, 1-dimensional subspaces are examined first, then 2-dimensional
ones, and so on. The top n outliers found so far are maintained in TopOut. In
addition, the cutoff threshold c equal to the score of the nth outlier found so
far is also maintained. It plays exactly the same role as in traditional nest-loop
algorithms [10]. For each investigated subspace S, we first extract some candi-
date anomalies by calling CandidateExtraction (Algorithm 2), and then update
TopOut with those candidates by invoking SubspaceMining (Algorithm 3). Af-
ter exhausting all i-dimensional subspaces, we proceed to the (i+1)-dimensional
subspaces, and stop when the maximum dimensionality m has been reached, or
there are no more subspaces to explore.

CandidateExtraction. This procedure is used for extracting the top βn (β ≥
1) potential candidate outliers in any subspace S. Without it, we would have
to perform the traditional nested-loop algorithm in each individual subspaces,
which is too expensive.

The main idea here is to estimate the data points’ local densities by using a
kernel density estimator, and choose βn data points with the lowest estimates as
potential candidates. This comes from the intuition that outliers are rare events
and not surrounded by many objects, i.e., their densities are expected to be very
low. Note that in practice, though we only need to mine top n outliers, we may
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Algorithm 1. OutlierDetection

Input: k: number of nearest neighbors; n: number of outliers to mine; m:
maximum dimensionality; x: number of kernel centers; DS: the
underlying dataset

Output: TopOut: the set of outliers
Set c = 01

Set TopOut = ∅2

Set C1 = the set of all 1-dimensional subspaces3

Set i = 14

while Ci �= ∅ and i ≤ m do5

foreach subspace S ∈ Ci do6

Set CandOut = CandidateExtraction(n, x, DS, S)7

Call SubspaceMining(k, n, DS, S, TopOut, c)8

Set Ci+1 = the set of distinct (i + 1)-dimensional subspaces created by9

combining Ci with C1

Set i = i + 110

Algorithm 2. CandidateExtraction

Input: n: number of outliers to mine; x: number of kernel centers; DS: the
underlying dataset; S: the considered subspace

Output: CandOut: the set of candidate outliers
Set Ctrs = randomly sample x data points from DS1

Construct x clusters C1, C2, · · · , Cx of DS on subspace S whose centroids are2

from Ctrs
Compute kernel bandwidths hi on subspace S3

Set CandOut = ∅4

foreach data point p ∈ DS do5

Set f(p, S) = (1/N) ·
x∑

j=1

|Cj | · K(pS − ctr(Cj)S)
6

Set CandOut = extract 2n points from CandOut ∪ {p} with smallest7

density values

need to extract many more candidates to account for any error caused by the
density estimator, so β > 1. Empirically, we find that β = 2 is sufficient. In other
words, we extract 2n candidate outliers in each explored subspace.

Outlier detection by kernel density estimation has been studied before by Kol-
lios et al. [14] and Aggarwal et al. [4]. Here, we follow the technique proposed
in [4] though others like [14] are also applicable. We initially cluster the data
incrementally with fixed centroids (initially chosen randomly from DS) to ob-
tain a compact representation of the underlying dataset. Then we use those
centroids across all subspaces for density estimation. However, since feature
relevance varies among subspaces, the one-size-fits-all clustering centroids are
unsuitable for our purpose. Hence, we suggest to perform clustering in each in-
dividual subspace to account for such variance. As analyzed later in this section,
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the additional runtime overhead incurred is not so high as one may be con-
cerned. We employ the Gaussian kernel function, whose 1-dimensional form is
expressed as Kh(p − ctr) = (1/(h

√
2π)) · e−(p−ctr)2/2h2

, where ctr and h are
the kernel center and bandwidth, respectively. We choose the bandwidth h to
be 1.06 · σ · N−1/5, where σ is the standard deviation of N data points [15].
The s-dimensional kernel function is the product of s identical kernels Khi(·),
where hi = 1.06 · σi · N−1/5 with σi being the standard deviation along the ith

dimension. On a subspace S, the density of a data point p can be approximated
as f(p, S) = (1/N) ·∑x

j=1 |Cj | ·K(pS − ctr(Cj)S). More details for the reasoning
of the approximation method are given in [4].

SubspaceMining. This procedure is used to update the set of outliers TopOut
with 2n candidate outliers extracted from a subspace S. Since outlier scores
across subspaces have the same scale (c.f., Lemma 2), we can maintain one
global cutoff threshold c and design a nested-loop-like algorithm for the update
process.

Note that in high-dimensional data, an outlier may spread its anomalous be-
havior in more than one subspace. Thus, if we simply replace the nth outlier
found so far with a new data point whose score is larger, we may end up with
duplicate outliers. To prevent this from occurring, we only maintain a version of
each outlier in TopOut. More specifically, if a data point is already in TopOut be-
fore we use its newly computed score in some subspace for our updating purpose,
we replace its score with the new score if it is higher, hence avoiding removal of
any point maintained in TopOut. Otherwise, we update TopOut with the new
data point as in traditional nested-loop methods. The cutoff c is adjusted along
the way to ensure good pruning efficiency.

3.3 Theoretical Analysis

Analysis of Parameters Used. As suggested in [3,13], setting the maximum
dimensionality m as logarithmic to the size of the dataset N is sufficient, so we
suggest to select m = �log10N�1. This is equivalent to dividing each dimension
of the original dataset into φ = 10 ranges and choosing m such that the dataset
is not very sparse w.r.t. m. The number of m-dimensional hypercubes is 10m.
To ensure that the sparsity condition is met, the average number of data points
falling into each m-dimensional hypercube should be ≥ 1, i.e., N/10m ≥ 1.
Solving the latter inequality, we arrive at m = �log10N�.

The number of kernel centers x represents the level of data summarization.
Following [4], we fix x to 140. We set the two remaining parameters, the number
of nearest neighbors k and the number of outliers to detect n, based on many
solid works on distance-based outlier mining [12].

Time Complexity. For each subspace S, the cost of extracting candidates
includes: (a) clustering cost, (b) bandwidth computation cost, and (c) density
estimation cost. The cost of clustering is O(N · x · dim(S)). To compute the

1 We here consider cases where d is very high so that N � 10d.
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Algorithm 3. SubspaceMining

Input: k: number of nearest neighbors; n: number of outliers to mine; DS: the
underlying dataset; S: the underlying subspace; CandOut: the set of
candidate outliers; TopOut: the set of outliers; c: cutoff threshold

foreach data point p ∈ CandOut do1

foreach data point q ∈ DS do2

if q �= p then3

Update p’s k nearest neighbors in subspace S using q4

if |kNNp(S)| = k and FSout(p, S) < c then5

Mark p as non-outlier6

Process next data point in CandOut7

/* p is not marked as non-outlier, so it is used to update TopOut */8

if TopOut contains p then9

if FSout(p, S) > outlier score of p stored in TopOut then10

Set p’s score in TopOut = FSout(p, S)11

else12

Set TopOut = extract top n outliers from TopOut ∪ {p}13

if Min(TopOut) > c then14

Set c = Min(TopOut)15

bandwidths, we need to compute the data’s mean and standard deviation vectors
on all dimensions of S. This incurs a cost of O(N · dim(S)). For each data point
p ∈ DS, the cost of density estimation and maintaining the set of 2n candidates
is O(N ·x·dim(S)+2·n·N), which can be reduced to O(N ·x·dim(S)) as n � x·N .
Hence, the total cost of executing CandidateExtraction is O(N ·x ·dim(S)). The
cost of executing the SubspaceMining procedure is O(2 · n · N · dim(S)). As a
result, the overall cost of exploring the subspace S is O((x + n) · N · dim(S)).

Given an integer r < d, the number of subspaces of dimensionality r is given
by Cr

d . Since we only examine subspaces of dimensionality up to m, the total
runtime cost of HighDOD is:

∑m
i=1 Ci

d·O((x+n)·N ·i) = O((x+n)·N)·∑m
i=1 i·Ci

d.
In order to understand the efficiency of our approach, let us consider a dataset

with 100,000 data points (i.e., m = 5) and d = 20. In this dataset, though N is
large, it is very sparse w.r.t. d. As

∑d
i=1 i·Ci

d = d·2d−1, the reduction one obtains
by using HighDOD instead of exploring all subspaces is (d ·2d−1)/(

∑m
i=1 i ·Ci

d) =
(20 · 219)/(

∑5
i=1 i ·Ci

20) > 100. In other words, HighDOD leads to a reduction of
more than 100 times in execution time. Notice that the analysis above does not
take into account the pruning rule used in Algorithm 3. The result is only an
upper bound and our experiments (c.f., Section 4) show that the runtime cost
of HighDOD is much lesser.

Benefits of HighDOD. Compared to HighOut and DenSamp, HighDOD uti-
lizes a ranking-based outlier notion which allows easier parametrization. Further-
more, our proposed definition of outliers is derived from a popular distance-based
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notion [7] which has already been verified to be very suitable and intuitive for
practical applications. As for OutRank, in the worst case, i.e., for poor param-
eterization of the subspace clustering or for rather homogeneous data, it will
cluster almost all subspaces and can then only start to compute any scores,
i.e., its execution time will be high. HighDOD’s ranking-based algorithm is done
in a nested-loop fashion, so it can avoid such costly clustering process. Differ-
ent from HighOut and PODM, HighDOD is non-grid-based and hence not sus-
ceptible to the issues of grid resolution and position. The data compression in
HighDOD is performed on every subspace which helps it better tune to feature
local relevance than DenSamp. All of these points give HighDOD advantages
over existing methods and make it be very applicable to outlier detection in
high-dimensional spaces.

4 Empirical Results and Analyses

In this section, we compare the performance of HighDOD with DenSamp,
HighOut, PODM, and LOF [1] (the best-known detection technique using
full-dimensional space) by performing empirical studies on real datasets taken
from the UCI Repository. As mentioned above, OutRank requires a clustering
phase before starting the detection process. Further, OutRank is a “global” out-
lier detection approach that aggregates scores from different subspaces to come
up with a global value, and hence, does not account for great deviations in each
individual subspace. Thus, we decide not to include OutRank in our experiments.

Detection Accuracy. This experiment aims to assess the effectiveness of each
method in terms of detection accuracy using four real datasets whose descrip-
tions and setup procedures are given in Table 1. It is noted that the chosen
datasets’ dimensionality conforms to that of related work in the field for high-
dimensional data [11,3,4]. We measure the quality of results by constructing the
Precision-Recall tradeoff curve that is used widely in data classification as well
as in outlier detection [3,5]. We build this curve by varying: (a) the number
of outliers to detect n for HighDOD and LOF, (b) the number of hypercubes
with lowest densities/highest outlier scores to mine for HighOut/PODM, and (c)
the parameter η for DenSamp. For HighDOD, we set k to 0.05% · N following
established work on distance-based outliers [12]. Parameter settings for other
methods follow their respective papers. The results shown in Figure 2, indicate
that in all test cases HighDOD yields the best accuracy. Among the remaining
subspace detectors, DenSamp produces better accuracy than HighOut, while
PODM has the worst results. The superior performance of HighDOD compared
to DenSamp stems from the fact that it constructs kernel centers separately
for each examined subspace. This helps HighDOD to better adapt to the local
change in feature relevance. Though PODM explores all subspaces, its notion
of anomalies fails to capture Property 1 which causes its detection quality to
become unsatisfactory (the margin with HighOut is quite pronounced). While
HighOut performs better than PODM, it is less accurate than the two non-grid-
based methods, HighDOD and DenSamp. As for LOF, it performs relatively
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Table 1. Characteristics of datasets used for measuring accuracy of techniques

Dataset Description Outlier Normal

Ann-thyroid 1 21 features, 3428 instances class 1 class 3
Ann-thyroid 2 21 features, 3428 instances class 2 class 3
Breast Cancer (WSBC)2 32 features, 569 instances ‘Malignant’ class ‘Benign’ class
Musk (Version 2)3 168 features, 6598 instances ‘Musk’ class ‘Non-musk’ class
Arrythmia4 279 features, 452 instances class 7, 8, 9, 14, 15 class 1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

RECALL

P
R

E
C

IS
IO

N

HighDOD
DenSamp
HighOut
PODM
LOF

(a) Ann-Thyroid 1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

RECALL

P
R

E
C

IS
IO

N
HighDOD
DenSamp
HighOut
PODM
LOF

(b) Ann-Thyroid 2

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

RECALL

P
R

E
C

IS
IO

N

HighDOD
DenSamp
HighOut
PODM
LOF

(c) WDBS

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

RECALL

P
R

E
C

IS
IO

N

HighDOD
DenSamp
HighOut
PODM
LOF

(d) Musk

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

RECALL

P
R

E
C

IS
IO

N

HighDOD
DenSamp
HighOut
PODM
LOF

(e) Arrythmia

Fig. 2. Detection accuracy of HighDOD, DenSamp, HighOut, PODM, and LOF

well when the number of dimensions is low (in Ann-Thyroid 1, Ann-Thyroid
2, and WDBS datasets). However, its accuracy deteriorates greatly with higher
dimensionality where there are more noisy/irrelevant features.

Scalability. We also evaluate the scalability of HighDOD with respect to the
dataset’s size N , and the dataset’s dimensionality d. Since PODM yields very
unsatisfactory accuracy, we choose not to include it in this experiment. LOF is
a full-dimensional detector and its accuracy on high-dimensional data (particu-
larly those with more than 100 dimensions) is very poor. This points out that
LOF is not suitable for high-dimensional outlier detection. Hence, the study of
its scalability is also not of our interest. Thus, we only compare the efficiency
of HighDOD against DenSamp and HighOut. Parameters settings for DenSamp
and HighOut follow their respective papers. For HighDOD, n is set to the max-
imum number of outliers detected by DenSamp and HighOut while k is kept at
0.05% · N . In this experiment, we test with the CorelHistogram (CH) dataset

2 We randomly extract 10 ‘Malignant’ records as outliers. We discard the record ID and
label (i.e., ‘Benign’ or ‘Malignant’), and use the remaining 30 real-valued features.

3 The test set has 166 features (the first two symbolic attributes are excluded).
4 We consider instances in classes whose cardinality less than 10 to be outliers.
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Fig. 3. Scalability of HighDOD, DenSamp, and HighOut

consisting of 68040 points in 32-dimensional space. CH contains 68040 records
corresponding to 68040 photo images taken from various categories. However
this dataset cannot be used to measure accuracy, because there is no clear con-
cept of outlier among those images. Instead, it is often used for measuring the
scalability of detection methods [7,10]. To better illustrate the efficiency of our
method against high dimensionality, we include the Musk dataset in the experi-
ment. Since its cardinality is not large enough, we choose not to test techniques’
scalability against its size. The Arrythmia dataset though has large number of
attributes is not selected due to its too small number of instances.

As in [3,4], we scale the running times obtained and present the relative run-
ning time of the three methods. Figure 3(a) shows that w.r.t. N , HighDOD scales
better than DenSamp and worse than HighOut. The genetic-based searching pro-
cess of HighOut prunes much of the search space, giving it the best scalability.
Even though DenSamp only identifies the kernel centers once, it suffers highest
execution time because its process of calculating data points’ η-probability is
costly, and moreover, it lacks pruning rules. On the contrary, the pruning rule
in HighDOD’s nested-loop approach helps to offset the cost of computing kernel
centers in each explored subspace. Therefore, HighDOD yields better scalability
than DenSamp. Figures 3(b) and 3(c) point out that the three algorithms scale
super-linear with increasing data dimensionality with the same order: HighOut
produces the best performance, next is HighDOD, and finally DenSamp. In addi-
tion, HighDOD’s running time is just slightly worse than that of HighOut. From
the empirical studies carried out, our proposed approach, HighDOD, obtains a
better tradeoff between time and accuracy than existing methods.

5 Conclusions

This work proposes a new subspace outlier scoring scheme which is dimensional-
ity unbiased. It extends the well-established distance-based anomaly detection to
subspace analysis. Our notion of subspace outliers not only eases the parameter
setting task but also facilitates the design of ranking-based algorithms. Utilizing
this score, we introduced HighDOD, a novel ranking-based technique for sub-
space outlier mining. In brief, HighDOD detects outliers in a nested-loop fashion
allowing it to effectively prune the search space. Empirical studies carried out
on real datasets demonstrate HighDOD’s efficiency as well as efficacy compared
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to other existing methods in the field. As future work, we are exploring possible
ways to further reduce HighDOD’s running time. We are also studying how to
use our novel notion of subspace outliers to effectively explore all subspaces at
low cost. The availability of such a technique would help us to mine all outliers
in all subspaces, and hence, to further increase the detection accuracy.
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Abstract. The elegant integration of pattern mining techniques into
database remains an open issue. In particular, no language is able to
manipulate data and patterns without introducing opaque operators or
loop-like statement. In this paper, we cope with this problem using rela-
tional algebra to formulate pattern mining queries. We introduce several
operators based on the notion of cover allowing to express a wide range
of queries like the mining of frequent patterns. Beyond modeling aspects,
we show how to reason on queries for characterizing and rewriting them
for optimization purpose. Thus, we algebraically reformulate the princi-
ple of the levelwise algorithm.

1 Introduction

Pattern discovery is a significant field of Knowledge Discovery in Databases
(KDD). A broad spectrum of powerful techniques for producing local patterns
has been developed over the two last decades [3–5]. But, it is widely agreed that
the need of theoretical fusion between database and data mining still remains
a crucial issue [14, 18, 23, 24]. We would force the pattern mining methods to
fit in the relational model [1] which is the main database theory. Unlike most
of the proposals [6, 10, 14, 16, 20, 23, 28, 33, 34], we desire to only address the
pattern mining that we distinguish from the construction of global models [17]
like decision trees.

Let us consider the popular task of frequent pattern mining [3] as a motivating
example. Most works treat this task as a “black box” which input parameters
are defined by the user [6, 7, 14, 16, 20, 28, 32, 34]. Instead of only specifying
the minimal frequency threshold and the dataset, we think that the user query
should fully formalize the notion of frequent patterns (e.g., it should describe
how the frequency of a pattern is computed starting from the dataset). Ideally,
we would like to express the frequent pattern mining query in the relational
algebra in order to manipulate both the data and the patterns. As declarative
aspects should be promoted on physical ones, a pattern discovery process has to
be fully specified without considering algorithmic points. For this purpose, loop-
like operators [10, 23, 33] are not relevant for us. Furthermore, the improvement
of query performances mainly rests on physical optimizations in the field of
pattern mining. Typically, the frequent pattern mining is efficiently performed
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by an adequate implementation [3–5, 25]. Such algorithmic optimizations (even
specified at a higher level [10, 23, 33]) reduce the opportunity of integrating
other optimizations. We prefer to favor logical reasoning for optimizing query
performances. For instance, the rewriting of the naive frequent pattern mining
query should enable us to algebraically formulate the levelwise pruning [25].

The main goal of this paper is to propose an algebraic framework for pattern
discovery for expressing a wide range of queries without introducing opaque
operators or loop-like statements. Our framework brings two meaningful con-
tributions: expressive modeling and logical reasoning. First, it allows a large
set of queries manipulating relations which contain both data and patterns. We
add to the relational algebra several specific operators, like the cover operator
�, to coherently and easily join such relations. We also define a new opera-
tor Δ for generating a language starting from a relation. Typically, the query
σfreq≥f (γpatt,COUNT(trans)→freq(Δ(L) � D)) returns the patterns of language L fre-
quent in dataset D. Second, the pattern-oriented relational algebra enables to
characterize and rewrite queries in order to optimize their performance. In partic-
ular, we formalize the notions of syntactic constraint [9] and global constraint [12]
by characterizing the degree of dependence between a query and a relation. Be-
sides, we not only benefit from usual query rewriting methods stemming from
the relational model, but we also algebraically reformulate the levelwise pruning.

This paper is organized in the following way. Section 2 introduces basic notions
about the relational algebra and the pattern discovery. Section 3 defines the
cover-like and domain operators which are at the core of our algebra. We then
study the properties of downward closure and independence in Section 4. We
rewrite queries satisfying such properties for optimization purpose in Section 5.
Finally, Section 6 provides a related work.

2 Basic Notions

2.1 Relational Algebra

We enumerate here our notations for the relational algebra mainly inspired
from [1]. Let att be a set of distinct literals, named attributes, dom(A) denotes
the finite domain of the attribute A ∈ att. The relation schema (or relation
for brevity) R[U ] denotes a relation named by R where U ⊂ att. An instance
of R is a subset of dom(U) = ×A∈Udom(A). Given a relation R[A1, . . . , An],
R′ renames the attributes A1, . . . , An into A′

1, . . . , A
′
n. A database schema is a

nonempty finite set R = {R1[U1], . . . , Rn[Un]} of relations. A database instance
of R is a set I = {I1, . . . , In} such that Ii is an instance of the relation Ri.
Finally, a query q maps a database instance to an instance of a relation. The set
of attributes of this relation is denoted by sch(q). A query q′ is equivalent to q,
denoted by q′ ≡ q, iff for any database instance I, one has q′(I) = q(I).

Let I be an instance of R and J be an instance of S. The relations can be
manipulated by means of set operators including Cartesian product R×S where
I × J = {(t, u)|t ∈ I ∧ u ∈ J}. If R and S are relations which have the same
schema, then R∪S, R∩S and R−S are respectively the union, the intersection
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and the difference of R and S. Selection: σf (I) = {t|t ∈ I∧f(t)} selects the tuples
of I satisfying the logical formula f where f is built from (i) the logical operators
(∧, ∨ or ¬), (ii) the arithmetic relational operators and (iii) operands based on at-
tributes and constants. Extended projection: πA1,...,An(I) = {t[A1, . . . , An]|t ∈ I}
only preserves the attributes A1, . . . , An of R. Besides, the projection also per-
mits to extend the relation by arithmetic expressions and to (re)name expres-
sions. For instance, πA+B→B′,C→C′(R) creates a new instance where the first
attribute named B′ results from the arithmetic expression A + B and the sec-
ond attribute corresponds to C, renamed C′. Grouping: γA1,...,An,AGG(B)(I) =
{(a1, . . . , an, AGG(πB(σA1=a1∧···∧An=an(I))) |(a1, . . . , an) ∈ πA1,...,An(I)} groups
tuples of I by attributes A1, . . . , An and applies an aggregate function AGG on B.

2.2 Pattern Discovery

We provide here an overview of pattern discovery based on [25, 32] focusing on
the main proposals of the field. A language L is a set of patterns: itemsets LI [3],
sequences LS [4] and so on [5]. A specialization relation � of a language L is
a partial order relation on L [25, 27]. Given a specialization relation � on L,
l � l′ means that l is more general than l′, and l′ is more specific than l. For
instance, the set inclusion is a specialization relation for the itemsets. Given two
posets (L1,�1) and (L2,�2), a cover relation is a binary relation � ⊆ L1×L2 iff
when l1 � l2, one has l′1 � l2 (resp. l1 � l′2) for any pattern l′1 �1 l1 (resp. l2 �2 l′2).
The relation l1 � l2 means that l1 covers l2, and l2 is covered by l1. The cover
relation is useful to relate different languages together (e.g., for linking patterns
to data). Note that a specialization relation on L is also a cover relation on L
(e.g., the set inclusion is a cover relation for the itemsets).

The pattern can be manipulated by means of three kinds of operators non
exhaustively illustrated hereafter. 1) Pattern mining operators produce pat-
terns starting from a dataset: theory [25], MINERULE [26] and so on. More
precisely, the theory denoted by Th(L, q,D) returns all the patterns of a
language L satisfying a predicate q in the dataset D [25]. Typically, the mini-
mal frequency constraint selects the patterns which occur in at least f transac-
tions [3, 4]: freq(ϕ, D) > f . As mentioned in introduction, we notice that the
query Th(L, freq(ϕ,D) ≥ f,D) does not make explicit how the frequency of
a pattern is computed from the dataset. Other approaches find the k patterns
maximizing a measure m in the dataset D [12, 15]. 2) Pattern set reducing
operators compress a collection of patterns. For instance, the minimal and max-
imal operator denoted by Min(S) and Max(S), return respectively the most
general and specific patterns of S w.r.t. a specialization relation � [25]. The
notion of negative and positive borders [25] is very similar. 3) Pattern apply-
ing operators cross patterns and data. For instance, the data covering operator
θd(P,D) = {d ∈ D|∃p ∈ P : p � d} returns the data of D covered by at least
one pattern of P [32]. Dually, the pattern covering operator θp(P,D) returns the
patterns of P covering at least one element of D [32].
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The next sections aim at stating an algebra based on the relational model to
simultaneously and homogeneously handle data and patterns. In particular, all
the manipulations of patterns described here will be expressed in our algebra.

3 Pattern-Oriented Relational Algebra

3.1 Pattern-Oriented Attributes

The pattern-oriented relational algebra pays attention to the attributes describ-
ing patterns, named pattern-oriented attributes. Indeed, several operations are
specifically designed to handle such attributes which the domain corresponds to
a pattern language together with a specialization relation.

Definition 1 (Pattern-oriented attributes). The pattern-oriented at-
tributes patt is a subset of the attributes: patt ⊆ att such that for every
A ∈ patt, dom(A) is a poset. Let U ⊆ att be a set of attributes, the pattern-
oriented attributes of U is denoted by Ũ .

For example, Table 1 provides instances of relations D, L and P containing
pattern-oriented attributes. The relations D[trans] and L[patt] respectively de-
scribe a transactional dataset and the corresponding language in the context of
(a) itemsets and (b) sequences. The relation P [item, type, price] gives the item
identifier, the type and the price of products. We consider that trans, patt and
item are pattern-oriented attributes where dom(item) = I and dom(trans) =
dom(patt) = LI for itemsets (or = LS for sequences). Thereafter, the proposed
queries can address instances where the domain of patt differs from that of trans.

Of course, the relations can be handled with relational operators. For in-
stance, the query σpatt
ϕ(L) returns all the patterns of L being more general
than the pattern ϕ. The formula patt � ϕ is allowed because σpatt
ϕ(L) ≡
πpatt(σpatt=left∧right=ϕ(L × C)) where the relation C[left, right] extensively
enumerates in its instance the tuples (l, r) such that l � r. On the contrary,
the query σfreq(patt,D)≥f (L) is not correct for computing the frequent patterns

Table 1. Instances for pattern discovery

(a) Itemset context (b) Sequence context

D
trans

ABE
ABC
ABCD
AD

L
patt

∅
A
B
C
D
E
AB
AC
AD

AE
BC
BD
BE
CD
CE
DE
ABC
. . .
ABCDE

Dataset Language of itemsets

D
trans

(AB)(E)
(AB)(C)(A)
(AB)(C)(D)
(B)(C)(D)(B)

L
patt

∅
(A)
(B)
(C)
(D)
(E)
(AB)
(A)(B)
. . .

Sequential data Language of
sequences

P
item type price

A snack 3
B snack 10
C beer 5
D soda 8
E soda 6

Product description
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because the formula freq(patt, D) requires a relation D and it is not allowed in
a selection (see Section 2.1). Besides, we desire to make the computation of fre-
quency explicit. The next section explains how to compute it with the relational
algebra.

3.2 Cover, Semi-cover and Anti-cover Operators

We now indicate how to formulate the frequent pattern mining query (fpm
query in brief) in the relational algebra which illustrates the need of the cover-
like operators. Assume that L[patt] and D[trans] are two relations that re-
spectively contain the language and the dataset as proposed in Table 1. The
main challenge is to compute the frequency of each pattern of L. The Carte-
sian product of L by D gathers all the patterns of L with all the trans-
actions of D. Of course, we only select the relevant tuples such that the
pattern covers the transaction: σpatt�trans(L × D). Finally, we count for each
pattern how many transactions it covers and we select the frequent ones:
σfreq≥s(γpatt,COUNT(trans)→freq(σpatt�trans(L × D))). As the notion of cover rela-
tion plays a central role to relate pattern-oriented attributes, we introduce three
operators based on this notion. The cover operator for the pattern discovery is
as important as the join operator for classical data manipulations.

Cover operator. The result of a cover operation gathers all the combinations of
tuples in R and S that have comparable pattern-oriented attributes.

Definition 2 (Cover operation). The cover of a relation R[U ] for a relation
S[V ] w.r.t. a cover relation1 � ⊆ dom(Ũ) × dom(Ṽ ) is R � S = σŨ�Ṽ (R × S),
i.e. for any instances I of R and J of S, I�J = {(t, u)|t ∈ I∧u ∈ J∧t[Ũ ]�u[Ṽ ]}.
As θ-join is a shortcut of σf (R × S), the cover operator is derived from primitive
operations defined in Section 2.1. In fact, R � S is equivalentl to σŨ�Ṽ (R × S)
where the formula Ũ �Ṽ can be expressed with usual relational operators as done
above with patt � ϕ. Then, as semi-cover and anti-cover defined below, the cover
operator does not increase the expressive power of the relational algebra. How-
ever, such operators bring two main advantages. First, algebraic properties of
cover-like operators can be formulated, in order to be used by a query optimizer
(see Section 5). Second, specialized and efficient query evaluation methods for
these operators could be developed.

Let us illustrate the cover operation on several examples of pattern manipu-
lations. Given a dataset D[trans] and a language L[patt], the frequent patterns
(with their frequency) correspond to the following query:

F = σfreq≥f (γpatt,COUNT(trans)→freq(L � D))

This fpm query fulfills our modeling objective by explicitly and declaratively
describing how the frequency is computed. Given the instances of L and D

1 Definitions 2 to 4 consider that the binary relation � is a cover relation w.r.t. the
specialization relations 	Ũ and 	Ṽ respectively defined on dom(Ũ) and dom(Ṽ ).
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Table 2. Instances containing mined patterns of instance D

(a) Itemset language (b) Sequence language

F
patt freq

∅ 4
A 4
B 3
C 2
D 2
AB 3
AC 2
AD 2
BC 2
ABC 2

C
patt freq

A 4
AB 3
AD 2
ABC 2

M
patt freq

AD 2
ABC 2

Frequent itemsets Frequent closed Frequent maximal
itemsets itemsets

F
patt freq

∅ 4
(A) 3
(B) 4
(C) 3
(D) 2
(AB) 3
(A)(C) 2
(B)(C) 3
(B)(D) 2
(C)(D) 2
(AB)(C) 2
(B)(C)(D) 2
Frequent sequences

provided by Table 1 and f = 2, it exactly returns the instance of F (see Table 2).
In the fpm query, the relation � ⊆ dom(patt) × dom(trans) is a cover relation
w.r.t. �patt and �trans (e.g., the inclusion for itemsets [3] or sequences [4]).

As mentioned earlier, a specialization relation is a particular kind of cover re-
lation. Thereby, it can be exactly used as a cover operator. For instance, starting
from the frequent patterns F , the frequent closed patterns of D [5] are computed
as follows: C = πpatt,freq(σfreq>max(γpatt,freq,MAX(freq′)→max(F ≺ F ′))) (we recall
that F ′ renames the attributes patt and freq into patt′ and freq′). Table 2 il-
lustrates this query applied to a particular instance of F in the case of itemsets.
Furthermore, the query γpatt,MAX(freq′)→freq(L � C′) regenerates the instance F .

Semi-cover operator. The semi-cover operator returns all the tuples of a relation
covering at least one tuple of the other relation:

Definition 3 (Semi-cover operation). The semi-cover of a relation R[U ] for
a relation S[V ] w.r.t. a cover relation � ⊆ dom(Ũ) × dom(Ṽ ) is R �� S =
πU (R � S).

Definition 3 implicitly means that R �� S returns all the tuples of R covered by
at least one tuple of S. Indeed, R �� S has a sense because if the binary relation
� is a cover relation on dom(Ũ) × dom(Ṽ ) w.r.t. �Ũ and �Ṽ , then � is also
a cover relation on dom(Ũ) × dom(Ṽ ) w.r.t. �Ũ and �Ṽ . Table 3 illustrates
Definition 3 by showing semi-cover operation of L for D which is the whole set
of patterns occurring at least once in D: L�� D. Then, σpatt
ϕ(L �� D) returns
the patterns being more general than ϕ and present in D.

Let us come back to the data and pattern covering operators [32] presented
in Section 2.2. The operation θp(P, D) which gives the tuples of P covering at
least one tuple of D, is equivalent to P �� D. Dually, θd(P, D) = D �� P returns
the tuples of D covered by at least one tuple of P .

Anti-cover operator. The anti-cover operator returns all the tuples of a relation
not covering any tuple of the other relation:
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Table 3. The semi-cover and anti-cover of L for D

L � �D
patt

∅
A
B
C
D
E
AB
AC
AD

AE
BC
BD
BE
CD
ABC
ABD
ABE
ACD
BCD
ABCD

L � ¬D
patt

CE
DE
ACE
ADE
BCE
BDE
CDE
ABCE
ABDE

ACDE
BCDE
ABCDE

Definition 4 (Anti-cover operation). The anti-cover of a relation R[U ] for
a relation S[V ] w.r.t. a cover relation � ⊆ dom(Ũ) × dom(Ṽ ) is R �¬ S =
R − R �� S.

As for the semi-cover relation, R�¬ S has a sense and returns all the tuples of R
not covered by any tuple of S. Table 3 gives the patterns of L that do not occur
in D by means of the anti-cover of L for D: L �¬ D. The anti-cover operator
enables us to easily express the minimal and maximal pattern operators [25]
(see Section 2.2): Min(R) = R �¬ R and Max(R) = R ≺¬ R. For instance,
the frequent maximal itemsets are the frequent itemsets having no more specific
frequent itemset: M = F ≺¬ F (see Table 2). A pattern of L is either present
in D (i.e., in L �� D) or absent from D (i.e., in L �¬ D). Then, we obtain
that L = L �� D ∪ L �¬ D (see Table 3). More generally, the semi-cover and
anti-cover operator are complementary by definition (see Definitions 3 and 4):
R = R �� S ∪ R �¬ S for any relations R and S.

3.3 Domain Operator

Let us come back to the query σfreq≥f (γpatt,COUNT(trans)→freq(L � D)) that can be
applied to any instance of relation L. However, in a practical pattern discovery
task, the instance of L has to gather all the existing patterns of dom(patt) (as
given by Table 1). To cope with this problem, we introduce a new operator that
outputs the domain of the schema for a given relation.

Definition 5 (Domain operation). The domain of a relation R[U ] is Δ(R)
where for any instance I of R, Δ(I) = dom(U).

As the domain of each attribute is finite, the instance Δ(I) is finite. Assume that
I = ∅ is an instance of L[patt], Δ(I) returns the instance depicted by Table 1.
The domain operator enables us to complete the frequent pattern mining query:
σfreq≥f (γpatt,COUNT(trans)→freq(Δ(L) � D)). Other practical queries require the use
of a language of patterns. For instance, negative border of R [25] can now be
formulated: Bd−(R) = (Δ(R)−R) �¬ (Δ(R)−R). Similarly, the downward and
upward closure operators of R are respectively expressed by Δ(R) �� R and
Δ(R) �� R.
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3.4 Scope of the Pattern-Oriented Relational Algebra

The pattern-oriented relational algebra which refers to the relational algebra plus
the cover-like operators plus the domain operator, is strictly more expressive
than the relational algebra. As aforementioned, the cover-like operators do not
increase the expressive power of the relational algebra. In contrast, the domain
operator cannot be expressed with relational operators because it induces domain
dependent queries [1]. Let us note that [10] has already demonstrated that the
frequent pattern mining query cannot be formulated in terms of the relational
algebra.

From a practical point of view, the large number of query examples illustrating
the previous sections (partially reported in Table 4 with q1-q5) highlights the
generality of the pattern-oriented relational algebra. The other queries of Table 4
complete this overview by giving examples about the top-k frequent pattern
mining with q6 [15], the syntactic pattern mining q7 [9], the utility-based pattern
mining q8 or the association rule mining q9 [3]. Note that ∈ is a cover relation
on dom(item)×dom(patt) that relates one item with an itemset or a sequence.
The query q7 returns the patterns of L occurring in D and not containing a
product of type ‘snack’. q8 returns the patterns of L occurring in D such that
the sum of product prices is less than a threshold t.

Table 4. Examples of pattern-oriented queries and their properties

Dependence
Pattern-oriented query DC Local Global

q1 σfreq≥f (γpatt,COUNT(trans)→freq(L � D)) L L D

q2 πpatt,freq(σfreq>max(γpatt,freq,MAX(freq′)→max(F ≺ F ′))) F

q3 σpatt�ϕ(L) L L
q4 σpatt�ϕ(L �� D) L L, D
q5 F ≺¬ F F
q6 σrank≤k(γpatt,freq,COUNT(patt′)→rank(σsupp≤supp′(F × F ′))) F F

q7 (L �� D) ¬ σtype=snack(P ) L L, D, P
q8 σtotal≤t(γpatt,SUM(price)→total(P ∈ (L �� D))) L L, D, P

q9 πpatt′→head,patt\patt′→body,freq,freq/freq′→conf(F ′ ≺ F ) F

Most of these typical queries are difficult to evaluate because the handled
instances may be very large especially when the domain operator is used for
generating the language. The following sections explain how to rewrite queries
for optimization purpose.

4 Characterizing Pattern-Oriented Queries

In the field of pattern mining, it is well known that some properties are useful
to reduce the computation time (e.g., anti-monotone constraint or pre/post-
processing ability). This section aims at characterizing such properties in the
pattern-oriented relational algebra. More precisely, we first study the structura-
tion of the instance resulting from a query w.r.t. the initial instance. Then, we
analyze three levels of dependency between a query and a relation.
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Thereafter we assume that q is a query formulated with the pattern-oriented
relational algebra and the database schema {R1[U1], . . . , Rn−1[Un−1], R[U ]}.
Then, this query q is often applied to the database instance I = {I1, . . . , In−1, I}.

4.1 Downward Closed Query

Intuitively, the notion of downward closed query expresses that of anti-monotone
constraints [25] in the pattern-oriented relational algebra. A query q is downward
closed in R if for any instance I of R[U ], any tuple of I more general than at
least one tuple of πU (q(I)) also belongs to πU (q(I)).

Definition 6 (Downward closed queries). A query q is downward closed in
R[U ] w.r.t. � iff U ⊆ sch(q) and (R �� q) ≡ πU (q).

Definition 6 means that if a tuple t of R is more general than at least one tuple of
the answer of q, t is also present in this answer. The downward closed property is
very interesting for pruning an instance (more details are given in Section 5.2).
The query σfreq≥f (γpatt,COUNT(trans)→freq(L � D)) is downward closed in L w.r.t.
�. Indeed, all the generalizations of a frequent pattern are frequent (e.g., ABC
is frequent and then, A, B, C, AB and so on are also frequent, see Table 1).
Similarly, the top-k frequent pattern query q6 is also downward closed in F
w.r.t. �. The column ‘DC’ of Table 4 indicates the relations in which the query
is downward closed w.r.t. �.

4.2 Local and Global Dependent Queries

A query is dependent on the relation R whenever its result varies with the in-
stance of R. Whereas the query σpatt
ϕ(L) is independent of D, σpatt
ϕ(L �� D)
depends on D because it only returns the tuples of σpatt
ϕ(L) that cover at least
one tuple of the instance of D. Definition 7 formalizes the notion of total inde-
pendence (or independence in brief):

Definition 7 (Total independence). A query q is totally independent of R iff
for any instances I, J of R, one has q({I1, . . . , In−1, I}) = q({I1, . . . , In−1, J}).
In other words, a query which is independent of R is equivalent to another
query not involving R. Note that the queries which are totally independent of
D correspond to syntactical constraints [9].

We now refine this notion of dependence by introducing the global indepen-
dence. Both queries σpatt
ϕ(L �� D) and σfreq≥f (γpatt,COUNT(trans)→freq(L � D))
are dependent on D. But, the dependency of the second query on D is stronger
than that of the first query. Indeed, the computation of the frequency for a tuple
of L requires to simultaneously take into account several tuples of D.

Definition 8 (Local/global dependence). A query q is globally indepen-
dent of R iff for any instances I, J of R, one has q({I1, . . . , In−1, I ∪ J}) =
q({I1, . . . , In−1, I})∪ q({I1, . . . , In−1, J}). A query being globally independent of
R but dependent on R is said to be locally dependent on R.
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Definition 8 formalizes the notion of global constraints [12] which compare sev-
eral patterns together to check whether the constraint is satisfied or not. The
queries (like q2, q5, q6 or q9) which are globally dependent on L or F correspond
to such global constraints. Besides, the query q1 globally depends on D and lo-
cally depends on L. It means that q1 can be evaluated by considering separately
each tuple of the instance of L. Conversely, it is impossible to consider individ-
ually each tuple of the instance of D. Thus, the higher the overall number of
global dependencies, the harder the evaluation of the query. The columns ‘Local’
and ‘Global’ of Table 4 indicates the local/global dependent relations for each
query. As expected, the queries q1, q4, q7 and q8 depend on D because they
benefit from the dataset to select the right patterns. We also observe that the
queries q2, q5, q6 and q9 globally depend on F as they postprocess the frequent
patterns by comparing them.

5 Rewriting Pattern-Oriented Queries

This section examines algebraic equivalences to rewrite queries into forms that
may be implemented more efficiently.

5.1 Algebraic Laws Involving Cover-Like Operators

Let us consider the query q4: σpatt
ϕ(L �� D). As the predicate patt � ϕ is
highly selective, it is preferable to first apply it for reducing the language.
Thereby, the equivalent query σpatt
ϕ(L) �� D may be more efficient than
σpatt
ϕ(L �� D). The property below enumerates equivalences:

Property 1 (Laws involving cover-like operators). Let R[U ] and S[V ] be
two relation schemas. Let f and g be two predicates respectively on R and S. Let
A and B be two sets of attributes such that Ũ ⊆ A ⊆ U and Ṽ ⊆ B ⊆ V . One
has the following equivalences:

1. σf∧g(R � S) ≡ σf (R) � σg(S) πA∪B(R � S) ≡ πA(R) � πB(S)
2. σf (R �� S) ≡ σf (R) �� S πA(R �� S) ≡ πA(R) �� S
3. σf (R �¬ S) ≡ σf (R) �¬ S πA(R �¬ S) ≡ πA(R) �¬ S
4. R �� S ≡ R �� (S ≺¬ S) R �¬ S ≡ R �¬ (S ≺¬ S)

Intuitively, the right hand side of each equivalence listed in Property 1 (proofs
are omitted due to lack of space) may lead to optimize the query. Indeed, Lines 1
to 3 “pushes down” the selection and projection operators to reduce the size of
the operands before applying a cover-like operator. This technique is success-
fully exploited in database with Cartesian product or join operator [1]. Besides,
Line 4 benefits from the maximal tuples of S (i.e., S ≺¬ S) as done in pattern
mining [25]. If a tuple t of the instance of R covers a tuple of the instance J of
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S, then t also covers a tuple of J ≺¬ J . As |J ≺¬ J | ≤ |J |, the rewritten query
R �� (S ≺¬ S) may be less costly than R �� S provided J ≺¬ J is not too
costly.

5.2 Algebraic Reformulation of the Levelwise Algorithm

We now take into account the downward closed and the global independence
properties for reformulating queries. For instance, assume that the instance of
L is now equal to πpatt(F ). A new computation of q1 again returns F : F =
σfreq≥2(γpatt,COUNT(trans)→freq(πpatt(F ) � D)). Of course, this query is faster to
compute than the original fpm query because the instance of F is very small
compared to Δ(L). We generalize this observation:

Property 2. Let q be a downward closed query in R[U ] w.r.t. � and globally
independent of R such that U ⊆ sch(q), one has q(I) = q(J) for any instances
I = {I1, . . . , In−1, I} and J = {I1, . . . , In−1, J} such that πU (q(J)) ⊆ I ⊆ J .

Given a downward closed and independent query q, Property 2 demonstrates
that q(I) = q(J) when I is an instance of R such that πU (q(J)) ⊆ I ⊆ J . As
I ⊆ J and then |I| ≤ |J |, we suppose that evaluating q(I) is less costly than
evaluating q(J) because the cost generally decreases with the cardinality of the
instance. Thus, in order to reduce the cost of the evaluation of q(I), we aim at
turning I into the smallest instance of R including q(J). Such an approach can
be seen as a pruning of the instance of R.

Table 5. Levelwise computation of the fpm query (level 2)

L C = L �¬ L S
patt

AB
AC
AD
BC
BD
CD

ABC
ABD
ACD
BCD
ABCD

patt

AB
AC
AD
BC
BD
CD

patt supp

AB 3
AC 2
AD 2
BC 2

L �� S (L �� S) �¬ (C �¬ S)
patt

ABC
ABD
ACD
BCD
ABCD

patt

ABC

Table 5 illustrates how to prune the instance L for evaluating the fpm query
q1. As q1 is globally independent of L, we first divide L into two parts: the most
general tuples of L denoted by C = L �¬ L (i.e., the candidates of the level 2
of Apriori [3]) and others, i.e. L �� L. We then apply the fpm query to C for
computing S: the frequent patterns of C and their frequency. Finally, we benefit
from S for pruning L �� L using the downward closed property of q1 in L w.r.t.
� (see Definition 6). We only preserve the tuples which are more specific than
at least one frequent tuple of S: L �� S. Finally, we filter out the tuples having
a non-frequent generalization: (L �� S) �¬ (C �¬ S). As the cardinality of this
instance is smaller than |L �� L|, we have achieved our goal.
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This principle is generalized with this theorem:

Theorem 1 (Levelwise equivalence). Let q be a downward closed query w.r.t.
� and globally independent of R, one has the below equality for any database in-
stance I = {I1, . . . , In−1, I}:

q(I) = q({I1, . . . , In−1, I �¬ I︸ ︷︷ ︸
C=

})
︸ ︷︷ ︸

S=

∪q({I1, . . . , In−1, (I �� S) �¬ (C �¬ S)})

Proof. Let q be a downward closed query w.r.t. � and globally independent of
R. To alleviate the notations, q(I) refers to q({I1, . . . , In−1, I}) where I is any
instance of R. Besides, we fix that C = I �¬ I and S = q(I �¬ I) = q(C):

q(I) = q(I 
¬ I ∪ I 
� I) = q(C ∪ I 
� I) (1)

= q(C) ∪ q(I 
� I) (2)

= q(C) ∪ q(I 
� q(C)) = q(C) ∪ q(I 
� S) (3)

= q(C) ∪ q((I 
� S) �¬ (C �¬ S)) (4)

Line 1 stems from the complementary property: R = R �� S ∪R �¬ S. Line 2 is
allowed because q is globally independent of R. Line 3-4 are due to the downward
closed property in R (see Definition 6). ��
Theorem 1 can be used for rewriting queries by considering two important points.
Firstly, the redundant subqueries as candidate tuples C = I �¬ I and satisfied
tuples S = q({I1, . . . , In−1, I �¬ I}) have to be evaluated only once. Secondly,
the practical evaluation of q requires to recursively apply the equality proposed in
Theorem 1. Indeed, the subquery q({I1, . . . , In−1, (I �� S) �¬ (C �¬ S)}) can
also be rewritten by a query plan optimizer using the same identity. Therefore,
Theorem 1 leads to algebraically reformulate the levelwise algorithm [3, 4, 25].
This algorithm repeats this equality for computing which candidate patterns
satisfy the predicate and then, generating those of the next level. Other efficient
pruning strategies like depth-first search techniques [5] could also be expressed
in pattern-oriented relational algebra. Finally, as observed in [12, 15], we cannot
apply Theorem 1 to q6 because it globally depends on F .

6 Related Work

Inductive databases [18, 24] aims at tightly integrating databases with data min-
ing. Our approach is less ambitious because it is “only” restricted to the pattern
mining. Obviously, many proposals provide an environment merging a RDBMS
with pattern mining tools: Quest [2], ConQueSt [7], DBminer [16], Sindbad [34]
and many other prototypes [6]. In such a context, there are many extensions of
the SQL language [31] like DMX or MINERULE [26]. There are also extended
relational model [13] like 3W model [20]. However, such methods don’t fuse the
theoretical concepts stemming from both the relational model and the pattern
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discovery. For instance, the query optimizer of DBMS is isolated from pattern
mining algorithms. Indeed, most of the approaches consider a pattern mining
query as the result of a “black box”. Only few works [10, 23, 33] express pattern
mining operators by benefiting from the relational algebra. Such approaches add
a loop statement for implementing the levelwise algorithm. On the contrary, our
proposal extends the relational algebra by still using a declarative approach.

Many frameworks inspired from relational and logical databases, but created
from scratch, are proposed during the last decade: constraint-based pattern min-
ing [9, 25], distance-based framework [14], rule-base [19], tuple relational calcu-
lus [28], logical database [29], pattern-base [32] and so on. Other directions are
suggested in [24] like probabilistic approach or data compression. Besides, con-
straint programming is another promising way for expressing and mining pat-
terns [21, 30]. Such frameworks are less convenient for handling data (which are
often initially stored in relational databases). Besides, they suffer from a lack
of simple and powerful languages like the relational algebra (in particular, the
manipulation of patterns is frequently separated from that of data).

From a more general point of view, many works add new operators to the re-
lational algebra in order to express more sophisticated queries. Even if such new
operators don’t necessary increase the expressive power of the relational algebra,
most of the time they facilitate the formulation of user queries and provide spe-
cific optimizations. Typically, several operators are introduced for comparing tu-
ples with each other, as does a specialization relation with patterns. For instance,
the winnow operator is specifically dedicated to handle preferences [11]. Several
operators are dedicated for selecting the best tuples by means of relational domi-
nant queries [8] or relational top-k queries [22]. The cover-like operators are very
closed to such operators. But, they enable to compare tuples based on different
languages, as does a cover relation with patterns. Finally, the domain operator
enables us to manipulate values not initially present in the relations. The same
concept is used in [13] for generating tables containing patterns.

7 Conclusion

In this paper, we have proposed a new and general framework for pattern dis-
covery by only adding cover-like and domain operators to the relational algebra.
The pattern-oriented relational algebra interestingly inherits good properties
from the relational algebra as closure or declarativity. This framework deals
with any language of patterns for expressing a wide spectrum of queries includ-
ing constraint-based pattern mining, condensed representations and so on. We
identify crucial aspects of queries as the downward closed and independence
properties. We then benefit from such properties to algebraically reformulate
the levelwise algorithm. We think that our algebraisation is an important step
towards the elegant integration of pattern discovery in database systems.

Further work addresses the implementation of a complete system based on
the pattern-oriented relational algebra. As done in the database field, we project
to implement the physical cover operators and to design a query plan optimizer
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taking advantage of our proposed algebraic laws. We also study the test of local
and global dependence between a query and a relation.

References

1. Abiteboul, S., Hull, R., Vianu, V.: Foundations of Databases. Addison-Wesley,
Reading (1995)

2. Agrawal, R., Mehta, M., Shafer, J.C., Srikant, R., Arning, A., Bollinger, T.: The
quest data mining system. In: KDD, pp. 244–249 (1996)

3. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules in large
databases. In: Bocca, J.B., Jarke, M., Zaniolo, C. (eds.) VLDB, pp. 487–499. Mor-
gan Kaufmann, San Francisco (1994)

4. Agrawal, R., Srikant, R.: Mining sequential patterns. In: Yu, P.S., Chen, A.L.P.
(eds.) ICDE, pp. 3–14. IEEE Computer Society, Los Alamitos (1995)

5. Arimura, H., Uno, T.: Polynomial-delay and polynomial-space algorithms for min-
ing closed sequences, graphs, and pictures in accessible set systems. In: SDM, pp.
1087–1098. SIAM, Philadelphia (2009)
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131–142. ACM Press, New York (2005)

23. Liu, H.C., Ghose, A., Zeleznikow, J.: Towards an algebraic framework for querying
inductive databases. In: Kitagawa, H., Ishikawa, Y., Li, Q., Watanabe, C. (eds.)
DASFAA 2010. LNCS, vol. 5982, pp. 306–312. Springer, Heidelberg (2010)

24. Mannila, H.: Theoretical frameworks for data mining. SIGKDD Explorations 1(2),
30–32 (2000)

25. Mannila, H., Toivonen, H.: Levelwise search and borders of theories in knowledge
discovery. Data Min. Knowl. Discov. 1(3), 241–258 (1997)

26. Meo, R., Psaila, G., Ceri, S.: A new SQL-like operator for mining association rules.
In: Vijayaraman, T.M., Buchmann, A.P., Mohan, C., Sarda, N.L. (eds.) VLDB, pp.
122–133. Morgan Kaufmann, San Francisco (1996)

27. Mitchell, T.M.: Generalization as search. Artif. Intell. 18(2), 203–226 (1982)
28. Nijssen, S., Raedt, L.D.: IQL: a proposal for an inductive query language. In:
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Abstract. Recently, mining sequential patterns, especially closed se-
quential patterns and generator patterns, has attracted much attention
from both academic and industrial communities. In recent years, incre-
mental mining of all sequential patterns (all closed sequential patterns)
has been widely studied. However, to our best knowledge, there has not
been any study for incremental mining of sequence generators. In this
paper, by carefully examining the existing expansion strategies for min-
ing sequential databases, we design a GenTree structure to keep track
of the relevant mining information, and propose an efficient algorithm,
IncGen, for incremental generator mining. We have conducted thorough
experiment evaluation and the experimental results show that the In-
cGen algorithm outperforms state-of-the-art generator-mining method
FEAT significantly.

1 Introduction

Sequential pattern mining is an important task in the data mining commu-
nity. The purpose is to mine all frequent subsequences in a sequence database.
Since the first work in [1], sequence mining has attracted much attention in the
data mining community. Typical sequential pattern mining algorithms include
GSP [6], SPADE [7], PrefixSpan [8], and SPAM [9]. Various applications benefit
from this problem, such as classifying sequential data [2], detecting erroneous
sentences [3], identifying comparative sentences from Web forum posting and
product reviews [4], and Web log data analysis [5].

Due to the famous downward closure property of frequent patterns, if the
minimum support is low or the database is dense, the complete set of fre-
quent subsequences will grow exponentially. Recently, people are more interested
in mining compact form of sequential patterns: closed subsequences, maximal
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subsequences, and sequence generators. CloSpan [10] and BIDE [11] are two
well-known closed sequential pattern mining algorithms. FEAT [12] and Gen-
Miner [13] were proposed to mine sequence generators. These algorithms make
full use of the search space pruning techniques and greatly improve the min-
ing efficiency, and they are more efficient than the sequential pattern mining
algorithms.

However, as presented in [14], databases are updated incrementally in many
domains, such as user behavior analysis, DNA sequence analysis, web click
stream mining, etc. Among all the incremental mining algorithms on an
updating database, IncSpan [14] and IncSpan+ [15] are designed for mining the
complete set of frequent subsequences, and GSP+/MFS+ [16] are for maximal
subsequences. In addition, IMCS [17] can be used to mine closed subsequences.
But to the best of our knowledge, there is no study on incremental mining of
sequence generators.

To address this problem, in this paper, we study how to incrementally mine
sequence generators. When a database is updated, the generators may change
to non-generators, and non-generators may become generators too. Meanwhile,
newly appended items to existing sequences or newly inserted sequences may
cause previous infrequent subsequences become frequent. In addition, the in-
creased minimum support may make previous frequent subsequences become
infrequent again.

To deal with the above difficulties and solve the incremental generator min-
ing problem, we propose a GenTree (Generating Tree) structure to store the
useful information of the original database, and design an efficient algorithm
IncGen (Incremental Generator Miner) to mine the updated database and main-
tain the GenTree structure (for further updating). We have implemented our
methods and the experimental results show that the IncGen algorithm out-
performs the traditional generator mining algorithm FEAT , especially on non-
sparse databases.

The remainder of the paper is organized as follows. Section 2 describes the
problem formulation. Section 3 presents the GenTree structure and its prop-
erties. The IncGen algorithm is introduced in Section 4. Performance study is
shown in Section 5. Section 6 introduces the related works. Finally, Section 7
concludes the paper.

2 Problem Formulation

2.1 Sequences and Generators

Let I = {i1, i2, · · · , in} be a set of distinct items. A sequence S is defined
as a list of items in I, where each item can occur multiple times, denoted by
S = {e1, e2, · · · , em}, or S = e1e2 · · · em for short. A sequence Sa = a1a2 · · · an

is contained by (or a subsequence of) another sequence Sb = b1b2 · · · bm iff
there exists integers 1 ≤ i1 < i2 < · · · < in ≤ m such as a1 = bi1 , a2 =
bi2 , · · · , an = bin . We use Sa ! Sb to denote that Sa is a subsequence of Sb
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(Sb is a supersequence of Sa vice versa). Sa � Sb denotes that Sa ! Sb and
Sa "= Sb. Besides, X#Y is used to indicate the concatenation of two subsequences
or items X and Y .

A sequence database SDB is a set of tuples, where each tuple is in the
form of 〈ID, sequence〉. See Table 1 for an example. The number of the tuples
is called the base size of SDB, denoted by |SDB|. The absolute support of a
subsequence Sa in a sequence database SDB is the number of sequences in SDB
containing Sa, denoted by supSDB(Sa), or sup(Sa) if there is no ambiguous; the
relative support is the percentage of sequences in SDB containing Sa, that
is, supSDB(Sa)/|SDB|. In the rest of the paper, they are used exchangeably if
it is clear in the context.

Table 1. An example sequence database SDB

ID Sequence

1 C A A B C
2 A B C B
3 C A B
4 A B B

Definition 1. (Generator). A subsequence Sa is a generator if and only if " ∃Sb

that sup(Sa) = sup(Sb) and Sb � Sa.

Given a minimum support threshold min sup, a subsequence Sa is frequent
on SDB if supSDB(Sa) ≥ min sup. If a generator is frequent, it is called a
frequent generator. In this paper, we focus on incrementally mining frequent
generators.

Example 1. Table 1 shows an example of a sequence database. The database
has three different distinct items and four input sequences, that is, |SDB| =
4. Supposing min sup = 2, there are seven generators: A:4, AC:2, B:4, BB:2,
BC:2, C:3, and CA:2. (The numbers after the colons are the supports of the
subsequences.) The remaining four frequent subsequences are not generators,
because for each of them, there is a proper subsequence with the same support.
For instance, CB is not a generator because C � CB and sup(C) = sup(CB).

2.2 Incremental Generator Mining

When a sequence database is updated, it can be updated in two main ways:
INSERT and APPEND. INSERT means inserting new sequences into the
database, and APPEND is appending new items to some of the existing se-
quences. Rarely we may encounter the third way of updating: MIXTURE,
which means the combination between INSERT and APPEND. See
Tables 2(a), 2(b) and 2(c) for an example.
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Table 2. Three updating manners of the SDB in Table 1

(a) INSERT

ID Sequence

1 CAABC
2 ABCB
3 CAB
4 ABB
5 (New) BDCBA

(b) APPEND

ID Sequence (New)

1 CAABC
2 ABCB
3 CAB DC
4 ABB CA

(c) MIXTURE

ID Sequence (New)

1 CAABC
2 ABCB
3 CAB DC
4 ABB CA
5 (New) BDCBA

In the rest of the paper, we use the notation OriDB for the original database,
AppDB for the appended items of the database, and InsDB for the inserted
sequences. In the meantime, we also use D for OriDB, Δ for the updating parts
of OriDB, and D′ for the updated database.

Now we formalize the problem of incremental mining of generators.

Incremental Sequence Generator Mining Problem: Given a sequence
database D, an updating database Δ, and a minimum support min sup, the
incremental sequence generator mining problem is to mine all frequent
sequence generators on the updated database D′.

3 GenTree: The Generating Tree

In this section, we introduce the concept of the generating tree (GenTree), then
discuss the construction and the node type switching rules of GenTree.

3.1 The Concept of GenTree

The GenTree structure is designed for storing useful information of D’s mining
results. Each node represents an item of a frequent subsequence of D. For the
three types of expansion manner: APPEND, INSERT or MIXTURE, we use
the same GenTree.

In a GenTree, each node sn has four fields:

1. Item. The Item field stores an item. The items on the path from the root
to the node sn represent a subsequence Sn.

2. Support. The support of the node. Only frequent nodes are kept.
3. Type. The node type. There are three different types of nodes, which are:

– Generator Node: If a subsequence Sn is a generator, the corresponding
node sn is called a generator node.

– Stub Node: If a subsequence Sn is unpromising to be extended for
generators, its corresponding node is called a stub node.

– Branch Node: Except for the two types above, the rest nodes are
branch nodes.

4. Children. Pointers to children’s nodes.
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Fig. 1. GenTree for the database in
Table 1

Fig. 2. Updated GenTree for database in Ta-
ble 2(b)

Figure 1 is the corresponding GenTree of the database in Table 1. The generator
nodes, stub nodes and branch nodes are shown in rectangles, triangles, and
ellipses, respectively.

3.2 The Construction of GenTree

Before introducing the construction of the GenTree, we first give several defini-
tions for ease of presentation.

Definition 2. (Projected Sequence). Given an input sequence S, a prefix sub-
sequence Sp, the projected sequence of S with respect to Sp is defined as the
subsequence of S after the first appearance of Sp.

Definition 3. (Projected Database). Given an input sequence database SDB, a
prefix sequence Sp, the projected database SDBSp of SDB with respect to Sp is
defined as the complete set of projected sequences in SDB with respect to Sp.

Definition 4. (The i-th item missing subsequence) For sequence S= e1e2 . . . en,
we define the i-th item missing subsequence of S as the subsequence derived from
S by removing its i-th item, denoted by S(i) = e1e2 . . . ei−1ei+1 . . . en.

For example, let S=CAABC and Sp=CA. The projected sequence of S with re-
spect to Sp is ABC. The projected database of prefix sequence A in our example
database is {ABC, BCB, B, BB}. And, the 4-th item missing subsequence of S
is S(4) = CAAC.

Here we first introduce the basis of a generator checking theorem and its
proof. A generators is often checked using its definition and the concept of the
projected database. The similar idea was first proposed in CloSpan [10] and also
adopted in our previous FEAT algorithm [12].

Theorem 1. (Generator Checking Theorem) Given two subsequences Sp1

and Sp2, if Sp1� Sp2 and SDBSp1= SDBSp2 , then any extension to Sp2 cannot
be a generator.
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Proof. Assume there exists any subsequence S, which can be used to grow Sp2 to
get a subsequence S′=Sp2 #S, we can always use S to grow Sp1 and get another
subsequence S′′=Sp1 # S. Since Sp1� Sp2 and SDBSp1= SDBSp2 hold, we can
get sup(S′) = sup(S′′) and S′′ � S′, thus S′ cannot be a generator. �

The FEAT algorithm proposed a useful pruning method: backward prune, and
it is also appropriate for our IncGen algorithm. The following is the slightly
revised theorem from the FEAT algorithm, added with the proof.

Theorem 2. (Backward Pruning Theorem) Given Sp=e1e2 . . . en, if ∃i ∈
{1, 2, . . . , n − 1} such that SDB

S
(i)
p

= SDBSp, then Sp can be safely pruned.

Proof. Because SDB
S

(i)
p

=SDBSp and S
(i)
p �Sp both hold, according to Theorem 1

we can safely prune Sp. �

In the GenTree, if a node sn is in depth k, the subsequence it represents is
denoted by Sn = 〈α1α2...αk〉. We can judge two things about Sn: one is “is
it a generator”, and the other is “can it be pruned (impossible to be extended
to generators)”. We use isGenerator and canPrune to denote them respec-
tively. In our implementation, with the procedure backwardCheck(), the status
isGenerator and canPrune can be determined simultaneously. With the above
definitions and theorems, we give the Algorithm 1 for constructing a GenTree.

It is a recursive algorithm. Let ∅seq be an empty sequence, then, to get
the whole GenTree of a sequence database SDB, we can invoke the algo-
rithm: ConstructGenTree(rootNode, ∅seq, SDB, min sup). In each call of the
algorithm, we list all the local frequent items in the projected database, then
for each of the items: first we allocate a child node and use childNode point-
ing to it; second, some basic initialization for childNode is performed; third,
backwardCheck() procedure is invoked and the canPrune and isGenerator
status are updated; fourth, among the four combinations of two boolean indi-
cator 〈isGenerator, canPrune〉, only three are possible, that is, 〈false, false〉,
〈false, true〉, and 〈true, false〉, corresponding to the three types of the node:
BRANCH , STUB, and GENERATOR; finally, if the pruning conditions can-
not be met, we construct the subtree of the childNode recursively.

3.3 The Node Type Switching of GenTree

A GenTree has several nice properties for our incremental mining algorithm.
When a database is updated, the switching rules of the nodes are made clear
by the following theorems. In the following, we assume the original database is
D, the updated database is D′, and we use the corresponding subsequence S to
represent the current tree node.

Theorem 3. (Branch node switching rule.) No matter how D expands, and
whether min sup increases or not, a branch node may hold, or be changed to a
generator node. It never becomes a stub node.
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Algorithm 1. ConstructGenTree(curNode, Sp, SDBSp , min sup)

Input : Current node pointer curNode, prefix sequence Sp, Sp’s projected
database SDBSp , minimum support min sup

Output: The subtree represented by current node pointer curNode
1 begin
2 foreach i in localFrequentItems(SDBSp, min sup) do
3 Si

p ← Sp  i;
4 SDBSi

p
← projectedDatabase(SDBSp, i);

5 newSup ← |SDBSi
p
|;

6 childNode ← new allocated tree node;
7 curNode.children.add(childNode);
8 curNode.item ← i;
9 curNode.support ← newSup;

10 backwardCheck(Si
p, SDBSi

p
, newSup, canPrune, isGenerator);

11 if isGenerator then
12 childNode.type ← GENERATOR;
13 else if canPrune then
14 childNode.type ← STUB;
15 else
16 childNode.type ← BRANCH;
17 end
18 if not canPrune then
19 ConstructGenTree(childNode, Si

p, SDBSi
p
, newSup);

20 end

21 end

22 end

Proof. For branch nodes:
“isGenerator=false” may or may not change. S is not a generator, then we

have ∃k ∈ {1, 2, · · · , n} that supD(S(k)) = supD(S). When D expands, since
S(k) � S, sup(S(k)) will not increase slower than sup(S), so supD′

(S(k)) >
supD′

(S) or supD′
(S(k)) = supD′

(S).
“canPrune=false” will remain unchanged. Here let SeqD

<L> be the L-th se-
quence in D. S cannot be pruned, then ∀i ∈ {1, 2, · · · , n}, ∃Li ∈ {l|SeqD

<l> $ S},
making SDBD

S(i) in the Li-th line appear earlier than SDBD
S . When D expands

in any way, for ∀i, in the same Li-th line of D′, SDBD
S(i) will still appear earlier

than SDBD
S . So, S cannot be pruned. �

Theorem 4. (Stub node switching rule.) No matter how D expands, and
whether min sup increases or not, a stub node may be switched to any type of
node.

Proof. For stub nodes:
“isGenerator=false” may or may not change. (The reason is the same as the

above.)
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“canPrune=true” may or may not change. S can be pruned means: ∃i that
SDBS(i) = SDBS . When D expands, S(i) may occur in some new sequences of
D′ which do not contain S. So, in that case, we cannot prune S. �

Theorem 5. (Generator node switching rule.) If a database is updated
in the INSERT way (see Subsection 2.2), the status to be a generator will
remain unchanged. Otherwise, the generator node will remain unchanged if the
new absolute min sup remains unchanged, or be switched to a branch node if the
min sup increases. In both cases, it never becomes a stub node.

Proof. For generator nodes:
In INSERT expansion manner: “isGenerator=true” will remain unchanged.

Since S is a generator before updating, we have: for ∀i ∈ {1, 2, · · · , n},
supD(S(i)) > supD(S). In the insertion part InsDB, as S(i) � S, we get
supInsDB(S(i)) � supInsDB(S). So, adding the two, we have: ∀i ∈ {1, 2, · · · , n},
supD′

(S(i)) > supD′
(S), which means in the database D′, S is still a generator.

In MIXTURE or APPEND expansion manner: “isGenerator=true” may
or may not change. If sup(S) increases, it will be possible that: ∃k, for some
certain sequences in D containing S(k) but not containing S, appended items
make them contain both S(k) and S. In this case, the generator’s definition may
be violated.

Meanwhile, “canPrune=false” will always remain unchanged. The reason is
the same as the second-part proof of Theorem 3. �

Here, Table 3 summarizes the above three rules.

Table 3. A summarization for the switching rules

Type isGenerator canPrune INSERT Switching Rules

Branch false false {yes, no} B → {B, G}
Stub false true {yes, no} S → {S, G, B}
Generator true false yes G → G
Generator true false no G → {G, B}

Example 2. Figure 2 gives an updated GenTree representing the Table 2(b).
The three nodes in Depth 1 are always considered generators. Among the other
seven non-root nodes in Figure 1, four of them change their types, and the left
three keep their types unchanged.

4 The IncGen Algorithm

In this section we introduce the IncGen algorithm for incremental mining of
sequence generators. There are three implementations of IncGen, correspond-
ing to the three ways in which a database expands. They are: IncGen-Ins for
INSERT , IncGen-App for APPEND, and IncGen-Mix for MIXTURE. The
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Algorithm 2. IncGen App(GenTreeF ile,SDB, min sup)
Input : old GenTreeF ile, updated SDB, minimum support min sup
Output: all generators in D′

1 begin
2 rootNode ← loadFromDisk(GenTreeF ile);
3 SuspSet ← ∅;
4 IncGenAppDFS(rootNode, ∅seq , SDB, min sup, SuspSet);
5 foreach Si ∈ SuspSet do
6 ReCheck(rootNode, Si);
7 update the node type corresponding to Si;
8 end
9 outputGen(rootNode);

10 saveToDisk(rootNode, GenTreeF ile);
11 end

three implementations are very similar. They all follow the Depth-First enumer-
ation framework [8]. In the algorithm, D′ is scanned to update the GenTree
(partially). Meantime, information in the old GenTree is sufficiently utilized to
avoid unnecessary operations. Then, some suspected generators are re-checked
and the corresponding tree nodes are updated.

4.1 The IncGen-App Algorithm

Algorithm 2 gives the framework of IncGen-App. We first load the old GenTree
from the disk (Line 2), then invoke the procedure IncGenAppDFS() to get the
partially updated GenTree of the expanded database D′, with the suspected
generators stored in the set SuspSet (Line 4). Afterwards, each S in the SuspSet
is examined using the support information on GenTree nodes, and GenTree
is updated in the meantime (Lines 5-8). The re-checking procedure checks all
S’s subsequences one by one. If any subsequence Sk of S satisfying sup(Sk) =
sup(S), S is not a generator. Otherwise, S is a generator. Finally, we can output
all generators according to the GenTree (Line 9) and save the GenTree into the
disk for future incremental mining (Line 10).

In the recursive IncGenAppDFS() procedure, each time IncGenAppDFS
( curNode, Sp, SDBSp , min sup, SuspSet) is invoked, the subtree corresponding
to the parameter Sp is partially updated, leaving the suspects in the SuspSet. In
each invoking, after getting the locally frequent item set (Line 2), for each item
i we do the following things. First, some initializations are made (Lines 3-5).
Second, we find whether or not the subsequence Si

p (Sp # i) is in the children of
the current node. If it exists, let childNode point to it; otherwise, we allocate a
new tree node, let childNode point to it, and add it to the curNode’s children
list. In both cases, after this step, childNode points to the very node for Si

p

(Lines 6-12). Third, the three types of childNode are judged and processed (one
of Case 1 to 3, Lines 13-20).
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Procedure. IncGenAppDFS(curNode, Sp, SDBSp , min sup, SuspSet)
Input : current node pointer curNode to represent GenTree, prefix sequence

Sp, Sp’s projected database SDBSp , minimum support min sup, the
set SuspSet for suspected generators

Output: updated GenTree pointed by curNode
1 begin
2 foreach i in localFrequentItems(SDBSp, min sup) do
3 Si

p ← Sp  i;
4 SDBSi

p
← projectedDatabase(SDBSp, Si

p);
5 newSup ← |SDBSi

p
|;

6 if Si
p exists in curNode.children then

7 childNode ← the found child;
8 else
9 childNode ← new allocated tree node;

10 childNode.item ← i;
11 curNode.children.add(childNode);
12 end
13 if childNode.isNew = true OR childNode.type = STUB then
14 backwardCheck(Si

p, SDBSi
p
, newSup, canPrune, isGenerator);

15 update childNode.type;
16 else if childNode.type = BRANCH then
17 SuspSet ← SuspSet ∪ Si

p;
18 else if newSup > childNode.support then
19 SuspSet ← SuspSet ∪ Si

p;
20 end
21 childNode.support ← newSup;
22 if canPrune = false then
23 IncGenAppDFS(childNode, Si

p, SDBSi
p
, newSup, SuspSet);

24 end

25 end

26 end

Case 1. childNode is new or is a STUB, there is little information for us.
When it is a stub node, according to Table 3, it can be switched to any type.
So, here we invoke the backwardCheck() (based on Theorem 2) procedure to
determined canPrune and isGenerator. (Lines 13-15)

Case 2. childNode is a BRANCH , then it never becomes a STUB. So, besides
extending it, all we have to do is to determine whether it is a generator. This
means it will be a waste of time to invoke the backwardCheck() procedure. That
is why we abandon the procedure and leave it to be post-processed. (Lines 16-17)

Case 3. childNode is a GENERATOR, and sup(Si
p) increases, which implies

it may become a BRANCH . The processing operations are the same as in Case
2. (Lines 18-19)

Case 4. childNode is a GENERATOR, but sup(Si
p) remains unchanged.

That means it is still a generator node and no action is need.
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Finally, after updating childNode’s support, we recursively invoke the same
procedure for childNode if it is necessary. (Lines 21-24)

4.2 The IncGen-Ins and IncGen-Mix Algorithms

The three versions of IncGen are similar to each other. Here, based on the
IncGen-App algorithm just introduced, we talk about the other two briefly.

The IncGen-Mix Algorithm
If the database expands in the MIXTURE manner, new sequences will be in-
serted and the absolute minimum support may increase. In this case, some nodes
of the loaded GenTree may become infrequent, but the information they take
keeps correct and useful. We just need to delete the infrequent nodes before we
save GenTree to the disk. Thus, we get the IncGen-Mix algorithm by inserting
only one piece of code “deleteInfrequentNodes(curNode)” between Line 9 and
Line 10 in IncGen-App (Algorithm 2).

The IncGen-Ins Algorithm
From Theorem 5, we know that in the INSERT expansion manner, a generator
will hold in every cases. Thus, based on the IncGen-Mix algorithm, we only need
to delete Lines 18-19 in the IncGenAppDFS() procedure to get the IncGen-Ins
algorithm.

5 Performance Study

In this section, a thorough evaluation of the IncGen algorithm is performed on
both realistic and synthetic datasets.

5.1 Test Environment and Datasets

To test the performance of IncGen, we used three datasets. The first dataset,
Gazelle, is a sparse web click-stream dataset. The other two datasets are from
the well-known IBM Data Generator. One is C10S10T2.5I0.03, containing only
30 distinct items, which is a small but dense dataset, referred as IBM-Dense.
The other is C10S10T2.5I0.3, which is sparser than IBM-Dense but denser than
Gazelle, referred as IBM-Medial. Table 4 summarizes the characteristics of the
three datasets, including the number of sequences, number of distinct items, and
the average sequence length.

Table 4. Characteristics of the datasets

Dataset #sequence #items #avg seq len

Gazelle 29,369 1,423 3
IBM-Medial 10,000 300 60
IBM-Dense 500 30 50
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The algorithms were implemented in standard C++ and compiled by Mi-
crosoft Visual Studio 2008. We conducted the performance study on a computer
with Intel Core Duo 2 E6300 CPU and 2GB memory running Windows 7.

5.2 Performance Evaluation

Since our algorithm IncGen is the first algorithm designed for incremental
mining of sequence generators, we can only compare IncGen with the non-
incremental algorithm FEAT [12], which is also designed for mining generators.
For each test, the 90% of the original dataset is randomly selected as the “base”
dataset, to ensure that up-to 10% of the incremental part can be added.

We use the parameter hr for the horizontal ratio when a dataset is inserted,
use vrseq for the ratio regarding how many sequences are updated, and use vritem

for the average ratio regarding how many items will be appended to the updated
sequences. For example, in Table 2(a), hr = 25%; in Table 2(b), vrseq = 50%
and vritem = 66.7%.

Figure 3 shows the results when the sparse dataset Gazelle is inserted. It gives
the running time of the two algorithms when the horizontal incremental ratio hr
varies from 2% to 10% and min sup is set to 0.022%. Note that when hr = 10%,
the running time drops rapidly because with the insertion process, the absolute
support may increase. Figure 4 shows the result when a sparse dataset meets
higher min sup. Since less and less pruning operations are needed, the IncGen
will gradually lose its efficiency.
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Figure 5 and Figure 6 compare the appending and inserting to the same
dataset IBM-Medial. The two figures here indicate that: with the same incre-
mental ratio (2% to 10%), the APPEND updating is more time-consuming
than INSERT .

Figure 7 shows the insertion in the IBM-Dense dataset, and it gives the sit-
uation when min sup varies with hr = 6%. Note that with the incensing of the
min sup, the running time of IncGen varies from about 1/5 to nearly 3/10 of
FEAT ’s time.
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Although it is rarely seen, Figure 8 shows the situation when a dataset is up-
dated in the MIXTURE manner. Suppose vrseq ≡ 20%, each percentage point
of expansion is divided into two parts: one for growing some existing sequences
and the other for inserting new sequences. Again, we get satisfied results.
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The memory cost of IncGen is usually more than the non-incremental algo-
rithm FEAT . But, since the nodes in GenTree are all frequent and the pruned
parts are not included in the tree, the memory usage of IncGen is acceptable
for most circumstances. For example, even on the denser dataset in Figure 7
with the lower min sup = 12% (usually implying more memory requirement),
IncGen only used approximate 62MB memory to mine 781,936 generators.

To sum up, the denser is a dataset or the lower is min sup, the better our
IncGen algorithm will perform, because more time on pruning operations could
be saved owing to the information from GenTree.

6 Related Works

The sequential pattern mining problem was first proposed by Agrawal and
Srikant in [1], and an improved algorithm, called Generalized Sequential Pat-
terns (GSP) [6], was later proposed. Then, improved SPADE [7], PrefixSpan [8],
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SPAM [9] and PLWAP [18] were developed. These algorithms mine the com-
plete set of frequent sequences. Later, two representative closed sequential pat-
tern mining algorithms, CloSpan [10] and BIDE [11], were proposed. While the
opposite concept – the “sequence generator” appears too. FEAT [12] and Gen-
Miner [13] are two algorithms for it. Usually a well-designed closed sequence
mining or generator mining algorithm can remove some redundant patterns,
and can be more efficient in many cases by pruning some unpromising parts of
search space.

Often an incremental mining algorithm is based on an algorithm introduced
above. Based on GSP, algorithms ISE [19], IncSP [20] and GSP+/MFS+ [16]
were proposed. They all follow the candidate-generation-and-test paradigm. This
kind of algorithms have common disadvantages: they need to scan the database
many times, and the candidate set may be very huge to process. The algorithm
ISM [21] is based on SPADE. It is an interactive and incremental algorithm
using vertical format data representation. It stores a sequence lattice in memory
to save time, but consumes too much memory. IncSpan [14] and its revised
version IncSpan+ [15] use the “semi-frequent” concept. It studies the switching
rules between frequent, infrequent and semi-frequent sequences. Also, it may
suffer the memory consuming problem. BSPinc [22] is another algorithm for
incremental mining of frequent subsequences. Unlike others, it uses a backward
mining strategy and can be 2.5 times faster than IncSpan. Algorithm PL2UP [23]
is an incremental version of PLWAP. In PL2UP, a PLWAP tree is used to avoid
scanning the database repeatedly. The experimental results show that PL2UP
outperforms GSP+, MFS+ and IncSpan.

IMCS [17] is the first incremental algorithm for closed sequential patterns.
With a CSTree, it stores the previous closed sequence information. When the
database is updated, the CSTree is updated too and closed subsequences of the
new database are also obtained.

7 Conclusions

In this paper, we have studied the problem of incremental mining of frequent
sequence generators. We proposed a new structure GenTree to keep the useful
information. Several properties and switching rules were studied, and based on
these techniques we devised an incremental mining algorithm IncGen. Exten-
sive experiments on both realistic and synthetic datasets were conducted and
experimental results prove the efficiency of the IncGen algorithm.
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Abstract. Periodic-frequent patterns are a class of user-interest-based frequent
patterns that exist in a transactional database. A frequent pattern can be said
periodic-frequent if it appears at a regular user-specified interval in a database.
In the literature, an approach has been proposed to extract periodic-frequent pat-
terns that occur periodically throughout the database. However, it is generally
difficult for a frequent pattern to appear periodically throughout the database
without any interruption in many real-world applications. In this paper, we pro-
pose an improved approach by introducing a new interestingness measure to dis-
cover periodic-frequent patterns that occur almost periodically in the database.
A pattern-growth algorithm has been proposed to discover the complete set of
periodic-frequent patterns. Experimental results show that the proposed model is
effective.

Keywords: Data mining, knowledge discovery, frequent patterns and periodic-
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1 Introduction

Periodic-frequent pattern mining is an important model in data mining. Periodic-
frequent patterns can provide useful information regarding the patterns that occur both
frequently and periodically in a transactional database. The basic model of periodic-
frequent patterns is as follows [4].

Let I = {i1, i2, · · · , in} be a set of items. A set X ⊆ I is called an itemset (or a pattern).
A pattern containing ‘k’ number of items is called a k-pattern. A transaction t = (tid,Y )
is a tuple, where tid represents a transaction-id (or a timestamp) and Y is a pattern. A
transactional database T over I is a set of transactions, T = {t1, · · · , tm}, m = |T |, where
|T | is the size of T in total number of transactions. If X ⊆Y , it is said that t contains X or
X occurs in t and such tid is denoted as tX

j , j ∈ [1,m]. Let T X = {tX
k , · · · , tX

l }⊆ T , where
k ≤ l and k, l ∈ [1,m] be the ordered set of transactions in which pattern X has occurred.
Let tX

q and tX
r , where k ≤ q < r ≤ l be the two consecutive transactions in T X . The

number of transactions or time difference between tX
r and tX

q can be defined as a period
of X , say pX

a . That is, pX
a = tX

r − tX
q . Let PX = {pX

1 , pX
2 , · · · , pX

r }, be the set of periods
for pattern X . The periodicity of X , denoted as Per(X) = maximum(pX

1 , pX
2 , · · · , pX

r ).
The support of X is denoted as S(X) = |T X |. The pattern X is periodic-frequent if
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S(X)≥minSup and Per(X)≤maxPrd. MinSup and maxPrd are the user-specified min-
imum support and maximum periodicity constraints. Both periodicity and support of
a pattern can be described in percentage of |T |.

Table 1. Transactional database

ID Items ID Items ID Items ID Items ID Items
1 a, b 3 a, b, e, f 5 a, b, c, d 7 c, d 9 c, d, e, f
2 c, d 4 b, e 6 e, f 8 a, b 10 a, b

Example 1. Consider the transactional database shown in Table 1. Each transaction in
this database is uniquely identifiable with a tid. We consider that the tid of a transaction
also represents a time stamp. Consider the first five transactions in Table 1. The set of
items, I = {a,b,c,d,e, f}. The set of ‘a’ and ‘b’ i.e., {a,b} is a pattern. It is a 2-pattern.
The pattern ‘ab’ occurs in tids 1,3 and 5. Therefore, T ab = {1,3,5} and S(ab)= |T ab|=
3. The periods for this pattern are 1 (= 1− ti), 2 (= 3−1), 2 (= 5−3) and 0 (= tl −5),
where ti = 0 represents the initial transaction and tl = 5 represents the last transaction in
the sub-transactional database. The periodicity of ab, Per(ab) = maximum(1,2,2,0) =
2. If the user-specified minSup = 2 and maxPrd = 2, then ab is a periodic-frequent
pattern because S(ab)≥ minSup and Per(ab)≤ maxPrd.

A pattern-growth algorithm using a tree structure known as periodic-frequent tree (PF-
tree) has also been discussed in [4] to discover the complete set of periodic-frequent
patterns in a database. In [3], the basic model was extended to multiple minSups and
multiple maxPrds framework.

The basic model of periodic-frequent patterns mines only those frequent patterns
that are occurring periodically throughout the database. However, in many real-world
applications, it is difficult for the frequent patterns to appear periodically throughout the
database (without any interruption), because items’ occurrence behavior can vary over
time causing periodically occurring patterns to be non-periodic and/or vice-versa. As a
result, the existing model of periodic-frequent patterns misses the knowledge pertaining
to the interesting frequent patterns that are appearing almost periodically throughout
the database. However, depending upon the user and/or application requirements such
patterns can be considered periodically interesting.

Example 2. In the entire transactional database shown in Table 1, T ab = {1,3,5,8,10},
Pab = {1,2,2,3,2,0}, S(ab) = 5 and Per(ab) = 3. If the user-defined minSup and
maxPrd values are respectively 3 and 2, we miss the frequent pattern ‘ab’ as a periodic-
frequent pattern. However, this pattern can still be periodically interesting to the users
as it has failed to appear periodically only once throughout the transactional database.

In this paper, we propose an approach to extract the frequent patterns that occur almost
periodically throughout the database. The proposed approach evaluates the periodic in-
terestingness of a frequent pattern based on the proportion of its periodic occurrences
in a database. As a result, the proposed approach is able to generate the same set of
periodic-frequent patterns as in the basic approach. In other words, the proposed ap-
proach generalizes the existing approach of periodic-frequent patterns. The proposed
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approach do not satisfy downward closure property. However, by exploiting the re-
lationship between the “support” and periods of a pattern, we propose two pruning
techniques for reducing the search space. A pattern-growth algorithm is also proposed
to discover the complete set of periodic-frequent patterns. Experimental results on both
synthetic and real-world datasets demonstrate that both the proposed model and algo-
rithm are efficient.

The rest of the paper is organized as follows. The proposed model along with the
pruning techniques are presented in Section 2. The pattern-growth algorithm is pre-
sented in Section 3. Experimental results are provided in Section 4. Conclusions are
provided in the last section.

2 The Proposed Model and Pruning Techniques

2.1 Proposed Model

To extract frequent patterns that appear almost periodically in a database, we propose
an interestingness measure, called periodic ratio. We use the notions support, period
and set of periods which are defined in Section 1.

Definition 1. Periodic ratio of a pattern X (Pr(X)): Let IPX ⊆ PX be the set of peri-
ods such that ∀pX

a ∈ IPX , pX
a ≤ maxPeriod. The variable maxPeriod is the user-defined

maximum period threshold value that determines the periodic interestingness of a pat-

tern. The periodic ratio of the pattern X, Pr(X), is equal to |IPX |
|PX | .

The measure Pr captures the proportion of periods that satisfy the user-defined maxPeriod
value. For a pattern X , Pr(X) ∈ [0,1]. If Pr(X) = 0, it means X has not appeared peri-
odically anywhere in the transactional database. If Pr(X) = 1, it means X has appeared
periodically throughout the database without any interruption.

Definition 2. Periodic-frequent pattern: The pattern X can be said periodic-frequent if
S(X)≥minSup and Pr(X)≥minPr. MinSup and minPr are the user-defined minimum
support and minimum periodic ratio values.

For a periodic-frequent pattern X , if S(X) = a and Pr(X) = b then it is represented as
shown in Equation 1.

X [support = a,Pr = b] (1)

Example 3. Continuing with Example 2, if the user-specified maxPeriod = 2, then
IPab = {1,2,2,2,0}. Therefore, the periodic ratio of the pattern ‘ab’ i.e., Pr(ab) =
|IPab|
|Pab| = 5

6 = 0.83 (= 83%). If the user-specified minPr = 0.8 and minSup = 3, then

‘ab’ is a periodic-frequent pattern and is described as: ab [support = 5, Pr = 0.83].

Problem definition: Given a transactional database T , minimum support (minSup),
maximum period (maxPeriod) and minimum periodic ratio (minPr) constraints, the
objective is to discover the complete set of periodic-frequent patterns in T that have
support and Pr no less than the user-specified minSup and minPr, respectively.
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2.2 Pruning Techniques

Let the time duration of the database be [ti, tl], where ti and tl respectively denote the
timestamps of the first and last transactions of a database. Support of the pattern X ,
S(X), indicates the number of transactions containing X . The time difference between
any two transactions constitute a period. The number of periods come to S(X)− 1. In
addition, two more periods are to be added: one is from ti to the first occurrence of X
and another is from the last occurrence of X to tl . Total number of periods become equal
to S(X)−1 + 2 = S(X)+ 1.

Property 1. The total number of periods for a pattern X i.e., |PX | = S(X)+ 1.

Property 2. Let X and Y be the two patterns in a transactional database. If X ⊂Y , then
|PX | ≥ |PY | and |IPX | ≥ |IPY | because T X ⊇ TY .

The measure periodic ratio captures the ratio of interesting periods to the total number
of periods for a given pattern X . As a result, if a given pattern X satisfies the periodic
ratio threshold value, its subset Y ⊂ X or superset Z ⊃ X may not satisfy the periodic
ratio threshold value. So, the periodic-frequent patterns discovered with the proposed
model do not satisfy downward closure property (see Lemma 1). That is, not all non-
empty subsets of a periodic-frequent pattern may be periodic-frequent.

Lemma 1. The periodic-frequent patterns discovered with the proposed model do not
satisfy downward closure property.

Proof. Let Y = {ia, · · · , ib}, where 1 ≤ a ≤ b ≤ n be a periodic-frequent pattern with
S(Y ) = minSup and Pr(Y ) = minPr. Let X ⊂ Y be another pattern. From Property 2,
we derive |PX | ≥ |PY | and |IPX | ≥ |IPY |. Considering the scenario where |PX | > |PY |
and |IPX |= |IPY |, we derive |IPX |

|PX | <
|IPY |
|PY | (Property 2). In other words, Pr(X) < Pr(Y ).

Since, Pr(Y ) = minPr, we get Pr(X) < minPr. Therefore, X is not a periodic-frequent
pattern.

However, by exploiting the relationship between the support and number of periods
of a pattern (Property 1), there exists a scope to reduce the search space. It can be
noted that every periodic-frequent pattern must have the support value greater than or
equal to user-defined minsup, which implies that every pattern will have the minimum
number periods. If the ratio of total number of interesting periods to minimum number
of periods is not satisfying the user-defined minPr value, it can be pruned. Also, its
supersets can be pruned as they cannot generate any periodic-frequent pattern. The
following pruning techniques are proposed to reduce the search space.

i. The minSup constraint follows downward closure property [1]. Therefore, if a pat-
tern X fails to satisfy minSup, then X can be eliminated as X and its supersets
cannot generate any periodic-frequent pattern.

ii. For a pattern X , if |IPX |
(minSup+1) < minPr, then X can be eliminated as X and its super-

sets cannot generate any periodic-frequent pattern (see Theorem 1). If |IPX |
(minSup+1) ≥

minPr and S(X)≥minSup, then X is called a potential pattern. A potential pattern
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need not necessarily be a periodic-frequent pattern. However, only potential pat-
terns can generate periodic-frequent patterns. A potential pattern containing only
one item (1-pattern) is called a potential item.

Theorem 1. Let X and Y be the two patterns such that Y ⊃ X. For the pattern X, if
|IPX |

(minSup+1) < minPr, then X and Y cannot be periodic-frequent patterns.

Proof. Every periodic-frequent pattern will have support greater than or equal to minSup.
Hence, every periodic-frequent pattern will have at least (minSup + 1) number of peri-

ods (Property 1). For a frequent pattern X , |IPX |
(minSup+1) ≥ |IPX |

|PX | (= Pr(X)) because |PX | ≥
(minSup + 1). If |IPX |

(minSup+1) < minPr, then X cannot be a periodic-frequent pattern as
|IPX |
|PX | ≤

|IPX |
(minSup+1) < minPr. In addition, if Y ⊃ X , then Y cannot be a periodic-frequent

pattern as |IPY |
|PY | ≤

|IPY |
(minSup+1) ≤ |IPX |

(minSup+1) < minPr (Property 2).

3 Proposed Algorithm

The PF-tree structure discussed in [4] cannot be used directly for mining periodic-
frequent patterns with the proposed model. The reasons are as follows: (i) Periodic-
frequent patterns discovered with the proposed model do not satisfy downward closure
property and (ii) The tree structure must capture different interestingness measures, i.e.,
maxPeriod and minPr. To mine periodic-frequent patterns with the proposed model, we
need to modify both the PF-tree and PF-growth algorithms. In this paper, we call the
modified PF-tree and PF-growth as Extended PF-tree (ExPF-tree) and Extended PF-
growth (ExPF-growth), respectively.

3.1 ExPF-tree: Structure and Construction

Structure of ExPF-tree. The ExPF-tree consists of two components: ExPF-list and
a prefix-tree. An ExPF-list is a list with three fields: item (i), support or frequency (s)
and number of interesting periods (ip). The node structure of prefix-tree in ExPF-tree
is same as the prefix-tree in PF-tree [4], which is as follows.

The prefix-tree in ExPF-tree explicitly maintains the occurrence information for each
transaction in the tree structure by keeping an occurrence tid list, called tid-list, only at
the last node of every transaction. The ExPF-tree maintains two types of nodes: ordinary
node and tail-node. The ordinary node is similar to the nodes used in FP-tree, whereas
the latter is the node that represents the last item of any sorted transaction. The structure
of a tail-node is N[t1,t2, · · · ,tn], where N is the node’s item name and ti, i ∈ [1,m] is a
transaction-id where item N is the last item. Like the FP-tree [2], each node in ExPF-
tree maintains parent, children, and node traversal pointers. However, irrespective of
the node type, no node in ExPF-tree maintains support count value in it.

Construction of ExPF-list. Let idl be a temporary array that explicitly records the tids
of the last occurring transactions of all items in the ExPF-list. Let tcur be the tid of current
transaction. The ExPF-list is maintained according to the process given in Fig. 2.
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a 1 1 1
b 1 1 1

a 1 1 1
b 1 1 1
c 1 1 2
d 1 1 2

a 2 2 3
b 2 2 3
c 1 1 2
d 1 1 2
e 1 0 3
f 1 0 3

a 5 4 10
b 6 5 10
c 4 3 9
d 4 3 9
e 4 2 9
f 3 0 9

a 5 5
b 6 6
c 4 4
d 4 4
e 4 3
f 3 1

a 5 5
b 6 6

c 4 4
d 4 4

(a) (b) (c) (d) (e) (f)

i s ip idl i s ip idl i s ip idl i s ip idl i s ip i s ip

Fig. 1. ExPF-list. (a) After scanning first transaction (b) After scanning second transaction (c)
After scanning third transaction (d) After scanning entire transactional database (e) Reflecting
correct number of interesting periods (f) compact ExPF-list containing only potential items.

In Fig. 1, we show how the ExPF-list is populated for the transactional database
shown in Table 1. With the scan of the first transaction {a,b} (i.e., tcur = 1), the items
‘a’ and ‘b’ in the list are initialized as shown in Fig. 1(a) (lines 4 to 6 in Algorithm 2).
The scan on the next transaction {c,d} with tcur = 2 initializes the items ‘c’ and ‘d’ in
ExPF-list as shown in Fig. 1(b). The scan on next transaction {a,b,e, f} with tcur = 3
initializes ExPF-list entries for the items ‘e’ and ‘ f ’ with idl = 3, s = 1 and ip = 0
because tcur > maxPeriod (line 6 in Algorithm 2). Also, the {s; ip} and idl values for the
items ‘a’ and ‘b’ are updated to {2;2} and 3, respectively (lines 8 to 12 in Algorithm
2). Fig. 1(c) shows the ExPF-list generated after scanning third transaction. Fig. 1(d)
shows the ExPF-list after scanning all ten transactions. To reflect the correct number
of interesting periods for each item in the ExPF-list, the whole ExPF-list is refreshed
as mentioned from lines 15 to 19 in Algorithm 2. The resultant ExPF-list is shown in
Fig. 1(e). Based on the above discussed ideas, the items ‘e’ and ‘ f ’ are pruned from

the ExPF-list because |IPe|
(minSup+1) < minPr and |IP f |

(minSup+1) < minPr (lines 21 to 23 in
Algorithm 2). The items ‘a’, ‘b’, ‘c’ and ‘d’ are generated as ExPF-patterns (lines 24 to
26 in Algorithm 2). The items which are not pruned are sorted in descending order of
their support values (line 29 in Algorithm 2). The resultant ExPF-list is shown in Fig.
1(f). Let PI be the set of potential items that exist in ExPF-list.

Construction of ExPF-tree. With the second database scan, we construct ExPF-tree
in such a way that it only contains nodes for items in ExPF-list.

Continuing with the ongoing example, using the FP-tree [2] construction technique,
only the items in ExPF-list take part in the construction of ExPF-tree. The tree construc-
tion starts with inserting the first transaction {a,b} according to the ExPF-list order i.e.,
{b,a}, as shown in Fig. 3(a). The tail-node “a : 1” carries the tid of the transaction. Fig.
3(b) and (c) respectively show the ExPF-tree generated in the similar procedure after
scanning the second and every transaction in the database. For simplicity of figures, we
do not show the node traversal pointers in trees; however, they are maintained as in the
construction process of FP-tree.

It is to be noted that ExPF-tree is memory efficient. It has been shown in [4] that the
tree achieves memory efficiency by keeping such transaction information only at the
tail-nodes and avoiding the support count value at each node. Furthermore, ExPF-tree
avoids the complicate combinatorial problem of candidate generation as in Apriori-like
algorithms [1].
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Fig. 2. Algorithm for constructing ExPF-list

3.2 Mining ExPF-tree

The basic operations in mining ExPF-tree are as follows: (i) counting length-1 potential
items, (ii) constructing the prefix-tree for each potential pattern, and (iii) constructing
the conditional tree from each prefix-tree. The ExPF-list provides the length-1 potential
items. Before discussing the prefix-tree construction process, we explore the following
important property and lemma concerning to ExPF-tree.

Property 3. A tail-node in an ExPF-tree maintains the occurrence information for all
the nodes in the path (from that tail-node to the root) at least in the transactions in its
tid-list.

Lemma 2. Let B = {b1,b2, · · · ,bn} be a branch in ExPF-tree where node bn is the tail-
node carrying the tid-list of the path. If the tid-list is pushed-up to node bn−1, then bn−1
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{}

b

a:1

{}

b

a:1

c

d:2

{}

b:4

a:1,3
  8,10

c

d:2,7,9

c

d:5

i s ip

a 5 5
b 6 6

c 4 4
d 4 4

null null null

(a) (b) (c)

Fig. 3. ExPF-tree. (a) After scanning first transaction (b) After scanning second transaction and
(c) After scanning complete transactional database.

maintains the occurrence information of the path B′ = {b1,b2, · · · ,bn−1} for the same
set of transactions in the tid-list without any loss [4].

Using the feature revealed by the above property and lemma, we proceed to construct
prefix-tree starting from the bottom-most item, say i, of the ExPF-list. Only the prefix
sub-paths of nodes labeled i in the ExPF-tree are accumulated as the prefix-tree for
i, say PTi. Since i is the bottom-most item in the ExPF-list, each node labeled i in the
ExPF-tree must be a tail-node. While constructing the PTi, based on Property 3 we map
the tid-list of every node of i to all items in the respective path explicitly in a temporary
array (one for each item). It facilitates the support and number of interesting periods’
calculation for each item in the ExPF-list of PTi. Moreover, to enable the construction
of the prefix-tree for the next item in the ExPF-list, based on Lemma 2 the tid-lists are
pushed-up to respective parent nodes in the original ExPF-tree and in PTi as well. All
nodes of i in the ExPF-tree and i’s entry in the ExPF-list are deleted thereafter. Fig. 4(a)
shows the status of the ExPF-tree of Fig. 3(c) after removing the bottom-most item ‘d’.
Besides, the prefix-tree for ‘d’, PTd is shown in Fig. 4(b).

{}

b

a

c:2,7,9

c:5

i s ip

a 1 0
b 1 0

c 4 4

null

(b)

{}

b:4

a:1,3
  8,10

c:2,7,9

c:5

i s ip

a 5 5
b 6 6

c 4 4

null

(a)

i s ip

c 4 4

{}null

c:2,5,
  7,9

(c)

Fig. 4. Prefix-tree and conditional tree construction with ExPF-tree. (a) ExPF-tree after removing
item ‘d’ (b) Prefix-tree for ‘d’ and (c) Conditional tree for ‘d’.

The conditional tree CTi for PTi is constructed by removing the items whose support
is less than minSup or |IP|

(minSup+1) < minPr. If the deleted node is a tail-node, its tid-list
is pushed-up to its parent node. Fig. 4(c), for instance, shows the conditional tree for ‘d’,
CTd constructed from the PTd of Fig. 4(b). The contents of the temporary array for the
bottom item ‘ j’ in the ExPF-list of CTi represent T i j (i.e., the set of all tids where items
i and j are occurring together). Therefore, it is a rather simple calculation to compute
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S(i j), |IPi j |
(minSup+1) and Pr(i j) from T i j by generating Pi j. If S(i j)≥ minSup and Pr(i j)≥

minPr, then the pattern “i j” is generated as a periodic-frequent pattern with support
and Pr values of S(i j) and Pr(i j), respectively. The same process of creating prefix-tree
and its corresponding conditional tree is repeated for further extensions of “i j”. Else,

if |IPi j |
(minSup+1) ≥ minPr and S(i j) ≥ minSup, then the above process is still repeated for

further extensions of “i j” even though “i j” is not a periodic-frequent pattern. The whole
process is repeated until ExPF-list "= /0.

4 Experimental Results

The ExPF-growth algorithm is written in C++ and run with Ubuntu operating system on
a 2.66 GHz machine with 1 GB memory. We pursued experiments on widely used syn-
thetic (T10I4D100K) and real-world datasets (Retail and Mushroom). T10I4D100K is
a sparse dataset containing 100,000 transactions and 870 items. Retail is another sparse
dataset containing 88,162 transactions and 16,470 items. Mushroom is a dense dataset
containing 8,124 transactions and 119 items. We have considered the transactions in
these datasets as an ordered set based on a particular time stamp.

Table 2. Periodic-frequent patterns generated in different datasets

Database minSup
maxPeriod1 = 0.1% maxPeriod2 = 0.5%

minPr=0.5 minPr=0.75 minPr=1 minPr=0.5 minPr=0.75 minPr=1
A B A B A B A B A B A B

T10I4D100k
0.1% 624 5 272 1 0 0 20748 10 6360 8 229 2
1.0% 385 3 272 1 0 0 385 3 385 3 229 2

Retail
0.2% 643 5 205 5 4 2 2691 5 1749 5 15 3
1.0% 159 4 102 4 4 2 159 4 159 4 15 3

Mushroom
10% 574,431 16 570,929 16 15 4 574,431 16 574,431 16 135 6
20% 53,583 15 53,583 15 15 4 53,583 15 53,583 15 135 6

The periodic-frequent patterns discovered with the proposed model in different
databases at various minSup, maxPeriod and minPr values are reported in Table 2. At
different minSup, maxPeriod and minPr values, the column “A” shows the number of
periodic-frequent patterns mined and the column “B” shows the maximal length of the
periodic-frequent pattern(s) discovered. The columns with minPr = 1 indicates the per-
formance of the basic model that extracts the periodic-frequent patterns that appears in
the entire transactional database. It can be observed that the increase in minSup or minPr
(keeping other constraints fixed) decreases the number of periodic-frequent patterns be-
cause many items (or patterns) fail to satisfy the increased threshold values. Also, the
increase in maxPeriod increases the number of periodic-frequent patterns. It is because
of the increased interval range in which a pattern should reappear. More important, it
can be observed that very few patterns, mostly of shorter lengths, are being generated as
periodic-frequent patterns when minPr = 1. Overall, the experimental results show that
the proposed model provides more flexibility and improves performance by extracting
more number of periodic-frequent patterns of longer length over the basic model.
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The runtime taken by ExPF-growth for generating periodic-frequent patterns at dif-
ferent minSup, maxPeriod and minPr values on various datasets is shown in Table 3.
The runtime encompasses all phases of ExPF-list and ExPF-tree constructions, and the
corresponding mining operation. It can be observed that the runtime taken by the pro-
posed algorithm depends on the number of periodic-frequent patterns being generated.

Table 3. Runtime requirements for the ExPF-tree. Runtime is measured in seconds.

Dataset minSup
maxPeriod1 = 0.1% maxPeriod2 = 0.5%

minPr=0.5 minPr=0.75 minPr=1 minPr=0.5 minPr=0.75 minPr=1

T10I4D100k
0.1% 120.533 124.766 128.057 105.951 110.085 113.957
1.0% 109.257 102.138 83.009 112.400 107.000 112.604

Retail
0.2% 29.638 25.479 22.529 43.254 40.178 34.305
1.0% 15.441 15.182 14.352 15.780 15.909 15.894

Mushroom
10% 20.580 20.180 16.510 20.320 20.270 18.860
20% 2.920 2.790 2.780 2.930 3.000 2.740

5 Conclusions

In this paper, we have proposed an improved approach to extract periodic-frequent pat-
terns in a transactional database. A new interestingness measure, called periodic ra-
tio, has been proposed for mining frequent patterns that occur almost periodically in a
database. Two pruning techniques are proposed to improve the efficiency of proposed
algorithm as the periodic-frequent patterns under the proposed model do not satisfy
downward closure property. Also, a pattern-growth algorithm has been proposed to
discover periodic-frequent patterns. The effectiveness of the proposed model and algo-
rithm are shown practically by conducting experiments on various datasets.
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Abstract. With the pervasive use of mobile devices with location sens-
ing and positioning functions, such as Wi-Fi and GPS, people now are
able to acquire present locations and collect their movement. As the
availability of trajectory data prospers, mining activities hidden in raw
trajectories becomes a hot research problem. Given a set of trajectories,
prior works either explore density-based approaches to extract regions
with high density of GPS data points or utilize time thresholds to iden-
tify users’ stay points. However, users may have different activities along
with trajectories. Prior works only can extract one kind of activity by
specifying thresholds, such as spatial density or temporal time threshold.
In this paper, we explore both spatial and temporal relationships among
data points of trajectories to extract semantic regions that refer to re-
gions in where users are likely to have some kinds of activities. In order
to extract semantic regions, we propose a sequential clustering approach
to discover clusters as the semantic regions from individual trajectory
according to the spatial-temporal density. Based on semantic region dis-
covery, we develop a shared nearest neighbor (SNN) based clustering
algorithm to discover the frequent semantic region where the moving
object often stay, which consists of a group of similar semantic regions
from multiple trajectories. Experimental results demonstrate that our
techniques are more accurate than existing clustering schemes.

Keywords: Trajectory pattern mining, sequential clustering and spatial-
temporal mining.

1 Introduction

Knowledge discovery from spatial-temporal data has risen as an active research
because of the large amount of trajectory data produced by mobile devices. A
trajectory is a sequence of spatial-temporal points which records the movement
of a moving object. Each point specifies a moving location in space at a certain
instant of time. The semantic knowledge may contain in some re-appear trajecto-
ries and can be applied in many applications, such as trajectory pattern mining
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for movement behaviors [6,19,8], predicting user location [10,18], and location-
based activity discovery [13,14,7]. Unfortunately, locations may not be repeated
exactly in similar trajectories. The common preceding task for the above works
is to discover the regions for replacing the exact locations where moving objects
often pass by or stay. Such a region summarizes a set of location points from dif-
ferent trajectories that are close enough in the spatial space. Then, the relation
between regions can be extracted for knowledge analysis. Intuitively, the quality
of regions directly affects the analysis result of trajectory data. Thus, in this
paper, we focus on effectively and precisely discovering regions from trajectory
data where can imply the potential of users are likely to have some kinds of
activities, called semantic regions.

Traditionally, regions are extracted from trajectory points by density-based
clustering methods (e.g., DBSCAN [4]). Given the definition of distance (i.e.,
measure of dissimilarity) between any two points, regions with higher density
are extracted in terms of clustering similar data points in the spatial domain.
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Fig. 1. An example of discovering semantic regions from a trajectory

However, such regions, extracted by clustering spatial points without consid-
ering sequential relation, only focus on the geometrical properties of trajecto-
ries. Consider an example in Figure 1, where there are four activities involved
in this trajectory. Each region associated with one activity is marked with a
star in Figure 1(b). We observed that, from the original trajectory based on
spatial-temporal domain, there should be three indoor regions (region 1, 2 and
3) because of the appearance of temporal transition gaps which are labeled with
stay durations in Figure 1(a). The temporal transition gap between sampled lo-
cation points is generated due to the loss of satellite signal when GPS-embedded
location recorder is inside a building (e.g., restaurant, home or office). In ad-
ditional, in Figure 1(b), there is an outdoor activity (i,e., in region 4) where
the user is walking around a lake. Two regions where represented by minimum
bounding rectangles (MBRs) are discovered by a spatial density based clustering
algorithm, DBSCAN (Minpts = 7, Eps = 50 meters) . There are three problems
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in this example. First, some semantic regions are missing. By verifying with the
ground truth (i.e., four regions with stars in Figure 1(b)), only two regions are
detected by DBSCAN and region 2 is missing. As shown in Figure 1(b), while
this user stays in the region 2 for 17 minutes, DBSCAN cannot discover region
2. This is because that region 2 does not have a sufficient amount of GPS data
points to form a cluster. Second, granularity problem causes the indistinguisha-
bility between region 1 and 3. Third, road-sections and intersections, where an
object often passes but carries non-semantic meaning to the user, are included
in both discovered regions. The above example indicates that only exploring
density-based approaches in the spatial domain of data points in trajectories
cannot discover semantic regions.

Recently, the authors in [21] proposed the concept of stay point detection to
discover the stay regions. Unlike density based clustering, stay point is detected
when the consecutive points of a examined point do not exceed the predefined
distance threshold during the specified period of time threshold. The authors
claimed that a stay point can stand for a geographic region and carry a partic-
ular semantic meaning. However, a trajectory usually contains more than one
activity, such as driving, walking, sightseeing, staying and so on. Each activity
has different distance density and speed. In other words, the density of trajectory
points varies from different activities. Thus, the traditional density clustering ap-
proach or stay point detection, which using universal parameter to detect the
clusters only for a certain density, cannot discover all semantic regions. Figure
2 shows regions discovered by the stay points approach, where the time thresh-
old is fixed to 10 minutes and three distance thresholds are set to 100 meters,
200 meters and 250 meters. When distance threshold is set to 100 meters, in
Figure 2(a), there are three stay points mapping to three semantic regions, but
the semantic region 4 (lake), a much larger area with an activity of walking,
cannot be detected. The regions are not detected completely until the distance
threshold is larger than 250 meters. On the other hand, the other three regions
have been mixed and their coverage have been overlapped shown in Figure 2(b)
and Figure 2(c). As such, the stay point approach considers both the temporal
and spatial thresholds for detecting regions. However, the stay point approach
is highly dependent to thresholds. Consequently, to detect regions with a vari-
ety of activities, the stay point approach may need to have different settings of
thresholds.

In this paper, we first propose a sequential density clustering approach to
extract candidate semantic regions based on both the spatial and the tempo-
ral domains for GPS data points in trajectories. The density is measured by
cost function to analyze the density distribution of a trajectory. The cost func-
tion reflects the local configuration of the trajectory points in spatial-temporal
data space. In light of candidate semantic regions, we further propose shared
nearest neighbor (SNN) clustering to extract frequent semantic regions from a
set of candidate semantic regions. Our approach is nonexclusive to be applied
in many different activity scenarios, not being to one single application. Our
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(a) 100 Meters (b) 200 Meters (c) 250 Meters

Fig. 2. An example of regions discovered by the stay point approach

experiments demonstrate that semantic regions can be extracted precisely as
well as efficiently. The main contributions of this paper are summarized below.

– The scheme of region extraction is proposed for effectively and precisely
semantic region discovery.

– We propose a sequential density based clustering method to discover seman-
tic regions from a trajectory. The clustering method takes both spatial and
temporal domain into account.

– We define the similarity between semantic regions and develop a shared
nearest neighbor based clustering algorithm to discover frequent semantic
regions from trajectory dataset.

– We present comprehensive experimental results over various real datasets.
The results demonstrate that our techniques are more accurate than existing
clustering schemes.

The remainder of this paper is organized as follows. Section 2 reviews the related
literature. Our framework of mining semantic regions is proposed in section 3. In
section 4, we evaluate our framework by real trajectory datasets. Finally, section
5 concludes this paper.

2 Related Work

Hot region detection has been widely used in the field of trajectory data anal-
ysis such as trajectory pattern mining [17,2,6,11,8], moving objects’ location
prediction [10,18], location-based activity discovery [14,13,21] and so on. Most
of proposed methods employ density based clustering techniques to group a set
of trajectory points into a cluster as a region, such as DBSCAN [4] and OPTICS
[1]. In density based clustering, clusters are regions of high density separated by
regions of low density. Based on density based clustering algorithms [6,11,10,18],
the regions are extracted only according to the density in spatial domain with-
out considering the density in temporal domain. Giannotti et. al. [6] adopted
grid density clustering to discover popular regions as ROIs where dense cells in
space are detected and merged if they are neighbors. It implies that popular
regions can be extremely large. Thus, they have to give additional constrains
to select significant and limited regions to represent ROIs. The authors in [11]
extracted frequent regions by applying the clustering method DBSCAN. In spite
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of advantage of DBSCAN that clusters in arbitrary shape can be detected, they
have to decompose a cluster when it is too large to describe correlations between
frequent regions. The hybrid location prediction model proposed by [10] that di-
vides a trajectory into several periodic sub-trajectories. Then, frequent regions
of the same time offset are extracted by using DBSCAN to cluster locations from
sub-trajectories.

For the purpose of knowledge discovery of the ROIs which contains activity-
related meaning to users, few existing works [12,20,21] aimed to applying se-
quential constraint to a single sequence. The authors in [12,20,21] proposed a
stay point and claimed that can stand for a geographic region and carry a partic-
ular semantic meaning. A stay point is the mean point of a sub-sequence where
the consecutive points of a examined point do not exceed the distance thresh-
old during the period of time threshold. Each stay point contains information
about mean coordinates, arrival time and leaving time. In addition, the authors
in [21] proposed stay regions extracted from stay points via grid based clustering
algorithm.

All of the above techniques have some deficiencies for discovery ROIs from
trajectory data. First, traditional clustering approach only considers similarity in
one domain, i.e.,the spatial domain only. They have focused on geometric prop-
erties of trajectories, without considering the temporal information or sequential
relation. The region extraction for semantic analysis has to consider both spatial
and temporal domains. Second, applying a universal density threshold for clus-
ter discovery may either miss regions with different density or merge non-related
regions. In this paper, the challenge is that trajectories may consist of different
activities and each activity has different distance density and speed distribution.
We want to extract significant and precise regions with semantic meaning from
trajectories and these regions can imply certain activities of moving objects by
spatial-temporal clustering approach.

3 A Framework of Mining Semantic Regions

3.1 Overview

We propose an effective and precise algorithm to discover semantic regions from
trajectory data based on spatial-temporal density model and sequential density
clustering, and we develop a shared nearest neighbor based clustering method to
discover frequent semantic regions from multiple trajectories. Figure 3 outlines
the framework for semantic region discovery. On the process of semantic region
discovery, each trajectory is first partitioned into a set of trajectory segments.
The spatial-temporal density of each segment is computed by cost function.
Then, the sequential density clustering is applied to sequentially group the seg-
ments with similar density. The region where users may have some kinds of
activities locates in the cluster with local maxima density. Finally, while each
trajectory is transformed into a sequence of semantic regions, a set of similar
semantic regions is clustered to indicate the major frequent semantic regions
from multiple trajectories.
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Fig. 3. Overview of extracting semantic regions

3.2 Problem Formulation

Given a trajectory dataset of a moving object, our algorithm generates a set of
clusters as semantic regions of each trajectory and a set of frequent semantic
regions from the trajectory dataset. An object’s trajectory is represented as a
sequence of points {p1, p2, ..., pi, ..., pn}. Each point pi(1 ≤ i ≤ n) contains loca-
tion (xi, yi) and timestamp (ti). A trajectory can be partitioned into continuous
segments {s1, s2, ..., sl, ..., sm, ...} according to user-defined parameter T . Let T
be an integer called period of activity that is the minimum duration of activity
proceeding time we are interested in. For example, T can be set to 30 minutes
for sightseeing at an interesting spot or 2 hours for exercising at the gym.

A semantic region is a spatial-temporal based cluster and is denoted as SR.
The cluster Ck is a set of trajectory segments {sl, sl+1, sl+2, ..., sm}, where m ≥ l.
The cluster Ck is a semantic region if (1) the stay duration of each segment in
Ck is not less than T (i.e. |tj − ti| ≥ T ) (2) and spatial-temporal density of
Ck is higher than that of its adjacent clusters (Ck−1 and Ck+1) by a predefined
threshold ξ. A frequent semantic region is a representative region which indicates
that this region appears in a sufficient number of trajectories. Such a sufficient
number is defined as MinSR.

The spatial-temporal density of a segment mentioned above is defined to re-
flect the local configuration of the points in the spatial-temporal data space and
a cost function is used as a density measurement. Generally, the cost function is
designed to represent the penalty of dissimilarity of the points within a segment.
Previous work [15] defines the cost of a segment as the sum of squared Euclidean
distance between points and its spatial centroid, where the cost is also called the
variance of the segment. Without loss of generality, the squared Euclidean dis-
tance function is adopted as given below to measure the dissimilarity between
two points.

DE2(pi, pj) = (xi − xj)2 + (yi − yj)2. (1)

However, it only counts the spatial dissimilarity without considering the tem-
poral feature such as the duration of a moving object staying in a location or
lingering around some places. Our main idea of this research is to extract the
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region with semantic information where involves some activities of user. Because
a trajectory does not involve only one activity in real world, the distance be-
tween location points can vary with different activities in spatial domain and
the temporal interval from a point pi to its succeeding point pi+1 can vary from
seconds to hours. Furthermore, most location-acquisition technologies cannot lo-
calize and record current location under some condition. For example, when a
GPS-embedded object enters a building or a cave, the GPS tracking device will
lose satellite for a time interval until coming back outside and few points are
recorded on such place. If we directly measure the spatial dissimilarity of the
segment around this area, we cannot detect its significance. It implies that both
spatial and temporal feature can affect the result of semantic region discovery.
Thus, we take temporal feature as a weight and compounded with spatial rela-
tion to measure the dissimilar cost of a segment, i.e, the spatial-temporal density
of a segment.

Given a segment sl = pi, pi+1, ...pj , the definition of weighted cost function is
stated as follows.

Cost(sl) =
∑j

k=i wk ∗ DE2(pk, c)∑j
k=i wk

, (2)

c = (
∑j

k=i wk ∗ xk∑j
k=i wk

,

∑j
k=i wk ∗ yk∑j

k=i wk

), (3)

wk =
(tk − tk−1) + (tk+1 − tk)

2
(4)

where wk is the weight of point pk, c is the weighted centroid of segment sl,
respectively. Because there are different activities processing in a trajectory, the
Cost(sl) can vary in a wide range. To normalize the density of clusters with
different activities, the density function is measured as the logarithm of one over
the cost. The definition of density function is stated as follows.

Density(sl) = loge(1 +
1

Cost(sl) + γ
), (5)

where the Density(sl) is in the boundary of [0, loge(1 + 1
γ )] and γ is a constant

(in order to keep the maximum density equals to 1, γ is given as 1
e−1 in this

paper).

3.3 Discovering Semantic Regions

3.3.1 Trajectory Partition
Given an object’s trajectory {p1, p2, ..., pi, ..., pn}, we aim to analyze its spatial-
temporal density distribution to extract the region where the trajectory move-
ment is more dense than the neighboring regions, i.e. the density in this region
is a local maximum in the trajectory density distribution. Unlike the problem
in [15], we are not pursuing to partition a trajectory such that the total cost
of partitioned segments is minimized. Instead, we partition the trajectory in or-
der to compare the density variance between sequent segments in an efficient
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way. To simplify the description of the spatial-temporal density distribution of a
trajectory, each trajectory is periodically partitioned into �pn.t−p1.t

T � trajectory
segments, where T is a period of activity, i.e., a minimum duration of activity
we are interested in and the density of each sequential segment is computed.
We assume such a sequential density set can be used to describe the density
distribution of the trajectory.
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Fig. 4. Overlap partition

However, while the density distribution of a trajectory can be represented by
the density distribution of a sequence of segments, it may occur a partition loss
that a dense region of a trajectory is lost because of partition. A dense region may
be separated into several segments because of partitioning. Under this condition,
the density of each segment may become smaller than original density of the
dense region. As shown in Figure 4(a), the dense region of a trajectory is in
the center, marked within a circle. Given the time interval of each point to its
neighbor point is r and the period T is set as 4r, the partitioned segments are S1

and S2 shown in Figure 4(b). As a result, the dense region in the center of this
trajectory is split into two segments and the dense region cannot be detected.

To solve this problem, overlapping partition is implemented to smooth the
region-split property when partitioning the trajectory. The time interval of the
trajectory in Figure 4(c) is set as [0, 4r), [2r, 6r), [4r, 8r) corresponding to seg-
ment S1, S2, S3, respectively. The time interval function of overlapping partition
is given as follows. [tstartk

, tendk
) = [ (k−1)∗T

fold , (k−1)∗T
fold + T ), where fold is a pa-

rameter to smooth the partition. In this paper, fold can be set as a fixed integer
and our experiment shows the result change slightly when fold � 3.

3.3.2 Sequential Density Clustering Algorithm
We now present our sequential density clustering algorithm for semantic region
discovery. Given a set of sequential trajectory segments S, our algorithm gen-
erates a set of clusters as semantic regions. We define a cluster as a sequential
density-connected set. It requires a parameter ξ, a density threshold for simi-
larity measurement. Before clustering, each density Dk of partitioned segment
Sk is calculated by spatial-temporal cost. In a trajectory density distribution, a
segment with a local maximum can correspond to a dense region of a trajectory
and the segments with similar density are grouped into a cluster if they are ad-
jacent to each other. Finally, the boundary of a semantic region, i.e. a cluster,
is extracted at where the density dramatically change. Thus, the semantic re-
gion discovery involves grouping the segments (if they belong to the same dense
region) and setting boundary of dense region.
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Fig. 5. Sequential density clustering over trajectory density distribution

Algorithm 1. Sequential Density Clustering
Input: A set of trajectory segments S, a density threshold ξ
Output: A set of sequential density cluster SDC

1 Compute D = Density(S) for each segment in S
2 Sequentially record the local max and local min from D to an array E
3 foreach local max Ei in E do
4 Take nearby local min and Ei as a group G : {Ei−1, Ei, Ei+1} and take the

local max of last group in GroupSet as Elast

5 if |Ei − Ei−1 � ξ| and |Elast − Ei−1 � ξ| then
6 Merge G with last group in GroupSet
7 end
8 else
9 Add G into GroupSet

10 end

11 end
12 foreach group G in GroupSet do
13 foreach Dj from local max to local min in G do
14 if |Dj − Dj−1| � ξ and (|Dj − Dj+1| � ξ) then
15 Add Sj into of a density cluster C
16 end

17 end
18 if boundary(C) �= boundary(G) then
19 Add cluster C into SDC
20 end

21 end
22 return SDC

For instance, we set T = 10, fold = 2 to partition the trajectory in Figure
1(a) into 23 segments and compute the density for each segment. The density
distribution D of the periodically two-fold-partitioned trajectory is shown in
Figure 5(a). Such a sequence of density D is the input of the algorithm. Algo-
rithm 1 shows the sequential density clustering to extract semantic regions from
the density distribution. Initially, the local extremes (maxima and minima) are
identified and recorded as a set of group G. Each G is a group of local max-
ima Ei and its nearby local minima Ei−1 and Ei+1, i.e., G : {Ei−1, Ei, Ei+1}.
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The algorithm consists two steps. In the first step (Line 3-11), the algorithm
computes the density similarity between two adjacent groups. If density differ-
ence between two adjacent groups is equal to or smaller than density threshold
ξ, these groups are sequentially similar. The algorithm performs the clustering
to merge them into a new group. For example, there are two connected groups
G1 : {D14, D17, D18} and G2 : {D18, D19, D23} in Figure 5(b). Given ξ = 0.1, G1

and G2 are similar (|D17−D18| � ξ and |D19−D18| � ξ) and can be merged into
a new group G′ : {D14, D17, D23}. The clustering results are added to GroupSet
as a sequence of groups. In the second step (Line 12-21), the boundary of a
cluster is extracted from each group G. The precise boundary of a cluster C
is extended from the local maximum in G to its nearby local minima until the
density difference between two continuous segment is more than ξ. The cluster
C4 : {S16, S17, S18, S19, S20} is extracted from group {D14, D17, D23} as shown in
Figure 5(c). Only regions with significant change in density are taken as semantic
regions. If there are no continuous density changes more than ξ inside a group,
this implies the region enclosed in the group can be viewed as an non-semantic
area.

3.4 Mining Frequent Semantic Regions

While semantic regions represent the location where a moving object proceeds
with some kind of high dense activities in duration of time from a trajectory, it
does not imply that those semantic regions are an object’s ”frequently” appear-
ing at. Thus, given a set of trajectory data, we want to find out the region where
an object frequently stays or lingers around for a certain activity, i.e, a frequent
semantic region. A frequent semantic region is a summary of a set of similar
semantic regions from different trajectories. To define the similarity between
semantic regions and discover the frequent semantic regions, we adopt the def-
inition of shared nearest neighbor (SNN) [9] and SNN density-based clustering
[3]. That is, the similarity between a pair of points is measured by the number of
their shared nearest neighbors. In graph terms, a link is created between a pair
of nodes if both have each other in their K nearest neighbor (KNN) lists and an
SNN similarity graph is created. Clusters are simply the connected components
of the SNN graph. The discovery of frequent semantic regions is similar to find
clusters. For each semantic region, it can be viewed as a node in SNN graph.
However, if nodes are not close enough, they do not stay in the same region
apparently. When applying SNN density based clustering to discover frequent
semantic regions, we constrain the searching range of nearest neighbors is a ra-
dius Dh around the examined nodes. We define a semantic region is a frequent
semantic region if each semantic region of which contains at least MinSR num-
ber of neighbors in the distance radius Dh. The nodes without MinSR nearest
neighbors are viewed as non-frequent regions and discarded. All the connected
components in the resulting graph are clusters finally. These clusters can be
considered as frequent semantic regions where an object often visits for certain
activities.
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Algorithm 2. Frequent Semantic Region Discovery Algorithm
Input: A set of nodes, distance threshold Dh, minimum support MinSR
Output: a set of clusters

1 Find the MinSR-nearst neighbors in Dh of all nodes.
2 Construct the shared nearest neighbor similarity graph.
3 For every node in the graph, calculate the number of links.
4 Identify core nodes which has more or equal to MinSR links.
5 Identify noise nodes which is neither a core node nor linked to a core node and

remove them.
6 Take connected components of nodes to form clusters.
7 return the union of all clusters

We develop a frequent semantic region discovery algorithm (Algorithm 2)
based on the property described in new SNN clustering algorithm [3]. The nodes
that have at least MinSR connectivity in the SNN graph are candidates for
core nodes since they tend to be located well inside the natural cluster, and the
nodes with connectivity lower than MinSR and not connected to any core node
are identified as noise nodes. As a result, a cluster is detected if there exists
a connected component in SNN graph. The cluster is regarded as a frequent
semantic region. For each semantic region which has at least MinSR similar
semantic regions, it will be included in a frequent semantic region. Notice that
the number of clusters is not considered as a parameter. Depending on the nature
of the data, the algorithm finds the nature number of clusters for given set of
parameters, MinSR and Dh.

4 Experiments

The experiments in this study are designed for two objectives. First, we com-
pare the semantic region coverage of our method, Sequential Density Clustering
(SDC), with Stay Point (SP) that is the method considering the sequential con-
straint in literature. Second, we verify the accuracy of frequent semantic region
discovery. We conduct experiments on our prototype which was implemented
in the python language on CarWeb [16], a traffic data collection platform on
Ubuntu 9.10 operating system.

Table 1. Dataset of each activity in California

Activity # Trajectory # Photo
Hiking 3839 33065
Road Biking 5032 11968
Walking 955 4685

We evaluate the experiment with real dataset from EveryTrail [5] in California.
Each data includes an labelled activity trail (a trajectory) and a set of photos
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with geographic information where are taken by user. We assume the ground
truth that location with photo is where the activity happen at. Each photo
represents a interesting of the user (photo taker) and each region containing
the photos can be considered as a interesting (semantic) region. Three kind of
activity (Hiking, Road Biking, Walking) in California are selected. The major
difference between each activity is the average speed (Road Biking > Walking
> Hiking). Table 1 shows the total number of trajectories and photos for each
activity.

4.1 Evaluation of Semantic Regions

In order to evaluate the effectiveness of semantic region discovery, we compare
the semantic region coverage of SDC with that of SP under varying conditions.
A semantic region coverage is measured as the hit ratio of the photos enclosed
by discovered region to total photos for each activity. We set SDC parameters as
follows: the partition smoothing parameter Fold = 3 and the density threshold
ξ = 0.02 for all datasets. There are two parameters setting for SP: distance and
time thresholds. For comparison with SP fairly, the dynamic size of a sematic re-
gion is constrained as a fixed size of SP. Thus, We set various distance thresholds
(100, 200, 300 meters) of stay point as the radius of the region around stay point
and also as the radius around mean point discovered via SDC. In additional, we
compare above regions of fixed size with the regions of dynamic size discovered
via SDC. The time threshold of SP is set as the period of activity for SDC and
varied from 5 minutes to 30 minutes.

For each activity, in Figure 6, the hit ratio of our method is much higher
than that of SP. As expected, SDC shows the coverage of discovered region
with dynamic size is better than that with fixed size while the average size (the
size number marked with SDC curve in Figure 6 ) is smaller than the fixed size,
especially in datasets of slow-speed activity (Hiking and Walking). It implies that
our method is adaptive to various shape and size of discovered region. Besides,
the hit ratio is much lower in high-speed activity than in low-speed activity, since
the semantic region is much harder to be obtained when the activity has higher
average speed and has many sudden changes of direction or speed. These results
prove that using SDC for semantic region discovery is obviously more precise
than using SP under different average speed. Another observation found in the
results demonstrates that hit ratio decreases when the period of activity (time
threshold) increases. Because the period of activity is a user-defined parameter
which indicates the minimum duration of an activity, the semantic regions with
the period of activity which is shorter than minimum requirement will be ignored
when the activity is expected to keep running longer.

4.2 Accuracy of Frequent Semantic Regions

To show the accuracy of frequent semantic region discovery, we obtained a user’s
trajectory over one week and labeled the top five frequent semantic regions. We
then generated 1000 different trajectory dataset each have 100 similar trajecto-
ries to the original trajectory. For each trajectory, we set the period of activity
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Fig. 6. Semantic region coverage

T = 10 minutes to discover semantic regions. We take the semantic regions as
nodes in a 5 ∗ 5 map. Frequency and radius of each frequent semantic regions
are stated in Table 2.

Table 2. Dataset of frequent semantic regions

# Region Frequency Radius
2 50% 0.5
2 80% 0.1
1 30% 0.8

We take F-measure to analyze the accuracy of discovered frequent semantic
regions. Precision is defined as the overlapped area discovered in labelled regions
divided by the total discovered area, and recall is defined as the overlapped
area discovered in labelled regions divided by the total area of existing labelled
regions. The definition of F-measure is the harmonic mean of precision and recall:

F = 2 ∗ precision ∗ recall

precision + recall

A higher precision score means the higher representative of discovered regions
while a higher recall score means the higher coverage of labelled regions. Al-
though a larger region can cover more labelled regions and obtain high recall, it
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Table 3. Impact of minimum support

MinSR Precision Recall F-measure
10% 0.856 ± 0.068 0.995 ± 0.013 0.919 ± 0.04
20% 0.903 ± 0.065 0.884 ± 0.005 0.894 ± 0.036
30% 0.916 ± 0.066 0.441 ± 0.074 0.592 ± 0.068

is hard to distinguish these labelled regions and results in low precision. In Table
3, we fix the radius Dh as 0.5 and report the performances of our model under
different minimum support (MinSR) requirement for a frequent semantic region.
The entry value in Table 3 denotes the mean and standard deviation of preci-
sion, recall and F-measure. As shown in the table, our method can achieve high
precision under different MinSR. However, when the requirement of MinSR
increases, it is much harder to find regions with low frequency in a large radius.

5 Conclusion

In this paper, we propose the concept of semantic region that indicates regions
along with trajectories where users may proceed with some activities. First,
spatial-temporal cost is introduced to model the density distribution of a tra-
jectory. Then, we adopt a sequential density clustering algorithm to extract the
semantic regions. Based on semantic region discovery, we define the similarity
between semantic regions and devise a SNN based clustering algorithm to dis-
cover frequent semantic regions from multiple trajectories. Finally, to show the
preciseness and effectiveness of our framework, we present comprehensive ex-
perimental results over various real datasets. The results demonstrate that our
framework is able to accurately extract semantic regions.
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Abstract. Nowadays, due to the increasing user requirements of efficient and
personalized services, a perfect travel plan is urgently needed. In this paper we
propose a novel complex spatio-temporal sequence (STS) mining in Flickr, which
retrieves the optimal STS in terms of distance, weight, visiting time, opening
hour, scene features, etc.. For example, when a traveler arrives at a city, the sys-
tem endow every scene with a weight automatically according to scene features
and user’s profiles. Then several interesting scenes (e.g., o1,o2,o3,o4,o5,o6) with
larger weights (e.g., w1,w2,w3,w4,w5,w6) will be chosen. The goal of our work
is to provide the traveler with the optimal STS, which passes through as many
chosen scenes as possible with the maximum weight and the minimum distance
within his travel time (e.g., one day). The difficulty of mining STS lies in the
consideration of the weight of each scene, and its difference for different users,
as well as the travel time limitation. In this paper, we provide two approximate
algorithms: a local optimization algorithm and a global optimization algorithm.
Finally, we give an experimental evaluation of the proposed algorithms using real
datasets in Flickr.

Keywords: spatio-temporal, sequence, Flickr, approximate.

1 Introduction

With the rapid development of modern society, people are concentrating more on ef-
ficient and personalized services. In the tourist industry, a perfect traveling plan can
help people to visit their favorite scenes as many as possible, and save a lot of time
and energy. However, at present it is hard for people to make a proper and personal-
ized traveling plan. Most of them follow other people’s general travel trajectory, but do
not consider their own profile and the best visiting order of scenes in this trajectory.
So only after finishing their travel, do they know which scene is their favorite, which
is not, and what is the perfect order of visits. Let’s consider such a scenario: a person
plans to travel on a holiday, but does not have a specific destination. In order to make a
better plan, they scan the tourist routes on the Internet or they seek advice from travel
companies. Then they choose a popular travel trajectory suggested by other people, but
do not consider their own interests. As a result, this sightless travel plan may cause the
following aftereffects: 1) waste a lot of time on the road among scenes; 2) waste lots of
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ment Plan of China (No.2009AA011904).
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Fig. 1. Two different sequences (red, blue) including six chosen scenes with different weights on
Google Maps and their timelines. Scenes of each sequence which have been visited are presented
in the order of visitation. On the timelines, transitions between tourist scenes are depicted by
rectangles and visiting time is given in minutes.

unnecessary money; 3) do not have enough time to visit their real favorite scenes, etc.
However, with increasing interests in perfect travels and modern advanced services,
more wonderful and personalized travel suggestions need to be supplied urgently.

In this paper, we propose a novel spatio-temporal sequence (STS) mining in Flickr.
The goal of STS is to provide a user with the optimal STS, which minimizes the total
traveling distance and maximizes the total weight within his limited travel time. In
consequence a user can make a perfect and personalized travel plan based on his own
profile before he starts to travel. The implementation of STS is based on two basic
pieces of knowledge. 1) the user’s profile. The methods of mining user’s profile have
been studied a lot [1]. Here we assume that every user’s profile is already stored in
his accompanied mobile devices. So when a user arrives at a city, the system can get
his profile from his mobile devices directly. 2) scene features. The methods of mining
scene features according to photos and tags in Flickr has been studied in our previous
work [6]. So here we directly use the database in [6] that stores the features of each
scene in each city. In this paper, we consider solutions for the STS problem as graphs
where tourist scenes are nodes and paths between these scenes are edges. To the best of
our knowledge, no prior work considers both point weight and edge distance together,
which are inversely proportional.

Efficient STS evaluation could become a new important feature of advanced services
in Flickr, and be useful for LBS (Location Based Services). The quality of these services
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can be greatly improved by supporting more advanced query types, like STS. An exam-
ple of STS is shown in Figure 1. When a traveler arrives at a city, the system endows
every scene with a weight automatically according to scene features and user’s pro-
files. Then six interesting scenes (e.g., o1,o2,o3,o4,o5,o6) with larger weights (e.g.,
w1,w2,w3,w4,w5,w6) will be chosen. Given these six certain scenes, a database that
stores the features of scenes will compute a proper STS (i.e., the red sequence) effi-
ciently. The blue sequence is created by a user who follows others’ general trajectory.
These two different sequences are presented in Figure 1. Tourist visits cover not only the
visiting time of scenes, but also the transitional cost among scenes (i.e., rectangles on
the timelines)[16]. Because of the different visiting order of the scenes, the duration of
these two sequences is variable, from under six hours (e.g., the red sequence) to over 9
hours (e.g., the blue sequence). Clearly, an ideal method is to propose an optimal tourist
sequence that not only re-arranges the order in which these scenes are visited with the
maximum value (see Section 2.1), but also should be within a limited travel time. For
the red sequence, there are only two significant transitions (i.e., 56 min between Wilcox
Lake and Ticonderoga, 30 min between Ticonderoga and High Peeks). The first three
visited tourist scenes (Ferris Lake, Silver Lake and Wilcox Lake) and the last two ones
(High Peeks and Varderwhacker) are adjacent and the tourist makes no pause between
them. Some factors influencing visiting order, for example, personal preferences (i.e.,
scene weight) and travel time must be taken into account.

STS can be considered as a special case of the knapsack problem (KSP) which is NP-
hard. The reduction from STS to KSP is straightforward. Given a set of m scenes from
which we select some interesting scenes to be included in the spatio-temporal sequence
in a limited travel time Ttotal . Each scene has a weight and a duration time. The objective
is to choose the set of ordered scenes that optimize the STS and maximize the travel
value (i.e., a minimum distance and a maximum tourist scene weight). By regarding
distance as the multiplication of velocity and time, each scene of STS can be reduced
to an item of KSP. There are also some differences between STS and KSP: 1) the goods
in KSP is disordered, but the scenes in STS is strictly ordered; 2) KSP has only one
objective function, but STS has two independent objective functions.

Contributions: This paper proposes a novel spatio-temporal sequence mining in Flickr
and studies methods for solving it efficiently. Two approximate algorithms that achieve
both local and global optimization are presented. In particular:

– We present a novel STS mining in Flickr, which can minimize the total traveling
distance and maximize the total weight within a limited travel time. This type of
mining has not been considered before.

– We give a formal definition of STS in road network. The weights of chosen scenes
are specified according to personal preferences. This is more similar to the real
world applications.

– We propose two types of algorithms for STS. Local optimization algorithms include
approximation in terms of distance, weight and value respectively.

– We perform an extensive experimental evaluation of the proposed algorithms on
real datasets in Flickr.
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Paper Organization: The rest of the paper is organized as follows: Section 2 gives
the problem definition and related works. The approximate algorithms are presented in
Section 3. An experimental evaluation of the proposed algorithms using real datasets is
presented in Section 4. Finally, we give the conclusion and future works.

2 Preliminaries

This section formally defines the STS problem and introduces the basic notation that
will be used in the rest of the paper. Furthermore, a concise overview of related works
is presented.

2.1 Problem Definition

Table 1 lists the main symbols we use throughout this paper. Following standard nota-
tion, we use capital letters for sets (e.g., P is a set of all scenes), and lowercase letters
for vectors (e.g., oi ).

Table 1. Symbols

Symbol Definition and Description
V the value of the sequence { o1, ...,ok }
P a set of all scenes { P1, ...,Pm }
R a chosen subset of scenes { o1, ...,ok }
Q a travel sequence
N the road network
Ttotal the total travel time
T (oi,o j) the time cost from the scene oi to o j

T (oi) the duration time of scene oi

DdisN
the distance among scenes in road network

wi the weight of the chosen scene oi

oi the ith chosen scene
α a balance factor
m the number of all scenes
k the number of chosen scenes

We consider solutions for the STS problem as graphs where tourist scenes are nodes
(labeled with scene’s name) and paths between these scenes are edges. Given a graph
G(O,ξ ) with n nodes O= {o1, ...,on} and s edges ξ = {e1, ...,es}, each node in the graph
has a weight denoting the interest percentage of the traveler. The value of traversing
a scene sequence (oi, ...,o j) is expressed as V (oi, ...,o j) ≥ 0, which means the score
of the sequence. As shown in Eq.(1), the value of the sequence is in proportion to the
total weight of all chosen sences, but in contrast to the total distance. Here, we consider
distance among scenes in road network, which is more meaningful in the real travel
application scenario. Suppose that the average velocity of the traveler is υ , the distance
DdisN (oi,o j) can be denoted as υ*T (oi,o j). A balance factor α is defined between
weight and distance, which may be changed in different situations.
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V (oi, ...,o j) = α ∗ (wi + ...+ wj)+ (1−α)∗ 1
j

∑
k=i

DdisN (ok,ok+1)

= α ∗
j

∑
k=i

wk +(1−α)∗ 1
j

∑
k=i

υ ∗T (ok,ok+1)

(1)

Given a set of m scenes P = {P1, ...,Pm} (where m ≤ n) and a mapping function π :
Pj→oi that maps each scene Pj ∈ P to a node oi ∈ N. So scenes can be regarded as
special nodes, and be denoted by node symbols. In the rest of this paper, scenes and
nodes will share the same symbols. The STS problem can be defined as follows:

Definition 1. Given a set R ⊆ P (R= {o1,o2, ...,ok}), a source scene S and a destination
scene E, identify the traveling scene sequence Q= {S,o1, ...,ok,E} from S to E that visits
as many scenes in R as possible (i.e., maximize the total weight of the sequence), and
takes the minimum possible distance DdisN (Q) (i.e., for any other feasible sequence Q′
satisfying the condition DdisN (Q) ≤ DdisN (Q′)) in a limited travel time Ttotal .

The time constraint condition is in the following, which includes not only the duration
time of scenes, but also transitional cost among scenes. The duration time of scenes
can be achieved by [16], which is not our focus in this paper. We mainly consider the
temporal cost among scenes, namely, the distance between each couple of scenes.

k

∑
i=1

T (oi)+
k

∑
i=1, j=i+1

T (oi,o j) ≤ Ttotal (2)

2.2 Related Work

Rattenbury et al. [2] was an early attempt to discover both event and place names from
Flickr geolocated textual metadata, resulting in an application [3] for geographic image
retrieval, with representative and popular tags overlaid on a scalable map. Quack et al.
[4] downloaded 200,000 georeferenced Flickr images from nine urban areas and clus-
tered them using local image descriptors to discover place names and events, linking
some places to their Wikipedia articles. In contrast to [4] and [5], we do not limit our-
selves to geographic information of photographs since temporal information are also
important for mining STS. Elsewhere [6], we detailed methods for mining the features
of each scene in each city. Here we exploit these same results but shift our focus towards
mining spatio-temporal sequence according to personal preferences.

Zheng et al. [7] recorded GPS tracks of 107 users during a year to determine the in-
terestingness of tourist scenes. Cao et al. [8] presented techniques capable of extracting
semantic locations from GPS data. The authors of [9] also focused on mining similar
traveling sequences from multiple users’ GPS logs while the authors of [10] retrieved
maximum periodic patterns from spatio-temporal metadata. Girardin et al. [11] ana-
lyzed the tourist flows in the Province of Florence, Italy, based on a corpus of georef-
erenced Flickr photos and their results contribute to understanding how people travel.
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Chen et al. [12,13] studied a problem of searching trajectories by locations, and the tar-
get was to find the K best-connected trajectories from a database such that it connected
the designated locations geographically. None of these approaches considers scene fea-
tures combined with user’s profile, which are central pieces of our approach. Whereas
[7] or [9] relied on accurate GPS traces for small scale regions and obtained from a rel-
atively reduced number of users. Flickr data is noisy, but covers most interesting tourist
regions of the world. As a result, we are able to propose itineraries in any region of the
world that is sufficiently covered by Flickr data.

Visiting duration is an important characteristic of trips and it is classically estimated
by domain experts [14]. The automatic extraction of visiting duration from Flickr meta-
data was only recently explored [15] but no separation between sightseeing and sight-
seeing + interior visits was proposed. Building on this latter work, Popescu et al. [16]
used visual image classification to separate these two types of visits and to calculate
typical visiting time of each case. In this paper, we use the method in [16] directly to
get the visiting time of scenes, which is not our focus here. We mainly consider the time
cost among scenes, namely, the distance between each couple of scenes.

Researches in spatial databases also address applications in spatial networks repre-
sented by graphs, instead of the traditional Euclidean space. Recent papers that extended
various types of queries to spatial networks were [17]. Clustering in a road network
database has been studied in [18], where a very efficient data structure was proposed
based on the ideas of [19]. Li et al. [20] discussed a trip planning query in both Eu-
clidean space and road network, which retrieved the best trip passing through at least
one point from each category. However, they did not consider the point weight and the
order of points. Likewise, we also study the STS problem in road network.

3 Approximation Algorithms

In this section we present two approximate algorithms for answering the spatio-temporal
sequence mining.

3.1 Local Optimization Algorithms

Three local optimization algorithms in terms of distance, weight and value will be pro-
vided in the following.

Approximation in terms of distance: The most intuitive algorithm for solving STS
is to form a sequence by iteratively computing the )m/2* nearest neighbor scenes of
the current scene, comparing the value of them, choosing the scene whose value is
maximum from all scenes that have not been visited yet. Then refresh the total time
by adding this scene’s duration time and the time cost between this scene and the last
scene. If the total time is less than Ttotal , add this scene to the sequence; else, restore
the total time and ignore this scene. Formally, given a partial sequence Qk with k<m,
Qk+1 is obtained by inserting the scene ok+1 whose value is larger than any scene in the
)m/2* nearest neighbor of ok. Meanwhile, this scene should not been covered yet and
satisfy the time limitation. In the end, the final sequence is produced by connecting ok

to E . We call this algorithm d-LOA , which is shown in Algorithm 1.
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Algorithm 1. d-LOA
Input:

The start scene, o = S;
The end scene, E;
The set of scene IDs, I = {1, ...,m};
The initial spatio-temporal sequence, Qa = {S};
The limited time, Ttotal ;

Output:
The d-local optimal spatio-temporal sequence, Qa;

1: loc = S;
2: t = Ttotal ;
3: while ( I is not empty) and (t > 0) do
4: define an array DS for storing the distances from loc to other scenes;
5: for each n ∈ I do
6: DS(loc,n)=DdisN

(loc,n);
7: end for
8: HI = the set of )m/2* smallest DS scene IDs;
9: define an array V for storing the values from loc to other scenes;

10: for each n ∈ HI do
11: if T (n)+T (loc,n) ≤ t then
12: V (loc,n)=α*(wloc+wn)+(1-α)* 1

DS(loc,n) ;
13: end if
14: end for
15: o = the scene whose value is maximum in V ;
16: loc = o;
17: pop o from I;
18: put o to Qa;
19: t = t-(T (o)+T (loc,o));
20: end while
21: Qa ← { E };

Algorithm 2. w-LOA
Input:

The start scene, o = S;
The end scene, E;
The set of scene IDs, I = {1, ...,m};
The initial spatio-temporal sequence, Qa = {S};
The limited time, Ttotal ;

Output:
The w-local optimal spatio-temporal sequence, Qa;

1: loc = S;
2: t = Ttotal ;
3: while ( I is not empty) and (t > 0) do
4: for each n ∈ I do
5: HI = the set of )m/2* largest wi scene IDs;
6: end for
7: define an array V for storing the values from loc to other scenes;
8: for each n ∈ HI do
9: if T (n)+T (loc,n) ≤ t then

10: V (loc,n)=α*(wloc+wn)+(1-α)* 1
DS(loc,n) ;

11: end if
12: end for
13: o = the scene whose value is maximum in V ;
14: loc = o;
15: pop o from I;
16: put o to Qa;
17: t = t-(T (o)+T (loc,o));
18: end while
19: Qa ← { E };
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Approximation in terms of weight: Another algorithm for solving STS is to form a
sequence by iteratively performing the following operations. Choose the )m/2* maxi-
mum weight scenes, which connect to the current scene and have not been visited yet.
Compare the value of these )m/2* scenes, and select the scene whose value is maxi-
mum. Then refresh the total time by adding this scene’s duration time and the time cost
between this scene and the last scene. If the total time is less than Ttotal , add this scene
to the sequence; else, restore the total time and ignore this scene. We call this algorithm
w-LOA, which is similar to d-LOA and shown in Algorithm 2.

Approximation in terms of value (i.e., distance and weight): A hybrid local opti-
mization algorithm for solving STS is to form a sequence by iteratively performing the
following operations. Compute the values between the current scene and every other
scenes that have not been visited yet. Choose the scene whose value is maximum. Then
refresh the total time by adding this scene’s duration time and the time cost between
this scene and the last scene. If the total time is less than Ttotal , add this scene to the
sequence; else, restore the total time and ignore this scene. Formally, given a partial se-
quence Qk with k<m, Qk+1 is obtained by inserting the scene ok+1 whose value is larger
than any scene in R. Meanwhile, this scene should not been covered yet and satisfy the
time limitation. In the end, the final sequence is produced by connecting ok to E . We
call this algorithm v-LOA, which is shown in Algorithm 3.

Algorithm 3. v-LOA (G,R,S,E)
Input:

The start scene, o = S;
The end scene, E;
The set of scene IDs, I = {1, ...,m};
The initial spatio-temporal sequence, Qa = {S};
The limited time, Ttotal ;

Output:
The v-local optimal spatio-temporal sequence, Qa;

1: loc = S;
2: t = Ttotal ;
3: while ( I is not empty) and (t > 0) do
4: define an array V for storing the values from loc to other scenes;
5: for each n ∈ I do
6: if T (n)+T (loc,n) ≤ t then
7: V (loc,n)=α*(wloc+wn)+(1-α)* 1

DS(loc,n) ;
8: end if
9: end for

10: o = the scene whose value is maximum in V ;
11: loc = o;
12: pop o from I;
13: put o to Qa;
14: t = t-(T (o)+T (loc,o));
15: end while
16: Qa ← { E };

3.2 Global Optimization Algorithm

This section introduces a novel heuristic algorithm, called GOA. This algorithm achieves
a much better result in comparison with the previous algorithms. GOA can find the op-
timal sequence if the heuristic function never overestimates the actual minimal value of
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reaching the goal. Here we select the heuristic as the value in Euclidean space, as it is
always less than or equal to the actual value in road network in this scenario (see Defi-
nition 2). This can guarantee the sequence optimality in terms of road network value.

Definition 2. For two scenes u and v (u,v ∈ N), DdisN (u,v) is the road network distance,
and DdisE (u,v) is the Euclidean distance. Correspondingly,VN (u,v) denotes the value of
the sequence from u to v in road network, while VE (u,v) means that in Euclidean space.
In this paper, we care more about personal preferences, namely, we set the balance
factor α larger than 0.5. So according to Eq.(1), VE (u,v) ≤ VN (u,v).

Maximum value sequence finding method. We can find the maximum value from
the current scene to any scene in R using the heuristic algorithm GOA. This can be
explicitly described by Theorem 1.

Theorem 1. For an intermediary scene o along the sequence between u and v, the
sequence with the maximum value VNE (u,o,v) is formalized by the sequence passing o.
Then, the following Eq. (3) holds:

VNE(u,o,v) = VN(u,o)+VE(o,v) (3)

Proof. Here VN (u,o) represents the value from the source scene u to the intermediary
scene o, while VE (o,v) is the heuristic function that estimates the value from o to the
destination scene v. According to the concept of naive heuristic algorithm, Eq. (3) holds.
Then, VN (u,o) and VE (o,v) can be obtained by Lemma 1 and Lemma 2 respectively.

Lemma 1. Assume that a source scene u:=o0 and a destination scene v:=ok. A road
network traveling sequence (o0,o1, · · · ,ok−1,ok) is a sequence of k+1 interesting scenes.
VN (o0,ok) denotes the value of the sequence from o0 to ok via o1, · · · ,ok−1:

k

∑
i=1

VN(oi−1,oi) = VN(o0,ok) (4)

Proof. The value function VN (o0,ok) accounts for a total value of the traveling sequence
from o0 to ok in road network. That is, this value is the cumulative sequence value
from the source scene o0 to a destination scene ok via as many scenes as possible from
o1, · · · ,ok−1. So the total value VN (o0,ok) can be divided into VN(o0,o1) + VN(o1,o2) +

· · · + VN(ok−1,ok), namely,
k

∑
i=1

VN(oi−1,oi).

Lemma 2. Let node o and v be the current scene and the destination scene respectively.
h(o) is the heuristic estimator. Then, for the value function VE (o,v) of a heuristic value,
the following Eq.(5) holds:

h(o) ≤VE(o,v) ≤VN(o,v) (5)

Proof. The heuristic estimator can find an optimal traveling sequence to a destination
scene if the destination scene is reachable. Hence, according to Definition 2, the heuris-
tic employs the value in Euclidean space as a lower bound value of a sequence from o



STS: Complex Spatio-Temporal Sequence Mining in Flickr 217

to v. For that reason, h(o)≤VE (o,v) holds when h(o) as the estimator is approximately
equal to the value in Euclidean space. Also, for the sequence value between o and v,
Eq. (5) holds by VE (o,v) ≤ VN (o,v). Because although the Euclidean distance is less
than or equal to the network distance, the balance factor is larger than 0.5, as follows:

VN(o,v) = α ∗ (wo + woi + ...+ wo j + wv)+

(1−α)∗ 1

DdisN (o,oi)+
j−1

∑
k=i

DdisN (ok,ok+1)+ DdisN (o j,v)

VE(o,v) = α ∗ (wo + wv)+ (1−α)∗ 1
DdisE (o,v)

So

ΔV = VN(o,v)−VE(o,v) = α ∗ (woi + ...+ wo j)+ (1−α)∗ 1
ΔDdis(o,v)

> 0

and this completes the proof.

Efficient optimal scene search. This paper employs the branch-and-bound technique
[21] to search an optimal traveling sequence (i.e., a minimum distance and a maximum
tourist scene weight). The technique is used to prune all of the unnecessary scenes from
multiple neighbor scenes connected with a given current scene by Theorem 2. That is,
to find the optimal STS whose value is maximum. This technique can select the tourist
scene oi, which has the minimum distance DdisNE (u, oi, v) out of the adjacent scenes
o1,o2, · · · ,oi, · · · ,ok emanating from u (i.e., DdisN (u, o1, v), DdisN (u,o2, v),· · ·, DdisN (u,
oi, v),· · ·,DdisN (u, ok, v) in road network. Meanwhile, this technique can also select
the tourist scene o j, which has the maximum traveling weight w (u, o j, v) among all
chosen scenes o1,o2, · · · ,o j, · · · ,ok. Hence, we define the optimal traveling sequence as
follows:

Definition 3. Let u and v be a source scene and a destination scene respectively. The
optimal traveling sequence is a set of ordered scenes from u to v with the maximum
value VNE (u, oi, v) (i.e., a minimum distance DdisNE (u, oi, v), and a maximum weight
w(u, oi, v)), where oi is a chosen scene adjacent to u.

Theorem 2 presents how to find the optimal traveling sequence by the branch-and-
bound technique and achieve V ∗

NE (u, oi, v) from VNE (u, oi, v).

Theorem 2. Given two scenes u and v (u,v ∈ N) in road network, if there exist a set
of chosen scenes o1,o2, · · · ,oi, · · · ,ok connected to scenes u and v, Eq. (6) holds by
Definition 3:

V ∗
NE(u,oi,v) = max

1≤i≤k
(VNE(u,oi,v)) (6)

Proof. Let adjacent chosen scenes oi, ...,o j be connected with a given scene u. If VNE

(u, oi, v) is larger than the value of any other adjacent chosen scenes, that is VNE (u, oi,
v) > VNE (u, ok, v), for ∀ k ∈ (i, j]. Hence, VNE (u, oi, v) can be the optimal traveling
sequence via oi among adjacent scenes connected to both u and v.
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According to Theorem 2, the branch-and-bound technique can prone some scenes by
pre-calculating values from the adjacent scenes to a destination scene.

Efficient traveling sequence finding. The result of STS query is the traveling sequence
of the ordered scenes and the paths to them. Figure 2 shows an example of finding
efficient STS from k scenes. First, we select a path from the source tourist scene S to
each of other chosen scenes by Eq. (3). This procedure begins with the selection of
the first scene with the maximum value to the source scene by Eq. (1) and then finds
the path to it. In order to prevent the predetermined paths from being re-searched, we
must allocate the heap for the optimal value of a scanned scene calculated by VN (S,oi)
and the path from S to oi. In Figure 2, we find STS starting from scanning the source
scene S to scenes o1, o2 and o3, choosing the scene o2, whose value is maximum in the
heap. Then calculate VNE (S, o2,o1), VNE (S, o2,o3) and VNE (S, o2,o4). In order to find
the optimal scene, we calculate V ∗

NE (S, o2,o4) by Eq. (6) and store the intermediary
path into the heap. As a result, the procedure yields the sequence S → o2 → o4 whose
value is maximum. Next, we refresh the sequence to other unvisited scenes with the
maximum value to the destination scene by Eq. (3). In the same way, if the total time
the sequence is less than or equal to the limited time Ttotal , we iteratively refresh the
sequence to remaining scenes.

Fig. 2. Find the efficient traveling sequence

Algorithm 4 describes our GOA algorithm. At first, add the start scene to the OPEN
list. Line 2 chooses a scene whose value is maximum from the OPEN list. We regard this
scene as the current scene. From Line 3 to Line 6, if the destination scene is added to the
CLOSE list, then the STS has been found, and the cycle stops. Else repeat the following
operations from Line 7 to Line 28. Choose a scene whose value is maximum from the
OPEN list. Then refresh the total time by adding the sum of this scene’s duration time
and the time cost between this scene and the last scene. If the total time is less than
Ttotal , switch this scene to the CLOSE list; else, restore the total time and ignore this
scene. For each of the other scenes adjacent to this current scene, if it is not walkable
or it is in the CLOSE list, ignore it. Otherwise do the following operations. If it is not
in the OPEN list, add it to the OPEN list. Regard the current scene as the parent of this
scene, and calculate the value of the scene. If it is already in the OPEN list, check if
there is other better path according to the value of the current sequence. If so, change
the parent of the scene to the current scene, and recalculate the value of the scene.
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Algorithm 4. GOA
Input:

The start and end scene, o = S, E;
The set of scenes ID, I = {1, ...,m};
The limited time, Ttotal ;

Output:
1: The global optimal spatio-temporal sequence, Qa;

The array OPEN which stores all chosen but not visited scenes
2: OPEN = [S];

The array CLOSE which stores all visited scenes
3: CLOSE = [];
4: while OPEN IsNotEmpty and Ttotal > 0 do
5: pop the first scene in OPEN to o
6: put it into CLOSE;
7: if o equal E then
8: break;
9: end if

10: M=the number of children scenes of o in I;
11: for each s ∈ M do
12: if T (o)+T (o,s) ≤ Ttotal then
13: calculate the estimated value, EV (o,s)=α*(wo+ws)+(1-α)* 1

DdisN (o,s) ;

14: if s is not in OPEN or CLOSE then
15: pop s from I
16: put s into OPEN
17: else if s is in OPEN then
18: if EV (o,s) > EV (OPEN) then
19: update the value of OPEN;
20: end if
21: else
22: if EV (o,s) < EV (CLOSE) then
23: update the value of CLOSE;
24: pop s from CLOSE
25: put s into OPEN;
26: end if
27: end if
28: end if
29: end for
30: put o into CLOSE;
31: sort the scenes in OPEN by the EV descending
32: Ttotal = Ttotal-T(o)+T (s));
33: end while
34: reverse CLOSE
35: Qa = CLOSE;
36: return Qa;

4 Experimental Evaluation

This section presents a comprehensive performance evaluation of the proposed methods
for STS using Flickr datasets.

Experimental Setup. We obtained the real dataset in the city of Beijing with 286 scenes
and 658 edges. In this dataset, we generated some interesting scenes according to scene
features combined with user’s profile. Datasets with a varying number of interesting
scenes, varying balance factor, as well as varying limited total time were generated.
The total number of interesting scenes is in the range m ∈ [1,20], the balance factor is
in the range α ∈ [0,1], while the limited total time is in the range Ttotal ∈ [1h,8h], where
h denotes the time granularity “hour”.
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Performance Results. In this part we study the performance of the proposed four al-
gorithms. In order to prove the advantage of our algorithms, we compared them with
ARM (average random method). ARM is achieved by choosing scene randomly for 30
times, and taking the average value of them.

First, we study the effects of α and Ttotal on the value of STS. Figure 3 plots the value
of STS as a function of α , when Ttotal =8h. Figure 4 plots the value of STS as a function
of Ttotal , when α =0.7. In both cases, GOA outperforms v-LOA, d-LOA, w-LOA and
ARM obviously. The value of ARM is the lowest. With the increase of α and Ttotal ,
the performance of all algorithms increases. The algorithm d-LOA is greatly affected
by the relative locations of scenes, because it greedily follows the nearest )m/2* scenes
from the remaining scenes irrespective of its direction with respect to the destination
scene E . With the increase of α and Ttotal , the probability that d-LOA wanders off the
correct direction increases. In Figure 4 the trends of algorithm w-LOA and v-LOA are
almost the same. Because when α =0.7, the distance has little effect on the value of the
sequence, and the value of both algorithms is similar.

Fig. 3. The trend of VN with different α Fig. 4. The trend of VN with different Ttotal

Figure 5 plots the results of road network distance of STS as a function of Ttotal ,
when α =0.7. Figure 6 plots the total weight of STS as a function of Ttotal , when α
=0.7. With the increase of Ttotal , both the distance and the weight of STS in all algo-
rithms increase. The distance of algorithm d-LOA is less than the other four algorithms,
because it always greedily follows the nearest )m/2* scenes from the remaining scenes.
The weight of algorithm GOA outperforms v-LOA, d-LOA and w-LOA in Figure 6. So
our four algorithms can get better results than ARM.

Fig. 5. The trend of DdisN
with different Ttotal Fig. 6. The trend of w with different Ttotal
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We also study the average length of STS as a function of Ttotal , when α =0.7 in Figure
7. In general, the algorithm GOA includes more scenes than the other four ones. The
reason is that GOA can get the global optimal sequence in road network. The number
of scenes in ARM is the smallest. From Figure 8 we can see the value of GOA is the
maximum, v-LOA and w-LOA are almost the same, which depends on the choice of α .
The value of ARM is the minimum.

We examine the trend of runtime with different number of scene set in Figure 9.
When the number of scene set is more than 50000, the runtime of v-LOA, d-LOA, and
w-LOA increase much faster. The trend of runtime with different Ttotal is examined in
Figure 10, when the number of scene set is 10000. In both cases, with the increase of
scene set, the runtime of all algorithms increase. The runtime of v-LOA is the maxi-
mum, and ARM’s is the minimum. The difference is the increase speed of runtime in
Figure 10 is slower than that in Figure 9.

Fig. 7. The length of STS with different Ttotal Fig. 8. The trend of VN of different algorithms

Fig. 9. Runtime with different NumSet Fig. 10. The trend of runtime with different Ttotal

5 Conclusions and Future Work

The goal of this paper is to provide users with the optimal spatio-temporal sequence that
passes through as many chosen scenes as possible with the maximum weight and the
minimum distance within a limited travel time. We first argued that this problem is NP-
hard, and gave a simple proof. Then formally defined the STS problem. We considered
solutions for the STS problem as graphs where tourist scenes were nodes and paths
between these scenes were edges. Two approximate algorithms: local optimization
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algorithms and a global optimization algorithm were provided. The experimental study
using real datasets in Flickr demonstrated the effectiveness of our proposed algorithms.
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Abstract. Mining user behaviors in mobile environments is an emerging and 
important topic in data mining fields. Previous researches have combined 
moving paths and purchase transactions to find mobile sequential patterns. 
However, these patterns cannot reflect actual profits of items in transaction 
databases. In this work, we explore a new problem of mining high utility mobile 
sequential patterns by integrating mobile data mining with utility mining. To 
the best of our knowledge, this is the first work that combines mobility patterns 
with high utility patterns to find high utility mobile sequential patterns, which 
are mobile sequential patterns with their utilities. Two tree-based methods are 
proposed for mining high utility mobile sequential patterns. A series of analyses 
on the performance of the two algorithms are conducted through experimental 
evaluations. The results show that the proposed algorithms deliver better 
performance than the state-of-the-art one under various conditions. 

Keywords: High utility mobile sequential pattern; utility mining; mobility pattern 
mining; mobile environment. 

1   Introduction 

With the rapid development of tele-communication technologies, mobile devices and 
wireless applications become increasingly popular. One’s current position can be 
acquired via a mobile device with GPS service. With a series of users’ moving logs, we 
can know the moving paths of mobile users. Besides, a greater number of people are 
using mobile devices to purchase mobile services online by credit cards. Combining 
moving logs and payment records, mobile transaction sequences, which are the 
sequences of moving paths with transactions, are obtained. Yun et al. [14] first proposed 
a framework for discovering mobile sequential patterns, i.e., the sequential patterns with 
their moving paths in mobile transaction sequence databases. Mobile sequential patterns 
can be applied in many applications, such as route planning in mobile commerce 
environment and maintaining website structures of online shopping websites.  

However, in mobile sequential pattern mining, the importance of items is not 
considered. In the framework of traditional frequent pattern mining, utility mining [3, 
4, 7, 8, 12, 13] is proposed for solving this problem. Instead of finding frequent 
patterns, utility mining discovers the patterns with high utilities, which are called high 
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utility patterns. By utility mining, patterns with higher importance/profit/user interests 
can be found. For instance, the frequent patterns involving refrigerators may not be 
easily found from the transaction databases of hypermarkets since the frequency of 
purchasing refrigerators is much less than that of other items. But if we apply utility 
mining, the high utility patterns about refrigerators may be found since the utilities, i.e., 
the profits, of refrigerators are higher than that of others. Therefore, it is obvious that 
pushing utility mining into the framework of mobility pattern mining is an essential 
topic. If decision makers know which patterns are more valuable, they can choose 
more appropriate actions based on the useful information. Considering the utilities of 
items in customers' frequent purchasing patterns and moving paths is crucial in many 
domains, such as finding valuable patterns in mobile commerce environments, 
metropolitan planning and maintaining the structure and designing promotions for 
online shopping websites.  

In view of the above issues, we aim at integrating mobility pattern mining with 
utility mining to find high utility mobile sequential patterns in this research. The 
proposed pattern must be not only high utility but also frequent. In other words, it is 
composed of both high utility purchasing pattern and frequent moving path. This is 
because applying only utility mining to the mobile environments is insufficient. A 
moving path with high utility but low frequency is unpractical. Users may be confused 
with a number of these redundant patterns. By this consideration, the proposed pattern 
is more useful than the patterns that apply only utility mining or frequent pattern 
mining to the mobile environments.  

In this paper, we propose two tree-based methods, namely UMSPDFG (mining high 
Utility Mobile Sequential Patterns with a tree-based Depth First Generation strategy) 
and UMSPBFG (mining high Utility Mobile Sequential Patterns with a tree-based 
Breadth First Generation strategy). The main difference of the two algorithms is the 
method for generating the length 2 patterns during the mining process, which is the 
bottleneck of pattern mining. Both of the algorithms use a tree structure MTS-Tree 
(Mobile Transaction Sequence Tree) to summarize the information about locations, 
items, paths and utilities in mobile transaction databases. To the best of our knowledge, 
this is the first work that explores the integration of mobility pattern mining and utility 
mining. The experimental results show that UMSPBFG has better performance than 
UMSPDFG. Moreover, the performance of the two proposed tree-based methods 
outperforms the compared level-wise algorithm which is improved by the state-of-the-
art mobile sequential pattern algorithm [14].  

Major contributions of this work are described as follows. First, this research is the 
first work that integrates high utility pattern mining with mobility pattern mining so as 
to explore the new problem of mining high utility mobile sequential patterns. Second, 
different methods proposed under different pattern generation strategies are proposed 
for solving this problem. Third, a series of detailed experiments is conducted to 
evaluate the performance of the proposed methods in different conditions. By the 
combination of high utility patterns and moving paths, highly profitable mobile 
sequential patterns can be found. We expect that the useful patterns can bring novel 
and insightful information in mobile commerce environments. 

The remainder of this paper is organized as follows. We briefly review the related 
work in section 2. Section 3 is the problem definition of this research. In section 4, we 
describe the proposed algorithms. The experimental evaluation for performance study 
is made in section 5. The conclusions and future work are given in section 6. 
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2   Related Work 

Extensive studies have been proposed for finding frequent patterns in transaction 
databases [1, 2, 5, 10]. Frequent itemset mining [1, 5] is the most popular topic among 
them. Apriori [1] is the pioneer for mining frequent itemsets from transaction databases 
by a level-wise candidate generation-and-test method. Tree-based frequent itemset 
mining algorithms such as FP-Growth [5] were proposed afterward. FP-Growth 
improves the efficiency of frequent itemset mining since it does not have to generate 
candidate itemsets during the mining process and it only scans the database twice. 
Afterwards, sequential pattern mining [2, 10] is proposed for finding customer 
behaviors in transaction databases. As an extension method of Apriori, AprioriAll [2] 
also use a level-wise framework to find sequential patterns. On the contrary, 
PrefixSpan [10] finds sequential patterns directly from projected databases without 
generating any candidate pattern. Thus, the performance can be more improved. 

Mining user behaviors in mobile environments [6, 9, 11, 14] is an emerging topic in 
the frequent pattern mining field. SMAP-Mine [11] was first proposed for finding 
customers' mobile access patterns. However, in different time periods, users' popular 
services may be totally different. Thus, T-Map algorithm [6] was proposed to find 
temporal mobile access patterns in different time intervals. Although users' mobile 
access patterns are important, their moving paths are also essential. Therefore, Yun et al. 
[14] proposed a framework which combines moving paths and sequential patterns to 
find mobile sequential patterns. Moreover, Lu et al. [9] proposed a framework for 
discovering cluster-based mobile sequential patterns. The customers whose moving 
paths and transactions are similar will be grouped into the same clusters. By this 
framework, the discovered patterns may be closer to the customer behaviors in real life. 

In the above researches, the profits of items are not considered yet. In transaction 
databases, items have different profits. Utility mining [3, 4, 7, 8, 12, 13] is proposed to 
conquer this problem. Among these researches, Liu et al. [8] proposed Two-Phase 
algorithm which utilizes the transaction-weighted downward closure property to 
maintain the downward closure property in the processes of utility mining. On the 
other hand, Ahmed et al. [3] employed a tree structure, named IHUP-Tree, to maintain 
essential information about utility mining. Different from Two-Phase, it avoids 
scanning database multiple times and generating candidate patterns. Although IHUP-
Tree achieves a better performance than Two-Phase, it still produces too many high 
transaction weighted utilization itemsets. Therefore, Tseng et al. proposed UP-Growth 
[12], which applies four strategies for decreasing the estimated utilities during the 
mining processes. By these strategies, the number of possible high utility itemsets is 
effectively reduced and the performance of utility mining is further improved. 

By the above literature reviews, although there are many researches about mobility 
pattern mining and utility mining, there is no research about the combination of the 
two topics. This paper is the first work which integrates the two topics to find high 
utility patterns with frequent moving paths in mobile environments. 

3   Problem Definition 

In this section, we define basic notations for mining high utility mobile sequential 
patterns in mobile environments in detail.  
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Table 1. Mobile transaction sequence database DB 

SID Mobile transaction sequence SU 
S1 <(A; {[i1, 2]}), (B; null), (C; {[i2, 1]}), (D; {[i4, 1]}), (E; null), (F; {[i5, 2]})> 54 

S2 
<(A; {[i1, 3]}), (B; null), (C; {[i2, 2], [i3, 5]}), (K; null), (E; {[i6, 10]}),  
(F; {[i5, 4]}), (G; {[i8, 2]}), (L; null), (H; {[i7, 2]})> 

132 

S3 
<(A; {[i1, 3]}), (B; null), (C; {[i2, 1], [i3, 5]}), (D; {[i4, 2]}), (E; null),  
(F; {[i5, 1], [i6, 2]}), (G; null), (H; {[i7, 1]})> 

72 

S4 
<(A; {[i1, 1]}), (W; null), (C; {[i3, 10]}), (E; null), (F; {[i5, 1]}), (G; {[i8, 
2]}), (L; null), (H; {[i7, 1]}), (E; {[i9, 1]})> 

59 

S5 
<(A; {[i1, 4]}), (B; null), (C; {[i3, 10]}), (D; {[i4, 1]}), (E; null), (F; {[i5, 1]}), 
(G; null), (H; {[i7, 2]})> 

73 

S6 <(C; {[i2, 2]}), (D; null), (E; {[i9, 1]}), (F; {[i5, 1]})> 31 

Table 2. Utility table 

Item i1 i2 i3 i4 i5 i6 i7 i8 i9 
Utility 1 5 3 11 18 2 5 1 3 

 
Let L = {l1, l2, …, lp} be a set of locations in a mobile commerce environment  

and I = {i1, i2, …, ig} be a set of items sold at the locations. An itemset is denoted  
as {i1, i2, …, ik}, where each item iv ∈ I, kv ≤≤1  and gk ≤≤1 . Given a mobile 
transaction sequence database D, a mobile transaction sequence S = <T1, T2, ..., Tn>  
is a set of transactions ordered by time, where a transaction Tj = 
(lj; ]},[],...,,[],,{[

2211 hh jjjjjj qiqiqi ) represents that a user made Tj in lj, where nj ≤≤1 . 

In Tj, the purchased quantity of item 
pji is 

pjq , where hp ≤≤1 . A path is denoted as 

l1 l2 … lr, where lj ⊂ L and rj ≤≤1 .  
 
Definition 1: A loc-itemset <lloc; {i1, i2, …, ig}> signifies the itemset {i1, i2, …, ig} was 
traded in lloc, where lloc∈L and {i1, i2 , …, ig} ⊆ I. The utility of a loc-itemset Y = <lloc; 
{i1, i2, …, ig}> in a mobile transaction sequence database D is denoted as u(Y) and 
defined as ∑ ∑∈∧⊆ =

><
)()(: 1
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g
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Silu , where u(<lloc; ik>, Sj), defined as 

w(ik)×
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q , is the utility of the loc-item <lloc; ik> in the mobile transaction sequence Sj. 

w(ik) is the unit profit of the item ik recorded in a utility table.  
Take the mobile transaction sequence database in Table 1 and the utility table in 

Table 2 as an example, u(<C; {i2, i3}>) = u(<C; {i2, i3}>, S2) + u(<C; {i2, i3}>, S3) = 
(5× 2+3× 5) + (5× 1+3× 5) = 25+20 = 45. 
 
Definition 2: A loc-pattern X is a list of loc-itemsets. It is denoted as 
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pattern X in Sj is denoted as u(X, Sj) and defined as ∑ ∈∀ XY jSYu ),( . The utility of a 

loc-pattern X in D is denoted as u(X) and defined as ∑ ∈∧⊆ )()(
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DSSX j
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SXu .  

For instance, for the loc-pattern X1 = <A; i1><C; {i2, i3}> in Table 1, u(X1, S2) = 
u(<A; i1>, S2) + u(<C;{i2, i3}>, S2) = 28, and u(X1) = u(X1,S2) + u(X1,S3) = 28+23 = 51. 
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Definition 3: A moving pattern is composed of a loc-pattern and a path. The utility of 
a moving pattern P= };},...,,{;...},...,,{;},...,,{;{ 21212211 222111

><>><<<
mmm gmgg iiiliiiliiil  

l1l2…lm>, denoted as u(P), is defined as the sum of utilities of the loc-patterns in P in 
the mobile transaction sequences which contain the path of P in D. The support of a 
moving pattern P, denoted as sup(P), is defined as the number of mobile transaction 
sequences which contain P in D. Similarly, the support of a loc-itemset or a loc-pattern 
is also defined as the number of mobile transaction sequences which contain it in D.  

For example, for the moving path P1 = <{<A; i1><C; {i2, i3}>}; ABC>, u(P1) = 
u(<A; i1><C; {i2, i3}>, S2) + u(<A; i1><C; {i2, i3}>, S3) = 28+23 = 51, and sup(P1) = 2.  
 

Definition 4: Given a minimum support threshold δ and a minimum utility threshold ε, 
a moving pattern P is called a high utility mobile sequential pattern, abbreviated as 
UMSP, if sup(P) δ≥  and ε≥)(Pu . The length of a pattern is the number of loc-
itemsets in this pattern. A pattern with length k is denoted as k-pattern.  

For example, in Table 1, if δ = 2 and ε = 50, the moving pattern P1 = <{<A; i1><C; 
{i2, i3}>}; ABC> is a 2-UMSP since sup(P1) ≥ 2 and u(P1) > 50. 
 

After addressing the problem definition of mining high utility mobile sequential 
patterns in mobile environments, we introduce the sequence weighted utilization and 
sequence weighted downward closure property (abbreviated as SWDC), which are 
extended from [8].  
 

Definition 5: The sequence utility of mobile transaction sequence Sj is denoted as 
SU(Sj) and defined as the sum of the utilities of all items in Sj.  

For example, SU(S6) = u(<C; i2>, S6)+u(<E; i9>, S6)+u(<F; i5>, S6) = 10+3+18 = 31.  
 

Definition 6: The sequence weighted utilization, abbreviated as SWU, of a loc-itemset, 
a loc-pattern, or a moving pattern is defined as the sum of SU of the mobile transaction 
sequences which contain it in D.  

For example, SWU(<D; i4>) = SU(S1)+SU(S3)+SU(S5) = 54+72+73 = 199; SWU(<A; 
i1><C;{i2,i3}>) = SU(S2)+SU(S3) = 132+72 = 204; SWU(<{<A;i1><C;{i2,i3}>}; ABC>) 
= SWU(<A; i1><C;{i2, i3}>, S2)+SWU(<A; i1> <C;{i2, i3}>, S3) = 132+72 = 204. 
 

Definition 7: A pattern Y is called a high sequence weighted utilization pattern, if 
sup(Y) δ≥  and SWU(Y) ε≥ . In the following paragraphs, high sequence weighted 
utilization loc-itemset, high sequence weighted utilization loc-pattern and high 
sequence weighted utilization mobile sequential pattern are abbreviated as WULI, 
WULP and WUMSP, respectively.  
 

Property 1. (Sequence weighted downward closure property): For any pattern P, if 
P is not a WUMSP, any superset of P is not a WUMSP.  

Proof: Assume that there is a pattern P and P’ is a superset of P. By Definition 6, 
SWU(P) ≥ SWU(P’). If SWU(P)<ε , SWU(P’)<ε . Similarly, by Definition 3, sup(P)≥  
sup(P’). If sup(P)<δ , sup(P’)<δ . By the above two conditions, we can obviously 
know that if P is not a WUMSP, any superset of P is not a WUMSP.                           ■ 
 

Problem Statement. Given a mobile transaction sequence database, a pre-defined 
utility table, a minimum utility threshold and a minimum support threshold, the 
problem of mining high utility mobile sequential patterns from the mobile transaction 
sequence database is to discover all high utility mobile sequential patterns whose 
supports and utilities are larger than or equal to the two thresholds in this database. 
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4   Proposed Methods 

4.1   Algorithm UMSPDFG 

The workflow of the proposed algorithm UMSPDFG (high Utility Mobile Sequential 
Pattern mining with a tree-based Depth First Generation strategy) is shown in Figure 
1. In step 1, WULIs and a mapping table are generated. Then a MTS-Tree (Mobile 
Transaction Sequence Tree) is constructed in step 2. In step 3, WUMSPs are generated 
by mining the MTS-Tree with the depth first generation strategy. Finally in step 4, 
UMSPs are generated by checking the actual utility of WUMSPs. In this section, we 
describe the construction of MTS-tree first and then address the generation of 
WUMSP.  

We first address the process of generating WULIs by an example. Take the mobile 
transaction sequence database in Table 1 and the utility table in Table 2 for example. 
Assume the minimum support threshold is 2 and the minimum utility threshold is 100. 
In the first step, WULIs whose supports and SWUs are larger than or equal to the two 
thresholds are generated by the processes similar to [8]. In this case, eight WULIs 
shown in Table 3 are generated. Note that they are also 1-WULPs. Then the 1-WULPs 
are mapped sequentially into a mapping table as shown in Table 3.  

4.1.1   The Construction of MTS-Tree  
The procedures of MTS-Tree construction are shown in Figure 2. The construction of 
MTS-Tree is completed after one scan of the original database. Without loss of 
generality, we give a formal definition for MTS-Tree first. 
 

Definition 8. (MTS-Tree): In MTS-Tree, each node N includes N.location, N.itemset, N.SID 
and a path table. N is represented by the form <N.location [N.itemset1]: N.SID1; [N.itemset2]: 
N.SID2; ... >. N.location records the node's location. Each node has several itemsets N.itemset 
which represent the itemsets traded in the same location. For each itemset in a node, it 
has a string of sequence identifiers, N.SID, which records the mobile transaction 
sequences with the item in it. A path table records the paths, which are a series of 
locations with no item purchased from N's parent node to N, and the SIDs of the paths. 
Moreover, a header table is applied to efficiently traverse the nodes of a MTS-Tree. In 
a header table, each entry is composed of a 1-WULP, its SWU and support, and a link 
which points to its first occurrence in MTS-Tree.  

Mobile 
transaction
sequence
database

Utility
table

Min_utility

Min_sup

Input

Step 4: Finding UMSPs
within WUMSPs

Process

Output

Phase I: Mining WUMSPs Phase II: Finding UMSPs

Step 2: MTS-Tree construction

Step 1: Generating WULIs

Step 3: Generating WUMSPs
by mining MTS-Tree High utility mobile 

sequential patterns  

Fig. 1. The framework of the proposed algorithm UMSPDFG 
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Table 3. Mapping table 

1-WULP A;i1 C;i2 C;i3 D;i4 F;i5 G;i8 H;i7 C;{i2,i3} 
After Mapping A;t1 C;t2 C;t3 D;t4 F;t5 G;t6 H;t7 C;t8 

 
Algorithm (Step 2 of UMSPDFG: MTS-Tree construction) 
Input: Mobile transaction sequence database DB, mapping table MT 
Output: MTS-Tree 
1. create a header table H 
2. create a root R for an MTS-Tree T 
3. foreach mobile transaction sequence Si in DB do 
4.   let path_start = false  
5.   call InsertMTS_Tree(Si, R, MT, sid) 
 
Procedure InsertMTS_Tree(Si, R, MT, sid)      
1. if Si is not NULL then 
2.   divide Si into [x|X] 
    /* x: the first loc-itemset of Si. X: the remaining list of Si */ 
3.   let temppath = NULL 
4.   if there is a combination y' of x exists in MT then 
5.     convert x to the HTWULI y in MT 
6.     if R has a child node C where C.location = y.location then 
7.       if y.item exists in C.items then 
8.         insert sid into C.[y.item].sid 
9.       else  
10.         create a new item y.item to C.items 
11.         insert sid to C.[y.item].sid 
12.     else 
13.       create a new node C as a child node of R 
14.       let C.location = y.location 
15.       let C.item = y.item 
16.       append sid to C.[y.item].sid 
17.     update y’s WULI, sup, TWU in H 
18.     if temppath = NULL then 
19.       append temppath and sid to C.pathtable  
20.       let temppath = NULL 
21.   else  
22.     append x.location to temppath 
23.   if X is not NULL then  
24.     call InsertMTS_Tree(X, C, MT, sid) 

Fig. 2. The procedure of MTS-Tree construction 

Now we introduce the processes of the MTS-Tree construction, i.e., the second step 
of UMSPDFG, by continuing the example in Section 4.1. At the beginning, the first 
mobile transaction sequence S1 is read. The first transaction in S1 is (A; {[i1, 2]}), so 
we check the loc-itemset <A; i1> in the mapping table in Table 3. After checking, the 
loc-itemset is converted into <A; t1>, it is then inserted into MTS-Tree. Since there is 
no corresponding node in the MTS-Tree, a new node <A[t1]: S1> is created. The loc-
itemset <A; t1> is also inserted as an entry into the header table.  

Subsequently, the second transaction (B; null) is evaluated. Since it has no 
purchased item, the location B is kept as a temporary path. Then the third transaction 
(C; {[i2, 1]}) is checked in the mapping table and converted into <C; t2>. Then the 
node <C[t2]: S1> is created and inserted as a child node of <A[t1]: S1>. Since there is a 
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path B in the temp path, B and its SID S1 are recorded into the path table of the node 
<C[t2]: S1>. Then the information in the temp path is cleared. The loc-itemset <C; t2> 
and its relevant information are also inserted into the header table. The remaining 
transactions in S1 are inserted into the MTS-Tree sequentially by the same way.  

Subsequently, the second mobile transaction sequence S2 is read. For the first 
transaction (A; {[i1, 3]}), it is converted into <A; t1>. Since there is already a node 
<A[t1]: S1> with the same location A in MTS-Tree, the SID S2, SWU and support of 
the transaction are updated in the node and its entry in the header table, respectively. 
Then the location B of the second transaction (B; null) is kept into the temp path. Next, 
the third transaction (C; {[i2, 2], [i3, 5]}) is evaluated. By the mapping table, it is first 
converted into <C; t2>, <C; t3> and <C; t8>. Since there is a node <C[t2]: S1> with 
location C and item t2, <C; t2> can be just updated on the SID in the node by the 
processes mentioned above. On the other hand, for <C; t3> and <C; t8>, their items and 
SIDs are stored into the node. After processing this transaction, the node becomes <C 
[t2]: S1 S2; [t3]: S2; [t8]: S2>. The remaining transactions in S2 are inserted into the 
MTS-Tree sequentially by the same way. After all sequences in D are inserted, we can 
get the MTS-Tree in Figure 3. 

4.1.2   Generating WUMSPs from MTS-Tree  
After constructing MTS-Tree, now we show the step 3 of UMSPDFG. The purpose of 
this step is generating WUMSPs from MTS-Tree by the depth first generation strategy. 
The procedures are shown in Figure 4. First, WULPs and their conditional MTS-Trees 
are generated by tracing the links of the entries in the header table of the MTS-Tree. 
Then the WULPs are inserted into a WUMSP-Tree (high sequence Weighted 
Utilization Mobile Sequential Pattern Tree), which is used for storing the WUMSPs. 
Then the paths of the WULPs in the WUMSP-Tree are traced in the original MTS-Tree 
and the WUMSPs are generated.  
 
Definition 9. (WUMSP-Tree): In a WUMSP-Tree, each node is a WULI. For a node 
N, N.SID and its path table are recorded. N is represented by the form <N.WULI: N.SID>. 
For the WULI in a node, it has a string of sequence identifiers, N.SID, which records the 
mobile ransaction sequences with the WULI occurring in it. A path table records the 
paths from the node N to root and the SIDs of the paths. 
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Fig. 3. An Example of MTS-Tree 
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Algorithm (Step 3 of UMSPDFG: Generating WUMSPs) 
Input: A MTS-Tree T, a header table H, a minimum utility threshold ε, 
and a minimum support threshold δ 
Output: A WUMSP-Tree T’ 
1. Let T’ be an WUMSP-Tree  
2. foreach WULI α in the bottom entry of H do 
3.   trace the link of WULI α in H to get 1-WULP 
4.   add 1-WULP α and sid to T’ 
5.   create a conditional MTS-Tree CTα and a header table Hα  
6.   call WUMSP-Mine(CTα, Hα, α) 
 
Procedure WUMSP-Mine(CTα, Hα, α) 
1. foreach WULI β in Hα do 
2.   if sup(β)< δ or SWU(β)< ε then  
3.     delete β from CTα and Hα 
4.    if there exists an empty node X in CTα 
5.      delete X 
6.      append the X’s children nodes to X’s parent node 
7. foreach WULI β of HTα do 
8.  add WULP βα and its sids to T’ 
9.  trace the paths of βα in T 
10.  calculate the corresponding supports and SWUs   
11.  add the paths to the path table of βα in the node of β in T’ 
    /* line 12-14: Path pre-checking technique*/ 
12.  if there exists a path in βα to form a WUMSP Y, such that 

sup(Y)≧ δ and SWU(Y)≧ ε then  
13.     create a conditional MTS-Tree CTβα and a header table Hβα 
14.     call WUMSP-Mine(CTβα, Hβα, βα) 

Fig. 4. The procedure of generating WULPs 

1-WULP SWU Sup

<A; t1> 336 4
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Sup=2, SWU=191

Header table
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S2S3S4S5

Root

Path table

 

Fig. 5. Conditional MTS-Tree of <H; t7> and the corresponding WUMSP-Tree 

By tracing from a node to root in a WUMSP-Tree, a WULP can be derived.  
Furthermore, the corresponding WUMSPs of the WULP can be obtained after 
combining the paths in the node. Take the WUMSP-Tree in Figure 5 for example, we 
can get a WULP <G;t6><H;t7> by tracing from the node to root. Moreover, we can get 
a WUMSP <{<G;t6><H;t7>}; GLH> by combining the path GLH in the node <G;t6> 
with the WULP. After tracing all nodes in WUMSP-Tree, all WUMSPs can be 
obtained. By storing the WUMSPs in the WUMSP-Tree, the patterns can be 
compressed in the tree and the memory storage can be saved.  
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During the processes of generating WULPs, if the length of the WULPs is larger 
than 1, besides the processes of tracing path, a path pre-checking technique will be 
performed to prune the moving patterns which can not fit the user-specified thresholds.  
 

Definition 10. (Path pre-checking technique): If there exists no path in a WULP X to 
form a WUMP Y such that sup(Y) δ≥  and SWU(Y) ε≥ , X is pruned.  
 

Path pre-checking technique is used for trimming the search space. By using this 
technique, the number of conditional MTS-Tree can be reduced effectively and the 
mining performance can be more improved.  

Now we introduce the processes of the step 3, i.e., generating WUMSPs from MTS-
Tree, by continuing the example in the previous section. First, the last entry <H;t7> in 
the header table of the MTS-Tree shown in Figure 3 is checked and a WULP <H;t7> is 
generated. Then <H;t7> and its SIDs are inserted as the first child node of the root of 
the WUMSP-Tree. Since <H;t7> is a 1-WULP, its path is not traced. Then the 
conditional MTS-Tree of <H;t7> shown in Figure 5 is constructed by tracing all 
ancestor nodes of the nodes labeled <H;t7> in MTS-Tree. The nodes labeled <H;t7> 
can be acquired by tracing the links from the entry of <H;t7> in header table. Note that 
the conditional MTS-Trees do not need any path table.  

Subsequently, in the header table of the conditional MTS-Tree of <H;t7>, the last 
entry <G;t6> is checked and a WULP <G;t6><H;t7> is generated and inserted into the 
WUMSP-Tree. Since there is already a node <H;t7> in the WUMSP-Tree, we just 
insert <G;t6> as a child node of <H;t7>. At the same time, the path of the WULP 
<G;t6><H;t7> is traced in the original MTS-Tree. By the links from the entry <H;t7> in 
header table, we can get the node <H[t7]> with the SIDs S2 and S4. The node <H[t7]> is 
traced up until the node <G;t6> is reached to obtain the paths between the nodes. Then 
a path GLH is found. After tracing the path, a WUMSP <{<G;t6><H;t7>}; GLH> 
whose support equals to 2 and SWU equals to 191 is found. By the path pre-checking 
technique, since its support and SWU are both no less than the two thresholds, it is 
kept, and the path is added into the node <G;t6> of the WUMSP-Tree. The WUMSP-
Tree now is shown in Figure 5. Generating the patterns from the MTS-Tree by the 
above processes recursively, all WUMSPs can be generated.  

4.1.3   Finding High Utility Mobile Sequential Patterns  
After generating all WUMSPs, an additional database scan will be performed to find 
UMSPs from the set of WUMSPs. The WUMSPs whose utilities are larger than or 
equal to the minimum utility threshold will be regarded as UMSPs. Moreover, since 
the WUMSPs in WUMSP-Tree include SIDs, instead of checking all mobile 
transaction sequences, they will just check the specified sequences. By applying this 
process, the mining performance will become better. 

4.2   An Improved Tree-Based Method: UMSPBFG 

In UMSPDFG, since the number of combinations of 2-WULPs is quite large, many 
conditional MTS-Trees will be generated. Dealing with these conditional MTS-Trees 
is a hard work in the mining processes. Moreover, tracing the paths of WULPs in the 
processes of generating WUMSPs also consumes much time. If we can decrease the 
number of WULPs requiring verification, especially the large number of 2-WULPs, 
the performance can be more improved. Therefore, how to speed up the processes 
about 2-WUMSPs is a crucial problem.  
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To conquer this problem, we propose an improved tree-based algorithm UMSPBFG 
(high Utility Mobile Sequential Pattern mining with a tree-based Breadth First 
Generation strategy). The difference between the two algorithms is that UMSPBFG use 
a breadth first generation strategy for generating 2-WUMSPs. Within the strategy, a 
possible succeeding node checking technique is applied. By this technique, the size of 
the conditional MTS-Trees will be smaller, and the 2-moving patterns which cannot be 
2-WUMSPs will be pruned in advance. 

Instead of generating a 2-WULP by combining the last entry with the 1-WULP of a 
conditional MTS-Tree, in the breadth first generation strategy, 2-WULPs are generated 
by combining all 1-WULPs in the header table with the 1-WULP of the conditional 
MTS-Tree. After generating the 2-WULPs, their paths, supports and SWUs are 
checked in advance. The valid paths will be stored in the corresponding nodes of 
WUMSP-Tree. While generating 2-WULPs, UMSPBFG applies a possible succeeding 
node checking technique for pruning useless 2-WULPs, which is addressed as follows. 
 

Definition 11. (Possible succeeding node checking technique): While generating 2-
WULPs of a 1-WULP X in X's conditional MTS-Tree, all 1-WULPs in the header table 
are inserted as children nodes of X in the WUMSP-Tree in advance. If there exists no 
path in a WULP Y to form a WUMSP Z such that sup(Z) δ≥  and SWU(Z) ε≥ , Y is 
pruned. Furthermore, only the nodes kept in the WUMSP-Tree are able to be 
succeeding nodes of the WUMSP-Tree in the later mining processes.  
 

In the following paragraphs, we use the same example as the previous section. The 
MTS-Tree shown in Figure 3 and the conditional MTS-Tree of <H;t7> shown in Figure 
5 are constructed by the same processes in previous section. <H;t7> is inserted into the 
WUMSP-Tree as the first node. Different from UMSPDFG, in the processes of 
generating 2-WULPs of UMSPBFG, all 1-WULPs in the header table of the conditional 
MTS-Tree of <H;t7> are inserted as children nodes of the node <H;t7> in the WUMSP-
Tree, that is, all 2-WULPs of the conditional MTS-Tree of <H;t7> are generated in 
advance. The paths of the 2-WULPs are then generated by tracing the original MTS-
Tree. Combining the 2-WULPs and the paths, 2-moving patterns are generated. Also, 
their supports and SWUs are obtained. The results are shown in Figure 6. 
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Fig. 6. An example of WUMSP-Tree generated by UMSPBFG 
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By Figure 6, since the supports or SWUs of the 2-moving patterns <{<C;t8><H;t7>}; 
CFGLH>, <{<C;t8><H;t7>};CDFGH>, <{<C;t3><H;t7>};CKEFGLH>, <{<C;t3> 
<H;t7>};CEFGLH>, <{<C;t2><H;t7>};CKEFGLH>, <{<C;t2><H;t7>};CDEFGH>, 
<{<A;t1><H;t7>};ABCKEFGLH> and <{<A;t1><H;t7>};AWCEFGLH> are less than 
the thresholds, their relevant paths are pruned from the path tables of the WUMSP-
Tree. Moreover, since there is no valid path in the nodes <C;t8> and <C;t2>, the two 
nodes are also pruned. In Figure 6, the pruned nodes and paths in the WUMSP-Tree 
are labeled with grey. By the WUMSP-Tree, we can know the possible succeeding 
nodes of <G;t6> are <F;t5>, <D;t4>, <C;t3> and <A;t1>.  

After ascertaining which 2-moving patterns need to be pruned, the relevant nodes 
and entries in the conditional MTS-Tree of <H;t7> are also pruned. After this step, the 
mining processes proceed without the pruned nodes in both the WUMSP-Tree and the 
conditional MTS-Tree of <H;t7>. The remaining conditional MTS-Tree is much 
smaller than the original one. Moreover, since the useless entries are pruned in the 
header table, they will never be checked in the following processes. Therefore, the 
search space can be further reduced and the mining performance is further improved. 

5   Experimental Results 

In this section, we evaluate the performance of the proposed algorithms. The 
experiments were performed on a 2.4 GHz Processor with 1.6 GB memory, and the 
operating system is Microsoft Windows Server 2003. The algorithms are 
implemented in Java. The default settings of the parameters are listed in Table 4. The 
settings of parameters related to mobile commerce environment and utility mining are 
similar to [14] and [8], respectively. 

For comparing the performance of the proposed algorithms, we extend algorithm 
TJPF in [14] to form a basic algorithm for mining UMSPs which is called MSP in this 
paper. The processes of MSP are as follows: First, the mobile sequential patterns 
whose supports are no less than the minimum support threshold are generated by TJPF. 
Then an additional check of the actual utilities of the mobile sequential patterns is 
performed for finding UMSPs. In the following experiments, the performance of MSP 
is compared with that of the two proposed algorithms. Due to the page limit, in the 
experiment results, we show the number of patterns after phase I instead of the 
execution time of phase II since the time cost is mainly decided by the number of 
these patterns. The fewer patterns should be checked, the less time will be spent. 

Table 4. Parameter settings 

Parameter Descriptions Default 
D: Number of mobile transaction sequences 50k 
P: Average length of mobile transaction sequences 20 
T: Average number of items per transaction 2 
N: Size of mesh network 8 
nI: The range of the number of items sold in each location 200 
Pb: The probability that user makes the transaction in the location 0.5 
w: Unit profit of each item 1~1000 
q: Number of purchased items in transactions 1~5 
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Fig. 7. The performance under varied minimum support thresholds 
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Fig. 8. The performance under varied minimum utility thresholds 

The first part of the experiments is the performance under various minimum support 
thresholds. In the experiments, the minimum utility threshold is set as 1%. The results 
for the execution time and the number of patterns after phase I under varied minimum 
support thresholds are shown in Figure 7. For the two proposed algorithms, the patterns 
after phase I are WUMSPs, on the other hand, for MSP, the patterns are mobile 
sequential patterns. In Figure 7 (a), it can be seen that MSP requires much more 
execution time than the other algorithms. The reason is that since MSP does not 
consider utility in phase I, the number of generated patterns is much larger than that of 
other algorithms as shown in Figure 7 (b). MSP spends much more time on processing 
additional patterns, so its performance is the worst. Besides, although the number of 
WUMSPs generated by the proposed algorithms is the same, their execution time is 
different. Overall, the tree-based algorithms are better than the level-wise version 
especially when the minimum support threshold is low. 

The second part of the experiments is the performance under various minimum 
utility thresholds. In the experiments, the minimum support threshold is set as 0.5%. 
The results are shown in Figure 8. Overall, the tree-based algorithms are better than the 
level-wise one. Besides, since MSP does not consider utility in phase I, its execution 
time and number of generated patterns remain the same. On the contrary, both of the 
two results of the proposed two algorithms decrease with the minimum utility 
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Fig. 9. The performance under varied mesh network size 
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Fig. 10. The execution time under varied number of mobile transaction sequences 

threshold increasing. In Figure 8 (b), when the minimum utility threshold is below 
0.4%, almost no candidate can be pruned. Thus, the performance of the two algorithms 
is almost the same. 

The third part of the experiments is the performance under varied mesh network 
size. The results are shown in Figure 9. By Figure 9, it can be seen that the execution 
time of all the three algorithms decreases with the size of mesh network. The reason is 
that when the size of mesh network is larger, the database will be sparser, therefore, 
the patterns generated in phase I will become fewer and the time cost of mining 
processes will be reduced. 

The final part of the experiments is the performance under varied number of mobile 
transaction sequences. The experimental results are shown in Figure 10. In this figure, 
we can see that when the number of mobile transaction sequences is larger, the 
execution time of the algorithms increases linearly.  

By the above experiments, the proposed algorithms are shown to outperform the 
state-of-the-art mobile sequential pattern algorithm MSP. Among the algorithms, the 
performance of UMSPBFG is the best since the MTS-tree is an efficient tree structure 
and the breadth first strategy effectively enhances the mining performance. 

6   Conclusions 

In this research, we proposed a novel data mining issue about mining high utility 
mobile sequential patterns in mobile commerce environments. This paper is the first 
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research work about the combination of mobility pattern mining and utility mining. 
Two algorithms developed by different strategies, i.e., depth first generation and 
breadth first generation, are proposed for efficiently mining high utility mobile 
sequential patterns. The experimental results show that the proposed algorithms 
outperform the state-of-the-art mobile sequential pattern algorithm. For future work, 
additional experiments under more conditions of mobile commerce environments will 
be conducted for further evaluating the algorithms. Moreover, new algorithms which 
improve the mining performance will be designed. 
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Abstract. This paper proposes a logic based framework that supports
dynamic delegation for role based access control systems in a decen-
tralised environment. It allows delegation of administrative privileges for
both roles and access rights between roles. We have introduced the no-
tion of trust in delegation and have shown how extended logic programs
can be used to express and reason about roles and their delegations
with trust degrees, roles’ privileges and their propagations, delegation
depth as well as conflict resolution. Furthermore, our framework is able
to enforce various role constraints such as separation of duties, role com-
position and cardinality constraints. The proposed framework is flexible
and provides a sound basis for specifying and evaluating sophisticated
role based access control policies in decentralised environments.

1 Introduction

A fundamental challenge in the development of large scale secure database
systems is the design of access control and privilege management model and
architecture. The dynamic aspect of privileges coupled with the fine granular
nature of entities involved in large scale distributed database systems make this
a significant problem, especially in the context of pervasive mobile distributed
applications. At a general level, there are two types of mappings, one from re-
questing entity to privileges and the other from the privileges to accessed entity.
Models such as Role-Based Access Control (RBAC) [3] is well-known in terms
of their ability to decouple these two mappings, by having a user to role map-
ping and role to objects mapping. The central notion of RBAC is that access
rights or privileges are associated with roles and users are assigned to appro-
priate roles. In distributed applications and services, we have access rights and
roles are mapped to entities other than individuals. This partitioning into two
mappings enables the system to manage these two mappings somewhat indepen-
dently thereby helping to achieve more flexible and secure policy management.
For instance, in a user based role system, if a a specific user leaves the organi-
zation and changes his/her position, only the mapping from users (subjects) to
roles need to be revoked or changed (while the mapping between the role and
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the rights are not touched). On the other hand, if the access rights of the roles
change, only the mapping from roles to access rights need to be changed.

When it comes to management of policies, in general, there are two types of
approaches namely centralised and decentralised. Decentralised management in
principle allows many administrators with different privileges and rights residing
in different locations in a distributed system. A main advantage of centralised
paradigm is that it enables an organization to have central control over its re-
sources. However, when the system is large, it is often difficult, and sometimes
impossible, for a single central unit to know every suitable role for a user, and
every suitable access right for a role. Furthermore, large organizations may have
over a thousand roles, and tens of thousands of users. A case study carried
out with Dresdner Bank, a major European bank, resulted in an RBAC sys-
tem that has around 40,000 users and 1300 roles [7]. In a distributed federated
application environment over the Internet, where the resources are owned (and
administered) by different entities, it is infeasible to envisage a centralised ap-
proach to access control management. However decentralised management with
different entities, though it offers flexibility, poses several security policy and
architectural challenges.

While RBAC is mainly used in a centralised management, we believe that it
can be extended to a distributed environment such as web service or internet
applications through proper delegation and trust management. That is, roles
can be assigned to unknown entities based on the delegation and trust. For
example, many newspapers such as Daily Telegraph provide free access to uni-
versity students. In this case, universities can be delegated the right to assign
the role “student” with full trust. This paper is concerned with dynamic delega-
tion based access rights management in a distributed environment with multiple
administrative entities. In this paper, we consider dynamic delegation of ad-
ministrative privileges in the context of role based access control system. In
such a situation, a major security concern is whether the organization can have
some degree of control about who can access its resources; as after several steps
of delegations, a user who is not trusted may get control over the system re-
sources. Therefore how to use the delegation without compromising the security
of the system is a big challenge. In this paper, we consider several ways for the
delegators to control their delegations. Firstly, we allow a delegator to express
their trust degrees on the delegations. For example, in a university context, the
Vice-Chancellor(VC) may delegate the capability of recruiting a role “Leading
Security Researcher”(LSR) to the Research Director(RD) who may further dele-
gate to his or her Research Group Leader and an external member. The Research
Director may associate different degrees of trust to these two delegations. This
is especially the case when the role is fuzzy, like the above “Leading Security Re-
searcher”. Furthermore, an entity may be assigned to a role by two other entities
(assigners) with different trust degrees. Hence when it comes to deciding on a
user’s assignment to a role, it is necessary to consider the multiple paths involved
and the trust degrees associated with these paths. A role assignment can be
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rejected if the trust degree associated with this falls below a certain threshold.
Our framework takes into account of such trust aspects in reasoning about access
in decentralised systems.

Conflict resolution is another important aspect in the design of access control
systems. Conflicts may arise in a number of ways involving positive and negative
authorizations as well as due to dynamic delegation of privileges between roles.
Solving conflicts in role based access control systems can be a complex issue
that has not been well studied in the current research. A role may dynamically
receive two conflicting authorizations from two different roles which are able to
grant privileges. E.g. an Enrolled Student when using a website associated with
a course, may receive conflicting authorizations from a Website Administrator
and the Course Coordinator. Alternatively, a user may receive two conflicting
authorizations from the two roles in which he/she is a member. For example,
Alice is an enrolled student and a tutor. Therefore she may receive two conflicting
authorizations, with one allowing her to access the students’ work and the other
not. Both levels of conflicts need to be properly resolved. In our framework,
delegators and grantors are allowed to express trust degrees on their delegations
and authorizations. Both the grantor’s priority and the trust of the authorization
will be taken into consideration in resolving conflicts. It will also allow us to
express and enforce a range of other role requirements based on constraints such
as separation of duty, role exclusion and cardinality.

Our framework is based on extended logic programs (ELP)[1]. The main con-
tribution of this paper is the design of a logic based framework that supports
dynamic delegation for role based access control systems in a decentralised en-
vironment. It has several novel features and allows for – delegation of both role
administration and access right administration, trust degrees to be associated
with role and access right delegations, able to specify both positive and negative
authorizations to be granted to roles. This in turn enables to specify and reason
about trust in delegated RBAC policies as well as resolve conflicts using trust
in such policies.

The paper is organised as follows. Section 2 provides an overview of our formal
dynamic delegation framework for role based access control systems. In Section 3,
we define a role based authorization program (RBAP) to capture the delegations,
trust degrees, access right propagations along the hierarchies of roles and objects
and conflict resolution. A discussion of the features of RBAP and syntax are given
in Section 3. Section 4 presents the formal semantics, and Section 5 compares our
framework with previous works and discusses the future work.

2 An Overview of the Formal Framework

2.1 Administrative Privilege Delegation Correctness

In our formalization, administrative privilege delegation includes role adminis-
trative privilege delegation and access right administrative privilege delegation.
We assume that System Security Officer (SSO) in an organization is the first
role that can delegate. Others have to be granted the privilege to delegate.
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Definition 1. Delegation correctness: A role r can delegate other roles the priv-
ilege to assign a role with depth d if and only if r is SSO or r has been delegated
the privilege to assign roles with delegation depth d + 1. A role r can delegate
other roles the privilege to grant an access right a over object o with depth d if
and only if r is SSO or r has been delegated the privilege to grant a over o with
delegation depth d + 1.

The delegations are dynamic in our system in several ways. Firstly, the delega-
tions can be subjective to conditions. For example, we can say that a Head of
School is delegated the right to assign new staff if the student teacher ratio is
greater than 50:1. Hence the delegation depends on the ratio which is chang-
ing dynamically. Second, the delegation paths are changing dynamically. Since
a number of roles can be delegated the right to further delegate, or assign a role
or access rights, the delegations will be dynamically generated. Furthermore, a
delegation is allowed to be associated with a trust degree, which also affects the
delegation’s evaluation. We will give more details about this later.

2.2 Role and Access Right Assignment Correctness

In this paper, we use users and entities interchangeably. The users can be indi-
viduals, agents or processes. For a particular role r, only the roles that have been
granted the role administrative privilege on r can exercise r’s role assignment.
We assume SSO can assign any roles in the organization.

Definition 2. Role assignment correctness: A role r can assign users to a role r′

if and only if r is SSO or r has been granted the privilege to assign r′.

In our formalization, the access right administrative privilege is in terms of a
specific access right on a specific object. Thus it is possible to say that a role can
only grant read, but not write, on an object to others. For instance, a Head of
School may be able to grant “read” about the college’s budget file but not write.
We also assume SSO can grant any privileges on any object in the organization.

Definition 3. Access right assignment correctness: A role r can grant other
roles an access right a of type + or − over object o if and only if r is SSO or r
has been granted the privilege to grant a over o.

2.3 Degrees of Trust and Effective Trust

In the real world, trust is often not a yes/no binary decision. People often trust
some people or something to a certain degree. This is also true when it comes
to the role or access right assignment or delegations. There is a need for peo-
ple to express the degree to which they believe that someone can perform some
role/action, or someone can grant some role/action. In our formalization, we
allow a trust degree to be associated with each role/access right assignment,
and each role/access right delegation. The trust degree may come from the del-
egator’s own knowledge about the delegate, or from the information that the
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delegator obtains from reputable sources. There has been a lot research about
trust evaluations in the area of trust management systems, and we will not
address the issue in detail in this paper.

Consider for example the following case: (i) A says B and C can say who can
assign the role R with 0.9 and 0.8 trust degrees respectively, (ii) B and C say
D can assign the role R with 0.7 and 0.6 trust degrees respectively, and (iii) D
assigns Alice to role R with 1. So, what should be the effective trust degree that
the system adopts about assigning Alice to the role R? A statement’s effective
trust degree should consider all the trust degrees on a delegation path to it,
and all the delegation paths to it. In our framework, for any statement, if there
exists only one path to it, then the product of all the trust degrees on the path
is defined as its effective trust degree. If there exist multiple paths to it, then
the greatest value of all the paths is defined as its effective trust degree. In the
above example, there are two paths leading to Alice’s role assignment, A− >
B− > D− > Alice and A− > C− > D− > Alice, with effective trust degrees
0.9*0.7*1 and 0.8*0.6*1 respectively, so the effective trust degree for Alice’s role
assignment is 0.63. Effective trust degree can help to dynamically control the
administrative privilege delegation and role or access right assignment. For ex-
ample, if the effective trust degree falls below a certain threshold, then, the
system can reject the role assignment or delegation. The trust degrees, the ef-
fective trust degrees, and the threshold can be dynamically changed, and so are
the delegations and role or access right assignments. For example, a previously
ineffective delegation may become effective due to the increased effective trust
degree caused by an additional delegation path added to it. We believe that
assigning and evaluating effective trust degrees is an easy but effective approach
for delegation control.

Example 1. Let us consider the example in the university context about teaching
web service. Suppose that the contents of a course website are open to all uni-
versity students, and SSO has delegated the capability to assign students to the
trusted universities. SSO firstly delegates the Educational Department (ED) to
assign trusted university(TUni) with full trust and delegation depth of 1, so that
ED can delegate once more. SSO then delegates the same right to any trusted
university with a trust degree of 0.9 and delegation depth of 0 (meaning that
they cannot further delegate). A university becomes trusted university if it has
existed for over 10 years. Now suppose ED says UniOne is a trusted university
with a trust degree of 0.9, and UniOne says Bob is a student with full trust.
Then Bob will be able to access the resources on the teaching website if the role
assignment threshold is set to 0.85. Now if UniOne says UniTwo is a university
with a trust degree of 0.9, and UniTwo says Tom is a student with full trust,
then Tom will not be able to access the contents on the website, as UniTwo
is not a trusted university since its effective trust degree is only 09.*0.9=0.81
which is less than the threshold of 0.85 (suppose UniTwo has not existed for
over 10 years). The situation will be represented in RBAP program in the next
section.
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2.4 Conflict Resolution

Two types of conflicts can arise in a role based access control system. A role
may receive conflicting authorizations from multiple administrators, or an user
may receive conflicting authorizations due to being a member of two different
roles. For example, a staff member is allowed to borrow books from a library,
but an “overdue staff” member who has overdue books is not allowed to borrow
books. If a person belongs to both of the roles, then he/she will receive two
conflicting authorizations. For both types of conflicts, we will use the effective
trust degree to resolve the conflicts. This means that the authorization with
higher effective trust degree will override. For example, by giving a higher trust
degree to the negative authorization granted to “overdue staff” than that of the
positive authorization granted to staff, an “overdue staff” cannot borrow books.
This method would also allow the administrative privilege delegator to control
their delegations flexibly. For instance, by giving a delegatee a less than one
trust degree, a delegator can keep a higher priority than the delegatee in their
‘can grant’ delegations. Therefore, when the delegator gives an authorization a
full trust degree, this authorization will not be overridden by the delegatee’s
authorizations. This method will help to enforce the high level policies despite
the delegations.

Example 2. Consider again the example about university teaching web service.
Suppose the SSO delegates the capability to grant access right on the teaching
course website (CWeb) to each Course Coordinator(CC) with a trust degree of
0.9 and a delegation depth of 1. However, SSO has made a strong university wide
policy that anyone who enrolled in the course can access the website’s teaching
materials, and all school staff can also access the website’s teaching materials.
This is done by granting the access to enrolled students(Enro) and school staff
with a full trust degree of 1. SSO has also made a weak policy that external
students can access the course website’s teaching materials, and this is done by
granting the access to students with a low trust degree of 0.6. Suppose SSO says
Head of School(HOS) can assign the course coordinators with a trust degree of
1 and a delegation depth of 1. HOS says Helen is a course coordinator if no
information shows she is on leave. If Helen wants to deny the external students
to access her teaching materials, she can grant them a negative authorization
with a full trust degree. In this case her grant’s effective trust is 0.9*1, which is
greater than SSO’s 0.6, and therefore her grant will override. However, if Helen
wants to deny the school staff to access in the same way, she will not be successful
as her grant’s effective trust degree of 0.9 (the maximum she can get) is less than
the SSO’s 1. This time SSO’s grant will win. The situation will be represented
in RBAP program in the next section.

When the two conflicting authorizations have the same effective trust, the con-
flicts are said to be unresolved in our framework. Although we can use the simple
negative-take-precedence to solve them, we prefer to leave it to the access control
mechanisms to resolve the situation.
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We would like to point out that most current conflict resolution policies can
be easily achieved in our framework. For example, by always giving a nega-
tive authorization a higher trust than positive one or vice versa, we can achieve
negative-take-precedence or positive-take-precedence policies. By giving more spe-
cific authorizations a higher trust degree than general ones, we can achieve the
more specific-take-precedence policy. Similarly, by always giving the strong au-
thorizations a higher trust degree than the weak ones, we can achieve the strong
and weak policies. By giving a trust degree of less than one to administrative
privilege delegations, and giving a trust degree of one to authorizations, we can
achieve the predecessor-take-precedence policy. This shows that our conflict res-
olution policy is very flexible which can meet different applications’ needs.

2.5 Other Features

Various role constraints, such as strong exclusion, role cardinality, role composi-
tion requirement and role dependency, are supported in our framework. Autho-
rization and delegation propagations along the role and object hierarchies are
also supported which can greatly reduce the size of explicit role and access right
delegations and assignments.

3 Role Based Authorization Programs

Role based authorization program (RBAP) is an extended logic program. Any
RBAP is consisted of domain specific rules and general rules. The former is
defined by users to express the desired application related security policies, while
the latter is defined in this section to capture the general features stated in the
last section.

3.1 Syntax of RBAP

Role based authorization program (RBAP) is a multi-sorted first order language,
with seven disjoint sorts R,U ,O,A, T ,W , and N for role, user, object, access
right, authorization type, weight and depth respectively. Variables are denoted
by strings starting with lower case letters, and constants by strings starting with
upper case letters. In addition, two partial orders <R, <O are defined on sorts
R and O representing the role and object hierarchies respectively. There are
two authorization types denoted by −, +, where − means negative, + means
positive. A negative authorization specifies that the access must be forbidden,
while a positive authorization specifies that the access must be granted. W is a
set of real number in (0,1], and N is a set of non-negative integers. In general,
we prohibit function symbols in our language for the sake of simplicity, but allow
some simple built-in arithmetic functions to be used. A rule r is of the form:

b0 ← b1, ..., bk, not bk+1, ..., not bm, m >= 0

where b0, b1, ..., bm are literals, and not is the negation as failure symbol. A Role
Based Authorization Program, RBAP, consists of a finite set of rules.
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The predicate set P in RBAP consists of a set of ordinary predicates defined
by users, and a set of system built-in predicate designed for user to express
role assignment, role/user to privilege grant, role/access right administrative
privilege delegation, and role constraints.

In our formalization, administrative privilege delegation includes role admin-
istrative privilege delegation and access right administrative privilege delegation.
We assume that System Security Officer (SSO) in an organization is the first role
that can delegate. Others have to be granted the privilege to delegate. For role
assignment delegation, a special predicate (g, r, w, d)canAssign(r′, r′′) is defined,
where (g,r,w,d) is called the grantor of the delegation. Intuitively, it means that
a user g in role r says that the role r′ can not only assign users to role r′′, but also
further delegate this administrative privilege on r′′ for the maximum delegation
depth d, and g’s trust degree on this delegation to r′ is w. If the depth is 0, r
cannot further delegate. A depth of 1 would mean that r can further delegate
to some role r′ with maximum depth of 0 and etc. Similarly, for privilege grant
delegation, we have (g, r, w, d)canGrant(r′, a, o), which means that a user g in
role r says that role r′ can not only grant access right a on o, but also further
delegate this administrative privilege to the maximum depth of d. And g’s trust
degree on this delegation to r′ is w.

In terms of role assignment, a special predicate of the form (g, r, w)assign(r′, u)
is defined. Intuitively, it means that a grantor g in a role r assigns user u to role
r′. g’s trust degree on this role assignment is w. The users can be individuals,
agents or processes. Similarly, we define a predicate grant (g, r, w)grant(r, o, t, a)
for authorization. It means that g in role r says that role r can/cannot(depending
on the type t) do access a on object o, and the grant weight is w. A role r can
assign users to a role r′ if and only if r is SSO or r has been granted the privilege
to assign r′ (using canAssign). A role r can grant other roles an access right a
of type + or − over object o if and only if r is SSO or r has been granted the
privilege to grant a over o (using canGrant).

For the role delegation, predicate deleRole(u, u′, R) means user u delegates
its role R to user u′ while deleAll(u, u′) with Type U ×U means user u delegates
its every role to user u′. The delegatee can perform the delegated role due to the
delegation.

For the exclusion of roles, we define a predicate exclusive(r1, r2, r3, r4) to
represent up to 4 roles exclusion. Please note that r2 or r3 can be empty denoted
by to denote 2 or 3 role exclusion.

Predicate roleNum(r, n, m) is defined for the role cardinality constraint. It
means that a role r should have at least n and at most m members. If there is
no restriction on the minimum or maximum number, n or m is set as 0. Exact
number of members is represented by setting m==n.

For the role composition constraint, we define the predicate roleComp(r, r′,
n, m). It means that role r should contain at least n and at most m members
from another role r′.

In the real world, it is often required that to be able to perform role 1,
one needs to be in role 2. For example, many universities require that Unit
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coordinators to be full time academic staff. Role dependency requirement is
thus introduced in our framework to represent this situation. For the role de-
pendency constraint, we define the predicate depend(r, r′) which means that role
r depends on role r′.

Example 3. We can now use RBAP program to represent Example 1.

(a1). (Alice, SSO, 1, 1)canAssign(TUni, Stu) ←
(a2). (Alice, SSO, 1, 1)canAssign(EduD, TUni) ←
(a3). (Alice, SSO, 0.9, 0)canAssign(TUni, TUni)←
(a4). (Alice, SSO, 1)assign(TUni, x) ← year(x, 10), (u, r, t)assign(Uni, x)
(a5). (Mary, EduD, 1, 0.9)assign(TUni, UniOne) ←
(a6). (Evan, UniOne, 1)assign(Stu, Bob) ←
(a7). (Evan, UniOne, 0.9)assign(TUni, UniTwo) ←
(a8). (Rose, UniTwo, 0.9, 1)assign(Stu, T om) ←

Example 4. The following RBAP program represents Example 2.

(b1). (Alice, SSO, 0.9, 1)canGrant(CC, CWeb) ←
(b2). (Alice, SSO, 1)grant(Enro, CWeb, +, R) ←
(b2). (Alice, SSO, 1)grant(Staff, CWeb, +, R) ←
(b3). (Alice, SSO, 0.6)grant(Stu, CWeb, +, R) ←
(b4). (Alice, SSO, 1, 1)canAssign(HOS, CC) ←
(b5). (Alice, SSO, 0.6)grant(Stu, CWeb, +, R) ←
(b6). (Jim, HOS, 1, 0)assign(Helen, CC) ← not onleave(Helen)
(b7). (Helen, CC, 1)grant(Staff, CWeb,−, R) ←
(b8). (Helen, CC, 1)grant(Enro, CWeb,−, R) ←

3.2 Domain-Independent Rules

In this section, we define a set of domain-independent rules to formally achieve
the concepts defined in the last section on role and access right administrative
privilege delegation, role constraints, delegation correctness, role and privilege
propagations, and conflict resolution.

Rules r1 - r11 are about role delegation and assignment management.

Rules for role assignment delegation correctness

The next two rules are about delegation of role assignment. The first rule
means that any delegation from SSO will be accepted, represented by predicate
canAssign1. The second rule means that if a role has been delegated to assign
roles for the maximum delegation depth d′, then the role’s further delegation
with depth less than d′ is accepted.

(r1). (g, SSO, w, d)canAssign1(r, r′) ← (g, SSO, w, d)canAssign(r, r′)
(r2). (g, r1, w, d)canAssign1(r, r2) ← (g, r1, w, d)canAssign(r, r2),

(g′, r3, w1, d
′)canAssign1(r1, r2), role(r1, g), d′ > d
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Rules for role assignment correctness
The following two rules mean any role assignment from the System Security
Officer or a grantor holding the right to assign a role is accepted represented by
assign1.

(r3). (g, SSO, w)assign1(r′, u) ← (g, SSO, w)assign(r′, u), role(SSO, g)
(r4). (g, r, w)assign1(r1, u) ← (g, r, w)assign(r1, u),

(g′, r2, w1, d)canAssign1(r, r1), role(r, g)

Rules for calculating the role’s assigner’s trust degree
A role assigner’s trust degree is the production of all the trust weights along the
path from the root(SSO) to it. If there are multiple paths to it, then the greatest
number will be chosen as its trust degree. The following rules are used to achieve
this. The first rule assigns SSO the maximum trust degree of 1. The second
calculates the candidate trust based on a delegation’s weight and the delegator’s
trust degree. The third and fourth rule check that, for any candidate trust degree
x of an assigner g on a role r (represented by trusts(g, r, x), if there is any other
that is greater than it (represented by existHigherT rusts(g, r, x)). If there is
no higher one, then the current one is the assigner’s trust degree(represented by
trust(g, r, x).

(r5). trust(SSO, r, 1) ←
(r6). trusts(r1, r2, w

′ ∗ w) ← (g, r, w, d)canAssign1(r1, r2), trust(r, r2, w
′)

(r7). existHigherT rusts(r, r′, w) ← trusts(r, r′, w),trusts(r, r′, w′), w′ > w
(r8). trust(r, r′, w) ← trusts(r, r′, w),not existHigherT rusts(r, r′, w)

Rules for role assignment acceptance
The following rule means that a role assignment from an assigner is accepted if
the production of its trust degree and the assignment weight is greater than W ,
where W is a constant in (0,1] used to express the trust degree accepted by the
organization.

(r9). role(r, u) ← (g, r′, w)assign1(r, u), trust(r′, r, w′), w′ ∗ w >= W

Rules for role delegation
The next two rules are about role delegation. The first rule means that a user
u delegates its role r to another user u′. If u is a member of r, then u′ will be
added to the role. The second rule means that u delegates all of its roles to u′.

(r10). role(r, u′) ← deleRole(u, u′, r), role(r, u)
(r11). role(r, u′) ← deleAll(u, u′), role(r, u)

Rules s1 - s8 are about enforcing role constraints.

Rules for enforcing the constraint about separation of duty
The next rule is about generalized static separation of duty. It means that r1,
r2, r3 and r4 are required to be exclusive, and thereby a user cannot be assigned
to all of them. Note that r2 or r3 can be empty denoted by . In this case s <M

is assumed to be true. On the other hand, the first two roles cannot be . That
is, at least two roles are needed to define the exclusive relationship.
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(s1). ← exclusive(r1, r2, r3, r4), r1 "= , r2 "= ,
role(r1, u), role(r2, u), role(r3, u), role(r4, u)

Rules for enforcing the constraint about role dependency requirement

Role r is said to be dependent on r′ if r needs to be a subset of r′ The following
rule enforces this requirement.

(s2). ← depend(r1, r2), role(r1, u), notrole(r2, u)

Rules for enforcing the constraint about the cardinality constraint

The following rules are used to enforce the role cardinality constraints. The first
rule means that it is not acceptable if there are more than m different members
in r. The second and third rules mean that it is not acceptable if there are not
n different members in r.

(s3). ← roleNum(r, n, m), role(r1, u1), ..., role(r, um+1), m > 0, ui "= uj

(i "= j, i, j = 1, ..., m + 1)
(s4). existRoleNum(r, n) ← role(r, u1), ..., role(r, un), n > 0, ui "= uj

(i "= j, i, j = 1, ..., n)
(s5). ← roleNum(r, n, m), notexistRoleNum(r, n)

Rules for enforcing the constraint about role composition requirement

The following rules are used to enforce the role composition requirement. The
first rule says that, if a role r should have at most m members from r′ , but
in fact there are m + 1 users who belong to both roles, then the system will
fail. The second and the third rules mean that if a role r should have at least
m members from r′ , but the system cannot find n members from r’ belonging
to r, then it will fail.

(s6). ← roleComp(r, r′, n, m), role(r, u1), ..., role(r, um+1)
role(r′, u1), ..., role(r′, um+1), ui "= uj , (i "= j, i, j = 1, ..., m + 1, r)

(s7). existRoleComp(r, r′, n) ← role(r, u1), ..., role(r, un),
role(r′, u1), ..., role(r′, un), ui "= uj, (i "= j, i, j = 1, ..., n, r)

(s8). ← roleComp(r, r′, n, m), not existRoleComp(r, r′, n)

Rules o1 - o8 are about access right delegation and grant management.

Rules for administrative privilege delegation correctness

The following rules are used to guarantee that the administrative privileges are
properly delegated in terms of the eligible delegators and the valid delegation
depths. The first rule means the System Security Officer (SSO)’s any adminis-
trative privilege delegation is accepted (represented by predicate canGrant1).
The second rule means if a subject has been delegated the right to grant for the
maximum delegation depth d′, then the subject’s further administrative delega-
tion with depth less than d′ is accepted.

(o1). (g, SSO, w, d)canGrant1(r, o, a) ← (g, SSO, w, d)canGrant(r, o, a),
role(SSO, g)
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(o2). (g, r2, w, d)canGrant1(r1, o, a) ← (g, r2, w, d)canGrant(r1 , o, a),
(g′, r3, w

′, d′)canGrant1(r2, o, a), role(r2, g), d′ > d

Rules for administrative privilege propagation along the role hierarchy
The next rule is about administrative privilege propagations along the role hi-
erarchy. It means that a subject’s administrative privilege on some object and
access right would propagate automatically to its next higher level roles repre-
sented by <R relation.

(o3). , (g, r′′, w, d)canGrant1(r, o, a) ← (g, r′′, w, d)canGrant1(r′, o, a),
r <R r′

Rules for administrative privilege propagation along the object hierarchy
The next two rules are about administrative privilege propagations along the
object hierarchy. It means that a subject’s administrative privilege on some
object and access right would propagate automatically to its next lower level
objects represented by <O.

(o4). (g, r′, w, d)canGrant1(r, o, a) ← (g, r′, w, d)canGrant1(r, o′, a),
o′ <O o

Rules for authorization correctness
The following two rules mean any grant from the System Security Officer or a
grantor holding the right to grant is accepted (represented by predicate grant1).

(o5). (g, SSO, w)grant1(r, o, t, a) ← (g, SSO, w)grant(r, o, t, a),
role(SSO, g)

(o6). (g, r1, w)grant1(r, o, t, a) ← (g, r1, w)grant(r, o, t, a),
(g′, r2, w

′, d)canGrant1(r1, o, a), role(r1, g)

Rules for authorization propagation
The following rules are used to achieve authorization propagation along role and
objects inheritance hierarchies. The first rule means any authorization given to
a role would propagate to its superior roles represented by the <R relation.
The second rule means any authorization on an object would propagate to its
sub-objects represented by the <O relation.

(o7). (g, r, w)grant1(r2, o, t, a) ← (g, r, w)grant1(r1, o, t, a), r1 <R r2

(o8). (g, r, w)grant1(r1, o
′, t, a) ← (g, r, w)grant1(r1, o, t, a), o <O o′

Rules c1 - c9 are about conflict resolution for roles and users.

Rules for conflict resolution
As mentioned before, the conflict resolution is based on the priority of the
grantor and the weight of the authorization. The priority of a grantor is the
weighted length of the shortest delegation path from the owner to it, since
there may exist multiple paths to it. In the following rules, we use predicate
priority to represent the priority of a grantor, which is the length of the shortest
path. We use priorities to represent all the priorities that a grantor received
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from their delegators, which are lengths of all possible paths to it. Predicate
existHigherPriorities means that the corresponding priorities is not the high-
est one. It is introduced to avoid the existential quantifier to be used in (c4), as
in an extended logic program all the variables in clauses are considered to be uni-
versally quantified. For the two conflicting authorizations, we will compare the
sum of the grantor’s priority and weight of the authorization, and the one with
smaller value will win. Predicate overridden is introduced to indicate that the
corresponding authorization is overridden by some other authorizations. Pred-
icate hold means the corresponding authorization holds as it is not overridden
by any other authorizations, and its effective weight is greater than W which is
a constant denoting the trust degree accepted by the organization.

(c1). priority(SSO, o, a, 1) ←
(c2). priorities(r, o, a, w′ ∗ w) ← (r′, w, d)canGrant1(r, o, a),

priority(r′, o, a, w′)
(c3). existHigherPriorities(r, o, a, w) ← priorities(r, o, a, w),

priorities(r, o, a, w′), w′ > w
(c4). priority(r, o, a, w) ← priorities(r, o, a, w),

not existHigherPriorities(r, o, a, w)
(c5). (g, r1, w)overridden(r, o, t, a) ← (g, r1, w)grant1(r, o, t, a),

(g′, r2, w1)grant1(r, o, t′, a),
priority(r1, o, a, w2), priority(r2, o, a, w3), w1 ∗ w3 > w2 ∗ w

(c6). (g, r′, w ∗ w′)grant2(r, o, t, a) ← (g, r′, w)grant1(r, o, t, a),
not (g, r′, w)overridden(r, o, t, a), priority(r′ , o, a, w′), w′ ∗w > W

(c7).(g, r′, w)grant3(u, o, t, a) ← (g, r′, w)grant2(r, o, t, a), role(r, u)
(c8). (g1, r1, w)overridden(u, o, t, a) ← (g1, r1, w1)grant3(u, o, t, a),

(g2, r2, w2)grant3(u, o, t′, a), w1 < w2

(c9). (g, r, w)hold(u, o, t, a) ← (g, r, w)grant3(u, o, t, a),
not (g, r, w)overridden(u, o, t, a)

Let R denote all the general rules, i.e. R={r1, ..., r11, s1, ..., s8, o1, ...o8, c1, ..., c9}.
R will be combined with application dependent rules to evaluate the authoriza-
tions holding at any time (represented by predicate hold). Any access request
will then be checked against it. For example, Example 3 and 4 will be combined
with R to evaluate the authorizations holding in this application.

4 Formal Semantics of RBAP

We will adopt well known answer set semantics for RBAP because it is more
suitable for our purpose of handling authorization conflicts since it provides a
more flexible way to deal with incomplete and contradictory information. Let Π
be a RBAP, the Base BΠ of Π is the set of all possible ground literals constructed
from the system reserved predicates and predicates appearing in the rules of
Π , the constants occurring in R,U ,O,A, T ,W ,N . A ground instance of r is a
rule obtained from r by replacing every variable W in r by δ(x), where δ(x)
is a mapping from the variables to the constants in the same sorts. Let G(Π)
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denote all ground instances of the rules occurring in Π . Two ground literals
are conflicting on subject S, object O and access right A if they are of the form
(G, R, W )hold(U, O, +, A) and (G′, R′, W ′)hold(U, O,−, A). A subset of the Base
of BΠ is consistent if no pair of complementary or conflicting literals is in it. An
interpretation I is any consistent subset of the Base of BΠ .

Definition 4. Given a RBAP Π, an interpretation for Π is any interpretation
of Π ∪ R. Let I be an interpretation for a RBAP G(Π), the reduction of Π
w.r.t I, denoted by ΠI , is defined as the set of rules obtained from G(Π ∪R) by
deleting (1) each rule that has a formula not L in its body with L ∈ I, and (2)
all formulas of the form not L in the bodies of the remaining rules.

Given a set R of ground rules, we denote by pos(R) the positive version of R,
obtained from R by considering each negative literal ¬p(t1, ..., tn) as a positive
one with predicate symbol ¬p.

Definition 5. Let M be an interpretation for Π. We say that M is an answer
set for Π if M is a minimal model of the positive version pos(ΠM ).

5 Discussion and Related Work

We have developed a simple XML interface for RBAP. XML is most suitable
for integration of information from various sources. This is especially useful for
our scheme since there exist multiple authorities due to dynamic delegation and
there is a need to exchange and integrate the security policies on the web. A vi-
sual tool interface is also developed in which one can create roles, users, objects,
access rights, user to role mapping, role to access rights mapping, administra-
tive privilege delegations etc. The XML file will be created based on it. On the
other hand, Smodels based processor is used as the policy evaluation engine for
RBAP. Smodels is a widely used system that implements the answer set seman-
tics for extended logic programs. It is domain-restricted but supports extensions
including built-in functions as well as cardinality and weight constraints.

ARBAC97 [4] is a model for decentralized administration of RBAC policies.
In a typical ARBAC policy, roles are classified as administrative roles and nor-
mal roles. Only administrative roles can assign users and privileges. There is a
single top level administrator role, called the Senior Security Officer (SSO) and a
number of Junior Security Officers (JSO). The SSO partitions the organizations
policy into different security domains, each of which is administered by a different
JSO. To decentralise the policy details without loosing central control over broad
policy, each delegation to JSO is associated with some condition. The ARBAC
policy specifies, for instance, to which normal roles and under what conditions
can members of a JSO role assign users. Although the framework decentralizes
the administration to some degree, the scalability is still limited. Use of addi-
tional relations to limit the delegation and thereby enforcing central control is
not flexible. Furthermore, negative authorizations are not discussed in ARBAC.
ARBAC99 [5] and [8] improve some shortcomings of ARBAC97. But, they do
not change the fundamental approach of using administrative roles, additional
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relations, and role ranges based on hierarchies. Our framework does not distin-
guish user roles and administrative roles. Delegations are conditional, and the
broad policy is achieved through trust management. [2] proposes to use security
analysis techniques, which views an access-control system as a state transition
system, to maintain desirable security properties while delegating administrative
privileges. [9] discusses how to assist a delegator in choosing the delegatee using
trust-based approach. In their approach, trust is a relationship between a truster
and trustee with respect to a given task and depends on several factors such as
properties, experience and recommendation. The factors are quantified and used
for the delegator to choose the delegatee. A permission based delegation model
is presented in [10], which supports user-to-user, role-to role, and multi-depth
delegations. However, how to resolve conflicts with respect to access rights in
this context has not been well studied. [6] describes a way to detect conflicts,
meaning the violation of specified constraints such as separation of duty con-
strains, caused by the role delegations. For conflict resolution, it is suggested in
[6] to constrain the delegations, which in turn greatly reduces the flexibility of
the model.

For our future work, we intend to study the formal model for a temporal role
based access control system, where time period can be associated with roles and
delegations, which will expire when the time period expires. We also intend to
investigate program update including revocation of roles and access rights.
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Abstract. Numerous real-life applications are continually generating
huge amounts of uncertain data (e.g., sensor or RFID readings). As a
result, top-k queries that return only the k most promising probabilistic
tuples become an important means to monitor and analyze such data.
These “top” tuples should have both high scores in term of some ranking
function, and high occurrence probability. The previous works on ranking
semantics are not entirely satisfactory in the following sense: they either
require user-specified parameters other than k, or cannot be evaluated
efficiently in real-time scale, or even generating results violating the un-
derlying probability model. In order to overcome all these deficiencies,
we propose a new semantics called U-Popk based on a simpler but more
fundamental property inherent in the underlying probability model. We
then develop an efficient algorithm to evaluate U-Popk. Extensive exper-
iments confirm that U-Popk is able to ensure high ranking quality and
to support efficient evaluation of top-k queries on probabilistic tuples.

1 Introduction

Many emerging applications, such as environmental surveillance and mobile ob-
ject tracking, involve the generation of uncertain data which are inherently fuzzy
and noisy. As a result, various probabilistic DBMSs are developed to support
the storage and querying of these uncertain data [2–4]. Since precise query ex-
pressions like SQL may not be ideal to evaluate such data, top-k queries become
an important means to extract information from them.

Top-k queries on deterministic data have been well studied [5, 6]. Unlike
top-k queries on deterministic data, ranking probabilistic tuples requires taking
both the tuple score and its occurrence probability into account, which gives
rise to new challenges in defining the query semantics. Despite the many recent
attempts to study top-k query semantics in the context of probabilistic relations
[1, 7–10], these seemingly natural semantics lead to quite different query results.

Recently, [11] proposes a unified framework that incorporates several of the
semantics and gives an approach to learn the ranking function from user pref-
erence. [12] proposes to return a number of typical top-k results to users. While
these works mitigate the inconsistency of the previous semantics and provide
more flexibility, they exert extra burden on users by requiring their intervention.

The work of [1] proposes five intuitive properties for top-k queries, and shows
that only ExpectedRank satisfies all of them and it is considerably more efficient
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to evaluate than the previous semantics. However, ExpectedRank has two sig-
nificant deficiencies: First, its results may contradict with the probability model,
which will be detailed in Section 4. Second, its results deviate considerably from
the results of the other semantics, which will be detailed in Section 6.1.

In this paper, we first identify a simple but fundamental property inherent in
the probability model, which any robust ranking semantics for probabilistic data
should satisfy. Then we describe our new semantics, U-Popk, that is founded on
this property to rank probabilistic tuples. It can be proved that U-Popk satisfies
all the five properties of [1]. The efficiency of our evaluation algorithm and the
ranking quality of U-Popk are evaluated using both real and synthetic datasets.

Compared to the state-of-the-art semantics, our proposal has many desirable
features. First, U-Popk gives more reasonable results than ExpectedRank in
general, with comparable evaluation cost. Second, unlike the work in [11, 12], U-
Popk requires no user intervention except for the parameter k, and is thus easier
to use. Finally, the evaluation of U-Popk takes considerably less time than other
semantics, and thus U-Popk paves a much better way towards real time analyses.

The rest of the paper is organized as follows. Section 2 defines our probabilistic
data model. We review the related work in Section 3. The robustness property
and our ranking semantics are proposed in Section 4, and the corresponding
algorithms are presented in Section 5. Extensive experiments are conducted in
Section 6 to demonstrate the efficiency of our algorithm and the ranking quality
of our semantics. Finally, we conclude the paper in Section 7.

2 Probabilistic Data Model

Among the many uncertain data models proposed in the literature, the tuple-
level probabilistic model [1, 8–12] is one of the most important models. In this
model, each tuple t is accompanied with the probability p of its occurrence. The
model is able to capture the form of uncertain data that is common in many
real life applications, such as sensor readings with confidence on their sensor
states, and data tuples with confidence on their information sources. We adopt
the tuple-level probabilistic model throughout the paper due to its popularity
in real life applications.

Figure 1(a) shows our running example relation conforming to the tuple-level
model, where the ranking score is defined according to the attribute “Speed”,
which records the car speed readings detected by different radars in a sampling
moment. In this relation, a confidence field “Conf.” is attached with each tuple
to indicate its occurrence probability. The occurrence probability of t1, denoted
as Pr(t1), is 0.4. In contrast, the probability of the event that t1 does not occur
is given by Pr(¬t1) = 1 − Pr(t1) = 0.6.

Note that both tuples t2 and t6 record the speed reading of the same car.
Since a car can only have one speed in a given moment, t2 and t6 cannot co-
exist, which we denote as t2⊕ t6. We call such a constraint an exclusion rule. We
have another exclusion rule t3 ⊕ t5 defined in the relation for a similar reason.
Different forms of constraints can be adopted in a probabilistic relation [2, 3]
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Radar Location Car Make Plate No. Speed Confidence
L1 Honda X-123 130 0.4
L2 Toyota Y-245 120 0.7
L3 Mazda W-541 110 0.6
L4 Nissan L-105 105 1.0
L5 Mazda W-541 90 0.4
L6 Toyota Y-245 80 0.3

Possible World Probability
PW1={ t1, t2, t4, t5 } 0.112
PW2={ t1, t2, t3, t4 } 0.168
PW3={ t1, t4, t5, t6 } 0.048
PW4={ t1, t3, t4, t6 } 0.072

PW5={ t2, t4, t5 } 0.168
PW6={ t2, t3, t4 } 0.252
PW7={ t4, t5, t6 } 0.072
PW8={ t3, t4, t6 } 0.108Exclusion Rules:  (t2 t6), (t3 t5)

t1
t2
t3
t4
t5
t6

(a) (b)

Fig. 1. (a)Probabilistic Relation with Exclusion Rules (b)Possible World Space

but exclusion rules are the most popular in the literature due to their simplicity
and usefulness. We considered only exclusion rules in this paper.

Note that each exclusion rule corresponds to an entity (e.g. a car in our
example) of the relation. Thus, each tuple appears in at most one exclusion
rule. In our example, the rule t2 ⊕ t6 means that the speed of the “Toyota”
car takes the value 120 with probability 0.7 and 80 with probability 0.3. In
general, given an exclusion rule ti1 ⊕ ti2 ⊕ · · · ⊕ tim , we have (1) Pr(ti1 ) +
Pr(ti2 ) + · · · + Pr(tim ) ≤ 1, and (2) at most one tuple in {ti1 , ti2 , . . . , tim}
can occur. There is still an event that no tuple in the rule occurs, which has
probability (1 − Pr(ti1 ) − Pr(ti2 ) − . . . − Pr(tim )).

If a tuple ti is independent of all other tuples, we say ti itself is in a trivial rule.
In addition, any two tuples from different rules are assumed to be independent.
Thus, we have four rules in the example as follows: t1, t2⊕t6, t3⊕t5 and t4, where
t1 and t4 are in trivial rules, and t2 and t3 are independent. This assumption
simplifies the computation of the probabilities of possible worlds, which will be
further elaborated when discussing the algorithm issues in Section 5.

In the tuple-level model, a possible world (PW) is a subset of the tuples in the
probabilistic relation. Figure 1(b) shows the possible world space for the relation
in Figure 1(a). The probability of each world is computed as the joint probability
of the “occurrence events” of the tuples in the world, and the “absence events”
of all the other tuples. For example, the probability of PW 1 = {t1, t2, t4, t5} is
Pr(PW 1) = Pr(t1) × Pr(t2) × Pr(t4) × Pr(t5) = 0.112. Multiplication is used
here because the occurrence events of t1, t2, t4 and t5 are independent of each
other, and the absence events of t3 and t6 are already implied in the occurrence
events of t5 and t2 due to the exclusion rules. Similarly, the probability of PW 5 =
{t2, t4, t5} is Pr(PW 5) = Pr(¬t1) × Pr(t2) × Pr(t4) × Pr(t5) = 0.168.

3 Related Work

Several semantics for top-k queries on uncertain data have recently been proposed,
such as U-Topk[8], U-kRanks[8], Global-Topk[9], PT-k[10] and ExpectedRank[1],
all of which are defined on the possible world model. We now illustrate their se-
mantics by performing a top-2 query on the relation in Figure 1(a).
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1) U-Topk returns the most probable top-k tuples that belong to a valid possible
world. Consider U-Top2 and define 〈ti, tj〉 to be the event that ti is ranked the
first and tj the second in a possible world. By merging the possible worlds in
Figure 1(b) whose top-2 tuples are the same, we have Pr(〈t1, t2〉) = Pr(PW 1)+
Pr(PW 2) = 0.28, which is the largest among all possible top-2 combinations.
Therefore, the result of U-Top2 is 〈t1, t2〉.

However, there can be a large number of valid possible worlds. As a result, the
most probable top-k tuples that belong to a valid possible world can occur with
a very small probability. [12] proposes to return c typical top-k tuple vectors
in terms of the distribution of the total score of top-k tuples, from which users
need to choose one, which is itself a non-trivial task for users.
2) U-kRanks returns the set of most probable top-i th tuples across all possible
worlds, where i = 1, . . . , k. Let us compute U-2Ranks. First, consider the most
probable tuple to appear in the 1st position. Tuple t2 appears in the 1st position
with probability Pr(PW 5) + Pr(PW 6) = 0.42, since it appears the first only
in PW 5 and PW 6. Similarly, t1 appears in the first position with probability
Pr(PW 1) + Pr(PW 2) + Pr(PW 3) + Pr(PW 4) = 0.4. After considering all the
tuples, we can see that t2 appears in the 1st position with maximum probability.
Thus the first answer to U-2Ranks is t2. The second answer to U-2Ranks should
be the most probable tuple to appear in the 2nd position, and similarly, we find
that tuple t3 appears in the 2nd position with maximum probability Pr(PW 4)+
Pr(PW 6) = 0.324. To sum up, the result of U-2Ranks is 〈t2, t3〉.

Since a tuple may be the most probable tuple to appear in more than one
position, the same tuple may be listed multiple times in the result of U-kRanks,
which is a very unnatural answer to users.
3) PT-k returns all tuples whose probability values of being in the top-k answers
in possible worlds are above a threshold; Global-Topk returns k highest-ranked
tuples according to their probability of being in the top-k answers in possible
worlds.

As for Global-Top2 and PT-2, we check for each tuple the probability that it
is within top-2. Tuple t2 is within top-2 in worlds PW 1, PW 2, PW 5 and PW 6,
and thus with probability Pr(PW 1)+Pr(PW 2)+Pr(PW 5)+Pr(PW 6) = 0.7.
Similarly, the probability to be within top-2 is 0.4 for t1, 0.432 for t3, 0.396 for
t4, 0.072 for t5 and 0 for t6. Global-Top2 picks the two tuples with maximum
probability to be within top-2, namely t2 and t3. On the other hand, PT-2 picks
all the tuples with probability to be within top-2 higher than a pre-specified
threshold. If the threshold is set to be 0.5, then only t2 is returned. However, if
the threshold is set to be 0.3, then the result would become {t2, t1, t3, t4}.

One limitation of PT-k is that the number of returned tuples may not be k
but depends on the user-specified threshold, which is difficult for a user to set.
4) ExpectedRank(k) returns k tuples whose expected ranks across all possible
worlds are the highest. However, if a tuple does not appear in a possible world,
its rank is then undetermined. To solve this, in a possible world with m tuples,
ExpectedRank ranks absent tuples to be in the (m + 1)th position. Thus, t2
and t5 are both ranked 5th in PW 4 shown in Figure 1(b), although t2 have
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both higher score and higher occurrence probability than t5. As a more detailed
illustration, we consider tuple t5 which is ranked 4th in PW 1, 5th in PW 2 due
to its absence, 3rd in PW 3, 5th in PW 4 due to its absence, 3rd in PW 5, 4th
in PW 6 due to its absence, 2nd in PW 7, and 4th in PW 8 due to its absence.
Therefore the expected rank for t5 is 0.112 · 4 + 0.168 · 5 + 0.048 · 3 + 0.072 · 5 +
0.168 · 3 + 0.252 · 4 + 0.072 · 2 + 0.108 · 4 = 3.88. Similarly, we have the expected
rank 2.8 for t1, 2.3 for t2, 3.02 for t3, 2.7 for t4, 4.1 for t6. Therefore, the result
of ExpectedRank(2) is {t2, t4}, since their expected ranks are the highest.

In fact, ExpectedRank defines an order on the tuples, e.g. t2 � t4 � t1 � t3 �
t5 � t6 in the previous example, while the ranking function of Global-Topk and
PT-k is dependent on k, which means that a tuple in the top-k result may not
appear in the top-(k + 1) result.
5) PRF [11] presents a unified framework that uses parameterized ranking func-
tions (PRF) for ranking probabilistic data. The work proposes a basic function
called PRF e and employs a linear combination of PRF e functions to approx-
imate PRF by using Discrete Fourier transformation. This approach is able to
achieve good performance at the expense of result quality.

PRF also gives a learning algorithm that learns the parameter from user
preference. The training data come from explicit user feedback, which assumes
that users know the interplay between high score and high occurrence probability
of the tuples. However, users usually expect reasonable score-probability tradeoff
automatically in the evaluation of such top-k queries and assume no extra effort
to give explicit feedback. Another problem is that high-quality training data may
not be available from casual users, even if they are willing to give feedback.

4 Robust Ranking Semantics

In this section, we first formalize a property called top-1 robustness, which is
founded on the tuple-level probability model. Then a fundamental property of
ranking deterministic data, which is called top-stability, is extended to rank prob-
abilistic tuples. Top-stability enables repeated applications of top-1 robustness,
based on which we define our new semantics.

Property 1 (Top-1 Robustness). The top-1 query on an uncertain relation D
returns the tuple t ∈ D such that ∀t′ ∈ D, Pr(r(t) = 1) ≥ Pr(r(t′) = 1), where
r(t) denotes the rank of t.

From now on, we will use “top-1 probability” to denote the probability for a
tuple to be ranked top-1. Property 1 states that any top-k query semantics for
probabilistic tuples should return the tuple with maximum top-1 probability
when k = 1. Note that the semantics of U-Top1, U-1Ranks and Global-Top1
are equivalent, and they all satisfy Property 1. Although the number of tuples
returned by PT-1 is determined by the threshold, the top-1 tuple defined in
Property 1 must appear in the result of PT-1 if the result is not empty.

Unfortunately, ExpectedRank may violate this robustness property. Consider
an example relation {t1, t2, t3, t4, t5} with an exclusion rule t1 ⊕ t2 ⊕ t3 ⊕ t5,
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where tuples t1 to t5 are already sorted in descending order of their scores. We
use pi to denote the occurrence probability of ti, and p1 = p2 = p3 = 0.2, p4 =
0.45, p5 = 0.4. For top-1 query on this relation, t5 should be returned since its
top-1 probability (1−p4)p5 = 0.22 is the highest. However, ExpectedRank picks
t4 whose top-1 probability (1−p1−p2−p3)p4 = 0.18 is smaller, which contradicts
Property 1 and thus the underlying probability model.

Property 2 (Top-Stability). The top-(i + 1)th tuple should be the top-1st after
the removal of the top-i tuples.

Property 2 is intuitive in the context of certain data. Top-stability implies that,
in principle, we are able to adopt the following approach to obtain the top-k
tuples: The top-1 tuple is repeatedly removed from the current relation until k
tuples are obtained. To generalize this approach to ranking probabilistic tuples
for answering a top-k query, we define a new semantics U-Popk as follows:

Definition 1 (U-Popk). Tuples are picked in order from a relation according
to Property 2 until k tuples are picked, where the top-1st tuple is defined according
to Property 1.

According to Definition 1, when a tuple is picked as the result, it is removed
from the relation and thus will never be considered again in later evaluation.
This avoids the problem of multiple occurrences of the same tuple in the result.

Although U-Popk changes the probabilistic relation in each round of evalua-
tion and hence the set of possible worlds, this enables the use of top-1 robustness
to pick the result tuple in each round. If k is small compared with the size of
the relation, which is not unusual in applications, the modified relation in each
round is still a good approximation of the original one. Besides, by removing
the “top” tuples from the relation, we only need to make comparison among the
remaining tuples in the pool from which the next “top” tuple will be picked.

Our approach shares a similar spirit of the work that uses a simplification
assumption to facilitate the application of a robust property. For example, a
näıve Bayes classifier uses the simplification assumption that all observations
are independent to the facility of the evaluation of the robust property (i.e., the
Bayes’ rule), and so does maximum likelihood estimation. Even in top-k queries
on uncertain data, we have the independence assumption among tuples from
different exclusion rules to simplify the computation of the probability of possible
worlds, where the possible world model is robust. For U-Popk, the simplification
property is top-stability and the robust property is top-1 robustness.

Tuples are assumed to be pre-sorted in the descending order of tuple scores in
all previous work, since a tuple t′ with a score lower than another tuple t will be
ranked lower in any possible world and thus has no influence on the probability
computation for the rank of t, which is also adopted in U-Popk. Recall that the
tuples in Figure 1(a) are already pre-sorted according to the attribute speed. The
following example illustrates how U-Pop2 works for the relation in Figure 1(a):

Example. The first step is to compute the top-1 tuple in the relation. Tu-
ple t1 is ranked the first with probability Pr(t1) = 0.4. The probability is
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Pr(¬t1)Pr(t2) = 0.42 for t2, since t1 must not occur and t2 must occur in
this case, while the other tuples are immaterial. Since the probability that a
tuple other than t1 and t2 is ranked the first is Pr(¬t1)Pr(¬t2) = 0.18, which is
smaller than the probability for t2 to be ranked the first, we can conclude that
t2 is ranked the first with maximum probability and is thus picked.

After removing t2 from the relation, we have the tuples t1, t3, t4, t5, t6 remained
in the pool. Tuple t1 is ranked the first with probability Pr(t1) = 0.4. The
probability is Pr(¬t1)Pr(t3) = 0.36 for t3. Since the probability that a tuple
other than t1 and t3 is ranked the first is Pr(¬t1)Pr(¬t3) = 0.24, which is
smaller than the probability for t1 to be ranked the first, we thus conclude that
t1 is ranked the first with maximum probability and it is thus picked.

Therefore, the result for U-Pop2 on the relation in Figure 1(a) is 〈t2, t1〉.

5 U-Popk Algorithms

In this section, we first present the algorithms to evaluate U-Popk for the case
that all tuples are independent of each other (i.e., no exclusion rule is considered).
Then, we extend them to handle the general case that exclusion rules are given.

5.1 Algorithm for Independent Tuples

We consider the special case where all tuples in a given probabilistic relation are
independent of each other, and assume that tuples are pre-sorted in descending
order of score.

Consider a relation having tuples {t1, t2, . . . , tn}, where t1 to tn are already
sorted and pi is the occurrence probability of ti. In order to rank ti as top-1,
t1 to ti−1 should not appear but ti should appear, while all tuples after ti (i.e.,
tuples with lower scores) are immaterial. Therefore, the top-1 probability of ti
is (1 − p1)(1 − p2) · · · (1 − pi−1)pi.

If we define accumi = (1 − p1)(1 − p2) · · · (1 − pi−1) with the special case of
accum1 = 1, we have accumi+1 = accumi(1 − pi), and the probability for ti to
be top-1 can be written as accumi · pi.

Algorithm 1. Find the Top-1 Tuple
1: accum ←− 1; max ←− −∞; result ←− null
2: while accum > max and there are more tuples do
3: {Process the next tuple ti}
4: top1Prob ←− accum · pi

5: if top1Prob > max then
6: max ←− top1Prob; result ←− ti

7: accum ←− accum · (1 − pi)
8: return result

Algorithm 1 finds the top-1 tuple among a list of pre-sorted tuples. The pa-
rameter accum is initialized to 1 in Line 1, and updated after each iteration
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(Line 7). Lines 2–7 check the tuples one by one, and in each iteration a tuple
ti is read and its probability to be top-1 is computed as top1Prob (Line 4). If
top1Prob is found to be larger than the maximum top-1 probability currently
found (Line 5), i.e., max, it is updated and ti is recorded (Line 6).

Note that we do not need to check all the tuples. Suppose we have checked ti
and updated accum to (1− p1)(1− p2) · · · (1− pi), where the current maximum
top-1 probability is max. If accum ≤ max, then the tuple with top-1 probability
equal to max must be the result. This is because the top-1 probability of any
succeeding tuple tj(for j > i) is (1 − p1)(1 − p2) · · · (1 − pi)(1 − pi+1) · · · (1 −
pj−1)pj ≤ (1 − p1)(1 − p2) · · · (1 − pi) · 1 · · · 1 · 1 ≤ max.

Intuitively, the parameter accum acts as an upperbound of the top-1 proba-
bilities for the tuples to be checked, which enables early termination (Line 2).

It is straightforward to construct a näıve algorithm for U-Popk that uses
Algorithm 1: All the sorted tuples are read into a memory buffer first. Then
in each iteration, a top-1 tuple is picked from the current tuple buffer using
Algorithm 1, removed from the buffer and added to the result set. This is re-
peated until k tuples are obtained.

However, the näıve approach is not efficient enough and can be much improved
by reusing the parameters obtained from previous computation. To illustrate
this, we suppose that t3 have been checked, that the iteration stops due to
accum ≤ max, and that t2 is found to have maximum top-1 probability. Then
after removing t2, the top-1 probability of t1 is still p1, which can be reused,
while that of t3 is now (1 − p1)p3 rather than (1 − p1)(1 − p2)p3.

In general, we can reuse the already computed top-1 probabilities of those
tuples whose positions are before the picked top-1 tuple ttop1, since the removal
of ttop1 does not change their top-1 probabilities. Figure 2 shows an example
where ti is picked due to accum ≤ max, after checking tj and updating accum.
The top-1 probabilities for t1 to ti−1 can be reused, ti is removed from the buffer,
and the top-1 probabilities for ti+1 to tj should be updated (i.e., re-scanned).
The update is simply to divide the original probability by (1 − pi) so as to rule
out the consideration for ti. After the update, the next iteration starts from tj+1.
We define (j − i) to be the rescan length for this iteration.

t1 t2 … ti … tj tj+1 …

reuse

tuples read  into  memory

rescanmax accum < max, stop

Fig. 2. Snapshot of the End of an Iteration

In order to delete the picked top-1 tuple from the memory buffer in O(1)
time for each iteration, we organize the buffer as a doubly-linked list and attach
each tuple t in the buffer with the following three fields: (1) t.prob: its top-1
probability, (2) t.id: its index in the original sorted tuple list, and (3) t.max: the
tuple whose top-1 probability is the maximum before t being put in the buffer.
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Note that if ti is picked as top-1, ti.max already records the tuple with max-
imum top-1 probability among the tuples whose positions are before ti in the
buffer (i.e., the current maximum top-1 probability for the tuples with position
before ti+1). While updating the top-1 probabilities from ti+1, we update the
current maximum top-1 probability if the updated probability is larger. There-
fore, after all the updates, we get the current maximum top-1 probability for all
the tuples with position before tj+1. Then, the next iteration starts from tj+1.

Algorithm 2 shows the process of top-1 probability adjustment between con-
secutive iterations discussed above, where ti has already been identified as top-1.

Algorithm 2. Top-1 Probability Adjustment between Iterations
1: maxTuple ←− ti.max
2: if maxTuple == null then
3: max ←− −∞
4: else
5: max ←− maxTuple.prob
6: for each tuple t after ti in buffer do
7: t.prob ←− t.prob/(1 − pi); t.max ←− maxTuple
8: if t.prob > max then
9: max ←− t.prob; maxTuple ←− t

10: Delete ti from buffer

The variable maxTuple records the tuple with the maximum top-1 probability
currently, and max is its probability. Before updating from tuple ti+1 (Line 6),
maxTuple is set to ti.max. However, ti.max may be null, because for t1, no
tuple with the maximum top-1 probability exists before it. In this case, max is
set to −∞. Otherwise, it is set to maxTuple.prob which is the maximum top-1
probability among the tuples before ti.

For each tuple t after ti, t.prob is divided by (1 − pi) and t.max records
maxTuple (Line 7). If t.prob > max, t now has the maximum top-1 probability,
and thus maxTuple and max are updated accordingly (Line 9). Finally, ti is
removed from the doubly-linked list buffer in O(1) time in Line 10.

Algorithm 3 is a more efficient algorithm for U-Popk on independent tuples,
which makes use of Algorithm 2. After the initialization in Lines 1–2, tuples
are read into the memory buffer one by one in Line 3. For each tuple, its fields
are set in Line 4, and it is added to the end of buffer (Line 5). If its top-1
probability is larger than the current maximum, the current maximum is updated
accordingly (Lines 6–7). Then accum is updated in Line 8 and checked in Line
9. If accum ≤ max, the current top-1 is found to be maxTuple, which is thus
put into the result set (Line 10). Then Algorithm 2 is called to update buffer to
reflect the removal of maxTuple (Line 13), and so does accum (Line 14).

If k results are picked, we do not need to read in more tuples (Lines 11–12).
However, it is possible that all tuples are read into buffer before k results are
picked. Thus, after the for loop in Lines 3–14, if there are still less than k results,
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Algorithm 3. U-Popk Algorithm for Independent Tuples
1: Create an empty doubly-linked list buffer
2: accum ←− 1; resultSet ←− φ; maxTuple ←− null; max ←− −∞
3: for each tuple ti do
4: ti.prob ←− accum · pi; ti.max ←− maxTuple
5: Append ti to the end of the doubly-linked list buffer
6: if ti.prob > max then
7: max ←− ti.prob; maxTuple ←− ti

8: accum ←− accum · (1 − pi)
9: if accum ≤ max then

10: Put maxTuple into resultSet
11: if |resultSet| == k then
12: return resultSet
13: accum ←− accum/(1 − pmaxTuple.id)
14: Call Algorithm 2 to adjust buffer
15: while |resultSet| < k and buffer is not empty do
16: Put maxTuple into resultSet
17: if |resultSet| == k then
18: return resultSet
19: accum ←− accum/(1 − pmaxTuple.id)
20: Call Algorithm 2 to adjust buffer
21: return resultSet

we need to pick maxTuple into the result set (Line 16), and use Algorithm 2 to
adjust the buffer and set the next maxTuple (Line 19). This process is repeated
until k results are picked, which is done by the while loop in Lines 15–20.

At most n tuples are read into buffer where n is the total number of tuples
in the probabilistic relation. Since all the steps in the for loop in Lines 3–14
take constant time except the adjustment in Line 13, they take O(n) time in
total. The adjustment of Lines 13 and 19 is executed exactly k times, since
whenever a top-1 tuple is picked, Lines 14–19 or 23–28 are executed once, and
thus Algorithm 2. It is straightforward to see that Algorithm 2 takes O(L) where
L is the rescan length for an iteration. The time complexity of Algorithm 3 is then
O(n + k ·Lavg), where Lavg is the average rescan length among the k iterations.

Note that Lavg tends to be small since every factor of accum is at most 1,
which makes accum smaller than max after a few tuples are read into buffer.
For small k, it is not likely that all n tuples are read into buffer, but just a few
top ones, the number of which is defined to be scan depth in [8].

The tricky case is when pi = 1, where accum will be updated to 0 in Line 8,
and thus accum ≤ max and Algorithm 2 is then called in Line 13. So, ti+1 can
never be read into buffer until ti is picked, and therefore Line 7 in Algorithm 2
is not executed and it does not cause division by 0. However, we cannot restore
accum using Line 14. Instead, if pi = 1, we save accum before executing Line 8
for later restoration when ti is picked. The saved value is updated using Line 14,
if other tuples are picked before the restoration. These details are not included
in Algorithm 3 in order to make it more readable.
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5.2 Algorithm for Tuples with Exclusion Rules

Now, we present the general case where each tuple is involved in an exclusion
rule ti1 ⊕ ti2 ⊕ · · · ⊕ tim(m ≥ 1). We assume that ti1 , ti2 , . . . , tim in the rule are
already pre-sorted in descending order of the tuple scores.

The upper bound of the top-1 probability for all the tuples starting from ti
is no longer accumi = (1 − p1)(1 − p2) · · · (1 − pi−1). We denote tj1 , tj2 , . . . , tj�

to be all the tuples with position before ti and in the same exclusion rule of
ti. Then, there is a factor (1 − pj1 − pj2 − . . . − pj�

) in accumi. Let us define
accumi+1 = accumi · (1 − pj1 − pj2 − . . . − pj�

− pi)/(1 − pj1 − pj2 − . . . − pj�
),

which changes the factor of ti’s rule, in the top-1 probabilities of the tuples after
ti, from (1−pj1 −pj2 − . . .−pj�

) to (1−pj1 −pj2 − . . .−pj�
−pi). Now the top-1

probability of ti is accumi · pi/(1− pj1 − pj2 − . . .− pj�
), where the denominator

rules out the influence of the tuples exclusive with ti.
Consider the factor in accumi that corresponds to rule tj1 ⊕ tj2 ⊕ · · · ⊕ tj�

⊕ · · · ⊕ tjm . If the tuples tj1 , tj2 , . . . , tj�
(� < m) are now before the current

tuple considered, then the factor is (1 − pj1 − pj2 − . . . − pj�
). Within the same

iteration, this factor can only be decreasing as we read in more tuples. For
example, if we read in more tuples such that tj�+1 is also positioned before the
current tuple, the factor then becomes (1 − pj1 − pj2 − . . . − pj�

− pj�+1), which
is smaller.

The top-1 probability for ti is no longer accumi · pi < accumi, but accumi ·
pi/(1−pj1−pj2−. . .−pj�

) to rule out the factor corresponding ti’s rule. Therefore,
if we keep track of the factors corresponding to all the rules, where factormin

is the smallest, the top-1 probability upper bound is accumi/factormin for all
the tuples starting from ti. This is due to two reasons. First, the top-1 proba-
bility of ti is computed as accumi

factor × pi(< accumi

factormin
), where factor is the factor

corresponding to ti’s rule. Second, the factors in accum that correspond to the
rules can only decrease as i increases. We organize the rules in the memory by
using MinHeap on factor. Thus, factormin can be retrieved from the top of the
heap immediately, and the upper bound can be computed in O(1) time. We call
this MinHeap Active Rule set and denote it AR.

Note that we do not need to keep all the rules in AR. If all the tuples
in a rule are after the current tuple, we do not need to fetch it into AR.
Otherwise, if the rule of the current tuple is not in AR, we insert it into
AR, which takes O(log |AR|) time. For each rule r in AR, we attach it with
the following two fields: (1) r.pivot: the last tuple in rule r that is before
the current tuple, and (2) r.factor: the current factor of r in accum. Sup-
pose r = ti1 ⊕ ti2 ⊕ · · · ⊕ ti�

⊕ · · · ⊕ tim and r.pivot = ti�
, then r.factor =

(1 − pi1 − pi2 − . . . − pi�
).

After checking a tuple and updating accum, if the upper bound is smaller
than the current maximum top-1 probability, the tuple must be top-1 and thus
the iteration terminates. Before next iteration, we need to update the top-1
probabilities of the tuples after the picked one. In this case, we need to update
their probabilities segment by segment as illustrated in Figure 3.
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t1 ... ti1 ... ti2 ... ti (l-1) ... til ... tcur

prob·(1-pi1) /(1-pi1-pi2)

max currentprob·(1-pi1-pi3-…-pi(l-1)) /(1-pi1-pi2-pi3-…-pi (l-1)) 

prob·(1-pi1-pi3-…-pil) /(1-pi1-pi2-pi3-…-pil) 

Fig. 3. Top-1 Probability Adjustment

In Figure 3, we assume that after processing the current tuple tcur, the upper
bound is smaller than tuple ti2 ’s top-1 probability, which is the current maxi-
mum, and thus the iteration ends. Besides, assume that ti1 , . . . , til

are the tuples
in ti2 ’s rule and they are positioned before tcur. Then the top-1 probability prob
of a tuple after ti2 and between tih

and tih+1 (defined to be a segment) in the
buffer should be updated as prob · (1− pi1 − pi2 − pi3 − pih

)/(1− pi1 − pi3 − pih
)

to reflect the removal of ti2 from buffer.
This actually changes the factor of ti2 ’s rule in the top-1 probabilities, which

can be done by a single pass of the tuples after ti2 , and a single pass over ti2 ’s
rule. Note that the top-1 probabilities of ti1 , ti3 , . . . , til

remain the same.
After the removal of the current top-1 tuple (i.e., ti2 in the above example)

and the update of the top-1 probabilities, the tuple is also removed from its
rule r. This increases r.factor (i.e., by pi2 in the above example), and so r’s
position in the MinHeap AR should be adjusted, which takes O(log |AR|) time.
If no tuple remains in a rule after the removal, the rule is deleted from AR.

Since the adjustment after each iteration includes O(log |AR|) time rule po-
sition adjustment in AR and a scan of the rule of the picked tuple, the total
time is O(k(log |AR| + lenmax)), where lenmax is the largest length of a rule.
Besides, since each rule will be inserted into AR at most once in O(log |AR|)
time, the total time is O(|R| log |AR|), where R is the rule set. So the overall
time complexity is O(n+ |R| log |AR|+k(Lavg + lenmax +log |AR|)). We do not
present the complete algorithm here due to space limitation.

6 Experiments

We conduct extensive experiments using both real and synthetic datasets on
HP EliteBook with 3 GB memory, and 2.53 Hz Intel Core2 Duo CPU. The real
dataset is IIP Iceberg Sightings Databases1, which is commonly used by the re-
lated work such as [10, 11] to evaluate the result quality of ranking semantics. We
study the performance of the algorithms on synthetic datasets. Our algorithms
are implemented in Java.

6.1 Ranking Quality Comparison on IIP Iceberg Databases

The pre-processed verion of IIP by [10] is used to evaluate the ranking quality of
different semantics. Figure 4(a) lists the occurrence probabilities of some tuples
from the dataset, where the tuples are pre-sorted by scores. Figure 4(b) shows
the top-10 query results of different semantics.
1 http://nsidc.org/data/g00807.html (IIP: International Ice Patrol).

http://nsidc.org/data/g00807.html
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U-Popk ExpRank PT-k U-Topk U-kRanks SUM
U-Popk 0 13.5 3 1 5 22.5

ExpRank 13.5 0 13.5 12.5 2.5 42
PT-k 3 13.5 0 2 5 23.5

U-Topk 1 12.5 2 0 4 19.5
U-kRanks 5 2.5 5 4 0 16.5

U-Popk ExpRank PT-k U-Topk U-kRanks SUM
U-Popk 0 10 2 1 4 17

ExpRank 10 0 9 9 0 28
PT-k 2 9 0 1 3 15

U-Topk 1 9 1 0 3 14
U-kRanks 4 0 3 3 0 10

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t14 t18
pi 0.8 0.8 0.8 0.6 0.8 0.8 0.4 0.15 0.8 0.7 0.8 0.6 0.8

1 2 3 4 5 6 7 8 9 10
U-Popk t1 t2 t3 t4 t5 t6 t9 t7 t10 t11

ExpRank t1 t2 t3 t5 t6 t9 t11 t18 t23 t33
PT-k t1 t2 t3 t4 t5 t6 t9 t10 t11 t14

U-Topk t1 t2 t3 t4 t5 t6 t7 t9 t10 t11
U-kRanks t1 t2 t3 t5 t6 t9 t9 t11 t11 t18

(a) Occurrence Probabilities of the Tuples

(b) Occurrence Probabilities of the Tuples

(c) Neural Approach to Kendall’s Tau Distance

(d) Optimistic Approach to Kendall’s Tau Distance

Fig. 4. Top-10 Results on IIP Iceberg Databases

Figure 4(b) shows that the results of U-Popk, U-Topk and PT-k are almost
the same. U-Popk ranks t9 before t7, which is more reasonable, since p7 = 0.4
is much smaller than p9 = 0.8 and their score ranks are close. PT-k rules out
t7 but includes t14. However, p14 = 0.6 is not much larger than p7 = 0.4 but t7
has a much higher score rank than t14. Therefore, it is more reasonable to rank
t7 before t14. In fact, the top-11th tuple for U-Popk is t14. However, U-kRanks
returns duplicate tuples. ExpectedRank promotes low-score tuples like t23 and
t33 to the top, which is unreasonable and is also observed in [11]. This deficiency
happens mainly because ExpectedRank assigns rank (�+1) to an absent tuple t
in a world having � tuples. As a result, low-score absent tuples are given relatively
high ranking in those small worlds, leading to their overestimated rank. Overall,
U-Popk gives the most reasonable results in this experiment.

Kendall’s tau distance is extended to gauge the difference of two top-k lists in
[14], which includes an optimistic approach and a neural approach. Figure 4(c)
and (d) show the extended Kendall’s tau distance between the top-10 lists of the
different semantics in Figure 4(b), where the last column SUM is the sum of the
distances in each row. We can see that ExpectedRank returns drastically differ-
ent results from the other semantics, which means that ExpectedRank actually
generates many unnatural rankings.

6.2 Scalability Evaluation

We find that only U-Popk and ExpectedRank are efficient enough to support
real time needs, while other semantics such as PT-k are much more expensive
to evaluate. Figure 5(a1)–(a2) show the results on the IIP dataset described
above, where 4 seconds are consumed by PT-k even when k = 100 and the high
probability threshold 0.5, while all the tuples can be ranked by U-Popk and
ExpectedRank within 0.2 seconds. (a2) also shows that U-Popk is faster than
ExpectedRank when k is within 1/10 of the data size and never slower by a factor
of 2. Overall, the efficiency of U-Popk is comparable to that of ExpectedRank.

We evaluate the scalability of U-Popk on synthetic data sets and show the
important results in Figure 5. We find that the data size is not a major factor
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Fig. 5. Important Scalability Evaluation on Synthetic Data

on the performance, and therefore we fix it to be 100K tuples. ExpectedRank
is also not shown here, since it has similar performance in Figure 5(b1). The
results in each experiment are averaged over 10 randomly generated data sets,
whose tuple probabilities conform to either Uniform or Gaussian distribution.

Figures 5(b1)–(b3) show the effect of k on the performance, where the rule
length is set to be 1000. Figures 5(b1)–(b2) show that the execution time and
scan depth are almost linear to k, while in Figure 5(b3) the average rescan length
first increases and then decreases as k increases. The drop happens because
almost all the tuples are read into buffer at the end, and therefore the number
of tuples decreases for each removal of a top-1 tuple.

Figures 5(c1)–(c2) show the effect of rule length on the performance, where
we set all rules to the same length. Since in real life applications it is not likely
to have too many tuples in a rule, we also explore the effect of rule length for
short rules (i.e. less than 10 tuples in a rule). Figure 5(c3) shows that the average
rescan length increases linearly with the rule length for small rule lengths.

The time complexity of U-Popk is shown to be O(n + |R| log |AR| + k(Lavg

+ lenmax + log |AR|)) in Section 5.2, where the O(n) part is actually the scan
depth, which is shown to be almost O(k) in Figure 5(b2). Also, when the max-
imum rule length lenmax is small, we have Lavg = O(lenmax) in Figure 5(c3).
Since AR is a fraction of the rule set, we have |AR| = O(|R|). Thus, the time
complexity can be approximated as O(k · (lenmax +log |R|)+ |R| log |R|), that is
linear to k and lenmax, and O(|R| log |R|) for the rule set R, which scales well.
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7 Conclusion

We propose U-Popk as a new semantics to rank probabilistic tuples, which is
based on a robust property inherent in the underlying probability model. Com-
pared with other known ranking semantics, U-Popk is the only semantics that
is able to achieve all the following desirable features: high ranking quality, fast
response time, and no additional user-defined parameters other than k.

Acknowledgements. This work is partially supported by RGC GRF under
grant number HKUST 618509.
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Abstract. Automatic image tagging automatically assigns image with semantic 
keywords called tags, which significantly facilitates image search and 
organization. Most of present image tagging approaches assign the query image 
with the tags derived from the visually similar images in the training dataset 
only. However, their scalabilities and performances are constrained by the 
limitation of using the training method and the fixed size tag vocabulary. In this 
paper, we proposed a search based probabilistic image tagging algorithm 
(CTSTag), in which the initially assigned tags are mined from the content-based 
search result and expanded from the text-based search results. Experiments on 
NUS-WIDE dataset show not only the performance of the proposed algorithm 
but also the advantage of image retrieval using the tagging result.  

Keywords: Image tagging, search based tagging, tag expansion. 

1   Introduction 

Image tagging is the task that assigns an image with several descriptive keywords 
called tags. With the tags, images can be searched like web documents. Such new 
characteristics of images bring new research problems to Web applications [1], [2], 
[3]. Recently, many automatic tagging approaches have been proposed recently [4], 
[5], [6], [7]. They mainly assign the query image with the tags that commonly appear 
in the visually similar images in the training dataset. 

There are several problems existing in these automatic tagging approaches. First, 
these automatic tagging approaches have a high dependency on their small-scale 
training dataset, which restrict their effectiveness on arbitrary images. That is, only 
images that have visually similar images in the training dataset could be assigned with 
tags in a limit tag vocabulary. As a result, the novel images which have no visually 
similar images in the training dataset can’t been assigned tags correctly, and also the 
fashionable tags which appear in the Web recently can’t be assigned to the query 
images because that they aren’t in the tag vocabulary. Compared with the limited 
number of images and tags that can be used to tag the query images, the potentially 
unlimited vocabulary of the web scale images and other types of web resource i.e. 
web documents can be utilized to tag images. By using web-scale resource, the 
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assigned tags of the query image can be more complete and also can track the 
fashionable expression on the Web. The search based tagging is also scalable to 
online tagging. 

The second serious problem they encounter is that the query image is only assigned 
with the tags which appear in its visually similar images. Since the tags of most 
images tend to be sparse and uncomplimentary and also the semantically similar 
images may not be the visually similar images, some relevant tags which don’t appear 
in the visually similar images can’t be assigned to the query image. Thus, a query 
image can’t only be assigned with the tags derived from the visually similar images. 

Finally, a tag can’t be simply accepted or rejected to tag the query image. The 
accepted tag should be combined with a probability value which indicates its 
relevance to the query image, and the tag probability is helpful to image retrieval and 
organization. For example, for the query image of “apple” computer, tags such as 
“Steve Jobs” and “Stanford” and others can also be assigned to it even with small 
probabilities, though these tags may not appear in its visually similar images. Thus, 
this training based technology limit their performance and scalability.  

In this paper, we propose a probabilistic image tagging algorithm (CTSTag) based 
on web search result mining, which assigns the query image with the tags mined from 
both web image and documents. The process of this algorithm is described in Fig.1. It 
is mainly composed of 3 steps. 

1. A content-based search method is used to retrieve the K visually similar web 
images. Then, the most probabilistic tags are derived from the tags associated with 
these images. These derived tags constitute the initial tag set Q. For example, for the 
query image Iq about apple computer, a set of initial tags Q={“apple”, “computer”, 
“laptop”,…} can be derived from the content-based search result. 

2. A text-based search is used to retrieve other web images and documents using 
the initial relevant tag set Q as the query. As a result, other potential relevant tags 
which don’t appear in the visually similar images can be retrieved. Based on their 
correlation in the text based search result, the initial tag set can be further denoised. 
Then it is expanded with the tags mined from the text-based search result. The 
probability of expanded tag is estimated by measuring the probability flow which 
flow into the expanded tag from the initial tag set. With the text based search and the 
mining of search result, the assigned tags are more complementary and can also 
absorb the new tags from other resources. For example, using the text based search, 
other web images such as apple headquarter “Silicon Valley” and document about 
“Steve Wozniak” the co-founder of apple computer can also be retrieved. Thus the 
initial tag set is expand with {“Silicon Valley”, “Steve Wozniak”,…}.  

3. Since the initial tags and expanded tags are derived independently, we refine 
them consistently in the third step. The intuition is that the correlation between the 
initial tags and expanded tags can also be used to rank the initial tags, and all the tag 
which has more relation with other tags has a greater probability values. 

The rest part of this paper is organized as follows. Related works are introduced in 
section 2. Then, the process of deriving initial relevant tags from the content-based 
search result is presented in section 3. The procedure of tag expansion based on text-
based search result mining is introduced in section 4. In section 5, we refine all the tags 
using a probability propagation method. Extensive experimental results are reported in 
Section 6 followed by the conclusion in section 7. 
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2   Related Works 

Image tagging has attracted more and more interests in recent years. The key problem 
is to decide which tag can be assigned to tag the query image. Some works use a 
supervised machine learning method to tag the query images. For example, Barnard  
et al. [17] develops a number of models for the joint distribution of image regions and 
words to tag the query images. Lei et al. [10] propose a novel probabilistic distance 
metric learning scheme which is used to retrieves k social images that share the 
largest visually similarity with the query image. The tags of the query image are then 
derived based on the tagging of the similar images. Geng et al. [18] model the concept 
affinity as a prior knowledge into the joint learning of multiple concept detectors, and 
then the concept detectors which also are classifiers are used to tag the query images. 
Li et al. [19] combines statistical modelling and optimization techniques to train 
hundreds of semantic concepts using example pictures from each concept. However, 
these machine learning methods try to learning a mapping between low-level visual 
features and high-level semantic concepts, which are not scalable to cover the 
potentially unlimited array of concepts existing in social tagging. Moreover, 
uncontrolled visual content generated by users creates a broad domain environment 
which has a significant diversity in visual appearance, even for the same concept. 

Some other works use a mining method based on a training dataset to tag the query 
images. Wang et al. [4] propose a relevance model-based algorithm. Candidate tags 
are re-ranked by the Random Walk with Restarts (RWR) which leverages both the 
corpus information and the original confidence information of the tags. Finally, only 
the top ones are reserved as the final annotations. Siersdorfer et al. [5] propose an 
automatic video tagging method based on video duplicate and overlap detection, and 
the assigned tags are derived from the videos which are overlap with the test video. 
Zhou et al. [6] uses a heuristic and iterative algorithm to estimate the probabilities that 
words are in the caption of an image by examining its surrounding text and region 
matching. Words with high probabilities are selected as tags. The approach in [7] first 
estimates initial relevance scores for the tags based on probability density estimation, 
and then performs a random walk over a tag similarity graph to refine the relevance 
scores. There is also a learning of social tag relevance by neighbour voting [8], which 
learns tag relevance by accumulating votes from visual neighbours. Lei et al. [9] 
proposes a multi-modality recommendation model based on both tag and visual 
correlation of images. Rankboost algorithm is then applied to learn an optimal 
combination of those ranking features from different modalities.  

However, all of these approaches are dependent on a small-scale high quality 
training set, which means that they can only tag the query images which have visually 
similar neighbours in the training set and only use the limit tag vocabulary. To 
leverage web-scale data, there are already some researches on automatic image 
tagging based on web search [11], [12]. X.J. Wang et al. [11] use a text-based search 
to find a set of semantically similar web images, and then the Search Result 
Clustering (SRC)[13] algorithm is used to cluster these images. Finally, the name of 
each cluster is used to annotate the query image. C.H. Wang et al. [12] use CBIR 
technology to retrieve a set of visually similar from the large-scale Web image 
dataset, then annotations of each web image are ranked. Finally, the candidate 
annotations are re-ranked using Random Walk with Restarts (RWR) and only the top 
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ones are reserved as the final annotations. However, these approaches just use a 
search based method to retrieve the visually similar images from a large-scale web 
database instead of training dataset, and then derive tags from the feedback web 
images. They have no consideration of the new tags which appear in other web 
images or documents and are relevant to the query image. 

3   Initial Tags 

The initial tags are derived from the tags associated with the visually similar images 
directly. We use the content-based image search to retrieve K nearest neighbors. For 
each query image, it is desired to assign it with the most relevant tags which can 
describe its semantic content. We use the conditional probability that the query image 
generating the tag to represent the relevance, and the greater the probability is the 
more relevant it is. From the generation point of view, the conditional probability of 
tag ti generated from the query image Iq can be estimated by the joint generating 
probability of every similar images of Iq. The probability P(ti|Iq) which indicate the 
relevance of ti to the query image is estimated by the following formula: 
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where Nk(ti) represent the number of images which contain the tag ti among the top-K 
similar images. This estimation includes two parts which are balanced by the 
parameter. The intuition behind the first part PG(ti|Iq) is that the more number of 
neighbour images contain the key word and the more frequently it appears the more 
probably the query image is tagged with the key word. The intuition behind the 
second part is that the more similar the images which contain the key word are the 
more probably the key word is assigned. We use the following formula to estimate 
PG(ti|Iq): 
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where TF(ti, Ij) represents the frequency of ti in the web image of Ij, Simvisual(Ij, Iq) 
represents the visually similarity between Ij and Iq. However, the PG(ti|Iq) will prefer 
the tags which appear frequently in the top-k similar images. Thus, we use the 
following formula to alleviate this problem: 
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where Ig(ti) denotes the set of images that contain tag ti. Thus, formula (1) can 
alleviate the biases on either frequent tags or rare tags. Then all the tags associated 
with the top-k images are ranked according to their generating probability values, and 
the top ranked tags are selected to compose the initial relevant tag set Q.  
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4   Tags Expanding from Text-Based Search Result 

Since there may be many relevant tags which don’t appear in the visually similar 
images, and also there may be many new words which haven’t been used to tag 
images. We perform a text based search to retrieve other relevant web resource by 
using the initial tag set as the query, and then the initial tag set can be expanded with 
other relevant tags mined from the search result.  

4.1   Initial Tags Denoising 

Because of the semantic gap problem, the content-based image search usually 
retrieves many noisy images. Thus it is inevitable to include many noisy tags in the 
initial tag set. A direct expansion of the initial tag set may include many other noisy 
tags. Thus, it is necessary to further denoise the initial tags set before expand it. 
However, only using the visually similar images is hardly to distinguish the noisy tags 
completely because of the semantic gap problem and the sparsity of tags. We can use 
the tag correlation among the feedback of the text-based search to further denoise the 
initial tag set. 

The denoising of initial tag set is processed as following steps. First, each initial 
tag is regarded as a document containing the associated web pages. Then the 
denoising of initial tag set can be turn to removing the noisy “documents”. For each 
initial tag ti, a vector <tf(ti,D1), tf(ti,D2),…, tf(ti,Dn)> is constructed, where tf(ti,dj)is the 
term frequency of tag ti in web page dj. The similarity between two tags can be 
estimated using the cosine function on the two vectors. For the noisy tags, its 
occurrence distribution in the feedback is different with the relevant tags and other 
noisy tags, which means its vector is less likely to be similar with the vectors of other 
tags. Thus, the more number of similar vectors a vector has the more confident that 
the corresponding tag is a relevant tag. We use the following formula to estimate the 
confidence score that a tag ti is a relevant tag: 

cos

1
( ) ( , )

| |
j

i ine i j
t Q

Con t Sim t t
Q ∈

= ∑
 

We use a simple denoising method which only remove the tags whose confidence 
score is behind a threshold value θ from the initial tags set Q. The threshold value θ is 
set with the average value over the initial tag set: 

1
( )

| |
i

i
t Q

Con t
Q ∈

θ = ∑
 

4.2   Tag Expansion 

Since the feedback contains many web pages, a direct tag expansion from the whole 
feedback will be very complexity. Thus, a ranking method is used to select a subset of 
more important web pages. Then features are extracted from these web pages, and the 
potential relevant tags are selected from these features to expand the initial tag set. 
The conditional probability P(Iq|D), i.e., the probability of generating the query image 
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Iq with query Q given the observation of a web page D [15] is used to rank the 
feedback pages in a descending order. We use the general unigram model to 
formulate P(Iq |D) as follows: 
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where PLM(ti|D) is the maximum likelihood estimation of ti in D, and C is the 
collection which is approximated by the search result in this paper and μ is the 
smoothing parameter. |D| and |C| are the length of D and the total number of words in 
C respectively. tf(ti,D) and tf(ti,C) are the frequency of ti in D and C respectively.  

After ranking the pages, we extract the features from the top pages. If the page 
contains tags, we only extract the tags as its features. Otherwise, we extract the 
features from the texture content of the page. The following method is used to assess 
the weight of features f in a page D: 

( , ) | |
( ) log( 1)*log( 1)

| | ( , )D
t

tf f D Q
W f

D n f Q
= + +

 

where tf(f, D) is the term frequency in D, and nt(f,Q) is the number of tags that f has 
co-occurred with, and the addition of 1 is to avoid zero or negative weights. It is 
similar with TF-IDF. But it instead the inverse document frequency with the inverse 
co-occurred tag frequency. The intuition is that the more tags a feature co-occurs 
with, the less specific and important the feature is. For each top page, we extract the 
feature whose weight is greater than the average weight of all the feature words in this 
page.  

Then, we expand the initial tag with a sub set of features selected from the 
extracted features. Usually, the common and noisy features have similar “relations” to 
most of initial tags. This means that the irrelevant feature have an evenly distribution 
of relation among the initial tags. However, the relevant features usually have strong 
relation with some of the initial tags but have less relation to other initial tags, and 
these features are preferable to be used as the expanded tags. We use the posterior 
probability to represent the relation between a tag ti and a feature f: 
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j
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where C(ti∩f) denotes the number of web pages which contain both tag ti and feature 
f, and ( )iC t f∩  denotes the number of web pages which contain neither tag ti nor 

feature f. Then each feature has a list of these posterior probabilities for each initial 
tag. Features that has a strong relation with tag ti will has a high value of P(ti|f), and 
low value of P(tj|f), ∀j ≠ i. The irrelevant features will have more evenly distributed 
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values among the posterior probabilities. For example, the common features co-occur 
with most initial tags and the occurrences of other noisy features are different with the 
initial tags, which induces a more evenly distributed value among the posteriors. To 
measure the degree of the confidence that the feature is relative to the initial tags, we 
compute the entropy E for a feature f: 

2( ) ( | ) log ( | )
i

i i
t Q

E f P t f P t f
∈

= −∑
 

The lower the entropy, the higher the confidence that the feature is relative to one or 
several initial tags is. Similarly, higher entropy feature has less confidence that it is 
relative to the initial tags. Thus the top features with the smallest entropy are selected 
as the expanded tags. 

4.3   Probability Flow 

Like the initial tags, the expanded tags also need a probability value to indicate its 
relevance to the query image. Since the expanded tags have no direct relation with the 
query image and only have relation with the initial tags. Thus, we estimate the 
probability of expanded tag based on its relation with the initial tags. We estimate it 
by measuring the probability flow which flow into the expanded tag from the initial 
tags. The probability flow reflects how strongly the probability values of the initial 
tags are inherited by the expanded tag. We use the formula ( )ePF Q t to denote the 

probability flow which flows into tag te from tag set Q, and then the probability 
P(te|Iq) of the expanded tag te is approximated by the probability flow: 

( | ) ( ) ( )
i
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P t I PF Q t PF t t
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where 
i

i
t Q

t
∈
⊕ denotes the concept combination of the query tag set. It indicates that the 

probability value of expanded tag is the rate of probability value that flow into the 
expanded tag from the combination concept. The intuition behind the concept 
combination is that the tag which is more relevant with the expanded tag can 
dominate the others. We use the following heuristic method to construct the concept 
combination of the initial tag set: 
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where |F| is the number of pages of the search result, and ti
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where ( )i eC t t∩ is the co-occurrence which is the number of pages that contain both ti 

and te, and ( )e iC t t∩  is the number of web pages which contain neither ti nor te.  
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Step 2: The vector of expanded tag te is represented by 1 2 | |, ,...,
t t te e e

F
et w w w< > , and 

the weight is estimated as following: 
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Step 3: The vector of the tag concept combination is then represented 
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In this vector, each element is dominated by the query tag which has the greatest 
generating probability. Then the probability flow from query tags Q to the expanded 
tag te is defined as the following formula: 
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The probability flow ( )
i
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⊕  has following properties: 
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3. The tag which has a greater generating probability has a stronger influence on 
the probability flow, and the more frequently the tag co-occur with the query tags the 
more probability it inherit. 

Thus, it is reasonable to estimate the probability value of expanded tag by estimating 
the probability flow.  

5   Tag Refinement 

In the above sections, we estimated the probabilities of initial tags and expanded tags 
independently, and it is assumed that the probability of expanded tag isn’t greater than 
that of initial tag. Thus we refine all the tags according to their correlation with other 
tags in the same context. We utilize the relationship among candidate tags to boost the 
tags which are more relevant no matter they are initial tags or expanded tags. In order 
to fully utilize the probability value estimated in the former stages, we use the RWR 
algorithm to refine the candidate tag set based on the tag graph.  

5.1   Correlation and Transition between Tags 

To construct a directed tag graph, each candidate tag is considered as a vertex and 
each two vertexes are connected with two directed edges. The directed edge is 
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weighted with a transition strength which indicates the probability of transition from 
the tail vertex to the head vertex. To estimate the transition strength, we first combine 
the co-occurrence and absence to estimate the correlation of two tags, and then the 
correlations are used to estimate the transition probability denoted by transition 
strength. 

Usually, the co-occurrence is used to estimate the correlation of two tags in the 
previous works. However, these approaches don’t consider the absence of tags and 
the hidden correlation. Thus we propose a balanced correlation measure which takes 
both the co-occurrence and absence to computer the correlation between two tags.  
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where 
it  denotes the absence of tag ti, and Pr(ti,tj) is the joint probability that both ti 

and tj appear in a web page and Pr( , )i jt t  is the joint probability of the absence of tj 

and ti. However, the correlation measured by the above-mentioned formula only 
considers the relation between two tags. There may be many hidden correlations 
which can’t be discovered. This estimated correlation is also symmetric. But the 
transition strength between two tags is asymmetric in some time. Thus, it isn’t 
reasonable to represent the transition strength by the correlation directly. To alleviate 
these problems, the transition strength between two tags is proposed to represent the 
probability propagation between these two tags: 
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where is the tag set which is composed of the initial tags and expanded tags. With 
this formula, the hidden correlation between tags can also be discovered.  

5.2   Tag Refinement 

Here we use the random walk with restart (RWR) [14] to propagate the probability 
over the tag graph in order to boost the probability of the more relevant tags. First, a 
transition matrix C is constructed with that each element Cij be the normalized value: 
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We use Pk(ti|Iq) to denote the probability of tag ti at the kth iterations. Then the 

probabilities of all tags at the kth iteration is denoted as kP =[Pk(ti|Iq)]|R|×1. Thus, we 

can formulate this process using the following formula: 
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where P′(ti|Iq) is the normalized value of the initial probability of ti estimated in the 
former sections, and α (0<α<1) is a weight parameter. The probability of each tag 
tends to be a fix value after a number of iterations, which result in a high probability 
for the tag which has strong correlation with the relevant tags.  

6   Evaluations 

A series of experiments are conducted on web images and documents database to 
evaluate the proposed algorithm CTSTag. First, we test the performance of different 
image tagging algorithms. Then, to show the effectiveness of the result tags on image 
retrieval, the retrieval performances of query by keyword based on the result tags of 
different image tagging algorithms are compared. 

6.1   Dataset 

Web-scale database. We downloaded 1 million tagged web images from Flickr using 
its API service. We select the most popular topics which cover the topics of the 
evaluation dataset also, and it is ensured that the images are evenly distributed over 
the different topics. The number of distinct tags per image varies from 2 to more than 
100, and more than 10 million unique tags in total. Then we download about 1 million 
of web documents from the Internet. These documents also cover the same topics of 
the evaluation dataset, and each document is represented by the extracted keywords 
associated with their term frequencies. 

Evaluation dataset. We use the NUS-WIDE dataset as the evaluation set. The 
number of distinct tags per image varies from 1 to more than 100, with an average 
value of about 30. There are 269,648 images and 425,059 unique tags in total. By 
removing rare tags that are used less than 10 times in the entire collection, the average 
number of distinct tags per images is about 15.  

6.2   Image Tagging 

In this section, these experiments are designed to test the effectiveness of our 
algorithm CTSTag used in image tagging. It is also compared with neighbor voting 
based image tagging algorithm (NVTag) [16] and the other search based image 
tagging algorithm (SBIA) [12]. For the CTSTag, 30 initial tags which are more than 
the average number of tags per image are derived before the denoising operation, and 
then we expand the initial tag set with 50 other tags. For the NVTag and SBIA, the 
number of result tags varies from several to the maximum number 60 based on the 
ground truth. We employ three standard criteria to evaluate the image tagging 
performance, i.e., average precision (Av_P) and average recall (Av_R). With m result 
tags, the precision and recall are denoted by Av_P@m, Av_R@m. Two parameters are  
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evaluated first. One is the size K which indicates how many nearest neighbours are 
selected, and the other one is the restart parameter α. After the parameters were fixed, 
we compare the Av_P@m and Av_R@m of different tagging algorithms. 
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Fig. 1. a, b Average precision and recall of different value of K 

By comparing the tagging performance with different K. all these algorithms retrieve 
K images first, and the number of tagging result is fixed to top 15 tags for all the 
algorithms. The average precision and recall are shown in Fig.1.a and b. It shows that the 
changes of these curves of different algorithms are similar though their peaks are 
different. The performance of NVTag is the best when K is 300, and K is 200 for SBIA to 
achieve its best performance. As the CTSTag select the images with smallest semantic 
gap, its curves are more sooth after that they achieve their peaks. The performance of 
CTSTag is similar when K is equal or larger than 150. Thus, in the following 
experiments, K is set to be 200, 300 and 150 for NVTag, SBIA and CTSTag respectively. 

The other parameter to be evaluated is the restart parameter α. As the SBIA also 
use RWR to refine the tags, we will compare the performance of SBIA and CTSTag 
with α varied from 0.1 to 0.9. The number of result tags m is also set to be 15.  
Fig.2. a and b show the average precision and recall of both algorithms. It indicates 
that the change trends of both figures are similar, and both precision and recall rates 
reach to the lowest value when α is 0.9. Both of the two algorithms achieve their best 
performances when α is set to be 0.3, Therefore, in all of the following experiments, 
the parameter α is set to be 0.3 for SBIA and CTSTag. 

Based on the aforementioned parameters evaluation, we compare the Av_P@m and 
Av_R@m of different algorithms in this experiment. Fig.3.a and b show the Av_P@m 
and Av_R@m with m varied from 1 to 15. According to these figures, CTSTag 
consistently outperforms both NVTag and SBIA. There are several reasons. The first 
one is that we reduce the effect of noisy images by selecting the images with small 
semantic gap. Second, the SBIA only use the TF-IDF to re-weight the tags associated 
with the feedback images, which rarely consider the visually similarity of images and 
other relation. The NVTag use the frequency of a tag minus its prior frequency to 
train the tags, which also consider less on the visually similarity and is not scalable. 
Our algorithm combines both the frequency and image visually similarity to derive 
the initial tags. Finally, we enhance the correlation between tags by mining the hidden 
correlation, and also the correlations among the expanded scale of tags can boost the 
tags that are more related to the query image. 
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Fig. 2. a, b Average precision and recall of different value of α 
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Fig. 3. a, b Average top-m precision and recall of different algorithms 

6.3   Image Retrieval 

In this section, we employ a general tag-based image retrieval used in existing 
systems such as Flickr to evaluate the effectiveness of the result tags of different 
tagging algorithms on image retrieval. The retrieval system indexes the result tags of 
the evaluation dataset, and a well-founded ranking function Okapi BM25 is used to 
ranking the retrieved images [20]. To evaluate the retrieval result, we use two 
evaluation criteria i.e. the average precision Av_P@m of top m retrieved images and 
the average recall Av_R@m of top m retrieved images. 

Since the NVTag and SBIA only derived candidate tags from visually similar 
images, the tags that appear less frequently in the visually similar images are less likely 
to be selected. Our tagging algorithm also tag the query images with the tags that are 
relevant but appear less frequently or never appear in the visually similar images. To 
compare the effectiveness of these result tags on image retrieval, we design two 
experiments, i.e., one uses single-word queries, one uses double-word queries. 

In the single-word queries experiment, we use the common words as the queries, 
i.e., {{airport}, {boat}, {beach}, {bridge}, {car}, {computer}, {dog}, {fish}, {sun}, 
{tree}}. In the two-word queries experiment, we combine the common word with a  
relatively uncommon word to set a query, i.e., {{airport girl}, {boat jumping}, {beach 
swimsuits}, {bridge cloud}, {car accessories}, {computer office}, {dog baseball}, 
{fish vocation}, {sun sports}, {tree countryside}}. 
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Fig. 4. a, b Average retrieval precision and recall of single-word query 

Fig.4. a and b show the average retrieval performances of single-word queries 
experiment. Fig.5. a and b show the average retrieval performances of double-word 
queries experiment. Two conclusions can be drawn from these figures. First, when we 
set a common word as a query, the performances of image retrieval based on different 
result tags are similar. This is because that the common tags are preferred to be 
selected to tag the query images by all the three algorithms. Second, when add the 
single-word query with an uncommon word, the performance of image retrieval based 
on result tags of CTSTag are improved obviously. This because that both NVTag and 
SBIA tag the query image with the tags that are common in the visually similar 
images, and the uncommon are less likely to be selected. Since the double-word 
queries contain the uncommon words, many images whose result tags don’t contain 
the uncommon tags can’t be retrieved. However, the CTSTag expand the initial tag 
set with other relevant tags that may be uncommon or never appear in the visually 
similar images, and then the correlation between all the tags are used to boost the tags 
which may be neglected by other algorithms. 
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Fig. 5. a, b Average retrieval precision and recall of double-word query 

7   Conclusions 

In this paper, we formulate the image tagging as a search problem, and a novel 
probabilistic image tagging algorithm based on search result mining is proposed. 
First, a content-based search is used to retrieve visually similar images, and then the 
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initial tags with their probability value are derived from the k nearest neighbour 
images. Second, with the initial tags as the query a text based search is used to expand 
the tags, and then a probability flow measuring method is proposed to estimate the 
probabilities of the expanded tags. Finally, a measure of tag transition strength is 
proposed to construct the transition matrix, and then RWR based on the transition 
matrix is used to refine the probability of all the tags. The search based framework 
make that our algorithm isn’t limited to the training dataset, and it also tag image by 
combing web documents mining. Thus it is scalable and can use many kinds of web 
resource to tag image. Experimental results on NUS-WIDE dataset show not only the 
effectiveness of our tagging algorithm but also the effectiveness of image retrieval 
based on the result tags.  
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Abstract. Overlay networks are widely used for peer-to-peer (P2P) systems and
data center systems (cloud system). P2P and data center systems are in face of
node frequently joining, leaving and failure, which leads to topological uncer-
tainty and data uncertainty. Topological uncertainty refers to that overlay net-
work is incomplete, i.e., failures of node and link (between two nodes). Data
uncertainty refers to data inconsistency and inaccurate data placement. Existing
P2P and data center systems have these two uncertainties, and uncertainties have
an impact on querying latency. In this study, therefore, we first give probabilis-
tic lower bounds of diameter and average query distance for overlay network in
face of these two uncertainties. The querying latency of existing systems can-
not be better than the bounds. Also, existing systems often suffer unsuccessful
queries due to uncertainties. To support an efficient and accurate query, we pro-
pose a topology constructive method and a data placement strategy for removing
two uncertainties from overlay network. Also, efficient algorithms are proposed
to support range queries in an overlay network. The DeBruijn graph representing
overlay network is used to construct a new system, Phoenix, based on proposed
methods. Finally, experiments show that performances of Phoenix can exceed
the probabilistic bounds, and they behave better than existing systems in terms of
querying latency, querying costs, fault tolerance and maintenance overhead.

1 Introduction

The growing popularity of (Peer-to-Peer) P2P and data center (cloud) systems
makes them very likely substrate for future large-scale information architectures
[1,2,5,13,14,20,11,12]. Most P2P and data center systems are based on overlay net-
works. For example, for P2P systems, Chord [2], Pastry [1] are based on the Hypercube
topology; Viceroy [5] and Ulysses [6] are based on the Butterfly topology; Cycloid [7]
is based on the CCC topology [8]; CAN [1] is based on the d-dimensional torus topol-
ogy; Koorde [4], D2B [3] are based on the deBruijn topology; Moore [18,9] and BAKE
[10] are based on the Kautz topology; [19] is based on bipartite topology. For data cen-
ter systems, BCube [12] and FiConn [11] are based on the Hypercube topology; VL2
[15] is based on the deBruijn-like topology.
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However, one critical requirement of these systems is that the number of nodes must
be some given values determined by the node degree and the network diameter. Hence,
the corresponding approaches are often impractical when nodes frequently join, leave,
and fail. The dynamic feature leads to topological uncertainty and data uncertainty of
overlay network. Topological uncertainty refers to that overlay network is incomplete,
i.e., failures of node and link (between two nodes). Data uncertainty refers to data incon-
sistency and inaccurate data placement. P2P and data center systems often suffer a large
querying latency and unsuccessful queries in face of the two uncertainties. To solve the
problems, there are some challenges for which we propose efficient approaches in this
paper, which is summarized in next subsection.

1.1 Challenges and Our Contributions

Challenge 1: How to compute the lower bound of querying latency of overlay network
in face of uncertainties? The Moore bound sets diameter lower bound for any static
overlay network [22]. The Moore bound, however, cannot give a good description for
overlay network in face of uncertainties. The diameters of Kautz and deBruijn graphs
mostly achieve the Moore bound. However, the diameters of the systems based on them,
like D2B, Koorde and FissionE, are much larger than the Moore bound. To compute
lower bound, we should answer questions: how to simulate uncertainties for overlay
network? how to compute probabilistic distribution of query distance?

In our approach, we define a random process that a node joins a dynamic trie tree
structure. The random process can be seen as a coupon collector’s problem [17]. Then
we can compute distance distribution, from which probabilistic lower bounds of the
network diameter and average query distance are derived.

Challenge 2: How to remove topological uncertainty from overlay network? Topo-
logical uncertainty refers to that overlay network is incomplete, i.e., failures of node
and link (between two nodes). The main reason is that overlay network is typically dy-
namic with nodes frequently coming and leaving. To remove topological uncertainty,
a topology constructive method should be proposed for overlay network to deal with a
dynamic scenario.

In our approach, we propose a dynamic trie tree structure that can provide a flexible
topological control for an overlay network in dynamic scenarios. Based on the tree
structure, any overlay network can be used to construct a system that can behave good
topological properties in dynamic scenarios.

Challenge 3: How to remove data uncertainty from overlay network? Data uncertainty
refers to data inconsistency and inaccurate data placement. For a static overlay network,
i.e., Hypercube and deBruijn, data objects are strictly mapped to corresponding nodes
based on data and node identifiers. However, data objects cannot locate correspond-
ing node identifiers in face of frequent topology changes, which can get data lost or
inconsistent.

In our approach, based on dynamic trie tree structure, a data object is mapped to
a node of overlay network in a fault tolerant way. Even if many nodes fail, our data
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placement policy guarantees that a data object is distributed to a node having the longest
matching identifer with the data object’s, so that the data placement policy can accu-
rately and efficiently organize data objects and support data queries.

Challenge 4: How to support range queries in an overlay network? Range query is a
universal and useful query type, and thus it is desirable to support efficient range queries
in an overlay network. Our topological construction and data placement strategies guar-
antee an efficient exact query (routing) in an overlay network. However, it is unrealistic
to transform a range query to several exact queries, since this method may incur a very
large network overhead. Thus, new algorithms should be proposed to support efficient
range queries in an overlay network.

In our approach, based on the trie tree, two locality-preserving data placement algo-
rithms are proposed for one-dimensional and multi-dimensional data, so that the data
whose values are close each other will obtain adjacent identifiers and data will be stored
on same or neighboring peers. Therefore, the efficient routing algorithm can be used to
reach a peer that covers a part of a querying range, then query is forwarded along pre-
decessor or successor links to obtain the whole querying range.

The rest of the paper is organized as follows. The search delay is analyzed for the
dynamic network, and two lower bounds are proved for the network diameter and aver-
age query distance in Section 2. The topology constructive method and data placement
strategy are proposed to remove uncertainties from overlay network in Sections 3.
Section 4 introduces efficient algorithms for supporting one and multiple dimensional
queries. Finally, the performance of the two proposed algorithms are evaluated in
Section 5 and we conclude the work in Section 6.

2 Probabilistic Lower Bounds of Query Delay of a Dynamic
Overlay Network

Most existing overlay networks are in face of uncertainties. The negative effects due to
possible dynamical behaviors need to be carefully considered for topology properties.
In this section, we discuss the impact on the diameter and average query distance.

It is well known that Moore bound [22] is a lower bound of diameter for any static
overlay network. For a static overlay network with maximum out-degree d, any node
cannot reach more d + d2 + ... + dh nodes in at most h hops. Hence, in order to reach
all n−1 nodes in at most h hops, the value of h should satisfy d+d2 + ...+dh ≥ n−1
which leads to the Moore bound. However, with uncertainties, the number of nodes
reached from a beginning node in i hops may not be di nodes, for 1 ≤ i ≤ h. In other
words, the routing tree may not be completed in each level.

To simulate uncertainties for a overlay network, we set up a d-way trie tree. Let us
consider a case that nodes join and leave randomly from a trie tree. The joining process
of a node is equivalent to that of a ball with a prefix x is dropped into the root of a
virtual tree and then reaches a most matched node with x of d children as the next step.
The leaf at which the ball ends up is the node’s parent, and shares the longest common
prefix with x. The process is similar with the most existing P2P and data center systems.
Node departure is an opposite process of node joining.
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Now we estimate a lower bound of the diameter for an overlay network with uncer-
tainties. Here, the diameter is defined as the largest depth of the tree.

Theorem 1. With the probability 1− o(1), the lower bound dmax of the diameter of an
overlay network concentrates on the value dl, where

dl = �logd n +
√

d logd n − 1.5� (1)

Proof. Since dmax is the maximum height of the tree, to compute dmax, we need to
consider the leave process of a node. This process is constructed by dropping balls and
getting rid of leaf, and it is very similar with the well know structure called the Patricia
trie [16]. The tree is a collapsed version of the regular trie in which all intermediate
nodes with a single child are removed. Recall that with the probability 1 − o(1), the
height of a random Patricia trie is concentrated on the value dl, where dl is given by the
Equation (1), we obtain the result from [16]. �
The diameter of an overlay network is simply the largest distance between any pair of
nodes and only provides an upper bound on the delay (number of hops) experienced by
users. A much more crucial metric is the average distance between any pair of nodes.
We will focus on a lower bound of this metric in an overlay network.

Let h denote the minimum depth of the d-way tree. The tree is divided by two parts.
First part consists of all nodes which locate between the root and h − 1 level. Second
part includes all nodes which locate between level h to dmax − 1. Naturally, the first
part is a full d-way tree with depth h. Let d(root, x) (denoted by dx) denote the distance
from the root to any node x in the tree. We will discuss the distribution of dx for the
two parts separately.

To compute the distribution of the first part, we define a sequence of indicator random
variables Ai, i ≥ 0, where Ai = 1 if level i of the tree is full after users joined the
system and Ai = 0 otherwise. We say that a level is full if all nodes of that level are
present and nonleaf. Notice that level i can be full only if i ≤ h and that Ai = 1 implies
that Ak = 1, for all k < i. It immediately follows dx that is at least k + 1 if and only if
all levels from 0 to k are full:

P (dx ≥ k + 1) = P (
⋂

[Ai = 1]) (2)

We then have the deduction of Formula (2):

P (dx ≥ k + 1) = P (dx ≥ k)P (Ak|Ak−1) (3)

where P (dx ≥ 0) = 1 and P (Ak|Ak−1) is the conditional probability of level k being
full given that all previous levels 0, ..., k − 1 are full:

P (Ak|Ak−1) = P (Ak = 1|h ≥ dx) (4)

For the first part, we draw out the following theorem.

Theorem 2. With the probability 1 − o(1), the distribution of dx is:

exp{−dk exp{n(d − 1) + 1

dk+1(d − 1)
− 1

d − 1
}}
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Proof. First notice that the first part is a d-way tree with h levels. The d-way tree built
using nodes contains n(d−1)+1

d leaves and nonleaf n(d−1)+1−d
d(d−1) nodes. Next, examine

level k of the tree and observe that all dk possible nodes at this level must be non-
leaf for level k to be fully joined. Assuming that all previous levels are full, exactly
dk−1

d−1 non-leaf nodes contributed to filling up levels 0, ..., k − 1 and the remaining
n(d−1)+1−d

d(d−1) − dk−1

d−1 = n(d+1)+1−dk+1

d(d−1) non-leaf nodes had a chance to be joined. After
the first levels k − 1 have been filled up, each node at level k is hit by an incoming
ball with an equal probability d−k. Thus, our problem reduces to finding the probabil-

ity that u = n(d+1)+1−dk+1

d(d−1) uniformly and randomly placed balls into m = dk bins
manage to occupy each and every bin with at least one ball. There are many ways to
solve this problem, one of which involves the application of well-known results from
the coupon collector’s problem [17]. We use this approach below. Define Z(u) to be the
random number of non-empty bins after balls u are thrown into m bins. Thus, we can
write P (Ak|Ak−1) = P (Z(u) = m). Recall that in the coupon collector’s problem,
u coupons are drawn uniformly randomly from a total of m different coupons. Then,
the probability Z(u) = m to obtain m distinct coupons at the end of the experiment is
given by [17].

P (Z(u) = m) =
∑

(−1j)(m/j)(1 − j

m
)u (5)

For large u, the term (1 − j/m)u can be approximated by e−uj/m, yielding

P (Z(u) = m) ≈
∑

(−1j)(m/j)e−uj/m = (1 − e−u/m) (6)

Since we are only interested in the asymptotically large m = O(logdn), (6) allows a
further approximation

P (Z(u) = m) ≈ e−me−u/m

= exp{−dk exp{ n(d−1)+1
dk+1(d−1)

− 1
d−1}}

(7)

From (5)-(7), we get the distribution of dx:

P (dx ≥ k + 1) = P (dx ≥ k)P (Ak|Ak−1)

≈ exp{−dk exp{ n(d−1)+1
dk+1(d−1)

− 1
d−1}}

(8)

�
From (8), we know that

h = max(dx)
= logd n − logd((1 + ε) log n − O(log log n))

(9)

with the probability at least 1 − n−ε, ε ≤ 1.
For the second part of the tree, we have the following theorem from [16].
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Theorem 3. With probability 1 − o(1), the distribution of dx of PATRICIA tries is:

dx ∼
√

1 + dξΦ′(ξ) + ξdΦ′′ (ξ)e−nΦ(ξ) (10)

where ξ = nd−k, 0 < ξ < 1, and Φ(ξ) ∼ 1
dρ0e

ϕ(logdξ)ξ3/2 exp(− logd ξ
d log d ).

From the distribution of dx for two parts of the tree, we get the lower bound of average
distance for a dynamic network. We have the following theorem.

Theorem 4. The lower bound of average distance for a dynamic network is logdn +√
logd n/d with the probability at least 1 − n−ε, ε ≤ 1.

Proof. From the above equations, we get the average distance:

davg =
h−1∑
k=0

k · (exp{−dk exp{n(d − 1) + 1
dk+1(d − 1)

− 1
d − 1

}})+

dmax−1∑
k=h

k · (
√

1 + dξΦ′(ξ) + ξdΦ′′(ξ)e−nΦ(ξ))

≈ logdn +

√
logd n

d

�
Now we have obtained the lower bounds of the diameter and average distance for an
overlay network. The search delay of any existing P2P or data center system cannot be
smaller than the lower bounds.

3 Topology Constructive and Data Placement Methods of Overlay
Network

Any static overlay network has desirable properties graph only if all nodes exist and
are stable. Such as deBruijn and butterfly have dk and dkk nodes respectively. This
requirement, however, is impractical in face of uncertainties. To address this issue, we
propose a dynamic multi-way trie tree structure to achieve the desired topology.

3.1 Dynamic Multi-way Trie Tree Structure

Definition 1. A dynamic d-way trie tree with depth k is a rooted tree. Each node has at
most d child nodes. Each edge at the same level is assigned a unique label. Each node
is given a unique label. The label of a node is the concatenation of the labels along the
edges on its root path. The label of each edge is assigned based on the following rules.

– The edge from the root node to its ith child is labeled as xi
1 = i for 0 ≤ i ≤ d − 1.

The ith child of root node is labeled as xi
1 = i, and is arranged from left to right.

The root node does not contain any string.
– The edge from a node x1 to its ith child is labeled as xi

2 = i for 0 ≤ i ≤ d− 1. The
ith child is labeled as x1x

i
2, and is arranged from left to right.

– The edge from a node x1x2...xk−1 to its child is labeled as xi
k. The child of xi

k is
labeled as x1x2...xk−1xk, and is arranged from left to right.
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– There is a bidirectional edge between any node and its parent, and all the nodes at
the same level form a ring.

The trie tree might be imbalanced in a dynamic environment. In fact, it is impractical
to keep a balanced tree in a dynamic scenario. Definition 2 gives a definition of the
balanced tire tree.

Definition 2. A d-way trie tree with depth k is balanced if all leaf nodes are at the level
k. A balanced trie tree is a complete trie tree only if the parent node of any leaf node
has full child, otherwise it is an incomplete trie tree.

0 00 0 1

0 0 0

0

0 10 1 0

0 1 1

1

1 1

1 0

1 0 0

1 0 1

1 1 0

1 1 1

Fig. 1. Example of a trie tree

The tree shown in Fig. 1 is a complete trie tree. If the leaf node 011 fails, the tree
becomes an incomplete trie tree. If nodes 010 and 011 both fail, the tree becomes an
unbalanced tree.

For any level, the left-to-right traversal of nodes at that level form a total ordering,
denoted as the trie ordering. We sort all children of root node in an ascending order
within level 1, and then rank all the child nodes of each node at level 1 respectively.
Note that the level 2 nodes inherit the order of nodes in level 1. By sorting nodes from
level 1 to k recursively, we can find a trie ordering of nodes at each level. From the trie
tree structure, we know each level forms a ring and we call it the trie ring. We arrange
the trie ordering in each ring along the anti-clockwise direction. In the ring, each node
connects its predecessor and successor.

Definition 3. For any node x, its predecessor is the first existing node clockwise from
it in a trie ring of existing nodes at the same level, and its successor is the first existing
node anti-clockwise from it in the same trie ring. The concept of left adjacent node is
similar to the predecessor, but the trie ring is consisted of all possible nodes not just
existing nodes. So do the right adjacent node and successor node.

For example, in Figure 1, the node 010 is the predecessor of the node 011 and its suc-
cessor is the node 100. In the unbalanced tree, (the node 010 and 011 are not alive) the
predecessor of the node 100 is the node 001 and 001’s successor is 100.
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3.2 Mapping Overlay Network to Dynamic Trie Tree

For a node x = x1x2...xk of an overlay network, σi(x), 1 ≤ i ≤ d, denotes a neighbor
node of x. The label will be used throughput the paper. Any d-ary overlay network is
mapped to the d-way trie tree as follows:

– If a node σi(x) is alive in the overlay network, then it is the ith neighbor of node x;
– Otherwise, if σi(x) and its trie tree predecessor y have a common prefix with length

k − 1, then node y is the ith neighbor of node x. In this case, node y also keeps the
identifier σi(x) to take over node σi(x).

– Otherwise, if σi(x) and its trie tree successor z have a common prefix with length
k−1, then node z is the ith neighbor of node x. Similarly, node z keeps the identifier
σi(x).

– Otherwise, the youngest alive ancestor of σi(x) is used as the ith neighbor of node
x and the ancestor keeps the identifier σi(x).

The mapping rule guarantees that node x of system based on any overlay network can
connect to its neighbor node σi(x). For example, node 010 connects to nodes 100 and
101 in Fig. 1. If node 100 fails, then node 010 connects to 101 again and node 101
keeps the identifier 100 to take over node 100. If nodes 100 and 101 both fail, node 010
connects to their parent node 10 and node 10 keeps the identifiers 100 and 101 to take
over both of them.

From the mapping rule, it is easy to draw the following conclusion.

Theorem 5. For an inner node x and leaf node y of system based on an overlay net-
work, the former rules can make the following conclusion:

– For a balanced tree, x has 2d + 3 neighbors and y has d + 3 neighbors.
– For an unbalanced tree, x has at least 2d + 1 neighbors and y has at least d + 1

neighbors.

3.3 Data Placement Rule of Overlay Network

The data placement is very important for P2P and data center systems. Normal data
placement polices may not accurately and efficiently organize data and support data
queries. The following scheme can assure that data objects are distributed based on the
longest prefix matching policy. In addition, the scheme is fault-tolerant.

Suppose the identifier of a data object is x whose length is longer than a node iden-
tifier. The following algorithm gives the placement rule.

Algorithm 1. Placement(Data x = x1x2...xk...)

if node x′ = x1x2...xk has appeared in the overlay network then
Node x′ stores the data x.

else if node x′ and its predecessor y have common parent node in the trie tree then
Node y is the host node of data x.

else if node x′ and its successor z have common parent node in the trie tree then
Node z is the host node of data x.

else
The youngest alive ancestor of x′ is the host node of data object x.
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For example, in Figure 1, data 100... is stored by node 100, and is taken over by
node 101 when node 100 is not alive. If nodes 100 and 101 are both not alive, then their
parent node 10 keeps the data object.

3.4 Case Study

In this section, deBruijn representing the single protocol (like Kautz, Hypercube) of
static overlay network based on the trie tree and above proposed schemes are used to
construct a new dynamic system Phoenix.

110

111 101

011

100

010 000

001

Fig. 2. Example of a deBruijn structure

The topology mapping rule of an overlay network is the most important step for con-
structing a dynamic system. For a deBruijn graph, σi(x) = x2...xkxi

k+1, the mapping
rule can be directly applied. Figure 2 shows a 3-ary deBruijn graph.

Using an example for this deBruijn graph, in Fig. 1, node 010 connects to node 100
and 101. If node 100 fails, node 101 replaces 100. As a result, node 010 connects to 101
again and node 101 stores the identifier 100. If nodes 100 and 101 both fail, node 010
connects to their parent 10 and node 10 stores the identifier 100 and 101.

The routing algorithm from peer x to peer y of the deBruijn overlay is: find the
largest suffix u of x that coincides with a prefix of y, then walk towards a neighbor z of
x such that its largest suffix v coincides with a prefix of y and the length of v is larger
than that of u. The process continues until the route reaches y. For example, in Fig.2,
the route goes from peer 010 to peer 000 along the path: 010-100-000.

Phoenix can directly adopt the data placement rule to enhance the performances of
their data managements.

4 Range Queries

In order to manage complex data objects and support more wide applications, Phoenix
should also support complex query operations besides exact-match query in a graceful
fashion, for example, the one-dimensional and multi-dimensional queries. The most
universal querying type is range query. Thus we focus on techniques of range query,
and the techniques can be applied to other type queries after a little modification.

In the following, we will first introduce techniques for one-dimensional range queries
and then for multi-dimensional range queries.

To support one-dimensional range queries of Phoenix, the structure of Phoenix
does not need to be changed. All the data is stored in leaf peers, and the inner peers act
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Fig. 3. Partition of one-dimensional data on trie tree
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Fig. 4. Partition of multi-dimensional data on trie tree

as the routing peers. Here we first design an order-preserving data placement strategy
as follows: we recursively partition the whole data space into sub-spaces in the same
way to construct a complete trie tree whose height equalling that of the current trie tree.
Each data finds the smallest sub-space that contains its values, and uses the identifier
of that subspace as its identifier. Therefore, the data whose values are close each other
will obtain adjacent identifiers in the leaf peer level, and they will be stored on same
or neighboring. For instance, in Fig. 3, suppose range query, [L, H ] = [0, 16], based
on the locality-preserving data placement algorithm, the leaf identifiers are assigned as
sub-space in the way: {[0, 2], (2, 4], ..., (12, 14], (14, 16]}= {000, 001, ..., 110, 111}.

Any peer that issues a range query can find the identifiers of smallest sub-space that
contains the whole query region. Then the query covers multiply peers and will be
routed towards the peer which charges the lower bound of it region firstly. Once the
peer received the query, it will first forward it to the successor peer if it cannot cover
the whole region of the query. And so on and so forth, the query will be forwarded to
a peer which charges the upper bound of its region. The querying method is shown in
Algorithm 2. x is the requesting peer. y and z are the first and last peers that cover the
whole range query. For example, in Figure 1, peer 010 issues a range query [12, 16].
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Based on the locality-preserving placement scheme, we find that peers 110 and 111
cover sub-spaces {(12, 14], (14, 16]} respectively. Then the query is forwarded to peer
110 to get (12, 14] firstly. Then the query reaches peer 111 for obtaining (14, 16] along
the successor link.

Algorithm 2. Query(x, y, z)

case 1 : Length(x) = Length(y) or (y is a data object and x is not a prefix y)
if x = y then

return available.
else if Comprefix(x, Successor(x)) = k − 1 and Successor(x) is less than y in the
ring then

Forward the message to node Successor(x).
else if Comprefix(x, Predecessor(x)) = k − 1 and Predecessor(x) is larger than y in
the ring then

Forward the message to node Predecessor(x).

else
Node x forwards message to its neighbor σi(x) which has the largest value
Comprefix(σi(x), y) among all the neighbors.

case 2 : Length(x) < Length(y) or (y is a data object and x is a prefix y)
if x contains y then

return available
else if Node x has at least one child then

Forward message to its child z which has the largest value of Comprefix(z, y)

else
Node x forwards message to its neighbor σi(x) which has the largest value of
Comprefix(σi(x), y) among all the neighbors.

case 3 : Length(x) > Length(y)
if x has a link to its parent then

Node x forwards message to its parent.

else
Node x forwards message to its neighbors σi(x) which has the largest value of
Comprefix(σi(x), y) among all the neighbors.

Query is forwarded along the successor link until peer z for obtaining the whole range.

This method for range query can decrease the message cost caused by transferring
the query to the all intersection peers, but the delay maybe be a litter larger than for-
warding the query to all related peers simultaneously. It is needed to make a tradeoff
between the delay and the message cost. After computing the hash values of the lower
bound and upper bound, we get the common prefix b of the hash values. If they have
no common prefix, we can divide the range into several (at most d) sub-regions with
common prefixes and deal with each sub-region respectively. The results are covered
by its offspring leaf peers. Therefore, we have another querying algorithm as follows:
the query is firstly routed to peer b. Then the query is routed down links of peer b until
the query reaches peers which cover the whole query region. This technique of range
query is called SPhoneix.
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The two schemes, Phoenix and SPhoenix, for range query are flexible. If the traffic
of the network is heavy, Phoenix is used. Otherwise SPhoenix is adopted.

For multi-dimensional queries of Phoenix, assume the whole data space is
< [l0, h0], ..., [li, hi], ...,[lm−1, hm−1] >. We also construct the complete trie tree as
one-dimensional query. We partition the entire multi-dimensional data space
< [l0, h0], ..., [li, hi], ..., [lm−1, hm−1] > onto the completed trie tree along dimen-
sions A0, ..., Ai, ..., Am in a round-robin style. Each peer in the tree represents a multi-
dimensional data subspace and the root node represents the entire multi-dimensional
data space. For any node B at the jth level of the trie tree that has d child peers,
let i denote the value of j mod m. Then, the subspace c represented by node B is evenly
divided into d pieces along the ith attribute, and each of its d child peers represents one
such a piece. As a result, all leaf peer store the disconnected subspace of the entire
space. Every multi-dimensional value < a0, ..., ai, ..., am−1 > can find its hash value.
For example, in Figure 4, suppose multi-dimensional range query, < [0, 8], [0, 16] >,
the leaf identifiers are assigned as sub-space in the way: {< [0, 2], [0, 8] >, < (2, 4],
[0, 8] >, ..., < (4, 6], (0, 8] >, < (6, 8], (8, 16] >} = {000, 001, ..., 110, 111}. Then
queries are routed to corresponding peers to fetch desirable data. This technique of
multi-dimensional query is called MPhoenix.

5 Performance Evaluation

We use PeerSim1 to implement Phoenix, SPhoenix and MPhoenix. PeerSim is a
large-scale network simulation framework aimed at developing and testing any kind of
dynamic network protocols. We evaluate networks consisting of 256 to 1 million nodes.
Queries are generated randomly and uniformly from the network, and the identifiers
of targeted data objects are also uniformly distributed in the key-space. The simulation
environment is pentium 4 CPU 3.0 GHz, 2G memory and 160G disk. To compare the
efficiency of dynamic networks, we implement Koorde based on deBruijn, and Viceroy
based on Butterfly in PeerSim. To compare the efficiency of one-dimensional range
queries, CAN [1] and BATON [21] are chosen to compare with Phoenix. To evaluate
the efficiency of multi-dimensional range query, we set the dimension of data to 20.
During tests, d is set to 4 for all experiments, and thus the degree of each graph is
also 4.

Querying Efficiency of Dynamic Overlay Networks. In this section, we show two
group of experiments so as to examine the maximum and average querying path lengths
of each graph in the dynamic networks. In the first group of experiments, for different
numbers of nodes, 10% nodes of the total nodes are allowed to join and (depart) in
(from) the network. The maximum and average number of hops are recorded in the
dynamic scenario. The diameter lower bound (Dia-bound) and average distance lower
bound (Avg-bound) are also shown for the two experiments. The results are plotted in
Figure 5. This figure shows that the delays of Phoenix are both less than the lower
bounds. Phoenix has far better performance than Koorde and Viceroy whose querying
efficiencies are worse than the lower bounds.

1 http://www.cs.unibo.it/bison/deliverables/D07.pdf

http://www.cs.unibo.it/bison/deliverables/D07.pdf
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Fig. 5. Querying efficiency of dynamic overlay networks
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Fig. 6. Variations of hops in the presence of nodes concurrently joining and leaving

In the other group, each system initially has 64k nodes, then the same number
of nodes begin concurrently join and (depart) in (from) the network. Thus the num-
ber of nodes in the network hardly changes. Figure 6 shows the variation of the lengths
of query paths. As shown in the result, though the static graphs are the same, Phoenix
is more stable than Koorde and Viceroy when dealing with the concurrently joining and
leaving operations. The experiment confirms that our constructive method guarantee
that overlay networks behave stable in face of uncertainties, and the performances are
not limited by the lower bound any more.

Querying Efficiency of Range Queries. This section shows evolutional results of range
queries. We calculate the average number of messages and hops induced by answer-
ing one-dimensional rang query request in the network. As shown in Figure 7(a) and
Figure 7(b), Phoenix incurs least costs when performing a rang query request than
CAN and BATON. The reason is that both CAN and BATON first identify a peer whose
data is in the query region, then proceed left and/or right to cover the remainder of the
query range. Though the degree of CAN is large, it still achieves the worst efficiency.
In addition, it is very difficult to make a decision on the value of d in advance, be-
cause it only relies on the expected number of nodes in the system, and therefore large
value of node degree is not suitable in dynamic network. Compared to other networks,
SPhoenix takes very small number of hops, but it takes more costs than other networks
because the request can reach the leaf peers simultaneously.
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The evaluating results of multi-dimensional range queries are shown in Figures 8(a)
and 8(b). Phoenix and SPhoenix are also plotted in the figures. From the figures, we
know that MPhoenix behaves great in terms of querying hops and querying costs.

Robustness. A number of 4000 queries are uniformly generated in the network consist-
ing of 10000 nodes. When the network becomes stable, we let a node fail with probabil-
ity p ranging from 0.1 to 0.3. Figure 9 plots the percentage of successful queries when
using the forwarding algorithm of corresponding protocol. For the same percentage of
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failed nodes, the percentages of successful queries for Phoenix is much higher than
that of other networks, and their variations are minimal. This is because all the methods
for networks are robust to guarantee the successful query. Though Viceroy and Ko-
orde are based on the same overlay networks as Phoenix, they encounter more failed
queries. The reason is that a message is always forwarded towards a unique neighbor
that is closer to the destination and is not allowed to transfer along other paths during
their querying.

6 Conclusions

In this study, we solve the problem of poor performance put on by overlay network in
face of topological and data uncertainties. We first give probabilistic lower bounds of
query distance in face of uncertainties. Then based on the proposed topology construc-
tive method and data placement rule, we can remove uncertainties from overlay network
in a dynamic scenario. Moreover, efficient algorithms are proposed to support range
queries. Finally, extensive experiments show that the new dynamic system, Phoenix,
derived from proposed methods, achieve an optimal querying efficiency which exceeds
the lower bounds. We also have the plan of using Phoenix as an infrastructure to sup-
port other large-scale and distributed applications.
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Abstract. This paper proposes an efficient probabilistic indexing scheme called 
Probabilistic Multiple-Feature-Tree(PMF-Tree) to facilitate an interactive retrieval 
of Chinese calligraphic manuscript images based on multiple features such as 
contour points, character styles and types of character. Different from conventional 
character retrieval and indexing methods [18] which only adopts shape similarity 
as a query metric, our proposed indexing algorithm allows user to choose the above 
three kinds of features they prefer to as query elements. Moreover, a probabilistic 
modal is introduced to refine the retrieval result. Comprehensive experiments are 
conducted to testify the effectiveness and efficiency of our proposed retrieval and 
indexing methods respectively.  

Keywords: Chinese calligraphic character, high-dimensional indexing, probabilistic 
retrieval. 

1   Introduction 

Chinese historical calligraphy work is a valuable part of the Chinese cultural heritage. 
To effectively protect these works from ruining or damage, they have been digitized to 
store permanently. The issue of retrieval and indexing of such digital works becomes 
new challenges. As shown in Fig. 1, the state-of-the-art character retrieval and indexing 
methods only use contour points extracted from a character as a feature in the similarity 
retrieval. The styles, types, even number of strokes of a character, however, have not 
been adopted to facilitate the character retrieval, which can be also as two effective 
features to prune search region in the retrieval processing.  
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In essence, the efficient retrieval of Chinese calligraphic characters directly relates 
to the category of high-dimensional data indexing with multiple features. Although 
considerable research efforts have been done on the high-dimensional indexing issue 
[10], unfortunately, the existing high-dimensional indexing methods can not be directly 
applied to Chinese calligraphic characters [18]. In our previous work [18], we studied 
the character retrieval and its indexing algorithms only based on their contour similarity 
measure. However, in Figs. 2 and 3, for a same character “书”, there are two different 
styles(i.e., Yan Ti and Mi Ti, etc) and two different types (i.e., Kai Su and Li Su, etc). In 
most cases, people would like to get some result characters with specific style or type 
they prefer to, which can also be regarded as effective pruning criteria to reduce a 
search region.  
 

  

    (a). Yan Ti                                (b). Mi Ti 

Fig. 2. Two different styles of a same character 

 

 

 

 

Fig. 1. A calligraphic character images 

       (a). Kai Su                                 (b). Li Su         

Fig. 3. Two different types of a same character 
 

In addition, due to the shape complexity of the Chinese calligraphic character, personal 
knowledge level and errors occurred in the feature extraction, as shown in Tables 1-3, for 
the character “书”, the identifications of its corresponding features such as character type, 
style, even number of strokes are not trivial, and the precision ratio of character retrieval is 
not so accurate. For example, for the character in Table 1, the probabilities of the character 
style are Yan Ti, Mi Ti and Liu Ti are 10%, 85% and 5%, respectively. So the introduction 
of probability modal can further refine the retrieval results. 

Table 1. The probability of style of“�”             Table 2. The probability of type of“�” 

Style Probability 
Yan Ti 10% 
Mi Ti 85% 

 Liu Ti 5%  

Type Probability 
Kai Su 5% 
Li Su 5% 
Cao Su 85% 

 Xing Su 5%  

Table 3. The probability of number of strokes of“书” 

Number of strokes Probability 
9 15% 
10 80% 

 11 5% 
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From the above discussion, in this paper, based on the shape-similarity-based 
retrieval algorithm for Chinese calligraphic character in our previous work [18], we 
propose a probabilistic and composite high-dimensional indexing scheme based on 
multiple features, called PMF-Tree, which is specifically designed for indexing the 
large Chinese calligraphic characters. With the aid of the PMF-Tree index, a 
probabilistic k-nearest neighbor query of character λq in high-dimensional spaces is 
transformed into a range query in the single dimensional space. 
The primary contributions of this paper are as follows: 

1. We propose a novel probabilistic interactive retrieval method to effectively 
support the Chinese calligraphic characters retrieval by choosing multiple 
features of character. 

2. We introduce a Probabilistic Multiple-Feature-Tree(PMF-Tree)-based indexing 
method to facilitate the interactive and efficient Chinese calligraphic characters 
retrieval with multiple features. 

The remainder of this paper is organized as follows. In Sections 2, we provide 
background of our work. Then in Section 3, we propose a Probabilistic 
Multiple-Feature-Tree(PMF-Tree)- based high-dimensional indexing scheme to 
dramatically speed up the retrieval efficiency. In Section 4, we report the results of 
extensive experiments which are designed to evaluate the efficiency and effectiveness 
of the proposed approach. Finally, we conclude in the final section.  

2   Background 

Numerous promising research works have been done on the handwriting recognition 
[5]. For instance, a word-matching technology is used to recognize George 
Washington’s manuscripts [3], and the historical Hebrew manuscripts were identified 
in [4]. However, no published research work has been done successfully on Chinese 
calligraphic character retrieval because it differs from other languages by its enormous 
numbers and complex structure of ideographs. In [6] Shi et al. have shown a 
content-based retrieval method for antique books, however it is unknown how well this 
rigid visual similarity-based method works on the Chinese calligraphic characters 
retrieval with different styles of handwritings in different dynasties. Belongie et al. [8] 
have proposed an inspirational and similar approach to ours, yet it is much more 
complex at least for calligraphic character retrieval. Our earlier work includes applying 
the Projecting method [2] and the Earth Movers’ Distance (EMD) method [9] to the 
Chinese calligraphic character retrieval. However, these two recognition techniques are 
too rigid to be applied to the retrieval process. For calligraphic character retrieval, 
shape is a promising feature to model a character. So in this paper, we adopt a 
shape-similarity(SS)-based retrieval method proposed in our previous work [18] as a 
similarity measure between two characters. 

There is a long stream of research on solving the high-dimensional indexing 
problems [10]. The R-tree [11] and its variants [12], etc are based on data & space 
partitioning, hierarchical tree index structure, however their performance deteriorates 
rapidly as dimensionality increases due to the “dimensionality curse" [10]. Another 
category is to represent original feature vectors using smaller, approximate 
representations, e.g., VA-file [13] and IQ-tree [14], etc. Although these methods 
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accelerate the sequential scan by using data compression, they incur higher 
computational cost to decode the bit-string. The above two categories of indexing 
approaches, however, are only suitable for indexing the multi-dimensional data with 
the fixed dimensionality and does not fit for indexing the character features since 
almost every character has different number of contour points (dimensionalities). The 
distance-based approach (e.g., iDistance [15]) may be a promising scheme to indexing 
them since it does not heavily depend on the dimensionalities of the characters. 

3   The PMF-Tree Index 

In order to improve the probabilistic retrieval efficiency, in this section, we develop a 
novel probabilistic high-dimensional indexing technique, called the Probabilistic 
Multiple-Feature Tree(PMF-Tree for short), to accelerate the retrieval process.  

3.1   Preliminaries 

The design of the PMF-Tree is motivated by the following key observations. First, 
conventional character retrieval and indexing methods [18] are only based on similarity 
of two characters without considering the other factors such as number of strokes, 
styles, etc. So the effectiveness of these methods are not satisfactory and their query 
performances are not well scaled for large dataset due to the CPU-intensive distance 
computation in the retrieval process [18]. Second, the feature uncertainty has not been 
studied in the state-of-the-art character retrieval techniques, which may enable the 
query results to be more accurate and objective.  

First we briefly introduce the notations that will be used in the rest of paper. 

Table 4. Meaning of Symbols Used 

Symbols Meaning 
Ω a set of Chinese calligraphic character 
λi the i-th character and λi∈Ω 

M the number of contour points from a character 
N the number of characters in Ω 
λq a query character user submits 
Θ(λq,r) a query sphere with centre λq and radius r 

Sim(λi,λj) the distance between two characters defined in [18] 

ε Threshold value 
 
As a preliminary step, before constructing the PMF-Tree, all characters in Ω are first 

grouped into T clusters by an AP-Cluster algorithm [16]. Each cluster is denoted as Cj, 
in which the centroid character(Oj) in Cj can be adaptively selected by the algorithm 
[16], where j∈[1,T]. So we can model a cluster as a tightly bounded sphere described by 
its centroid and radius, which is saved in a class information file. 

Definition 1 (Cluster Radius). Given a cluster Cj, the distance between Oj and the 
character which has the longest distance to Oj is defined as the cluster radius of Cj, 
denoted as CRj. 
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Given a cluster Cj, the cluster sphere of it is denoted as Θ(Oj,CRj), where Oj is the 
centroid character of cluster Cj, CRj is the cluster radius. 

Definition 2 (Centroid Distance). Given a character λi, its centroid distance is defined 
as the distance between λi and Oj, the centre of cluster that λi belongs to:  

                 CD(λi)=Sim(λi,Oj)                                                             (1) 

where j∈[1,T], i∈[1,δ], and δ is the number of characters in Cj. 

Once T clusters are obtained, then the centroid distance and the number of strokes of each 
character are computed. Moreover, its style and the type are identified at the same time. 
Finally, a uniform index key of a character is obtained, which is inserted by a B+-Tree. 

As we know, for a same character, there are a number of different styles and types, 
respectively (see Figs. 2 and 3). To embed these two information into the unified index 
key that will be discussed in Section 3.2, two encoding schemes of the style and the 
type are needed which is shown in the following tables. 

Table 5. Style of character 

Style Name Yan Ti Liu Ti Cai Ti Su Ti … 
Style ID 1 2 3 4 … 

Table 6. Type of character 

Type Name Li Su Kai Su Cao Su … 
Type ID 1 2 3 … 

3.2   The Data Structure 

In order to effectively prune the search region, we propose the PMF-Tree, an 
probabilistic multiple-feature indexing scheme in which the high-dimensional index for 
contour points is based on the iDistance[15]. As mentioned before, all characters are 
first grouped into T clusters using an AP-Cluster algorithm [16], then the 
centroid-distance and the number of strokes of each character are computed, the style 
and type of each character can be identified by user in preprocessing step. Thus the 
character λi can be modeled by a six-tuple: 

    λi::= <i, CID, CD, Style, Type, Num >                                   (2) 

where  

- i refers to the i-th character in Ω;  
- CID is the ID number of the cluster λi belongs to;  
- CD is the centroid distance of λi;  
- Style ={StyID, Ps}, where StyID is the style ID of λi, and Ps=Prob(the style ID of λi 

is StyID);  
- Type ={TyID, Pt}, where TyID is the type ID of λi, and Pt=Prob(the type ID of λi is 

TyID) 
- Num ={NumS, Pn}, where NumS is the number of strokes of λi, and Pn=Prob(the 

number of strokes of λi is Num) 
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For each character λi in a cluster sphere, its index key can be defined as: 

( )( )i iCD λkey λ =                                                              (3) 

Since the characters are grouped into T clusters, to get a uniform index key of image in 
different clusters, the index key in Eq. (8) can be rewritten by Eq. (9): 

( )( ) i
i MAX

CD λCIDkey λ = +                                                    (4) 

where the CID is the ID number of cluster λi falls in. 

Note that since CD(λi) may be larger than one, the value of CD(λi) should be 
normalized into the range of [0,1] by being divided a large constant MAX. Thus, it is 
guaranteed that the search range of centroid distance of each character can not be 
overlapped. 

To facilitate retrieving characters via submitting an auxiliary information (e.g, the 
style name, type name or number of strokes) of λi, its index keys can be derived in Eqs. 
(5) and (7), respectively: 

i i S*α StyID(λ ) PKEY(λ )= +                                                      (5) 

i i T*β TyID(λ ) PKEY(λ )= +                                                       (6) 

i i N*NumS(λ ) PKEY(λ )= +γ                                                      (7) 

Where α, β and γ are three stretch constants which are set 10, 102 and 103 respectively. 
In the above, we suppose that user submits two query elements (e.g., (a) StyID and 

λi, (b) TyID and λi, or (c) NumS and λi). If user submits three query elements (TyID, 
StyID and λi,), then a uniform index key for λi can be rewritten below: 

i i i T S* * *α StyID(λ )+β TyID(λ ) P PKEY(λ )= +                                         (8)

i i i NS* * *α StyID(λ )+ NumS(λ ) P PKEY(λ )= +γ                                         (9) 

i i i T N* * *β TyID(λ )+ NumS(λ ) P PKEY(λ )= +γ                                         (10) 

Similarly, for four query elements (TyID, StyID, NumS and λi,) submitted by a user, a 
uniform index key for λi can be derived as follows: 

i i i i T NS* * * * *α StyID(λ )+β TyID(λ )+ NumS(λ ) P P PKEY(λ )= +γ                           (11) 

 

 
 

 

Fig. 4. The PMF-Tree index structures Fig. 5. The search range in B+-Tree 
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Eqs. (5-11) represent the index keys of character respectively, which correspond to 
seven independent indexes. In order to incorporate them into an integral index, we 
derive a new uniform index key expression by adding seven stretch constants(i.e., C1 to 
C7), which is shown in Eq. (12): 

1

2

3

4

5

6

7

C (a)

(b)

(c)

(d)

(e)

(f )

( )

i S

i T

i N

i i i T S

i i S N

i i T N

i i

+ *StyID( )+P

C +β*TyID( )+P

C + *NumS( )+P

C +α*StyID( )+β*TyID( )+P *P

C +α*StyID( )+ *NumS( )+P *P

C +β*TyID( )+ *NumS( )+P *P

C +α*StyID( )+β*TyID( )+ *NumS(

KEY =

α λ

λ

γ λ

λ λ

λ γ λ

λ γ λ

λ λ γ

λ

(g)i T S N)+P *P *Pλ

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩

                     (12) 

where C1=0, C2=1×104, C3=1.5×104, C4=2×104, C5=2.5×104, C6=3×104, and 
C7=3.5×104.The above seven constants should be set large enough to stretch the value 
ranges of the index keys so that they do not overlap with each other. 

3.3   Building PMF-Tree 

For a character, its four values of CD, NumS, styID and tyID are recorded in the 
corresponding index key of PMF-Tree whose basic structure is the B+-tree, which is 
shown in Fig. 4. Fig. 6 shows the detail steps of constructing a PMF-Tree. Note that the 
routines TransDis(λi) and TransDis1(λi) are two distance transformation function in 
Eq.(4) and Eq. (12) respectively, and BInsert(key,bt) is a B+-tree insert procedure. 

Algorithm 1. PMF-Tree Index Construction 
Input: : the character set; 
Output: bt and bt : the index for PMF-Tree(I) and (II);  
1.  The characters in  are grouped into T clusters using the AP cluster algorithm 
2.  bt newFile(), bt newFile(); /* create index header file for PMF-Tree(I),(II)*/ 
3.  for each character i  do 
4.     The CD of i are computed; 
5.     The style, type and stroke number of the character are identified by user with probabilities; 
6.     key( i)=TransDis( i);    /* Function TransDis() is shown in Eq. (4) */  
7.     KEY( i)=TransDis1( i);  /* Function TransDis1() is shown in Eq. (12) */        
8.     BInsert(key( i), bt);      /* insert it to B+-tree */ 
9.     BInsert(KEY( i), bt );     /* insert it to B+-tree */ 
10. return bt and bt   

Fig. 6. The index construction algorithm for PMF-Tree 

3.4   Probabilistic k-NN Search Algorithm 

For n high-dimensional characters, a probabilistic k-Nearest-Neighbor(Pk-NN) 
search is a most frequently used search operation which retrieves the k most similar 
characters that are closest in distance to a given character with a probabilistic 
threshold. In this section, we will focus on Pk-NN searches of Chinese calligraphic 
character. For example, when user submits a query character “国” and a threshold ε, 
its type name and the style name of the result characters are Kai Su and Song Ti 
respectively. Then as shown in Figure 5, the retrieval process is composed of two 
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steps: 1). Candidate characters returned by retrieving over the PMF-Tree(I) in which 
the range is [left, right], where left=CID+(CD(λi)-r)/ MAX, right=CID+CRj/MAX; 2). 
Retrieval over the PMF-Tree(II), whose range is [LEFT, RIGHT], where 
LEFT=C5+α*tyID(λi)+β*StyID(λi)+Pt*Ps, RIGHT=C5+α*tyID(λi)+β*StyID(λi)+1; 

 
Algorithm 2. PkNN Search 
Input: query character q, k, StyID or TyID or NumS,  
Output: query results S 
1.  r 0, S ;         //   initialization   
2.  while (|S|<k)         //  |S| refers to the number of candidate characters in S  
3.     r r+ r;         
4.     S RSearch( q,r);   
5.     if (|S|>k) then           
6.        for i:=1 to |S|-k do 
7.          far Farthest(S, q); 
8.          S S- far; 
9.  return S; 
RSearch( q,r) 
10.  S1 , S2 ; 
11.  for each cluster sphere (Oj,CRj) and j [1, T]  
12.     if (Oj,CRj) contains ( q,r) then  
13.        S1 S1 Search( q,r, j);  
14.        end loop 
15.     else if (Oj, CRj) intersects ( q,r) then    
16.        S1 S1 Search( q,r, j); 
17.  S5 Search1(StyID, TyID, NumS and i);  
18.  for each character i S1 do 
19.     if i S5 then S1 S1 i 
20.  return S1;            //  return candidate characters   

Search( q,r, i) 
21.  left i+(CD( q)-r)/MAX,  right i+CRj/MAX; 
22.  S3 BRSearch[left, right];   // the filtering step 
23.  for each character j S3 do    
24.     if Sim( q, j)>r then S3 S3- j;  //  the refinement stage 
25.  return S3;       //   return the candidate character set  

Search1(StyID, TyID, NumS and i) 
26.  if user submits a q and its style then 
27.     LEFT C1+ *StyID( i)+Ps, RIGHT C1+ *StyID( i)+1; 
28.  else if user submits a q and its type then 
29.     LEFT C2+ *TyID( i)+Pt; RIGHT C2+ *TyID( i)+1; 
30.  else if user submits a q and the number of strokes then 
31.     LEFT C3+ *NumS( i)+Pn, RIGHT C3+ *NumS( i)+1; 
32.  else if user submits a q , its style and the number of strokes then 
33.     LEFT C4+ *StyID( i)+ *TyID( i)+Ps*Pn, RIGHT C4+ *StyID( i)+ *TyID( i)+1; 
34.  else if user submits a q , its type and the number of strokes then 
35.     LEFT C5+ *StyID( i)+ *NumS( i)+Pt*Pn, RIGHT C5+ *StyID( i)+ *NumS( i)+1; 
36.  else if user submits a q , its type and style then 
37.     LEFT C6+ *tyID( i)+ *NumS( i)+Pt*Ps, RIGHT C6+ *tyID( i)+ *NumS( i)+1; 
38.  else if user submits a q, its type, style and the number of strokes then 
39.     LEFT C7+ *StyID( i)+ *TyID( i)+ *NumS( i)+Pt*Ps*Pn;   
40.     RIGHT C7+ *StyID( i)+ *TyID( i)+ *NumS( i)+1; 
41.  S4 BRSearch[LEFT, RIGHT];   // the filtering step 
42.  return S4;       //   return the candidate character set   

Fig. 7. Pk-NN search algorithm 
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Figure 7 details the whole search process. Routine RSearch() is the main range 
search function which returns the candidate characters of range search with centre λq 
and radius r with probability larger than ε, Search() and Search1() are the 
implementation of the range search. Farthest() returns the character which is the 
longest from λq in S. BRSearch() is a B+-tree range search function. 

4   Experimental Results 

In this section, we present an extensive performance study to evaluate the effectiveness 
and efficiency of our proposed retrieval and indexing method. The Chinese 
Calligraphic characters image data we used are from CADAL Project [17] which 
contains a set of contour point features extracted from the 12,000 character images in 
which each feature point is composed of a pair of coordinates <x axis, y axis>. We 
implemented the shape-similarity-based retrieval approach and the PMF-Tree index in 
C language in which a B+-tree is as the single dimensional index structure. The index 
page size of B+-tree is set to 4096 Bytes. All the experiments are run on a Pentium IV 
CPU at 2.0GHz with 1G Mbytes memory. In our evaluation, we use the number of page 
accesses and the total response time as the performance metric.  

4.1   Effectiveness of the Retrieval Method 

In the first experiment, we have implemented an online interactive retrieval system for 
Chinese calligraphic characters to testify the effectiveness of our proposed retrieval 
method comparing with the conventional one [18]. As shown in the right part of Figure 
8, when user submits an example Chinese calligraphic character by drawing a character 
“天” and the number of strokes (e.g., 4) as well, the query radius and a threshold value 
are set 0.8, 60% respectively, the candidate characters are quickly retrieved by the 
system with the aid of the PMF-Tree. The left part of the figure is the query result in 
which the similarity and confidence values of the answer character images are given 
with respective to the query one. 

Figure 9 illustrates a Recall-Precision curve for the performance comparisons of the 
shape- based method [18] and our proposed composite search. It compares the average 
retrieval result (the average precision rate under the average recall rate) of 20 characters 
queries randomly chosen from the database. Each of them has more than 4 different 
calligraphic styles and types. The figure shows that the retrieval performance of the 
composite search is better than that of the shape-based one by a large margin. 

4.2   Efficiency of PMF-Tree Index 

In the following, we test the performance of our proposed indexing method—PMF-Tree 
under different sizes of databases and different selectivity. 

4.2.1   Effect of Data Size  
In this experiment, we measured the performance behavior with varying number of 
characters. Figure 10a shows the performance of query processing in terms of CPU 
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cost. It is evident that PMF-Tree outperforms sequential scan significantly. The CPU 
cost of PMF-Tree increases slowly as the data size grows. It’s worth mentioning that 
the CPU cost of sequential scan is ignored since the computation cost of it is very 
expensive. In Figure 10b, the experimental result reveals that the I/O cost of PMF-Tree 
is superior to sequential scan. 

 

 

Fig. 8. One retrieval example 

0.0 0.2 0.4 0.6 0.8 1.0
0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

P
re

ci
si

on

Recall

 Probabilistic retrieval
 APC

 

Fig. 9. Recall vs. precision 
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Fig. 10. Effect of data size Fig. 11. Effect of k 

4.2.2   Performance Behavior with k(Selectivity)  
In this section, we proceed to evaluate the effect of k (selectivity) on the performance of 
a Pk-NN retrieval by using the PMF-Tree. Figures 11a and 11b both indicate that when 
k ranges from 10 to 40, the PMF-Tree is superior to other methods in terms of page 
access and the CPU cost. The results conform to our expectation that the search region 
of PMF-Tree is significantly reduced and the comparison between any two characters is 
a CPU-intensive task. The CPU cost of sequential scan is ignored due to the expensive 
computation cost of it. 

5   Conclusions 

In this paper, we proposed a novel probabilistic and interactive multiple-feature-based 
indexing scheme to support large-scale historical Chinese calligraphic character images 
retrieval. Two main components are included, such as 1). an effective approach to 
probabilistic retrieving Chinese calligraphic characters by choosing three kinds of the 
features is introduced; 2). a novel multiple-feature-tree(PMF-Tree)-based probabilistic 
high-dimensional indexing scheme is then proposed to boost the retrieval performance 
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of the large Chinese calligraphic characters. The prototype retrieval system is 
implemented to demonstrate the applicability and effectiveness of our new approach to 
Chinese calligraphic character retrieval. 
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Abstract. The goal of this work is to identify the diameter, the maxi-
mum distance between any two nodes, of graphs that evolve over time.
This problem is useful for many applications such as improving the qual-
ity of P2P networks. Our solution, G-Scale, can track the diameter of
time-evolving graphs in the most efficient and correct manner. G-Scale is
based on two ideas: (1) It estimates the maximal distances at any time to
filter unlikely nodes that cannot be associated with the diameter, and (2)
It maintains answer node pairs by exploiting the distances from a newly
added node to other nodes. Our theoretical analyses show that G-Scale
guarantees exactness in identifying the diameter. We perform several ex-
periments on real and large datasets. The results show that G-Scale can
detect the diameter significantly faster than existing approaches.

Keywords: Diameter, Graph mining, Time-evolving.

1 Introduction

Graphs arise naturally in a wide range of disciplines and application domains.
The distances between pairs of nodes are a fundamental property in graph theory.
The node-to-node distances are often studied in terms of the diameter, the
maximum distance in a graph. However, the focus of traditional graph theory
has been limited to just static graphs; the implicit assumption is that the number
of nodes and edges never change.

Recent years have witnessed a dramatic increase in the availability of graph
datasets that comprise many thousands and sometimes even millions of time-
evolving nodes; this is one consequence of the widespread availability of electronic
databases and the Internet. Recent studies on large-scale graphs are discover-
ing several important principles of time-evolving graphs [12]. Thus demands for
efficient approaches to the analysis of time-evolving graphs are increasing.

In this paper, we focus on the problems faced when attempting to identify the
exact diameter of a graph evolving over time by the addition of nodes. In other
words, the goal of this work is continuous diameter monitoring for time-evolving
graphs. We propose an algorithm to solve this problem exactly in real-time.
The commonly-used approach to diameter computation is based on breadth-
first search, which is not practical for large-scale graphs since it requires excessive
CPU time. To the best of our knowledge, this is the first study to address the
diameter detection problem that guarantees exactness and achieves efficiency.
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1.1 Contributions

We propose a novel method called G-Scale that can efficiently identify the diam-
eter of time-evolving graphs. In order to reduce monitoring cost, (1) we estimate
the maximal distance to prune unlikely nodes that cannot be associated with the
diameter, and (2) we maintain the answer node pairs whose distances are the
diameter by exploiting distances from a newly added node to other nodes. G-
Scale has the following attractive characteristics:

– Efficient: G-Scale is drastically faster than the existing algorithm. The ex-
isting algorithm takes O(n2 + nm) time where n and m are the number of
nodes and edge, respectively, and so is prohibitively expensive for large-scale
graphs.

– Exact: G-Scale does not sacrifice accuracy even though it prunes unlikely
nodes in the monitoring process; it can exactly track the node pair that
delimit the diameter of a time-evolving graph at any time.

– Parameter-free: Previous approximate approaches require the setting of
parameters. G-Scale, however, is completely automatic; this means it does
not require the user to set any parameters.

1.2 Problem Motivation

The problem tackled in this paper must be overcome to develop the following im-
portant applications. The network architecture called P2P is the basis of several
distributed computing systems such as Gnutella, Seti@home, and OceanStore
[2]. And content distribution is a popular P2P application on the Internet. For
example, Kazaa and its variants have grown rapidly over time, over 4.5 million
users share a total of 7 petabytes of data [3]. In a content distribution network,
personal computers can use hop-by-hop data forwarding between themselves. An
important and fundamental question is how many neighbors should a computer
have, i.e., what size the routing table should be [16]. This question is important
for two reasons. The number of computers in a P2P network could be extremely
large, hence the complete routing table is likely to be too large to maintain.
Second, because each hop in a P2P network is overhead, suppressing the query
hop number by increasing table size is important in raising service efficiency.

Network diameter is a useful metric when trying to raise the search efficiency
of a content distribution network, since it directly corresponds to the number
of hops a query needs to travel in the worst case [9]. Moreover, by monitoring
network diameter, the routing table size can be updated more effectively; if the
diameter is large, the routing table size should be increased. This strategy can
bound the search speed of content distribution networks.

In addition to the application presented above, robustness improvement is
an important application in P2P networks of diameter monitoring. Koppula et
al. showed that it can be determined which edges should be added/rewired to
improve network robustness by plotting the diameters of dynamically changing
graphs [8]. Furthermore, our proposed method can be used in other applications
such as measuring the structural robustness of metro networks [13], monitoring
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the evolution of the Internet [11], and measuring citation networks size [10].
While time-evolving graphs are potentially useful in many applications, they
have been difficult to utilize due to their high computational costs. However, by
providing exact solutions in a highly efficient manner, G-Scale will allow many
more data mining applications based on time-evolving graphs to be developed
in the future.

The remainder of this paper is organized as follows. Section 2 describes re-
lated work. Section 3 overviews some of the background of this work. Section 4
introduces the main ideas of G-Scale and explains its algorithm. Section 5 gives
theoretical analyses of G-Scale. Section 6 reviews the results of our experiments.
Section 7 is our brief conclusion.

2 Related Work

Many papers have been published on approximation for node-to-node distances.
The previous distance approximation schemes are distinguished into two types:
annotation approach and embedding approach. Rattigna et al. studied two anno-
tation schemes [17]. They randomly select nodes in a graph and divide the graph
into regions that are connected, mutually exclusive, and collectively exhaustive.
They give a set of annotations to every node from the regions. Distances are
computed by the annotations. They demonstrated their method can compute
node distances more accurately than the embedding approaches.

The Landmark approach is an embedding approach [7,15], and estimates node-
to-node distance from selected nodes. The minimum distance via a landmark
node is utilized as node distance in this method. Another embedding approach
is Global Network Positioning which was studied by Ng et al [14]. Node distances
are estimated with Lp norm between node pairs.

However, interest of these approaches lies only in the estimation; these ap-
proaches do not guarantee exactness.

3 Preliminary

In this section, we formally define some notations and introduce the background
to this paper. Content distribution networks and others can be described as
graph G = (V, E), where V is the set of nodes, and E is the set of edges. We use
n and m to denote the number of nodes and edges, respectively. That is n = |V |
and m = |E|. We define a path from node u to v as the sequence of nodes linked
by edges, beginning with node u and ending at node v. A path from node u to
v is the shortest path if and only if the number of nodes in the path is the
smallest possible among all paths from node u to v. We use d(u, v) to denote
the distance between node u and v, and d(u, v) is the number of edges in the
shortest path from node u to v in the graph. By definition, d(u, u) = 0 for every
u ∈ V , and d(u, v) = d(v, u) for u, v ∈ V .
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The diameter,D, is defined as the maximal distance between two arbitrary
nodes as follows [5]: D = max(d(u, v)|u, v ∈ V ). And our algorithm returns not
only the diameter but the node pairs whose distances are equal to the diameter,
D. D is formally defined as follows: D = {(u, v)|d(u, v) = D}.

The diameter of graph G can exactly be computed by the breadth-first search
approach [4]. But the breadth-first search based approach generally needs O(n2+
nm) time because it computes the distances from all n nodes in a graph and
O(n + m) time is required for each node [6]. This incurs excessive CPU time
for large-scale graphs as illustrated by the statement ‘computing shortest paths
among all node pairs is computationally prohibitive’ made in [10]. Furthermore,
the naive approach to monitoring time-evolving graphs is to perform this proce-
dure each time a graph changes. However, considering the high frequency with
which graphs evolve, a much more efficient algorithm is needed.

4 Monitoring the Diameter

In this section, we introduce the two main ideas and describe the algorithm of
G-Scale. The main advantage of G-Scale is that it can efficiently and exactly
solve the problem of identifying the diameter of time-evolving graphs. First we
give an overview of each idea and then a full description.

4.1 Ideas Behind G-Scale

Our solution is based on the two ideas described below.

Reference node filtering. Our first idea is to prune unlikely nodes efficiently so as
to reduce the high cost of the existing approach. The existing algorithm requires
high computation time because it computes distances for all pairs of n nodes in
the graph. Our idea is simple; instead of computing distances from all nodes,
we compute the distances only from selected nodes and prune unlikely nodes.
In other words, we use selected nodes to filter unlikely nodes. We refer to the
selected nodes as reference nodes.

In the monitoring process, we select reference nodes one by one and compute
the distances from the node to other nodes. In doing so, we estimate whether
nearby nodes of the reference node can delineate the diameter. The time incurred
to estimate node distances is O(1) for each node. As a result, if the number of
reference nodes is k (k � n), O(kn+km) time is required to detect the diameter,
instead of the O(n2 + nm) time required by the existing algorithm solution.

This new idea has the following two major advantages. First, we can identify
the diameter exactly even though we prune nearby nodes with the estimation.
This means that we can safely discard unlikely nodes at low CPU cost. Note
that the number of k is automatically determined. Generally, it is difficult to
set parameters which would significantly impact the final result. Our approach,
however, avoids user-defined parameters, and this is the second advantage.
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Incremental update. Time-evolving graphs evolve by the addition of nodes over
time. By a node addition, the diameter can grow, shrink, or be unchanged. We
propose an algorithm that efficiently maintains the answer node pairs to detect
the diameter of time-evolving graphs.

The naive method based on the above filtering approach for time-evolving
graphs is to identify the diameter by setting reference nodes every time a node
added. However, we ask the question, ‘Can we avoid re-estimating the maximal
distance every time the graph grows?’. This question can be answered by exam-
ining whether the node addition changes the answer node pairs. As described
in detail later, if the diameter does not shrink with node addition, the answer
node pairs can be incrementally updated by assessing only the distances from
the added node.

This idea is especially effective for time-evolving graphs. In the case of time-
evolving graphs, a small number of new nodes are continually being added to the
large number of existing nodes. Therefore, there is little difference in the graphs
before and after the addition of nodes, even if the new nodes arrive frequently.
As a result, we can efficiently update the diameter and the answer node pairs
by computing distances from the added node.

4.2 Reference Node Filtering

Our first idea involves selecting reference nodes so as to filter unlikely nodes
efficiently.

Our filtering algorithm is as follows: (1) It computes the candidate distance
which is expected to be diameter. (2) It selects reference nodes and estimates
the maximal distances of nearby nodes to other nodes, and (3) If a node distance
estimation yields a shorter distance than the candidate distance, it prunes the
node since the node cannot be delineate the diameter. Accordingly, the unlikely
node can be filtered quickly.

In this section, we first describe how estimate the maximal distance of a node
to other nodes, and show that node distance estimation gives an upper bound for
the maximal distance. We then introduce our approach of selecting the reference
nodes and computing the candidate distance.

Formally, the following equation gives the maximal distance of node u:
dmax(u) = max(d(u, v)|v ∈ V ). We then define the estimation of the maximal
distance as follows:

Definition 1 (Estimation). For graph G, let ur be a reference node, we define
the following estimation of the maximal distance of node v, d̂max(v), to filter
unlikely nodes:

d̂max(v) = dmax(ur) + d(ur, v) (1)

We show the following lemma to introduce the upper bounding property of node
estimation; this property enables G-Scale to identify the diameter exactly.

Lemma 1 (Upper bound). For any node in graph G, the following inequality
holds.

dmax(v) ≤ d̂max(v) (2)
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Algorithm 1. Filtering
Input: Gt = (V, E), a time-evolving graph at time t

Dt−1, the answer node pairs of previous time tick
Output: Dt, the diameter of graph Gt

Dt, the answer node pairs
1: Dt := max(d(u, v)|(u, v) ∈ Dt−1);
2: Dt := ∅;
3: V ′ := V ;
4: while V ′ �= ∅ do
5: ur := argmax(deg(v)|v ∈ V ′);
6: compute the maximal distance dmax(ur);
7: if dmax(ur) = Dt then
8: append {(ur , v)|d(ur, v) = Dt} to Dt;
9: end if

10: if dmax(ur) > Dt then
11: Dt := dmax(ur);
12: Dt := {(ur, v)|d(ur, v) = Dt};
13: end if
14: subtract ur from V ′;
15: subtract {v|d̂max(v) < Dt} from V ′;
16: end while

Proof. Omitted for space. �
If a node estimation yields a shorter distance than the candidate distance, the
node cannot be a node of the answer node pairs. So we prune the node. Since
node estimation can be computed at the cost of O(1) as shown in Definition 1,
we can efficiently identify the diameter by exploiting node estimation.

Selection of the reference nodes and candidate distance are very important
for efficient filtering; if the maximal distance of the reference node is longer than
the maximal distance of the candidate node, we cannot effectively prune unlikely
nodes (see Definition 1).

We select the highest-degree nodes as the reference nodes since the maximal
distances of such nodes are likely to be short than other nodes; from such nodes,
all nodes can be reached in a small number hops. We utilize the answer node
pairs of the previous time tick to compute the candidate distance. Since graphs
are almost the same after a node addition, the prior answer node pairs are
expected to remain valid. These two techniques allow us to obtain good reference
nodes and candidate distances effectively as demonstrated in the experiments in
Section 6.

Algorithm 1 shows the filtering algorithm that detect the diameter by the
reference nodes. The number of reference nodes, k, is automatically obtained in
this algorithm. In this algorithm, deg(u) represents the degree of node u. The
algorithm first computes the candidate distance based on the prior answer node
pairs (line 1). It then selects a reference node according to degree (line 5). If
the maximal distance of the reference node is equal to the candidate distance,
it appends the answer node pairs (lines 7-9). If the maximal distance of the
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reference node is larger than the candidate distance, it sets the candidate distance
and the answer node pairs (lines 10-13). It uses the candidate distance to prune
the unlikely nodes in the graph. That is, if a node distance estimation is less than
the candidate distance, that node cannot delineate the diameter, and so can be
safely discarded (line 15). This procedure is iterated until all nodes have been
processed. This implies that the number of reference nodes, k, is automatically
computed. That is, this algorithm does not require any user-defined parameters.

4.3 Incremental Update

Our second idea is an incremental monitoring algorithm that efficiently main-
tains the answer in case a node addition; it suppresses the computation time by
providing conditions that restrict the application of the filtering algorithm for
node addition.

Diameter changes. In this section, we first describe the property of node
distance after node addition, and then examine the conditions in which the
diameter grows, shrinks, or is unchanged. We assume that one node, ua, and its
connected edges are added to a time-evolving graph at each time tick.

We introduce below the property that underlies our update algorithm; dis-
tances of already existing node pairs can not be increased by node addition:

Lemma 2 (Distances after node addition). Node distances at time t can
not be longer than that at time t − 1 for all node pairs in graph Gt−1.

Proof. If all shortest paths between node u and v at time t pass through the
added node, the corresponding path at time t − 1 cannot have existed. That is,
all the shortest paths at t− 1 must be shortened by the added node. Otherwise,
there exists a shortest path between node u and v at time t that does not pass
through the added node. Therefore, the same path was present at time t− 1. As
a result, distance between node u and v is not increased by node addition. �
After node addition, the diameter can change. We distinguish three types of
changes in diameter after node addition, and we theoretically analyze the three
lemmas of the changes by utilizing the above property.

The first type of change is diameter increase. The diameter increases iff the
maximal distance of the added node is longer than the diameter of the previous
time:

Lemma 3 (Growth in diameter). The diameter grows at time t if and only if:

dmax(ua) > Dt−1 (3)

Proof. If Dt > Dt−1, then node ua must delineate the diameter since the maximal
distances of already existing nodes cannot be longer than Dt−1 from Lemma 2. If
dmax(ua) > Dt−1, then obviously dmax(ua) = Dt and Dt > Dt−1. �
The diameter shrinks iff the maximal distance of added node is shorter than the
diameter at the previous time tick, and node addition invalidates all previous
answer pairs:
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Lemma 4 (Shrinkage in diameter). The diameter
shrinks at time t if and only if:

(1)dmax(ua) < Dt−1, and
(2)∀(v, w) ∈ Dt−1, d(v, w) < Dt−1 (4)

Proof. If Dt < Dt−1, then dmax(ua) < Dt−1 and all distances of answer nodes
pairs at the last time tick must be shorter than Dt−1. If (1) and (2) hold, then
the diameter shrinks at time t because of Lemma 2. �
The diameter would be unchanged after node addition iff the maximal distance
of the added node is equal to the diameter of the previous time, or there exists
at least one node pair whose distance is equal to the diameter at the previous
time tick:

Lemma 5 (Unchanged diameter). The diameter is unchanged at time t if
and only if:

(1)dmax(ua) = Dt−1, or
(2)∃(v, w) ∈ Dt−1 s.t. d(v, w) = Dt−1 (5)

Proof. This is obvious from Lemma 3 and 4. �

Monitoring algorithm. We can efficiently maintain the answer with the in-
cremental update approach. As the first step, we describe invalidation of answer
pairs can be checked with only distances from added node, and then show our
monitoring algorithm based on the incremental update approach.

We exploit the following property of the shortest path, which is shown in [4],
to update the diameter and the answer node pairs:

Lemma 6 (Bellman criterion [4]). Node u lies on a shortest path between
node v and w, if and only if:

d(u, v) + d(u, w) = d(v, w) (6)

With Lemma 6, we can check whether node addition shortens distances of pre-
vious answer pairs:

Lemma 7 (Distance check). In time-evolving graphs, the added node ua

shortens the distances of previous answer node pair (v, w) if and only if:

d(v, ua) + d(w, ua) < Dt−1 (7)

Proof. If the added node ua shortens the distances, then node ua must lie
on the shortest path between node v and w. Therefore, Dt−1 > d(v, w) =
d(ua, v)+d(ua, w) from Lemma 6. If d(v, ua)+d(w, ua) < Dt−1, then the added
node ua must shorten the distance since Dt−1 > d(ua, v) + d(ua, w) ≥ d(v, w)
(see [6]). �
Lemma 7 implies that we can maintain the answer node pairs by using only
the distances from the added node if the diameter grows or remains unchanged.
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That is, if the added node delineates the diameter, we can compute the answer
node pairs by using the distances from the added node. And if node addition
shortens the distances of a previous answer node pair, that pair can be efficiently
detected with from Lemma 7. If there exist no node pair whose distance is equal
to the previous diameter, we detect the new diameter by the filtering algorithm.

Algorithm 2 describes our G-Scale algorithm. It first computes the maximal
distance of the added node (line 1). If the maximal distance is longer than the
prior time diameter, the added node must delineate the diameter (Lemma 3).
It uses the distances from added node to set the diameter and the answer node
pairs (lines 3-5). If the maximal distance is equal to the prior time diameter or
if there exists an answer node pair whose distance is equal to the prior time
diameter, the diameter remains unchanged after node addition (Lemma 5). It
appends/removes the answer node pairs by distances from the added node (lines
8-13). If no node pair exists whose distance is equal to the prior time diameter
after the addition, the diameter shrinks (Lemma 4). The diameter and the answer
node pair are identified in Algorithm 1 (lines 15-17). Thus G-Scale limits the
application of the filtering algorithm to the minimum.

Time-evolving graphs experience the addition of nodes and we assume here
that a graph has only one node at t = 1. At t = 1, we set Dt−1 = 0 and Dt−1 = ∅.
Lifting this assumption is not difficult, and is not pursued in this paper.

Even though we assumed single node addition, we can also handle the addition
of several nodes in each time tick; we simply iterate the above procedure for each
additional node. If one edge is added, we assume one connected node is added to
the graph. For node/edge deletion, we can detect the diameter by Algorithm 1
since such graphs do not have the property of Lemma 2. This procedure is several
orders of magnitude faster than the existing approach as showed in Section 6.

We have focused on unweighted undirected graphs in this paper, but G-
Scale can also handle weighted or directed graphs. For weighted graphs, we use
Dijkstra’s algorithm to compute distances from nodes, and bread-first search for
each direction to obtain distances for directed graphs. Monitoring procedures,
such as how to estimate the maximal distance from reference nodes and how to
maintain the answer node pairs, are the same as those for unweighted undirected
graphs.

5 Theoretical Analysis

In this section, we introduce a theoretical analysis that confirms the accuracy
and complexity of G-Scale. Let k be the number of reference nodes.

5.1 Accuracy

We prove that G-Scale detects the diameter accurately (without fail) as follows:

Lemma 8 (Exact monitoring). G-Scale guarantees the exact answer in iden-
tifying the diameter.
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Algorithm 2. G-Scale
Input: Gt = (V, E), a time-evolving graph at time t

Dt−1, the diameter at previous time tick
Dt−1, the answer node pairs at previous time tick
ua, the added node at time t

Output: Dt, the diameter of graph Gt

Dt, the answer node pairs
1: compute the maximal distance dmax(ua);
2: //Growth in diameter
3: if dmax(ua) > Dt−1 then
4: Dt := dmax(ua);
5: Dt := {(ua, v)|d(ua, v) = Dt};
6: else
7: //Unchanged diameter
8: Dt := Dt−1;
9: Dt := Dt−1;

10: if dmax(ua) = Dt−1 then
11: append {(ua, v)|d(ua, v) = Dt−1} to Dt;
12: end if
13: remove {(v, w)|d(v, ua) + d(w, ua) < Dt−1} from Dt;
14: //Shrinkage in diameter
15: if Dt = ∅ then
16: compute Dt and Dt by the filtering algorithm;
17: end if
18: end if

Proof. Mathematical induction can be used to prove that G-Scale detects the
diameter exactly at time t(≥ 1). First, we must show that the statement is true
at t = 1. At time t = 1, G-Scale detects D1 = 0 and D1 = (u1, u1) exactly
since (1) it sets Dt−1 = 0 and Dt−1 = ∅ and (2) dmax(u1) = 0 (see lines 8-12 in
Algorithm 2). Next, we will assume that the statement holds at t = i. Assuming
this, we must prove that the statement holds for its successor, t = i + 1. If the
diameter does not shrink at t = i+1, it detects the diameter and the answer node
pairs exactly from the distances from the added node with Lemma 7. Otherwise,
it finds the diameter and the answer node pairs by the filtering algorithm. The
filtering algorithm discards a node if its estimated maximal distance is lower
than the candidate distance, and node estimation has upper bounding property
(Lemma 1). That is, a node that delineates the diameter cannot be pruned. We
have now fulfilled both conditions of the principle of mathematical induction. �

5.2 Complexity

We discuss the complexity of G-Scale.

Lemma 9 (Space complexity of G-Scale). G-Scale requires O(n+m) space
to compute the diameter.



Real-Time Diameter Monitoring for Time-Evolving Graphs 321

Proof. G-Scale requires O(n+m) space to keep the graph. The number of answer
node pairs is negligible compared to that of nodes/edges as shown in Section 6.
As a result, G-Scale requires O(n + m) space in diameter monitoring. �
Lemma 10 (Time complexity of G-Scale). G-Scale requires O(n+m) time
if the diameter does not shrink by node addition, otherwise it requires O(kn+km)
time to compute the diameter.

Proof. To identify the diameter, G-Scale first compute the distances from the
added node and examines whether the added node delimits the diameter or
shortens the distances of the previous answer node pairs. It takes O(n + m)
time. If the diameter shrinks, G-Scale detects the diameter with the filtering
algorithm which takes O(kn + km) time. As a result it requires O(n + m) time
if the diameter does not shrink, and it takes O(kn + km) time if the diameter
shrinks. �
The monitoring cost depends on the effectiveness of the filtering and incremental
update techniques used by G-Scale to detect the diameter. In the next section, we
confirm the effectiveness of our approach by presenting the results of extensive
experiments.

6 Experimental Evaluation

We performed experiments to demonstrate G-Scale’s effectiveness. We compared
G-Scale to the existing common algorithm based on breadth-first search [4] and
the network structure index [17]. Note that the network structure index can
compute node distances quickly at the expense of exactness. Furthermore, this
method requires O(n2) space and O(n3) time as described in their paper; this
method has higher orders of space and time complexities than the method based
on breadth-first search.

Our experiments will demonstrate that:

– Efficiency: G-Scale outperforms breadth-first search by up to 5 orders of
magnitude for the real datasets tested. G-Scale is scalable to dataset size
(Section 6.1).

– Effectiveness: The components of G-Scale, reference node filtering and in-
cremental update, are effective in monitoring the diameter (Section 6.2).

– Exactness: Unlike the existing approach, which sacrifices accuracy, G-Scale
can identify the diameter exactly and efficiently (Section 6.3).

We used the following three public datasets in the experiments: Citation, Web,
and P2P. They are a U.S. patent network, web pages within ‘berkely.edu’ and
‘stanford.edu’ domain, and the Gnutella peer-to-peer file sharing network, re-
spectively. All data can be downloaded from [1]. We extracted the largest con-
nected component from the real data, and we added single nodes one by one in
the experiments.

We evaluated the monitoring performance mainly through wall clock time.
All experiments were conducted on a Linux quad 3.33 GHz Intel Xeon server
with 32GB of main memory. We implemented our algorithms using GCC.
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Fig. 1. Wall clock time versus number of nodes

6.1 Efficiency and Scalability

We assessed the monitoring time needed for G-Scale and breadth-first search.
We conducted trials with various numbers of nodes because differences in this
number are expected to have strong impact for wall clock time. Figure 1 shows
the wall clock time as a function of the number of nodes to detect the diameter.

These figures show that our method is much faster than breadth-first search
under all the conditions examined. Breadth-first search computes distances for
all node pairs in a graph. However G-Scale requires only distances from an
added node if the diameter does not shrink. Even though G-Scale computes the
distances from reference nodes if the diameter shrinks, this cost has no effect
on the experimental results. This is because node addition hardly changes the
diameter in time-evolving graphs and the number of reference nodes, k, is very
small as is shown in the next section.

6.2 Effectiveness of Each Approach

In the following experiments, we examine the effectiveness of the core techniques
of G-Scale: reference node filtering and incremental update.

Reference node filtering. G-Scale prunes unlikely nodes using reference nodes
and the candidate distance. As mentioned in Section 4.2, G-Scale selects the
highest-degree node as a reference node and utilizes the previous answer node
pairs as candidate pairs. To show the effectiveness of this idea, we removed the
update approach from G-Scale to directly evaluate the filtering technique, and
examined the wall clock time. In other words, we directly evaluate Algorithm 1.

Figure 2 shows the result. In this figure, G-Scale without the update technique
is abbreviated to Filtering, and Random represents the results where reference
nodes and the candidate distance are selected at random. The numbers of nodes
in this figure are 1, 000, 000 for Citation, 550, 000 for Web, and 60, 000 for P2P.

Our selection methods require less computation time than the other methods.
The maximal distances of the highest-degree node are expected to be short, and
the prior answer node pairs are likely to remain valid. Therefore, the filtering
algorithm can efficiently detect the diameter for time-evolving graphs.

For node/edge deletion, we can detect the diameter by Algorithm 1 as de-
scribed in Section 4.3. Figure 2 shows the effectiveness of this approach; it is
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Fig. 3. Number of source nodes from which distances
are computed in diameter monitoring

several orders of magnitude faster than the existing approach (compare Filter-
ing to Breadth).

Incremental update. Our update algorithm efficiently detects the diameter
by reducing the application of the filtering algorithm. That is, if the diameter
does not shrink, it maintains the answer node pairs by the distances from the
added node. We compared the number of source nodes from which distances
are computed to show the effectiveness of this approach. Note that the number
of source nodes is the number of the added node plus the reference nodes. In
other words, the number of source nodes is k + 1. Figure 3 shows the results by
G-Scale and without update technique (abbreviated to Filtering) in monitoring
time-evolving graphs. And Figure 4 shows the number of answer node pairs. We
used Citation as dataset.

Figure 3 shows that the update algorithm significantly reduces the number
of source nodes. As we can see from the figure, in practice, G-scale computes
the distances only from the added node, while the number of reference nodes,
k, is much smaller than that of graph nodes, n, with the filtering algorithm.
Moreover, in most cases, the number of answer node pairs is less than 10 as
shown in Figure 4; it was never more than 30 in the experiments. Therefore, it
can efficiently check whether node addition invalidates the previous answer node
pairs. As a result, G-scale can maintain the answer node pairs efficiently.

6.3 Exactness of the Monitoring Results

One major advantage of G-Scale is that it guarantees the exact answer, but this
raises the following simple questions:

– How successful is the previous approximation approach in providing the
exact answer even though it sacrifices exactness?

– Can G-Scale identify the diameter faster than the previous approximation
approach that does not guarantee the exact answer?

To answer the these questions, we conducted comparative experiments using the
network structure index proposed by Rattigan et al. [17]. Although they studied
several estimation schemes for node distances, we compared the distant to



324 Y. Fujiwara, M. Onizuka, and M. Kitsuregawa

1

10

100

0 25000 50000 75000 100000

N
um

be
r 

of
 a

ns
w

er
 p

ai
rs

Number of nodes

Fig. 4. Number of answer
pairs

 0

 0.25

 0.5

 0.75

 2  3  4  5  6  7  8  9  10

E
rr

or
 r

at
io

Number of zones

Dimension=1
Dimension=2
Dimension=3

G-Scale

10-4

10-3

10-2

10-1

100

101

 2  3  4  5  6  7  8  9  10

W
al

l c
lo

ck
 ti

m
e 

[s
]

Number of zones

Dimension=1
Dimension=2
Dimension=3

G-Scale
Breadth

(1) Error ratio (2) Wall clock time

Fig. 5. Comparison of G-Scale and the network
structure index

zone annotation scheme to G-Scale since it outperforms the other approaches,
including embedding schemes mentioned in Section 2, in all of our dataset; the
same result is reported in their paper. This annotation has two parameters:
zones and dimensions. Zones are divided regions of the entire graph, and
dimensions are sets of zones. We measured the quality of accuracy by the error
ratio, which is error value of the estimated diameter distance divided the exact
diameter distance. Note that the error ratio becomes a value from 0 to 1. Figure 5
shows the error ratio and the wall clock time of the diameter detection. The
dataset used was Citation where the number of nodes is 10, 000.

As we can see from the figure, the error ratio of G-Scale is 0 because it identifies
the diameter accurately. However, the network structure index has much higher
error ratio. And the number of dimensions has no impact on the error ratio.
Therefore it is not practical to use the network structure index in identifying the
diameter. This answers the first question.

Figure 5 shows that G-Scale greatly reduces the computation time while it
guarantees the exact answer. Specifically, G-Scale is at least 2, 400 times faster
than the network structure index in this experiment; this is our answer to the
second question.

The efficiency of the network structure index depends on the parameters used;
it can take much more time than breadth-first search if the parameters are
wrongly chosen. Furthermore, the results show that the network structure index
forces a trade-off between speed and accuracy. That is, as the number of zones
and dimensions decreases, the wall clock time decreases but the error ratio in-
creases. The network structure index is an estimation technique and so can miss
the exact answer. G-Scale also estimates the maximal distances to yield efficient
filtering, but unlike the network structure index, G-Scale does not discard the
exact answer in the monitoring process. As a result, G-Scale is superior to the
network structure index in not only accuracy, but also speed.

7 Conclusions

This paper addressed the problem of detecting the diameter of time-evolving
graphs efficiently. As far as we know, this is the first study to address the
diameter monitoring problem for time-evolving graphs with the guarantee of
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exactness. Our proposal, G-Scale, is based on two ideas: (1) It filters unlikely
nodes by selecting reference nodes to estimate the maximal distances, and (2)
It incrementally updates the answer node pairs by exploiting the distances from
the newly added node. Our experiments show that G-Scale is significantly faster
than the existing methods. Diameter monitoring is fundamental for many min-
ing applications in various domains such as content distribution, metro networks,
the Internet, and citation networks. The proposed solution allows the diameter
to be detected exactly and efficiently, and helps to improve the effectiveness of
future data mining applications.
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Abstract. It is critical to manage uncertain data streams nowadays
because data uncertainty widely exists in many applications, such as
Web and sensor networks. The goal of this paper is to handle top-k
query on uncertain data streams. Since the volume of a data stream
is unbounded whereas the memory resource is limited, it is challenging
to devise one-pass solutions that is both time- and space efficient. We
have devised two structures to handle this issue, namely domGraph and
probTree. The domGraph stores all candidate tuples, and the probTree is
helpful to compute the expected rank of a tuple. The analysis in theory
and extensive experimental results show the effectiveness and efficiency
of the proposed solution.

1 Introduction

Uncertain data management becomes more and more important in recent years
since data uncertainty widely exists in lots of applications, such as financial
applications, sensor networks, and so on. In general, there are two kinds of un-
certainties, namely attribute-level uncertainty, and existential uncertainty that
is also called as tuple-level uncertainty in some literatures [1]. The attribute-level
uncertainty, commonly described by discrete probability distribution functions or
probability density functions, illustrates the imprecision of a tuple’s attributes.
The existential uncertainty describes the confidence of a tuple. Recently, sev-
eral prototype systems have been produced to manage uncertain data with ex-
plicit probabilistic models of uncertainty, such as MayBMS [4], MystiQ [10],
and Trio [3].

For example, nowadays, radars are often used in traffic monitoring applica-
tions to detect car speeds. It is better to describe a reading record by a discrete
probability distribution function rather than a single value, since the readings
may have some errors caused by complicated reasons, such as nearby high voltage
lines, close cars’ interference, human operators mistakes, etc. Table 1 illustrates
a small data set consisting of four reading records described by x-relation model
that is introduced in Trio [3]. For instance, the 1st record observes a Buick car
(No. Z-333) running through the monitoring area at AM 10:33 with the speed

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 326–340, 2011.
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estimated as 50 (miles per hour) with probability 0.6, and 70 with probability
0.4 respectively. In addition, a range is used to test the validation of a speed
reading (e.g. [0, 150]). Once the reading exceeds the range, we remove this part
of information from the tuple description, which makes the total confidence of
a record smaller than 1. For example, the 3rd record estimates the speed of 80
with probability 0.4, and of invalidation with probability 0.6 (= 1 − 0.4).

Table 1. A radar reading database in x-relation model

ID Reading Info (Speed, prob.)
1 AM 10:33, Buick, Z-333 (50, 0.6), (70, 0.4)
2 AM 10:35, BMW, X-215 (60, 1.0)
3 AM 10:37, Benz, X-511 (80, 0.4)
4 AM 10:38, Mazda, Y-123 (20, 0.4), (30, 0.5)

The possible world semantics is widely adopted by many uncertain data mod-
els. The possible world space contains a huge number of possible world instances,
each consisting of a set of certain values from uncertain tuples. A possible world
instance is also affiliated with a probability value, computed by the product of
all tuples within the instance and the product of the non-existing confidence of
all tuples outside of the instance. Table 2 illustrates the possible world space of
in total 12 possible world instances for the dataset in Table 1. Each column is a
possible world instance with the probability listed below. For example, tuples t1,
t2 and t3 occur in w10 at the same time, so that the probability of this possible
world is 0.016 (= 0.4 × 1.0 × 0.4 × (1 − 0.4 − 0.5)).

Table 2. Possible worlds for Table 1

PW w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12

t1 50 70 50 70 50 70 50 70 50 70 50 70
t2 60 60 60 60 60 60 60 60 60 60 60 60
t3 80 80 80 80 80 80
t4 20 20 20 20 30 30 30 30

Prob. 0.096 0.064 0.144 0.096 0.120 0.080 0.150 0.120 0.024 0.016 0.036 0.024

Uncertain data stream is quite popular in many fields, such as the radar read-
ings in traffic-control applications. Each tuple arrives rapidly, and the volume of
the data stream is considered unbounded. It is necessary to devise space- and
time- efficient one-pass solutions to handle uncertain data streams, which are
also helpful to handle traditional issues over massive data sets. Our focus in this
paper is an uncertain top-k query.

A top-k query focuses on getting a small set of the most important tuples
from a massive data set. Generally, a ranking function is utilized to give a score
to each tuple and k tuples with maximum scores are returned as query results.
Although the semantics of a top-k query is explicit for the deterministic data,
several different top-k definitions are proposed for distinct purposes, whereas the
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ranking score could be based on attributes, confidences, or the combination of
these two factors, inclusive of U-Topk [18], U-kRanks [18], PT-k [12], Global-topk
[20], ER-topk [8], c-Typical-Topk [11] and so on. Cormode et al. have listed a
set of properties to describe the semantics of ranking queries on uncertain data,
namely exact-k, containment, unique-rank, value-invariance and stability [8].
Moreover, different from other uncertain topk semantics like U-topk, U-kRanks,
PT-k, Global-topk, the ER-topk query satisfies all of these properties.

1.1 Our Contribution

It is trial to process a certain top-k query over high-speed data streams since
we only need to maintain a buffer containing k tuples with highest scores. The
lowest ranked tuple is replaced by the new tuple if its score is lower than the
new tuple. However, processing an uncertain top-k query over data streams is
not equally trial because the semantics of an uncertain top-k query, stemming
from the integration of attribute values and the probability information, is much
more complex than a certain top-k query. In this paper, we propose an efficient
exact streaming approach to answer ER-topk query. [8] has proposed A-ERank
and T-ERank approaches to handle static uncertain data sets which requires all
of the tuples fetched in a special order. Obviously, these approaches can’t suit
for the streaming environment. In our new solution, all tuples in the data stream
are divided into two groups. One group contains candidate top-k tuples, i.e, the
tuples having chance to belong to the query result, and the other contains the
rest. We construct and maintain two structures, namely domGraph and probTree,
to describe the two groups for efficiency.

The rest of the paper is organized as follows. We define the data models and
the query in Section 2. In Section 3, we describe a novel solution to handle the
ER-topk query upon uncertain data streams. Some extended experiments are
reported in Section 4. We review the related work In Section 5, and conclude
the paper briefly in the last section.

2 Data Models and Query Definition

In this paper, we consider a discrete base domain D, and ⊥ a special symbol
representing a value out of D. Let S be an uncertain data stream that contains
a sequence of tuples, t1, t2, · · · , tN . The i-th tuple in the stream, ti, is described
as a probability distribution {(vi,1, pi,1), · · · , (vi,si , pi,si)}. For each l, 1 ≤ l ≤ si,
we have: vi,l ∈ D and pi,l ∈ (0, 1]. For simplicity, we also assume that vi,1 <
vi,2 < · · · < vi,si . In addition,

∑si

l=1 pi,l ≤ 1. The tuple ti can also be treated
as a random variable Xi over D∪ ⊥, such that ∀l, Pr[Xi = vi,l] = pi,l, and
Pr[Xi =⊥] = 1 −∑si

l=1 pi,l.
This data model adapts both kinds of uncertainties. If ∀i,

∑si

l=1 pi,l = 1, the
stream only has attribute-level uncertainty. If ∀i, si = 1, the stream only has ex-
istential uncertainty. Otherwise, the stream contains both kinds of uncertainties.
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Definition 1 (Expected Rank Top-k, ER-Topk in abbr.). [8] The ER-
topk query returns k tuples with smallest values of r(t), defined below.

r(t) =
∑

W∈W
Pr[W ] · rankW (t) (1)

where W is the possible world space, Pr[W ] is the probability of a possible world
instance W , and rankW (t) returns the rank of t in W , i.e, it returns the number
of tuples ranked higher than t if t ∈ W , or the number of tuples in W (|W |)
otherwise.

By the definition and linearity of expectation, the expected rank of the tuple ti,
r(ti), is computed as follows.

r(ti) =
si∑

l=1

pi,l(q(vi,l) − qi(vi,l)) + (1 −
si∑

l=1

pi,l)(E[|W |] −
si∑

l=1

pi,l) (2)

where q(v) is the sum of probabilities of all tuples greater than v, and qi(v) is
the sum of probabilities of the tuple ti greater than v, i.e, qi(v) =

∑
l,vi,l>v pi,l,

and q(v) =
∑

i qi(v). Let |W | denote the number of tuples in the possible world
W , so that E[|W |] =

∑
i,l pi,l.

Example 1. Consider the data set in Table 1. The expected size of all possible
worlds E[|W |] =

∑
i,l pi,l = 3.3. r(t1) = 0.6×((1.0+0.4+0.4)−0.4)+0.4×(0.4−

0) = 1.0, r(t3) = 0.4 × 0 + (1 − 0.4) × (3.3 − 0.4) = 1.74. Similarly, r(t2) = 0.8,
r(t4) = 2.4. So, the query returns {t2, t1} when k = 2.

3 Our Solution

In this section, we show how to compute the exact answers of ER-topk over
uncertain data streams. Equation (2) illustrates how to compute the expected
rank of a tuple t. Moreover, it implies that the value of the expected rank may
also change with time going on since the function q(v) is based on all tuples
till now. For example, at time 4, r(t2) = 0.8, r(t1) = 1.0, r(t2) < r(t1) (in
Example 1). Assume the next tuple t5 is 〈(65, 1.0)〉. Then, r(t1) = r(t2) = 1.6.
This simple example also implies that r(ti) > r(tj) at some time point doesn’t
mean r(ti) > r(tj) forever.

Fortunately, we actually find some pairs of tuples, ti and tj , such that r(ti) >
r(tj) or r(tj) < r(ti) holds at any time point. For convenience, we use ti ≺ tj to
denote the situation that r(ti) < r(tj) holds forever, and ti � tj if r(ti) > r(tj)
holds forever. For convenience, we also claim that ti dominates tj if ti ≺ tj , or
ti is dominated by tj is ti � tj .

Theorem 1. Consider two tuples ti and tj. ti ≺ tj if and only if (i) ∀v, qi(v) ≥
qj(v), and (ii) ∃v, qi(v) > qj(v) hold at the same time. Remember that qi(v) =∑

l,vi,l>v qi,l.
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Proof. Let P denote a set of points generated from ti and tj , P = {∑zi

l=1 pi,l} ∪
{∑zj

l=1 pj,l} ∪ {1}, where 1 ≤ zi ≤ si, 1 ≤ zj ≤ sj . Let m denote the distinct
items in P , i.e, m = |P| ≤ si + sj + 1. Without loss of generality, let P1, · · ·Pm

denote m items in P , and P1 ≤ P2 ≤ · · ·Pm = 1. Moreover, we assume the gth
item and hth item in P satisfies: Pg =

∑si

l=1 pi,l, Ph =
∑sj

l=1 pj,l. According to
the condition (i), we have: g ≥ h.

Let the function vi(z) be defined as vi(z)=vi,x, where x=argminy(
∑y

l=1 pi,l ≥
Pz). Equation (2) could be computed as follows.

r(ti) =
g∑

l=1

(
Pl−Pl−1

)(
q(vi(l))−qi(vi(l))

)
+

m∑
l=g+1

(
Pl−Pl−1

)(
E[|W |]−Pg

)
(3)

Symmetrically, we can also compute the expected rank of tj like Equation (3).
Now, we begin to compute r(ti) − r(tj) based on Equation (3). Since RHS of
Equation (3) is the sum of m items. We check each item through three cases:
l ∈ [1, h], l ∈ (h, g] and l ∈ (g, m].

case 1: l ∈ [1, h].

Δl =
(
Pl − Pl−1

)(
(q(vi(l)) − qi(vi(l))

)− (
q(vj(l)) − qj(vj(l)))

)
(4)

If vi(l) = vj(l), then q(vi(l)) = q(vj(l)). According to condition (i), Δl ≤ 0.
Otherwise, if vi(l) > vj(l), then q(vj(l)) − q(vi(l)) ≥ the sum of probabilities

that tuples’ values are equal to vi(l) according to the definition of the function
q(·). Moreover, since the tuple ti has at least Pl−qi(vi(l)) probability to be vi(l),
we have: q(vj(l)) − q(vi(l)) ≥ Pl − qi(vi(l)). Finally, because qj(vj(l)) < Pl, we
have: Δl < 0.

It is worth noting that vi(l) < vj(l) will never occur because it violates con-
dition (i) otherwise.

case 2: i ∈ (h, g].

Δl = (Pl − Pl−1)((q(vi(l)) − qi(vi(l)) − (E[|W |] − Ph)) (5)

This situation occurs only when
∑si

l=1 pi,l >
∑sj

l=1 pj,l. Similarly, we have:
E[|W |] − q(vi(l)) ≥ Pl − qi(vi(l)). Thus, Δl < 0.

case 3: l ∈ (g, m].

Δl = (Pl − Pl−1)((E[|W |] − Pg) − (E[|W |] − Ph)) (6)

This situation occurs only when
∑si

l=1 pi,l < 1 and
∑sj

l=1 pj,l < 1. Since Pg > Ph,
we have Δl < 0.

As a conclusion, Δl < 0 under two conditions.
Finally, we show that if neither condition is satisfied, we will never have ti ≺

tj . First, without condition (ii), ti and tj could be the same. Second, without
condition (i), it means ∃v̂, qi(v̂) < qj(v̂). When a new tuple, 〈(v̂, 1.0)〉, arrives,
the values of r(ti) and r(tj) will increase by 1− qi(v̂) and 1− qj(v̂) respectively.
Obviously, r(ti) > r(tj) will hold after inserting a number of such tuples because
1 − qi(v̂) > 1 − qj(v̂).
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Example 2. Figure 1 illustrates the functions qi(v) for all tuples in Table 1.
Obviously, t1 ≺ t4, t2 ≺ t4. For the pair of tuples t1 and t2, neither t1 ≺ t2 nor
t2 ≺ t1 holds.

qi(v)

v

1.0

0.5

8040

t3

t2t1
t4

0

Fig. 1. The functions qi(v), for each 1 ≤ i ≤ 4

Lemma 1. A tuple t cannot belong to the query result if there exist at least k
tuples (say, t′), t′ ≺ t.

Proof. The correctness stems from Theorem 1.

Lemma 1 is capable of checking whether a tuple will belong to the query result
potentially in future or not. Such candidate tuples must be stored in the system.

In addition, it is worth noting that a tuple cannot belong to the query result
even if it is not dominated by k tuples under some situations. See the example
below.

Example 3. Let’s consider a situation, k = 1. There are three tuples, t1 =
〈(9, 0.6), (8, 0.2), (7, 0.1), (6, 0.1)〉, t2 = 〈(11, 0.4), (6, 0.5), (5, 0.1)〉, t3 = 〈(10, 0.1),
(9, 0.4), (4, 0.5)〉. Obviously, neither tuple dominates another tuple. But the tu-
ple t3 won’t be output since its expected rank r(t3) will be greater than t1
or t2 no matter what tuples come later. In other words, We can evaluate that
r(t1) + r(t2) − 2r(t3) < 0 always holds because the function q(·) is monotonous
(Equation (2)).

However, discovering all candidate tuples like Example 3 is quite expensive since
it needs to check a huge number of tuples. Consequently, in this paper we mainly
use Lemma 1 to evaluate candidates. Even though a few redundant tuples are
stored, it is efficient in computing. Algorithm 1 is the main framework of our
exact solution to handle data streams, which invokes maintainDomGraph and
maintainProbTree repeatedly to maintain two novel structures, namely dom-
Graph and probTree.

3.1 domGraph

The domGraph, with each node described in form of (t, T≺, T�, state, c), is a
graph to store all candidate tuples. The entry t refers to a tuple in the stream.
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Algorithm 1. processStream()
1: Empty a domGraph G and a probTree T ;
2: for each (arriving tuple t)
3: maintainDomGraph(t, G);
4: maintainProbTree(t, T );

T≺ represents a set of tuples ranking just higher than t, i.e, (i) ∀t′ ∈ T≺, t′ ≺ t,
and (ii) any tuple in T≺ cannot dominate another tuple in T≺, i.e �t′, t′′ ∈ T≺
such that t′ ≺ t′′. T� represents a set of tuples ranking just lower than t, i.e, (i)
∀t′ ∈ T�, t′ � t, and (ii) �t′, t′′ ∈ T� that t′ � t′′. The entry state illustrates the
state of the node. During processing, a node could be at one of three states: TV
(To Visit), VD (Visited), or NV (No Visit). The entry c is the total number of
tuples in the domGraph ranking higher than t.

Algorithm maintainDomGraph (Algorithm 2) illustrates how to maintain a
domGraph when a new tuple t arrives. Initially, three FIFO (First In First Out)
queues, Q, Q≺ and Q�, which store nodes to be visited, nodes dominating t,
and nodes dominated by t respectively are emptied at the same time. In general,
pop(Q) and push(n, Q) are basic operators supported by any FIFO queue. The
operator pop(Q) returns the item at the front of a non-empty queue Q, and
then remove it from Q. Otherwise, it returns NULL if Q is empty. The operator
push(n, Q) inserts the item n at the back of the queue Q. A subroutine set is
defined to update the state entry for a set of nodes. For example, at Line 1,
set(G, TV ) means that the states of all nodes in G are set to TV. The variable
b, initialized to zero, represents the number of nodes been visited.

At first, the states of all nodes in G are initialized to TV, means that these nodes
are ready to be visited. All nodes that are not dominated by any other node in G
are pushed into Q (at Lines 1-3). Subsequently, it begins to construct two FIFO
queues, Q≺ and Q�, by processing all nodes in Q (at Lines 4-12). The queue Q≺
represents all nodes that just dominates t, and Q� represents all nodes that are
just dominated by t. The state of n, a node popped from Q, is updated to V D
(visited), meaning that this node has been visited. Obviously, any node that dom-
inates n.t also dominates t if n.t ≺ t, which means that it is unnecessary to visit
these nodes in future. Under such situation, we begin to compare n.c with k. It is
clear that the new tuple t won’t be a candidate if n.c ≥ k−1 so that the processing
for t could be terminated (Lemma 1). Otherwise, we push n into Q≺, and set the
states of all nodes in n.T≺ to NV (not visit). A node with a state of NV will never
be pushed into the queue Q. Subsequently, if t ≺ n.t, we push n into Q�, following
which Q� is updated to make it only contains nodes directly dominated by t. It is
worth noting that it is necessary to check all nodes dominating t if the tuple t is
not dominated by n.t. In this way, the subroutine pushDominated (Algorithm 3)
is invoked immediately to push part of nodes in n.T≺ into Q if satisfying following
two conditions simultaneously (i) with a state of TV, and (ii) all nodes dominated
by it have been visited. The condition (i) claims that a node to be pushed into Q
must have not been visited. The condition (ii) shows that a node is pushed into Q
after all nodes dominated by it.
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Algorithm 2. maintainDomGraph(t, G)
1: Empty FIFO queues Q, Q≺, Q�; b ← 0; set(G, TV);
2: foreach (node n in G)
3: if (�n′ ∈ G, n.t ≺ n′.t) then push(n, Q);
4: while ((n ← pop(Q)) �= NULL)
5: set(n, VD); b ← b + 1;
6: if (n.t ≺ t) then
7: if (n.c ≥ k − 1) then return; // t isn’t a candidate
8: push(n, Q≺); set(n.T≺, NV);
9: else

10: if (t ≺ n.t) then
11: push(n, Q�); Q� ← Q� − n.T�;
12: pushDominated(n, Q);
13: create a new node nnew(t, Q≺, Q�, |G| + |Q≺| − b, TV);
14: Remove old references between nnew .T� and nnew .T≺;
15: foreach (node n in G, n.t 
 nnew .t)
16: n.c ← n.c + 1;
17: if (n.c ≥ k − 1) then
18: Remove all nodes in n.T� in cascade style;

Algorithm 3. pushDominated(n, Q)
1: for each node n′ in n.T≺ do
2: if (n′.state = TV) then
3: if (∀n′′ ∈ n′.T�, n′′.state = VD) then push(n′, Q);

Then, it inserts a new node for t into G if necessary. The queues Q≺ and Q�
keep all nodes dominating t and dominated by t respectively. We then compute
the value of the entry c, which represents the number of nodes dominating t
in G. Recall that all nodes dominating any node in Q≺ have not been visited
(labeled as NV), and b represents the number of nodes been visited. So, there are
|G| + |Q≺| − b nodes in G dominating t. Subsequently, we remove all references
between nnew .T� and nnew.T≺ to make G consistent (at Lines 13-14).

Finally, the entry c of each node dominated by t increases by 1. Additionally,
if we find a node n such that n.c ≥ n − 1, it is clear that all nodes dominated
by n could be removed safely (at Lines 15-18).

Analysis. We maintain a domGraph for a set of candidate tuples for two reasons.
First, we have tried to remove tuples which are definitely not candidates for a
query. Since an arriving tuple may still contains other big attributes like text
information, it will save the space consumption. Second, the domGaph is efficient
to maintain. Without this directed acyclic graph, it is not easy to decide whether
a new tuple is a candidate or not. In our algorithm, we compare the new tuple
with a set of low-ranked tuples in G at first. In this way, the processing could
be terminated as soon as possible (at Line 7).

Example 4. Figure 2 illustrates the evolution of a domGraph based on a small
set of uncertain data in Figure 3. k = 2. Each node is affiliated with the tuple t
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Fig. 2. The evolution of domGraph based on Figure 3

and the entry c. A directed link from ni to nj means that ni.t ≺ nj.t. Obviously,
A domGraph is in fact a directed acyclic graph. After time 2, both t1 and t2 stay
in domGraph and t1 � t2. At time 3, since t1 ≺ t3 and its node n1.c = 1 ≥ k−1,
t3 will not be inserted into the domGraph. In this way, the following three tuples
will be inserted into the domGraph.

3.2 probTree

Another indispensable task is to maintain the function q(v) over all tuples in the
stream. [8] provides a simple solution to handle a static data set. When a query
request arrives, it begins to invoke a quick ordering algorithm to sort the data
set in O(n log n) time, where n is the size of the data set. Then, the function q(v)
is constructed straightforwardly after conducting a linear scan upon all ordered
tuples. This approach cannot suit for the streaming scenarios since it is expensive
in processing a query request. Our goal is to devising a novel approach that is
efficient both in tuple-maintaining and request-processing phases.

Our solution is a binary search tree that is called as probTree with each node
in form of (v, p, l, r, par). The entry v, describing the attribute’s value, is also
the key of the tree. The entry p represents the probability sum of some tuples.
The rest three entries, l, r and par, are references to its left child, right child
and parent node respectively.

Algorithm maintainProbTree (Algorithm 4) illustrates how to maintain a
probTree T continuously when a new tuple t, described as〈(v1, p1), · · · , (vst , pst)〉,
arrives. Initially, we insert a new node of t into T as the root node if T is empty.
In general, the algorithm begins to seek a target node with a key (or equally the
entry v) equal to vj . If such node is found, the value of its entry p increases by
pj . Otherwise, we insert a new node of (vj , pj) into T . Moreover, for each node
w along the path from root to the destine (a node with entry v equal to vj), the
entry p is updated as w.p ← w.p + pj if w.v < vj .

Algorithm getq (Algorithm 5) illustrates how to compute the value of q(υ)
by a probTree T . It visits some nodes along the path from the root node to a
destine node with v equal to minw∈T ,w.v>υ(w.v). A variable sum, representing
the result value, is initialized to zero at first. For any node w in the path, the
value of sum is updated as sum ← sum + w.p if w.v > υ.

The correctness of Algorithm 5 stems from the construction of a probTree. Let
(vi,l, pi,l) be an arbitrary attribute-probability pair in the uncertain data set. Let
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Algorithm 4. maintainProbTree(t, T )
1: for j = 1 to st

2: w ← T .root;
3: if (w =NULL) then
4: T .root ← newNode(vj , pj); continue;
5: while (w �= NULL)
6: if (w.v > vj) then
7: if (w.l �= NULL) then w ← w.l;
8: else w.l ← newNode(vj , pj); break;
9: else if (w.v < vj) then

10: w.p ← w.p + pj ;
11: if (w.r �= NULL) then w ← w.r;
12: else w.r ← newNode(vj , pj); break;
13: else w.p ← w.p + pj ; break;

Algorithm 5. getq(υ, T )
1: sum ← 0;
2: w ← T .root;
3: while (w �= NULL)
4: if (w.v > υ) then
5: sum ← sum + w.p; w ← w.l;
6: else
7: w ← w.r;
8: return sum;

RP (W ) denote a tree includes the node w and its right sub-tree. For each node
w in the probTree, the value of the entry p is the sum of probabilities of all
attribute-probability pair with keys at its right side, i.e, w.p =

∑
vi,l∈RT (w) pi,l.

In Algorithm 5, once it visits a node w such that w.v > v, it will choose to visit
left child (at Line 7). In this way, the correctness is ensured.

Tuple ID Attribute Value
t1 〈(9, 0.3), (7, 0.7)〉
t2 〈(10, 0.4), (8, 0.6)〉
t3 〈(7, 1.0)〉
t4 〈(9, 0.5), (8, 0.4), (7, 0.1)〉
t5 〈(11, 0.3), (4, 0.7)〉
t6 〈(10, 0.4), (5, 0.6)〉

Fig. 3. A small data set
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n2 n3

n5n4n6

(9, 1.9)

(10, 1.1)

(4, 1.3)

(5, 0.6)

(7, 2.8)

(8, 1.0) (11, 0.3)

Fig. 4. An example of Probtree upon Figure 3

Example 5. Figure 4 illustrates the probTree at time 5 and 6 respectively. Each
node is affiliated with information (v, p). When the tuple t6 〈(10, 0.4), (5, 0.6)〉
arrives, it finds the node n3, n3.v = 10. The entry n3.p is updated to 1.1 (=
0.7 + 0.4). Since the parent node n1 has n1.v = 9 < 10, its entry n1.p is also
updated to 1.9 (= 1.5 + 0.4). Subsequently, it inserts a new node n7 of the
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pair (5, 0.6) into the probTree since no node with v = 5 is in the probTree
now. Similarly, the entry p of the node n6 is updated to 1.3 (= 0.7 + 0.6) since
n6.v < n7.v.

It is easy to compute the value of q(υ) based on a probTree. Assume υ = 8. At
first, it visits the root node n1 to set the variable sum to 1.9 since n1.v = 9 > 8.
Next, it visits the left node, n2, and does nothing since n2.v = 7 < 8. Finally, it
visits the right node, n4, and find n4.v = 8. As a result, it returns 1.9.

Theorem 2. Let N denote the size of the data stream, s denote the maximum
probability options, i.e, s = maxN

i=1 si. The size of a probTree is O(sN), the
per-tuple processing cost is O(s log(sN)), and computing q(·) from a probTree
costs O(log(sN)).

Proof. We assume the tuples in the stream arrive out-of-order. Obviously, the
number of distinct items in the stream is O(sN). The cost on inserting a tuple
or computing q(·) is dependent on the height of the probTree. When each item
is inserted in-order, the height is O(sN) under the worst case. Contrarily, the
expected height of a randomly built binary search tree on sN keys is O(log(sN))
[5]. Straightforwardly, the amortized cost on inserting a tuple is O(s log(sN)),
and the cost on computing q(·) is O(log(sN)).

3.3 Handle a Request

we can efficiently handle an ER-topk request by using domGraph and probTree.
Initially, an FIFO query Q and a result set R are emptied. Let rmax(R) denote the
maximum expected rank of all nodes in a set R, i.e, rmax(R) = maxn∈R(r(n)). At
first, all nodes not dominated by any other nodes are pushed into Q since these
nodes have potentialities to be at the 1st rank. Subsequently, a node n is popped
out of Q for evaluation repeatedly until Q is empty. The expected rank r(n) of a
node n can be computed by Equation (2). If R contains no more than k nodes,
the node n is added into R immediately. Otherwise, if r(n) < rmax(R), we insert
n into R and remove the lowest-ranked tuple in R. If the node n is pushed into
R, it means that all tuples dominated by n directly are also candidate tuples.
Thus, we can push each node in n.T� into Q if this node has not been pushed
into Q. The program will terminate when the queue Q is empty.

4 Experiments

In this section, we present an experimental study upon synthetic and real data.
All the algorithms are implemented in C++ and the experiments are performed
on a system with Intel Core 2 CPU (2.4GHz) and 4G memory. Since our solution
is the only method to handle ER-Topk query over data stream, we will report the
time- and space- efficiency below. We use two synthetic and one real 1,000,000-
tuple data set in our testings, as described below.

syn-uni The syn-uni data set only has existential uncertainty. The rank of each
tuple is randomly selected from 1 to 1,000,000 without replacement and the
probability is uniformly distributed in (0, 1).
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syn-nor The syn-nor data set has both kinds of uncertainties. The existential
confidence of each tuple is randomly generated from a normal distribution
N(0.6, 0.3) 1. We set the maximum number of options of all tuples no more
than 10, i.e, smax = 10. For the ith tuple, the number of attribute options
(say, si) is uniformly selected from [smax/2, smax]. Subsequently, we con-
struct a normal distribution N(μi, σi), where μi is uniformly selected from
[0, 1, 000] and σi is uniformly selected from [0, 1]. We randomly select si val-
ues from the distribution N(μi, σi), denoted as v1, · · · , vsi , and construct ti
as 〈(v1, pi/si), · · · , (vi, pi/si)〉.

IIP The (IIP) Iceberg Sightings Database 2 collects information on iceberg ac-
tivity in North Atlantic near the Grand Banks of Newfoundland. Each sight-
ing record contains the date, location, shape, size, number of days drifted,
etc. Since it also contains a confidence level attribute according to the source
of sighting, we converted the confidence levels, including R/V, VIS, RAD,
SAT-LOW, SAT-MED, SAT-HIGH and EST, to probabilities 0.8, 0.7, 0.6,
0.5, 0.4, 0.3 and 0.4 respectively. We created a data stream by repeatedly
selecting records randomly from a set of all records gathered from 1998 to
2007.

Figure 5 illustrates the space consumption of the proposed method, which mainly
contains a domGraph that stores all candidate tuples and a probTree for the
function q(·). In general, each tuple in a data set also contains other informa-
tion besides the scoring attributes. For example, the IIP data set contains 19
attributes, including 2 time fields, 7 category fields and 10 numeric fields, among
which only two fields (e.g, 1 numeric field and 1 category field) are used for scor-
ing function and confidence respectively. The full information should be stored
in the system if a tuple is probably belonging to the query result. The x-axis
in Figure 5(a) and (b), representing the size of information attributes for each
tuple, varies from 10 to 1000. The domGraph size is quite small, because merely
a small number of tuples are candidates. The probTree size is decided by the
number of distinct attribute values, independent of the information attributes.
Figure 5(c) illustrates the space consumption upon the IIP data set, where each
tuple uses 52 bytes to store the information attributes. The space consumption
is only 1% of the total data set.

Figure 6 illustrates that the per-tuple processing cost is low in general on
three uncertain data sets. When k increases, the cost will continue to grow.
Moreover, the cost for syn-nor is significantly higher than the other data sets,
because each tuple in syn-nor contains multiple attribute choices so that the
cost on maintaining probTree is much higher.

Figure 7 illustrates the cost on handling a request upon three data sets with
the comparison of the static method. The x-axis represents the value of parame-
ter k, and the y-axis represents the time cost. Similarly, when k increases, the cost
will continue to grow. The cost on syn-nor and IIP is significantly greater than
syn-uni because of two reasons. First, the syn-nor data set has multiple choices
1 N(μ, σ) is a normal distribution with μ as mean value and σ as standard deviation.
2 http://nsidc.org/data/g00807.html

http://nsidc.org/data/g00807.html
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(a) upon syn-uni (b) upon syn-nor (c) upon IIP

Fig. 5. Space consumption upon uncertain data sets

in the scoring attribute, making it expensive to compute the rank of each can-
didate tuple. Second, the domGraph for IIP is more complex than syn-uni since
it has many identical tuples. Anyway, this cost can be reduced significantly if
we can scan the domGraph conveniently with the help of an additional list for
candidates.

Fig. 6. Per-tuple processing cost Fig. 7. Cost on handling a request

5 Related Work

Uncertain data management has attracted a lot of attentions recent years, be-
cause the uncertainty widely exists in many applications, such as Web, sensor
networks, financial applications, and so on [1]. In general, there are two kinds
of uncertainties, namely existential uncertainty and attribute-level uncertainty.
More recently, several prototype systems have also been developed to handle
such uncertain data, including MayBMS [4], MystiQ [10], and Trio [3].

Uncertain top-k query has been studied extensively in recent years. Although
the semantics is explicit for the deterministic data, several different top-k defi-
nitions are proposed for distinct purposes, including U-topk [18], U-kranks [18],
PT-k [12], global top-k [20], ER-topk [8], ES-topk [8], UTop-Setk [17], c-Typical-
Topk [11] and unified topk [16] queries. However, most of previous work only
studies the “one-shot” top-k query over static uncertain dataset except [15] that
studies how to handle sliding-window top-k queries (U-topk, U-kRanks, PT-k
and global topk) on uncertain streams. In [15], some synopsis data structures
are proposed to summarize tuples in the sliding-window efficient and effectively.
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The focus of this paper is to study the streaming algorithm to handle top-k
query. After studying main uncertain top-k query, we find that most of existing
top-k semantics has the shrinkability property except the ER-topk query. In
other words, for an ER-topk query, each tuple in the stream is either a candidate
result tuple, or may influence the query result. So, we try to devise the exact
streaming solution for ER-topk query.

Recently, there has been a lot of efforts in extending the query processing
techniques on static uncertain data to uncertain data streams [2,6,7,9,13,14,19].
In [2], a method is proposed to handle clustering issue. [19], the frequent items
mining is also studied.

6 Conclusion

In this paper, we aim at handling top-k queries on uncertain data streams.
Since the volume of a data stream is unbounded whereas the memory resource
is limited, we hope to find some heuristic rules to remove parts of redundant
tuples and the rest tuples are enough for final results. Although this assumption
is true for most of typical uncertain top-k semantics, we find that no tuple is
redundant for the ER-topk semantic. In other words, each tuple either (i) is
belonging to the result sets now or later, or (ii) may influence the query results.
We have devised an efficient and effective solutions for the ER-topk query. A
possible future work is to devising solutions for the sliding-window model.
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Abstract. For a number of stream applications, synergistic integration of stream
as well as event processing is becoming a necessity. However, the relationship
between windows and consumption modes has not been studied in the literature.
A clear understanding of this relationship is important for integrating the two
synergistically as well as detecting meaningful complex events using events gen-
erated by a stream processing system. In this paper, we analyze the notion of
windows introduced for stream processing and the notion of consumption modes
introduced for event processing. Based on the analysis, this paper proposes sev-
eral approaches for combining the two and investigates their ramifications. We
present conclusions based on our analysis and an integrated architecture that cur-
rently supports one of the reconciled approaches.

1 Introduction

Event processing systems [1, 2] have been researched extensively from the situation
monitoring viewpoint to detect changes in a timely manner and to take appropriate
actions via active (or Event-Condition-Action) rules. Data stream processing systems
[3–5] deal with applications that generate large amounts of data in real-time at varying
input rates and to compute functions over multiple streams that satisfy quality of ser-
vice (QoS) requirements. Event stream processing systems [3, 6–11], those integrating
event and data stream processing, combine the capabilities of both models for applica-
tions that not only need to process continuous queries (CQs), but also need to detect
complex events based on the events generated by CQs. Integrating both these models
requires analysis of their relationships [3, 6]: inputs and outputs, consumption modes
vs. windows, event operators vs. CQ operators, computation model, best effort vs. qual-
ity of service requirements, optimization vs. scheduling, buffer management vs load
shedding, and rule processing management.

In complex event processing systems, primitive or simple events are domain-specific
and are detected or generated by a system along with the time of occurrence. For exam-
ple, a data stream processing system may compute the rise in temperature over a period
of time using a continuous query (CQ) and trigger an event “high temperature”. Com-
posite or complex events are event expressions composed out of one or more primitive
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or composite events using event operators. Composite events are detected using event
operator semantics and event consumption modes 1. For example, the notion of fire may
be defined as composite event when “high temperature” and “presence of smoke” oc-
cur in the vicinity of each other (spatially and temporally). Event consumptions modes
[12–19], such as Recent, Chronicle, Continuous, and Cumulative, were defined based
on the needs of various application domains and are used to detect events in a mean-
ingful way as required by the application. Some of the event operators of Snoop event
specification language [12, 20] are AND, OR, Not, Sequence, Plus, Periodic, and Ape-
riodic. The time of occurrence of a composite event depends on the detection seman-
tics [21, 22] that can be either point-based or interval-based.

Data stream management systems support CQs that are composed using various op-
erators. Most of them support traditional relational operators such as select, project,
join, and aggregates. The data in this model can be accessed only sequentially and
the data items (or tuples) are typically accessed only once. However, computations on
stream processing do not preclude the use of data from a conventional DBMS. Data
items that arrive as a continuous stream can be considered to be ordered by their ar-
riving time stamp or by other attributes (e.g., sequence number in an IP header). To
deal with the unbounded input size of an input stream, a sliding window [4, 5] is used
to capture a subset of an input stream, on which an operator (e.g., join, aggregate) can
compute its results. Different types of windows have been proposed in the literature,
namely: tuple-based, time-based, attribute-based, partitioned and semantic.

Although there is a large body of work on stream and event processing, there is
not much work in the literature on their integration. As a consequence, there is not
any work that explicitly discusses the relationship between windows and consumption
modes. Even the stream and event processing systems that support event operators ex-
plicitly do not indicate how multiple events of the same type are handled with respect to
earlier occurrences. There is no declarative specification along the lines of consumption
modes in existing event stream processing. In this paper, we investigate the reconcilia-
tion between event consumption modes and windows – specifically tuple- or time-based
windows. We will discuss both consumption modes and windows in detail, and then
discuss how they can be handled in a consistent manner.

2 Integrated Event Stream Processing

The integrated event stream processing architecture (from [6]) shown in Figure 1 has
four stages:

Stage 1: In this stage CQs over data streams are processed. This stage processes
normal CQs where it takes streams as inputs and gives computed continuous streams.
In Figure 1, operators S1, S2, and J1 form a CQ. CQs can generate meaningful events
that can be composed further for detecting higher level events (e.g., fire as described
above). Even intermediate results of stream computations may generate events. A CQ
may also give rise to multiple events. In Figure 1, primitive events E1 and E2 generated
from J1 and J2, respectively, are composed to form E3.

1 They are also termed as parameter contexts or simply contexts in this paper where the intention
is clear.
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Fig. 1. Event Stream Processing Architecture

Stage 3: In this stage, events are defined and processed using the event detection
graphs, and active rules are triggered. Event detection graphs (EDGs) [12, 15] can be
used to detect events, where leaf nodes represent primitive events and internal nodes
represent composite events.

Stage 4: Multiple rules can be associated with an event. When an event is detected
in stage 3 and a rule is triggered, conditions are checked, and associated actions are
carried out by this stage.

Stage 2: This is the glue that integrates the event and stream processing. In this stage,
stream output is coupled with event nodes using an event generator operator. The event
detector shown in stage 3 has a common event processor buffer into which all events
that are raised are queued. A single queue is necessary as events are detected and raised
by different components of the system (CQs in this case) and they need to be processed
according to their time of occurrence. This stage adds a new event generator operator
to every stream query as the root if an event is associated with that CQ. This operator
can take any number of MASKS (or conditions) and for each MASK, a different event
tuple/object is created and sent to the notify buffer in stage 3. As shown in Figure 1,
nodes J1 and J2 are attached to event generator nodes G1 and G2, which have MASKS
(or conditions on event parameters). Thus, CQ results from J1 and J2 are converted to
events by nodes G1 and G2.

The seamless nature of the proposed integrated model is due to the compatibility of
the chosen event processing model (i.e., an event detection graph) with the model used
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for stream processing. Event detection graphs correspond to operator trees and have
similarities with respect to query processing whereas the other representations do not
share these characteristics with query processing. The four stages shown in the archi-
tecture can be further linked in meaningful ways. For example, event streams can be
fed to the stage 1 to be further processed as streams. Using the above stages as compo-
nents, multiple layers of stream and event processing can be formulated based on the
needs of applications. For a detailed analysis of event and stream processing, and their
synergistic integration, please refer to [3, 11].

3 Event Consumption Modes

In the absence of consumption mode specification, events are detected in unrestricted
(or with no) consumption mode. This means, once an event occurs, it cannot be dis-
carded at all. Below we explain the detection of events in various consumption modes.
For formalization and generalization, please refer to [12, 22].

The Snoop event specification language operators [12, 20] detect complex events
based on event instances occurring over a time line. An event history (Ei[H]) maintains
all event instances of a particular event type (Ei) up to a given point in time. Suppose
e1 is an event instance of type E1, then event history E1[H] stores all the instances of
the event E1 (namely e1

j). For each instance ei
j , [tsi, tei] indicates the start time (tsi)

and end time (tei). Event instances in an event history are ordered by their end time.

Fig. 2. Sequence Event Operator EDG

Below, we discuss the Sequence composite event operator that detects the sequence
of two events. Consider two primitive events E1 and E2, and a Sequence event E3 (i.e.,
E1 SEQ E2). Event E3 is detected when E2 occurs after E1. Event detection graph
of event E3 is shown in Figure 2. With unrestricted (or no) consumption mode, all
occurrences of event E1 and E2 are combined, and none of them are removed after
they have taken part in an event detection. Consider the following event occurrences2:

E1[H] : e11[10 : 00am]; e21[10 : 03am]; e31[10 : 04am];
E2[H] : e12[10 : 01am]; e22[10 : 02am]; e32[10 : 05am];

In the above histories, event instance e1
1 occurs at 10:00 am. The sequence event E3 is

detected in unrestricted consumption mode with the following event pairs (for example,
e2
2 is combined only with e1

1) :

(e11, e
1
2), (e
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2
2), (e
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2 ej
i represents the jth occurrence of event Ei.
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Even though the above event pairs are detected, the time of occurrence for these event
pairs depend on the detection semantics. With interval-based semantics, event E3 oc-
curs with the following time of occurrences:

(e11, e
1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e11, e
3
2)[10 : 00am, 10 : 05am], (e21, e

3
2)[10 : 03am, 10 : 05am],

(e31, e32)[10 : 04am, 10 : 05am].

The constituent event that starts a composite event detection is called the initiator event.
The constituent event that detects a composite event is the detector event. The termi-
nator event stops the future detection of a composite event by removing existing con-
stituent event occurrences. For the Sequence event E3, E1 is the initiator and E2 is the
detector. There is no terminator event as no event instances are discarded without any
consumption mode.

However, the number of events produced without any consumption mode will be
large and not all event occurrences are be meaningful to an application. In addition,
detection of these events has substantial computation and space overhead that may be-
come a problem for situation monitoring applications that are based on stream data
and their unbounded nature. In order to restrict the detection to meaningful compos-
ite events, consumptions modes, contexts, consumption conditions, or similar concepts,
are supported by systems such as: ACOOD, SAMOS, Snoop/Sentinel, REACH, AMiT,
SASE+, CAYUGA for restricting the unnecessary events from being detected.

Consumptions modes, based on their semantics, impose an upper bound on the num-
ber of events of the same event type that should be kept for the purpose of detecting
composite events. The number of events to be kept depended solely on the consump-
tion mode of the operator and the semantics of the operator. Below we explain four
consumption modes (Recent, Chronicle, Continuous, and Cumulative) by showing the
events detected for the Sequence event E3 defined above. Consumptions modes and
event operators defined in the paper are based on the Sentinel system [12]. Note that
these context definitions were proposed prior to the advent of stream data processing.
We also briefly discuss why we chose only these four modes in Section 3.5.

3.1 Recent Consumption Mode

This mode was intended for applications where events are happening at a fast rate and
multiple occurrences of the same event only refine the previous value. Briefly, only the
most recent or the latest initiator (i.e., latest instance of the initiator event) that started
the detection of a composite event is used in this consumption mode. This entails that
the most recent occurrence just updates (summarizes) the previous occurrence(s) of
the same event type. An initiator will continue to initiate new event occurrences until
a new initiator (i.e., new instance of the initiator event) or a terminator (i.e., instance
of the terminator event) occurs. Binary Snoop operators (AND, OR, Sequence) use
only detectors. This implies that the initiator will continue to initiate new event occur-
rences until a new initiator occurs. On the other hand, ternary Snoop operators (Periodic,
Aperiodic) contain both detectors and terminators, which implies that the initiator will
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continue to initiate new event occurrences until a new initiator occurs or until a termi-
nator occurs. Once the composite event is terminated, all the constituent event instances
of that composite event will be deleted.

Example: The sequence event E3 (defined earlier) is detected in recent consumption
mode using interval-based semantics with the following occurrences:

(e11, e
1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e31, e32)[10 : 04am, 10 : 05am].

Sequence events (e1
1, e3

2) [10:00am, 10:05am] and (e2
1, e3

2) [10:03am, 10:05am] are not
part of the recent consumption mode, in comparison to the unrestricted mode, as the
initiator e3

1 replaced both e1
1 and e2

1 before detector e3
2 occurred.

In general, events detected in this mode are a subset of the events detected using the
unrestricted consumption mode. This is true in general3 for all Snoop operators and all
modes except the cumulative mode [20, 22].

3.2 Continuous Consumption Mode

For applications where event detection along a moving time window is needed, this
mode can be used. Briefly, in this mode, each instance of the initiator event starts the
detection of a composite event. An instance of the detector or terminator event may
detect one or more occurrences of that same composite event. An instance of the ini-
tiator will be used at least once to detect that event. For binary Snoop operators, all the
constituent event instances (initiator, detector and/or terminator) are deleted once the
event is detected. The detector event acts as the terminator as well. For ternary Snoop
operators, detector and terminator are usually different, so initiators are removed only
upon termination.

Example: The sequence event E3 is detected in continuous consumption mode using
interval-based semantics with the following occurrences:

(e11, e
1
2)[10 : 00am, 10 : 01am], (e21, e

3
2)[10 : 03am, 10 : 05am],

(e31, e
3
2)[10 : 04am, 10 : 05am].

Some of the events detected are different from the ones detected in the recent mode.
Event pair (e1

1, e2
2) [10:00am, 10:02am] is not part of the continuous consumption mode,

as the detector event e1
2 removed the occurrence of e1

1. On the other hand, event pair (e2
1,

e3
2) [10:03am, 10:05am] is not part of the recent context.

3.3 Chronicle Consumption Mode

This mode was proposed for applications where there is a correspondence between
different types of events and their occurrences, and this correspondence needs to be
maintained. In this mode, for a composite event occurrence, the initiator and terminator
pair is unique (oldest initiator instance is paired with the oldest terminator instance). For
binary Snoop operators, both the detector and terminator are the same, so once detected

3 Although only the interval semantics is used in this paper, the subset relationship is true for
point semantics as well.
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the entire set of participating constituent events (initiator, detector and terminator) are
deleted. For ternary Snoop operators, detectors and terminators are different.

Example: The event E3 is detected in the chronicle consumption mode using the
interval-based semantics with the following occurrences:

(e11, e
1
2)[10 : 00am, 10 : 01am], (e21, e

3
2)[10 : 03am, 10 : 05am].

The events detected are a subset of the events detected using the unrestricted consump-
tion mode. Event pairs (e1

1, e2
2), (e1

1, e3
2), and (e3

1, e3
2) are not part of the chronicle con-

sumption mode as the detector e1
2 removed the occurrence of e1

1 after pairing, and e2
2

occurred before e2
1. Event e3

1 waits for the next occurrence of E2 to occur.

3.4 Cumulative Consumption Mode

Applications can use this consumption mode when multiple occurrences of the same
constituent event need to be grouped and used in a meaningful way. In this consumption
mode, all occurrences of an event type are accumulated as instances of that event until
the event is detected. In both binary and ternary operator, detector and terminator are
same and once detected and terminated, all constituent event occurrences that were part
of the detection are deleted.

Example: The event E3 is detected in cumulative consumption mode using interval-
based semantics with the following occurrences:

(e11, e
1
2) [10 : 00am, 10 : 01am], (e21, e

3
1, e

3
2) [10 : 03am, 10 : 04am, 10 : 05am].

Note that for this context, events detected are not a subset of the unrestricted consump-
tion mode. As shown above, the second event pair includes two occurrences of E1 as it
accumulates event occurrences until a detector/terminator occurs.

3.5 Consumption Modes in Other Systems

In some of the recent systems [16–19], consumption modes have been specified as a
combination of instance selection and instance reuse. The instance selection option
specifies which event instance of a constituent event will take part in an event compo-
sition. The instance reuse option specifies whether an event instance is consumed after
it takes part in an event detection. We will discuss both the options using AMiT [18]
as it provides the more expressive version. The instance selection options (or quanti-
fiers) supported by AMiT are first, strict first, last, strict last, each, and strict each. For
example, last selects the last instance occurrence of the constituent event to take part
in the composite event detection. The instance reuse option (or consumption condition)
can be either True or False. If it is set to True, the constituent event is consumed imme-
diately after taking part in a detection. Using both the options, events can be detected
in recent mode discussed previously, for example, using last as the instance selection
option and True for the instance reuse option. Both the options can be applied to each
constituent event of a complex event. For example, consider a complex event Ec3 that
consists of two other complex events Ec1 and Ec2. Event Ec1 can be detected in a con-
sumption mode (instance selection and reuse), which is different from Ec2 and Ec3. In
contrast, in systems such as Snoop/Sentinel, the consumption mode is applied to the
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entire event expression (i.e., Ec1, Ec2, and Ec3 will be detected in one consumption
mode). Though the approach of allowing consumption modes to be specified with each
constituent improves the expressive power, the semantics of the complex event detected
using multiple modes is rather not clear. Thus, we will discuss the reconciliation using
the four consumption modes discussed previously.

4 Windows

In stream processing, a window [3, 5, 6, 23] is defined as a historical snapshot of a finite
portion of a stream at any time point. It defines the meaningful set of data (or tuples)
used by CQ operators to compute their functions. The notion of a window is defined
on each input stream and does not depend upon the operator semantics. The window
need not be defined only in terms of either time or physical number of tuples, although
that is typical in most of the applications and supported by most systems. Windows can
be also semantic, attribute-based, predicate-based, partitioned, etc. The main objective
of defining a window in stream processing is to convert blocking computations (i.e.,
operators) into non-blocking computations to produce output in a continuous manner.
The results of a continuous query form a data stream too.

Below we discuss the working of tuple- and time-based windows using a continuous
query. Consider two traffic streams TS1 and TS2 with two attributes.

TS1(SourceIP, DestIP) TS2(SourceIP, DestIP)

Consider the following tuples along with their time of occurrence:

TS1 : (1, 2)[10 : 00am], (1, 3)[10 : 03am], (2, 5)[10 : 04am]
TS2 : (2, 3)[10 : 01am], (2, 4)[10 : 02am], (4, 2)[10 : 05am]

CQ1 shown below joins streams TS1 and TS2, defined above. It selects the SourceIP
when attribute DestIP’s values are same. Stream operator Join performs computation
on windows W1 and W2.

CQ1 : SELECT TS1.SourceIP, TS2.SourceIP
FROM TS1 [Window W1], TS2 [Window W2] WHERE TS1.DestIP = TS2.DestIP

4.1 Tuple-Based Window

Given a window specification for a continuous query (CQ), each operator in the CQ
performs computation over the specified window. A Tuple-based window is expressed
as [Row N tuples advance M] over stream S, where N > 0, specifies the num-
ber of tuples to be kept in the window. When specified, tuple-based window produces
a relation R with N tuples. At any time instant T, R will have N tuples of S with the
maximum tuple timestamp of R is ≤ T. When CQ1 is executed with the input tuples
shown above, the resulting tuples based on the window size are as follows:

– [Row 1 tuples advance 1] for W1 and W2: The result of the above CQ is an
empty set at any time instant.

– [Row 2 advance 1] for W1 and W2: The resulting set is an empty set at timepoints
10:00, 10:01, 10:02, 10:04, and 10:05, whereas at timepoint 10:03 one tuple (1,2)
is generated by joining the tuples (1,3) of TS1 and (2,3) of TS2.



Seamless Event and Data Stream Processing 349

– [Row Unbounded tuples] or [Row ∞] for W1 and W2: With unbounded window
size the resulting set contains two tuples: First tuple (1,2) joining (1,3) of TS1 &
(2,3) of TS2, and second tuple (1,4) joining (1,2) of TS1 & (4,2) of TS2.

4.2 Time-Based Window

A time-based window is similar to the tuple-based window except the fact that the size
of the sliding window is specified in terms of a time range rather than tuple size. A
Time-based window can be expressed by [Range N time units advance M
time units], where N ≥ 0. When N is unbounded, all tuples in the entire stream
are used. As a special case, NOW denotes the window with N = 0. When N is 0, all the
tuples (possibly empty) that occurred at that instant are used in the computation. This
is particularly useful when database relations are used along with streams.

Let us consider the same CQ defined for explaining tuple-based window. The results
of the CQ execution for different values of N (in seconds) are discussed below.

– [Range 1 advance 1] for W1 and W2: The result of the above CQ is an empty set
at all time instants as no two tuples match within this sliding window.

– [Range 2 advance 2] for W1 and W2: The resulting set is an empty set at any time
instant as the window can only hold tuples that occurred in the last two seconds.

– [Range Unbounded] or [Range ∞] for W1 and W2: With unbounded range, the
resulting set contains two tuples: First tuple (1,2) that joins (1,3) from TS1 & (2,3)
from TS2, and second tuple (1,4) that joins (1,2) from TS1 & (4,2) from TS2.

4.3 Summary

The above examples produce different result sets for different window sizes. However,
the last case in both tuple- and time-based window produced the same results as none
of the tuples are discarded. This is similar to the unrestricted consumption mode where
no tuples are discarded either. This case, with unbounded window size, is computation-
ally expensive, produces redundant composite events, and more importantly, results in
blocking for an unbounded stream. There are multiple types of sliding windows; for
brevity, in this paper, we analyze only the tuple- and time-based windows and their
relationships with event consumption modes.

5 Reconciliation of Windows and Consumption Modes

When event processing and stream processing are combined end-to-end for situation
monitoring applications (as shown in Figure 1), the interplay between windows and
consumption modes need to be clearly understood both from the viewpoints of applica-
tion specification and implementation. In this section, we will analyze this relationship
or interplay between windows and consumption modes. In this paper, we only summa-
rize the reconciliation between these two independent concepts informally and through
examples in terms of implications and semantics.

The integrated end-to-end architecture is shown in Figure 1. CQs are computed us-
ing the window specification associated with a query. Primitive events are produced by
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the stream processing component4 of the system and are used by the event processing
component. In the integrated model, complex events can either be specified indepen-
dently and associated with CQs, or can be specified along with CQs. In either case,
consumption modes can be specified for events.

First, we will try to establish an intuitive difference between the concept of windows
and consumption modes.

The window specification, although defined for each stream, is applied to all (block-
ing) operators of a CQ. Hence, for tuple- and time-based windows, the number of tuples
in a window is based on a single stream and can be assumed to have an upper bound
for practical purposes5. However, the concept of the consumption modes is in terms of
the semantics of the mode and the semantics of the operator and hence the number of
events to be maintained is not pre-determined. Also, the semantics of event operators
solely depend on the time of occurrence of the event. In a sense, consumption modes
can be viewed as time-based windows where the end time can vary with each instance of
the window. Recent context is the only consumption mode where the number of events
(whether primitive or complex) maintained by the operator is fixed (to one). It has been
shown [12, 20] that the space needs for different contexts are different. Although one
can establish the space requirements for the same set of event sequences with given
rates, the actual size depends on the runtime characteristics of the events (for example,
which event occurs how far apart for chronicle mode).

In contrast, other sliding windows based on partitions, predicates, and semantics
have characteristics similar to that of consumption modes in that the upper bound of
a window specification cannot be established (at compile time) from the definition.
It is beyond the scope of this paper to analyze and reconcile between these window
specifications and consumption modes.

There are multiple ways in which one can try to reconcile between these two con-
cepts in the context of event stream processing:

1. Use windows for stream data processing and consumption modes for event pro-
cessing (Independent approach),

2. Use only windows for both stream and event processing (Windows-only approach)
3. Use only consumption modes or contexts for both stream and event processing

(Context-only approach).
4. Use windows along with event consumption modes during event processing and

only windows for stream processing (Hybrid approach)

It is important to understand that event consumption modes are based on the semantics
of the operator, whereas window specification is not dependent on the semantics of
stream operators. Although, in theory, a different window can be specified for each
stream (and/or operator), the same window is typically used for a query. Currently, it
is not clear as to how the consumption modes can be applied to stream processing or

4 Note that although stream processing is used, in this paper, any computation system can be
used to generate events; then the characteristics of those systems need to be reconciled with
the consumption modes.

5 For time-based windows, the granularity of timestamp is likely to put an upper bound although
in theory it may be undefined due to variable arrival rates.
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even whether it is appropriate! Thus, in this paper, we will not discuss the Context-
only Approach that use consumption modes for both stream data and event processing.
Below, we will analyze the remaining three approaches.

5.1 Independent Approach

In this reconciliation, CQs are processed using window specifications and are passed
on to the event processing subsystem where window specification is not used. Instead,
the consumption mode specified for the complex event is used for event detection.

This approach essentially assumes that the semantics of event detection is decoupled
from the CQ that generates the events and hence CQ specification is not needed here.
This may or may not be the case and is likely to be application dependent. Further-
more, it is possible that the semantics of the consumption mode may conflict with the
semantics of the window and hence appropriate situation monitoring is not realized.

Consider the situation where a CQ either generates at most one event per window or
more than one event per window. If all the CQs that generate primitive events generate
at most one event per window, then the recent context perhaps can be effectively used
to make sure that the event from the next window replaces the event from the previous
window. Even this may not be entirely accurate as we elaborate further later. If a window
generates multiple events, then the recent context is not likely to be an appropriate one.
Events from the same window replace previous events and the semantics of complex
event detection may not be as intended. Using other contexts is likely to interfere with
the window boundaries and pair events that occur across window boundaries. This can
also happen with the recent context if some windows do not generate any events or the
event generation rate is varying across CQs.

In this approach, the subset property with respect to the unrestricted context is sat-
isfied as the events are assumed to be a stream without any window specification. In
any of the contexts, it is not possible to constrain the pairing of events to the events
generated by a window. On the positive side, there is no change in the event detection
algorithms for this approach.

This approach may be a good starting strategy to integrate the two systems as it will
not require changes to either of the system. In fact, the integrated architecture presented
in Figure 1 uses this approach. Currently, we are conducting experiments to understand
the effectiveness of this approach for various class of applications.

5.2 Windows-Only Approach

For this approach, we assume that events are detected applying window constraints
in the unrestricted mode and not using any other consumption mode. In other words,
only sliding windows (either overlapping or non-overlapping/disjoint) are used both for
stream and event processing. As sliding windows are new to event detection, we discuss
the effect of adding windows to replace contexts for event processing. In this paper, we
consider only tuple-based windows with window size (1, n and ∞) for N. We will use
events and event occurrences discussed in Section 3.

Consider queries CQ2 and CQ3 with a tuple-based window [W] that generate primi-
tive events E1 and E2, respectively. Also the same window[W] is used for the detection
of the Sequence composite event E3.
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E3 = E1 [Row W] SEQ E2 [Row W]
E1[H] : e11[10 : 00am]; e21[10 : 03am]; e31[10 : 04am];
E2[H] : e12[10 : 01am]; e22[10 : 02am]; e32[10 : 05am];

If we impose different window sizes for the detection of composite events, we get the
following composite events. Note that unrestricted mode is applied for all events within
each window and events are not paired across windows.

– W = [Row 1 advance 1, unrestricted mode]:
(e11, e

1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e31, e
3
2)[10 : 04am, 10 : 05am].

The second window does not produce an event as the sequence semantics is not
satisfied i.e., e2

2 occurs before e2
1.

– W = [Row 2 advance 1, unrestricted mode]:
(e11, e

1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e21, e
3
2)[10 : 03am, 10 : 05am], (e31, e

3
2)[10 : 04am, 10 : 05am].

There are other windows where no event is produced as the Sequence event seman-
tics is not satisfied. Note that due to overlapping nature of windows, the same event
may be generated more than once (in different windows).

– W = [Row 2 advance 2, unrestricted mode]:
(e11, e

1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e31, e32)[10 : 04am, 10 : 05am].
Since the windows are disjoint, event with occurrences(e21, e

3
2) [10:03am, 10:05am]

is not detected in this case.
– W = [Row ∞/unbounded, unrestricted mode]:

(e11, e
1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e11, e
3
2)[10 : 00am, 10 : 05am], (e21, e

3
2)[10 : 03am, 10 : 05am],

(e31, e
3
2)[10 : 04am, 10 : 05am].

Unbounded window size always produces the same set of events as the unrestricted
event consumption mode (as inferred earlier) as no event is ever discarded.

The events detected are not the same even when the context is the same (unrestricted
in this case) and the window is changing. Overlapping windows are likely to produce
duplicate events whereas non-overlapping windows will not produce duplicate events.

5.3 Hybrid Approach

We discuss the effect of adding windows to event processing in addition to the consump-
tion modes. For our running example, let us apply different windows and contexts. For
an unbounded window, the following instances of E3 is generated for various contexts.
The unrestricted context/unbounded window consists of five events as shown above.

– W = [Row ∞/unbounded, recent mode]:
(e11, e

1
2)[10 : 00am, 10 : 01am], (e11, e

2
2)[10 : 00am, 10 : 02am],

(e31, e32)[10 : 04am, 10 : 05am].
– W = [Row ∞/unbounded, continuous mode]:

(e11, e12)[10 : 00am, 10 : 01am], (e21, e32)[10 : 03am, 10 : 05am],
(e31, e

3
2)[10 : 04am, 10 : 05am].
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– W = [Row ∞/unbounded, chronicle mode]:
(e11, e

1
2)[10 : 00am, 10 : 01am], (e21, e

3
2)[10 : 03am, 10 : 05am].

– W = [Row ∞/unbounded, cumulative mode]:
(e11, e

1
2) [10 : 00am, 10 : 01am], (e21, e

3
1, e

3
2) [10 : 03am, 10 : 04am, 10 : 05am].

Furthermore, we analyze the effect of imposing consumption modes in addition to the
window specification. Table 1 shows the events that are detected with various consump-
tion modes with different window sizes.

As an example, we will discuss the detection of events in Continuous mode
and window [Row 2 advance 1]. Initially, windows corresponding to events E1

and E2 are empty. At time 10:00am event e1
1 occurs and is added to E1’s window. At

time 10:01am event e1
2 occurs and is added to E2’s window. As event E1’s window

is not empty, events in that window are checked for a sequence occurrence. Since e1
1

has occurred at 10:00am before e1
2 a sequence event with (e1

1, e
1
2) is detected. After the

detection, events e1
1 and e2

2 are deleted according to continuous mode and Sequence
operator semantics. Event e2

2 occurring at time 10:02am is deleted as there are no initia-
tors. Event e2

1 occurring at time 10:03am starts the next sequence event and is added to
E1’s window. Event e3

1 occurring at time 10:04am starts the next sequence event and is
also added to E1’s window. Since the size of the window is 2 rows, both the events are
kept in event E1’s window. When event e3

2 occurs at 10:05am it is added to the sliding
window of event E2 and is processed. Since it satisfies the sequence event condition,
two sequence events are detected with (e2

1, e3
2) and (e3

1, e3
2). After the processing all the

three events are removed according to the continuous consumption mode and Sequence
operator semantics. Note that not all the events detected in this approach are same as
the events detected without any windows in Section 3.

Generalization. Since all modes or contexts except the cumulative context produce a
subset of the composite events generated in the unrestricted context as shown in Ta-
ble 1, we will generalize our solution for the Sequence operator using the unrestricted
consumption mode. The formalization of interval-based Sequence event is given below.

I(E1 . E2, [ts1, te2]) � ∃te1, ts2(I(E1, [ts1, te1]) ∧ I(E2, [ts2, te2])
∧(ts1 ≤ te1 < ts2 ≤ te2))

The above formal definition is based on the history of events E1 and E2 (i.e., E1[H]
and E2[H]), respectively. At any point in time, E1[H] contains all the event occurrences
of event E1 up to that point. In the windows only approach, the history of event E1 i.e.,
E1[H] is partitioned. E1[H ] = E1

1 [H ]+E2
1 [H ]+E3

1 [H ]+ ...+En
1 [H ]. The sub-history

can be disjoint or overlapping. Thus, when the same formal definition is applied over
each sub-history instead of E1[H], the number of events detected will differ. This is
mainly due to the removal of events by the sliding window size. Consider an event that
is detected using the unrestricted mode in the independent approach with event e1

1 in
E1 and e3

2 in E2. If the event occurrences are grouped based on the window size then
e1
1 might not combine with e3

2 since they might be in different sub histories. The above
arguments hold True for other operators as the above analysis is based only on the event
histories and sub-histories.
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Table 1. Events Detected in Hybrid Approach

Modes Window Sizes
Row 1 advance 1 Row 2 advance 1 Row ∞/unbounded

Unrestricted

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e21, e32) [10:03,10:05am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e11, e32) [10:00,10:05am]

(e21, e32) [10:03,10:05am]

(e31, e32) [10:04,10:05am]

Recent

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e11, e22) [10:00,10:02am]

(e31, e32) [10:04,10:05am]

Continuous

(e11, e12) [10:00,10:01am]

(e31, e32) [10:04,10:05am]
(e11, e12) [10:00,10:01am]

(e21, e32) [10:03,10:05am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e21, e32) [10:03,10:05am]

(e31, e32) [10:04,10:05am]

Chronicle

(e11, e12) [10:00,10:01am]

(e31, e32) [10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e21, e32) [10:03,10:05am]

(e11, e12) [10:00,10:01am]

(e21, e32) [10:03,10:05am]

Cumulative

(e11, e12) [10:00,10:01am]

(e31, e32) [10:04,10:05am]
(e11, e12) [10:00,10:01am]

(e21, e31, e32)
[10:03,10:04,10:05am]

(e11, e12) [10:00,10:01am]

(e21, e31, e32)
[10:03,10:04,10:05am]

5.4 Analysis

Below, we analyze the effect of windows and contexts on event detection. It is evident,
even from the above analysis using an event operator, that the number and events de-
tected can vary based on two orthogonal parameters: window and consumption mode.

It is also clear from the above discussion and examples that windows and consump-
tion modes play different roles in the detection of events. Informally, windows (espe-
cially time-based) can be viewed as a mechanism for indicating the validity of an event
and hence when an event can be dropped. This can be especially useful for the unre-
stricted context where there is no mechanism for dropping an event. In other words, a
window can act as an expiry mechanism for event detection. On the other hand, a con-
sumption mode is tied to the time of occurrence (or rate and distance of occurrence)
and is based on constraints that are tied to the application semantics (e.g., sensor ap-
plications versus sliding-window applications). To some extent this is similar to the
tuple-based window except that the application semantics is not perhaps dominant. The
expiry mechanism of a consumption mode (if we want to think about it in this manner)
is dynamically changing based on several variables (e.g., rate, application semantics).

From the above discussion, it is clear that the two were designed for different pur-
poses and hence is unlikely to replace one another. A more theoretical analysis is un-
derway to establish this more formally.

The independent approach seems to be useful where CQs and events are specified
separately and independently. The window semantics seems to be not relevant or needed
for the detection of events which can be guided by the specification of a consumption
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mode. However, if there is a semantic coupling between CQs and complex events, then
this is not a good choice. The windows-only approach allows only unrestricted event
consumption context for event detection. As the number of events detected is likely to be
proportional (or quadratic at most) to the window size, this approach seems useful only
when the window size is relatively small or when the number of events generated within
a window is small. Furthermore, this approach is subsumed by the hybrid approach
when the consumption mode is unrestricted.

Of all the three approaches, the hybrid approach seems most flexible and useful. This
alternative can be chosen to satisfy both the window requirements of an application and
the consumption mode requirements of an application. This approach does not subsume
the independent approach as the latter assumes an unbounded window along with the
specific event consumption mode.

Based on the above analysis, we postulate the following:

Postulation 1: Windows cannot be simulated by consumption modes.
Postulation 2: Consumption modes cannot be simulated by windows. The two are or-
thogonal and are designed for different purposes. Whether they can be combined to
form a single mechanism to include components of both need to be investigated.
Postulation 3: The hybrid and independent approach are both needed from the ex-
pressiveness viewpoint, and to provide a flexible event stream processing system. The
integrated architecture discussed in Section 2 implements the independent approach.

6 Conclusions and Future Work

In this paper, we have discussed windows and consumption modes associated with
stream data and event processing, respectively. We then analyzed the impact and re-
lationships between the concept of windows and the concept of consumption modes.
We have identified three approaches for using windows and event consumption modes
together in an integrated system. After studying a number of examples for analyzing: i)
the number and types of events generated, ii) whether the subset property is satisfied or
not, and iii) the interaction of windows with events, our conclusion is that both the hy-
brid approach and the independent approach are needed as they provide the maximum
expressiveness and flexibility. We are currently investigating the reconciliation between
other types of windows and consumption modes, and formalizing the reconciliation.
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Abstract. Spatio-temporal uncertainty is a special feature of moving
objects due to the inability of precisely capturing or predicting their
continuously changing locations. Indeterminate locations of moving ob-
jects at time instants add uncertainty to their topological relationships.
Spatio-temporal uncertainty is important in many applications, for ex-
ample, to determine whether two moving objects could possibly meet.
Previous approaches, such as the 3D cylinder model and the space-time
prism model have been proposed to study the spatio-temporal uncer-
tainty. However, topological relationships between uncertain moving ob-
jects have been rarely studied and defined formally. In this paper, we
propose a model called pendant model, which captures the uncertainty
of moving objects and represents it in a databases context. As an im-
portant part of this model, we define a concept called spatio-temporal
uncertainty predicate (STUP) which expresses the development of topo-
logical relationships between moving objects with uncertainty as a binary
predicate. The benefit of this approach is that the predicates can be used
as selection conditions in query languages and integrated into databases.
We show their use by query examples. We also give an efficient algorithm
to compute an important STUP.

1 Introduction

The study of moving objects has aroused a lot of interest in many fields such
as mobile networking, transportation management, weather report and forecast-
ing, etc. Moving objects describe the continuous evolution of spatial objects
over time. The feature that their locations change continuously with time makes
them more complicated than static spatial objects in some aspects; one aspect
refers to the topological relationships. A topological relationship, such as meet,
disjoint or inside, characterizes the relative position between two or more spa-
tial objects. In the spatio-temporal context, however, topological relationships
between moving objects are not constant but may vary from time to time. For
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example, an airplane is disjoint with a hurricane at the beginning, and later it
flies approaching the hurricane, and finally locates inside the hurricane. This
developing relationship is named as enter [1]. Since we often do not have the ca-
pability of tracking and storing the continuous changes of locations all the time
due to the deficiency of devices but can merely get observations of them at time
instants, the movements between these time instants are always uncertain. The
indeterminate locations further add uncertainty to the topological relationships
between two moving objects.

Traditionally, moving objects are represented as 3D (2D+time) polylines. This
representation, however, only stores the most possible trajectory of a moving
object, without considering the uncertainty property. Several approaches have
been proposed to handle spatio-temporal uncertainty, including the 3D cylinder
model [2] and the space-time prism model [3]. However, the former assumes that
the degree of uncertainty of a moving object does not change with time and
thus lacks a precise representation. The latter is not able to combine both the
certain part and the uncertain part of a movement. Both models rarely discuss
the dynamic change of topological relationships with uncertainty.

The goal of this paper is to model and query the dynamic topological rela-
tionships of moving objects with uncertainty. This problem is solved through
proposing the pendant model which is based on the well known space-time prism
model while adds two significant advantages. First, it is an integrated and seam-
less model which combines both known movements and uncertain movements.
Second, it formally defines spatio-temporal uncertainty predicates (STUP) that
express the topological relationships between uncertain moving objects. This is
important in querying moving objects with uncertainty since they can be used
as selection conditions in databases. As an important part of the model, we for-
mally define operations related to retrieving and manipulating uncertain data,
and STUPs such as possibly meet at, possibly enter, and definitely cross that are
defined on the basis of the operations. Queries related to the uncertainty in the
topological relationships between moving objects can then be answered.

The paper is organized as follows: Section 2 discusses the related work on
moving objects and spatio-temporal uncertainty models. Section 3 introduces
our pendant model of moving objects with uncertainty. Section 4 defines spatio-
temporal uncertainty predicates and shows the use of them in queries. Section 5
presents the algorithms to determine the defined spatio-temporal uncertainty
predicates. Section 6 draws some conclusions and discusses future work.

2 Related Work

Several approaches have been proposed to model moving objects in spatial
databases and GIS [4–6]. In some models, a moving object is represented as
a polyline in the three-dimensional (2D+time) space with the assumption that
the movement is a linear function between two consecutive sample points [4, 6].
The 3D polyline model, however, only yields the trajectory that the moving ob-
ject may take with the highest possibility but is often not the exact route the
moving object takes in reality.
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An important approach that captures the uncertainty feature of movements
is the 3D cylinder model [2, 7]. A trajectory of a moving point is no longer a
polyline but a cylinder in the 2D+time space. The possible location of a moving
object at a time instant is within a disc representing the area of the uncertainty.
The cylinder model, however, assumes that the degree of uncertainty does not
change between two sample points, which is not the exact case in reality. An
improved model, the space-time prism model [3] represents the uncertain move-
ment of a moving object as a volume formed by the intersection of two half
cones in the 3D space. Given the maximum speed of a moving object and two
positions at the beginning and at the end of the movement, all possible tra-
jectories between these two points are bounded within the volume of two half
cones. Space-time prisms are more efficient than the cylinder models since they
reduce the uncertain volume by two thirds because of the geometric properties
of cones. There are many application examples that benefit from the space-time
prism model [8–11]. In some GPS applications, the uncertainty is represented as
as an error ellipse which is the projection of a space-time prism in 2D space [8].
The set of all possible locations is useful, for example, in determining whether
an animal could have come into contact with a forest fire, or an airplane could
have entered a hurricane [12]. An approach that uses the space-time prism model
to provide an analytic solution to alibi queries is proposed in [13]. A most re-
cent approach discusses the problem of efficient processing of spatio-temporal
range queries for moving objects with uncertainty [14]. However, there are some
remaining problems that are not solved by space-time prism-based approaches.
First, some movements are more complicated since they include both known
movements and unknown movements together, but this situation has not yet
been included. Second, dynamic topological relationships between moving ob-
jects with uncertainty have not been discussed. We will provide solutions to the
aforementioned problems in our model.

The spatio-temporal predicates (STP) model [1] represents the temporal de-
velopment and change of the topological relationship between spatial objects
over time. A spatio-temporal predicate between two moving objects is a tempo-
ral composition of topological predicates. For example, the predicate Cross is
defined as Cross := Disjoint−meet−Inside−meet−Disjoint where juxtaposition
indicates temporal composition. However, the STP model does not deal with the
uncertainty of topological relationships between moving objects.

3 Modeling the Uncertainty of Moving Objects

In this section, we introduce the pendant model which represents the uncertainty
of moving objects. Section 3.1 provides the formalization of spatio-temporal
uncertainty. We review the space-time prism model, and then taking it as a
basis, we give the definition of a new concept called the uncertainty volume.
Section 3.2 introduces the pendant model which integrates the known part of a
movement and the uncertain part of movement together. Section 3.3 discusses
operations on the pendant model.
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3.1 The Formalization of Uncertain Movements

The pendant model is built on top of the well known space-time prism model of
moving objects with uncertainty. Given the locations and time instants of the
origin and the destination of a moving point and its maximum speed, all possible
trajectories between these two time instants are bounded within the volume of
two half cones. An advantage of using a cone to represent moving objects with
uncertainty compared to a cylinder is that the former is one third of the latter
in volume, which reduces the degree of uncertainty. We rewrite this relationship
as a formal definition of the uncertainty volume of a moving point.

Definition 1. Let (x0, y0) denote the origin of a moving point at time t0, (x1, y1)
denote the destination of this point at time t1, where t1 > t0, and vmax denote
the maximum velocity. Then the uncertainty volume UV is given as

UV = { (x, y, t) |
(i) x, y, t ∈ R, t0 ≤ t ≤ t1
(ii) t0 ≤ t ≤ (t0 + t1)/2 ⇒ √

(x − x0)2 + (y − y0)2 ≤ (t − t0)vmax

(iii) (t0 + t1)/2 ≤ t ≤ t1 ⇒ √
(x − x1)2 + (y − y1)2 ≤ (t1 − t)vmax}

The above definition contains two different scenarios illustrated by Figure 1(a)
and Figure 1(b) respectively. First, if the origin and the destination of the moving
point are at the same location, the uncertain volume of the moving object is
shown by two connected symmetric cones sharing a base parallel to the xy-plane,
which is easy to prove. In Condition(ii), the right side of the inequality shows
the maximum distance the moving point can travel up to a given time instant t,
which is actually the radius of the circle representing the uncertainty area, and
the left side represents the actual distance it has traveled. If we integrate all the
time instants, the possible movements are bounded by the half cone with top
(x0, y0). Condition (iii) shows that the moving point must return to its original
location with the same speed bound. Thus, these two parts of movement form
a symmetric double-cone. If we make a cut to the cone which is parallel to the
xy-plane, we will get either a point or a circle object.

In the second scenario, the origin and the destination of the movement are
different, in which case the uncertain volume is the combination of two oblique
cones. The shared base of two cones is not parallel to the xy plane. The reason is
that the moving point shows an apt direction from the origin to the destination,
which is different from the first scenario. As Figure 1(b) illustrated, since x1 >
x2, the moving point has an apt direction to the right of the plane. For the first
half cone, the left most trajectory is shorter than the right most trajectory, which
means that the moving point moves to left for a small distance, and suddenly
changes its direction to the opposite and travels to the destination with a longer
distance. Thus, the base of such an asymmetric double-cone is oblique. If we give
a cut with a plane parallel to the xy plane on the oblique cone, we will get either
a point or a lens object.

We further extend Definition 1 to moving regions whose areas must be con-
sidered. We assume that a moving region is represented by a polygon (a circle
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Fig. 1. Double-cone shaped volumes representing the uncertainty of a moving point
with same (a) and different (b) origin and destination, uncertainty volumes of a moving
polygon region (c) and a moving circle region (d)

region is a polygon with many vertices approaching infinite). Further we assume
that a moving region only makes translation, i.e., there is no rotation, shrink
or split of this region, then each vertices of the region is a moving point, and
the uncertainty volume of each of them can be used to construct the uncertain
volume of the entire moving region.

Definition 2. Let f(t) denote a moving region and let t0 and t1 denote two
instants at the start and the end of the movement and t1 > t0, and vmax denote
the maximum velocity. Then the uncertainty volume UV is defined as

UV = { (x, y, t) |
(i) (x, y) ∈ f(t) ∈ region

(ii) t0 ≤ t ≤ (t0 + t1)/2 ⇒ √
(x − x0)2 + (y − y0)2 ≤ (t − t0)vmax

(iii) (t0 + t1)/2 ≤ t ≤ t1 ⇒ √
(x − x1)2 + (y − y1)2 ≤ (t1 − t)vmax}

Condition (i) states that the uncertainty volume of the moving region contains
all uncertainty volume of all points of the region. Condition (ii) and (iii) show
that the uncertainty volume of each single point is a double-cone volume, as in
Definition 1. Since the moving region only makes translation, all vertices will
result the same uncertainty volume. Thus we can form the base of the entire
uncertainty volume by connecting the tangent lines between bases of cones, as
illustrated by Figure 1(c). In a special case, if the shape of the moving region
is a circle, the uncertainty volume of it is a cone with circle shaped bases, as
illustrated in Figure 1(d). We observe that Definition 1 can be treated as a
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special case of Definition 2 in that a moving point is a degenerated case of a
moving polygon which contains only one vertex, thus we can replace (x0, y0) by
f(t0) in the inequalities. In the rest of the paper, we will use the latter notation
when treated moving points and moving regions together.

3.2 The Pendant Model as the Combination of Certain and
Uncertain Movements

In some real cases, part of a movement can be exactly tracked, while part of the
movement is uncertain. For example, the appearance of the signal on a radar
representing the change of the position of an airplane belong to this category. A
signal may exist in some intervals while it may disappear in some other intervals.
The movements during periods in which the signal exists are known movements,
however, the movements in the periods when the signal disappears are unknown
but are interesting to us. We separate the movement of a moving object into two
parts: the known part that can be represented as a function and is analogous
to the string of a necklace, and the uncertain part which is analogous to a
“pendant”. It is allowed that in some special cases, a movement only contains
known part, or only contains uncertain part, thus it will be convenient to give an
integrated model that can represent all kinds of movement. In the above part,
we have discussed the uncertain movement of a moving object in a single time
interval. Next, we discuss how to integrate the known part of the movement.
The part that is known can be represented by line segments through linear
interpolation. This is different from the 3D polyline model, for the latter does
not contain uncertainty parts. We say that a moving point, denoted by (t, (x, y)),
is linear in [t0, t1], if and only if

∀t ∈ [t0, t1], ( z−z0
t−t0

= z1−z0
t1−t0

∧ z ∈ {x, y} ∧ x1 "= x0, y1 "= y0)
∨ (x = x0 = x1 ∧ y = y0 = y1)

Further, we say that a moving region, denoted by f(t), is linear if and only
if ∀p ∈ f(t) is linear. A special case of the linear movement is that a static
spatial object can be treated as a moving object whose locations remain constant
over time. For example, a static point can be represented as a straight line
perpendicular to the xy plane, and a static region can be represented as a cylinder
volume in 2D+time space.

Definition 3. The movement of a moving object with uncertainty, denoted by
unmovement, is a function of a data type α, where α ∈ {point, region}, defined
as

unmovement = {f : time → α |
(i) dom(f) = ∪n

i=1[li, ri], n, i ∈ N; li, ri ∈ time
(ii) ∀1 ≤ i < n : ri ≤ li+1

(iii) ∀1 ≤ i ≤ n : f(t) is continuous at t ∈ [li, ri]
(iv) Let v = d(f(t))/d(t) denote the velocity of f at t,

∀1 ≤ i ≤ n, ∀t ∈ [li, ri] : vmaxi
= max(v)}

(v) ∀1 ≤ i ≤ n, ∀t ∈ [li, ri] : either (f(t), t) is an uncertainty volume,
or f(t) is linear in [li, ri].
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Definition 3 gives the formal representation of the moving object data type with
uncertainty in our pendant model. Condition(i) states that an unmovement is a
partial function defined on a union of intervals. Condition(ii) ensures that time
intervals do not overlap with each other thus maximizes intervals and gives a
unique representation for a known movement. Condition (iii) states that the
movement is continuous in each interval thus instantaneous jump is not allowed.
Condition (iv) defines vmaxi as the upper bound of the speed of the moving
object during each interval i. Condition (v) states that within each interval of
the moving object function, the movement is either a certain movement which
changes linearly, or an uncertain volume of a double-cone. Thus, the uncertainty
volume of a moving object is composed by the union of cones and line segments.

On the basis of Definition 3, we further define two subclasses of the unmove-
ment data type, unmpoint and unmregion, representing moving point with un-
certainty and moving region with uncertainty, which inherit all properties of
unmovement.

Definition 4. The data types moving point with uncertainty, and moving region
with uncertainty are defined as follows:

unmpoint ⊂ unmovement = {f : time → α | ∃t ∈ dom(f) : f(t) ∈ point}
unmregion ⊂ unmovement = {f : time → α | ∀t ∈ dom(f) : f(t) ∈ region}

3.3 Operations on the Pendant Model

Operations are important components in a data model. They are integrated into
databases and used as tools for retrieving and manipulating data. In the rest
of this section, we introduce some important operations in our pendant model.
They will be useful in helping us define spatio-temporal uncertain predicates in
the next section. Because of the page limitation, we only give the semantic and
the explanation of each operation here.

construct segment : α × α × interval → segment
construct pendant : α × α × interval × real → UV
construct movement : segmentm × UV n → unmovement
at instance : unmovement × instant → α
temp select : unmovement × interval → unmovement
dom : unmovement → interval

The operation construct segment takes two observations and an interval as in-
puts, to construct the certain movement, which is the a 3D line segment between
the observations. The construct pendant operation takes two observations, the
speed of the moving object, and the interval as inputs, and construct a double-
cone volume. The construct movement operation integrates known movements
and movements with uncertainty together, where m, n ∈ N, which means that
a movement is composed by multiple known parts and uncertain parts. The
at instance operation takes an unmovement data type and an instant as inputs,
and returns a spatial object representing the uncertainty of the moving object at
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Fig. 2. An unmpoint data object (a); at instance (b) and temp select (c)

that instant, as illustrated in Figure 2(b). The temp select operation is short for
“temporal selection”. It retrieves partial movement of the moving object during
a time interval that is last for a period, as illustrated in Figure 2(c). The dom
operator returns the life domain interval of an uncertain moving object.

4 Spatio-Temporal Predicates with Uncertainty and
Queries

In this section, we discuss topological relationships between moving objects with
uncertainty and show query examples. In [1], authors have defined topological re-
lationships between moving objects over time as binary predicates, called spatio-
temporal predicates (STP), the results of which are either true or false. This will
make querying moving objects easier by using binary pre-defined predicates as
selection conditions. Similarly, we define the dynmic topological relationships be-
tween moving objects with uncertainty as spatio-temporal uncertain predicates
(STUP), which will be integrated into databases as join conditions. In Sec-
tion 4.1, we formally define important STUPs on moving objects. In Section 4.2,
we introduce the use of the STUP by showing query examples.

4.1 Definitions of Spatio-Temporal Uncertain Predicates

A spatio-temporal uncertain predicate (STUP) is a bool expression that is com-
posed of topological predicates, math notations and operations on the pendant
model we have defined in Section 3.3. An STUP expression may contain the dis-
tance operator dist, topological predicates between two regions (disjoint, meet,
overlap, covers, coveredBy, equal, inside, contains), logic operators (¬, ∃, ∀, ∧, ∨),
set operators (∩, ∪, ∈, ⊂), and operations on the pendant model (at instance
(shortcut: @), temp select (shortcut: πt)).

The eight topological predicates describe the relationship between two re-
gions, and they form the basis of our spatio-temporal uncertain predicates.
inside(A, B) means that region A locates inside of region B in geometry. For
simplicity, we use notation @ to represent at instance, and πt to represent
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Fig. 3. Instant predicates of moving points with uncertainty: disjoint at (a), defi-
nitely meet at and possibly meet at (c)

temp select. We use the logic operators and set operators to connect terms and
form the expressions. We first exam the topological relationship between two
moving points. We name the relationship between them at a time instance as an
instant predicate, and the relationships which lasts for a period as a moving pred-
icate. The topological relationship between two static points is either disjoint or
meet. However, for two moving objects, at a time instant there are three possible
relationships. They can be disjoint, or certainly meet, or possibly meet. Thus we
are able to define the following three instant predicates for moving points with
uncertainty.

Definition 5. Assume that we have two moving points p, q ∈ unmpoint and a
time instant t. Three instant predicates at t are defined as follows,

disjoint at(p, q, t) := t ∈ (D(p) ∩ D(q)) ∧ disjoint(@(p, t), @(q, t))
definitely meet at(p, q, t) := t ∈ (D(p) ∩ D(q)) ∧ @(p, t) ∈ point

∧ dist(@(p, t), @(q, t)) = 0
possibly meet at(p, q, t) := ¬disjoint at(p, q, t) ∧

¬definitely meet at(p, q, t)

In the above definition, two moving points are disjoint with each other at t, if
the resulting regions from at instance operations are disjoint. If the at instance
operation on two objects result two points that are of the same position, they
will definitely meet at this time instance. The rest situations all belong to the
possibly meet at relationship. Figure 3 illustrates the above three predicates.

After introducing the instant predicates between two moving points, now we
define their moving predicates which describe topological relationships that last
for a period of time. Assume that we have an interval I ⊂ time,

Definition 6. definitely encounter(p, q, I) = true, if the following conditions
hold

(i) I ⊂ (D(p) ∩ D(q)), pI := πt(p, I), qI := πt(q, I),
(ii) ∃t1, t2, t3 ∈ I ∧ t1 < t2 < t3 ∧ disjoint at(pI , qI , t1)

∧ definitely meet at(pI , qI , t2) ∧ disjoint at(pI , qI , t3)

Definition 7. possibly encounter(p, q, I) = true, if the following conditions
hold

(i) I ⊂ (D(p) ∩ D(q)), pI := πt(p, I), qI := πt(q, I),
(ii) ∃t1, t2, t3 ∈ I ∧ t1 < t2 < t3 ∧ disjoint at(pI , qI , t1)

∧ possibly meet at(pI , qI , t2) ∧ disjoint at(pI , qI , t3)
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(a) (b) (c)

Fig. 4. Predicates between a moving point and a moving region disjoint at (a), defi-
nitely inside at (b) and possibly inside at (c)

The definitely encounter predicate describes the situation that two moving
points will meet for sure during a time interval I. Similarly, possibly encounter
means that two moving points will meet with some possibility. Figure 5(a) illus-
trates this predicate.

Besides the uncertain relationship between two moving points we have in-
troduced above, topological relationships between a moving point and a static
region on the land are also of great importance. It can help, for example, detect
whether an airplane has the possibility of entering a city when it disappears on
the radar. Now, we define some important spatio-temporal uncertain predicates
which represent topological relationships between a moving point and a static
region on the land.

Definition 8. Given the movement of a moving point p ∈ unmpoint, a static
region R ∈ region , and a time instant t ∈ time, three instant predicates between
them are defined as follows,

disjoint at(p, R, t) := t ∈ D(p) ∧ disjoint(@(p, t), R)
definitely inside at(p, R, t) := t ∈ D(p) ∧ inside(@(p, t), R)
possibly inside at(p, R, t) := ¬disjoint at(p, R, t) ∧

definitely inside at(p, R, t)

The above definition formalize three instant predicates between a moving point
and a static region. Figure 4(a)-(c) show the above three predicates, where the
circle represents the uncertain region of a moving point at the given time instance
and the polygon represents the static region. Based on the instant predicates
we have defined, we give the following definitions of spatio-temporal uncertain
predicates which represent the development of relationships between a moving
point and a static region within a period.

Definition 9. definitely enter(p, R, I) = true, if the following conditions hold

(i) I ⊂ D(p), pI := πt(p, I)
(ii) ∃t1, t2 ∈ I ∧ t1 < t2 ∧ disjoint at(pI , R, t1) ∧

definitely inside at(pI , R, t2)

Definition 10. possibly enter(p, R, I) = true, if the following conditions hold

(i) I ⊂ D(p), pI := πt(p, I)
(ii) ∃t1, t2 ∈ I ∧ t1 < t2 ∧ disjoint at(pI , R, t1) ∧

possibly inside at(pI , R, t2)
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Definition 11. definitely cross(p, R, I) = true, if the following conditions hold

(i) I ⊂ D(p), pI := πt(p, I)
(ii) ∃t1, t2, t3 ∈ I ∧ t1 < t2 < t3 ∧ disjoint at(pI , R, t1) ∧

definitely inside at(pI , R, t2) ∧ disjoint at(pI , R, t3)

Definition 12. possibly cross(p, R, I) = true, if the following conditions hold

(i) I ⊂ D(p), pI := πt(p, I)
(ii) ∃t1, t2, t3 ∈ I ∧ t1 < t2 < t3 ∧ disjoint at(pI , R, t1) ∧

possibly inside at(pI , R, t2) ∧ disjoint at(pI , R, t3)

Definitions 9 to 12 describe spatio-temporal uncertainty predicates between a
moving point and a static region. Figure 5(b) illustrates the possibly cross pred-
icate. Similarly, we can define more predicates between an unmpoint object and
an unmregion object, for example, possibly enter, and possibly cross. There
are no definite enter or definitely cross relationships between an unmpoint
object and an unmregion object, since there is no definitely inside at instant
predicate between a moving point and a moving region with uncertainty at a
time instance. Because of the page limitation, we do not give formal definitions
of STUPs between an unmpoint and unmregion here.

x

y

t

I

x

y

t

I

(a) (b)

Fig. 5. Spatio-temporal predicates of possibly encounter (a); possibly cross (b)

4.2 Spatio-Temporal Uncertainty Queries

Now we discuss how to use STUPs we have defined in Section 4 in database
queries. Current database query languages such as SQL are not able to answer
temporal queries because they do not support temporal operators. This problem
could be solved by implementing the STUPs as operators in queries. Thus, we
are able to extend the SQL language to a more comprehensive query language,
named as spatio-temporal uncertainty language (STUL). The STUL language
extends SQL and supports the spatio-temporal uncertainty operations in terms
of STUPs. Here we show some examples of using this language.

Assume that we have the following database schema of persons,

persons(id:integer, name:string, trajectory:unmpoint)
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The query “Find all persons that may possibly become the witness of the criminal
Trudy during the period from 10 am to 12 pm” can be answered by the STUL
query as follows,

SELECT p1.id FROM persons p1, persons p2
WHERE possibly_encounter(p1.trajectory,p2.trajectory,

10:00:00,12:00:00) AND p2.name=‘Trudy’

Now we give an example of SQL like query on the predicates between an un-
certain moving point and a static region. Assume that we have the following
schemas,

airplanes(id: string, flight: unmpoint)
airports(name: string, area: region)

The query “Find all planes that have possibly entered the Los Angeles airport
from 2:00pm to 2:30pm” can be written as follows,

SELECT airplanes.id FROM airplanes, airports
WHERE possibly_enter(airplanes.flight, airports.area,

14:00:00, 14:30:00) AND airports.name=‘LAX’;

We are also able to query on the topological relationship between an uncertain
moving point and an uncertain moving region. An example of a moving region
with uncertainty is the hurricane. Assume that we have the following schema,

hurricanes(name: string, extent: unmregion)

The query “Find all planes that have possibly entered the extent of hurricane
Katrina between Aug 24 to Aug 25, 2005” can be written as follows,

SELECT a.id FROM airplanes a, hurricanes h
WHERE possibly_enter(a.flight,h.extent,2005-08-24,2005-08-25)

AND h.name=‘Katrina’

5 Algorithms to Determine STUP

In this section, we give algorithms to determine the spatio-temporal uncertainty
predicates. Because of the page limitation, we take the predicate between two
moving points, possibly encounter for example. Algorithms for other predicates
will be provided in our future work. In Definition 3, we have stated that each
movement is represented by a set of partial functions on a union of intervals,
and each interval has its own moving pattern, i.e., either a known movement
represented by a linearly function or an unknown movement represented by a
double-cone volume. Thus, we are able to fragment the entire movement as a set
of slices. The slice model is a discrete approach for representing moving objects,
introduced in [4]. A slice is the smallest unit of evaluating the spatio-temporal
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Fig. 6. Slice unit representation of moving objects with uncertainty (a), critical instants
of a slice unit with different volumes

algorithm unitIntersect (slice S1, slice S2 )
1 intersect ← false
2 S ← empty // sequence of instants
3 m ← num of critical instants(S1)
4 n ← num of critical instants(S2)
5 while {i ≤ m and j ≤ n}
6 if time[i] < time[j]
7 add time[i] to S; i++
8 else
9 add time[j] to S; j++
10 endif
11 endwhile
12 add remaining instants of S1 to S
13 add remaining instants of S2 to S
14 s ← get first elem(S)
15 while not end of(S)
16 and intersect = false

17 u ← at instance(S1, s)
18 v ← at instance(S2, s)
19 if a ∈ point and b ∈ point
20 intersect ← dist(u, v) = 0
21 endif
22 if a ∈ point and b ∈ region
23 intersect ← inside(u, v)
24 endif
25 if a ∈ region and b ∈ region
26 intersect ← overlap(u, v)
27 endif
28 s ← get next elem(S)
29 endwhile
30 return intersect

end

Fig. 7. The algorithm testUnitIntersection to determines whether two slices intersect

uncertainty predicate, which is either a line segment or a double-cone volume.
The slice unit representation of moving objects with uncertainty is illustrated in
Figure 6, where moving object A is represented by < s1,1, s1,2, . . . , s1,5 > with
elements ordered by time, and B is represented by < s2,1, s2,2, . . . , s2,4 >. We
evaluate the predicate between two entire moving objects by evaluating whether
an intersection exists between a pair of slices. There are three situations: 1.
Both slices are line segments; 2. one slice is a line segment while the other is
a double-cone; 3. both slices are double-cone volumes. The first situation is the
simplest one in that we can represent two line segments by equations in the
3D plane and compute whether they intersect at a common point, denoted by
comPoint(seg1, seg2). For situation 2 and 3, since it is cumbersome to calculate
the intersection in 3D volumes, we introduce the method to test the intersection
only in some time instants, which are called critical instants. A line segment has
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two critical instants: the starting time and ending time respectively. A straight
double-cone volume has 3 critical instants: the instants at the bottom apex, the
base and the top apex. An oblique double-cone volume has 4 critical instants:
the bottom apex, the lower base point, the upper base point and the top apex.
Figure 6(b) illustrates critical instants on the three types of volumes. We design
an algorithm to compute whether two slices could intersect by testing whether
they intersect at critical instants, shown by Figure 7. Because we only exam the
intersection at a few number of critical instants, the complexity of this algorithm
is constant.

The possibly encounter predicate can then be determined by examining the
intersection between pairs of slices. The algorithm is shown in Figure 8. Assume
that the first moving object has m slices and the second has n slices, this al-
gorithm will exam m + n times of unitIntersection. Since the complexity of
unitIntersection is O(1), the total complexity to determine possibly encounter
is O(m + n).

algorithm possibly incounter (umpoint A, umpoint B, t1, t2 )
1 intersect ← false
2 A′ ← temp select(A, t1, t2)
3 B′ ← temp select(B, t1, t2)
4 sa ← get first elem(A′)
5 sb ← get first elem(B′)
6 while not (end of(A′) or end of(B′))
7 and intersect = false
8 if sa ∈ segment and sb ∈ segment
9 intersect ← comPoints(sa, sb)
10 else

11 intersect ← unitIntersect(sa, sb)
12 endif
13 if endtime of sa < endtime of sb
14 sa = get next elem(A′)
15 else
16 sb = get next elem(B′)
17 endif
18 endwhile
19 return intersect
20 end

Fig. 8. The algorithm of possibly encounter

6 Conclusions and Future Work

In this paper, we discuss the problem of querying topological relationships be-
tween moving objects with uncertainty. We propose the pendant model which
properly represents the spatio-temporal uncertainty of moving objects. We define
a new set of predicates called spatio-temporal uncertainty predicates (STUP)
which represent moving topological relationships with uncertainty as binary
predicates. The benefit of this approach is that the STUPs can be used in queries
as selection conditions. We define important STUPs which describe topological
relationships between two moving points, or a moving point and a static region,
or a moving point and a moving region. We show query examples of how to
use them and give an efficient algorithm to compute one of the most important
STUPs. In our future work, we will give the algorithms for all other STUPs
we have defined. We will study the topological relationships between complex
regions with uncertainty as well.
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Abstract. Full-Text Search is one of the most important and popular
query types in document retrieval systems. With the development of The
Fourth Generation Wireless Network (4G), wireless data broadcast has
gained a lot of interest because of its scalability, flexibility, and energy
efficiencies for wireless mobile computing. How to apply full-text search
to documents transmitted through wireless communications is thus a re-
search topic of interest. In this paper, we propose a novel data streaming
scheme (named Basic-Hash) with hash-based indexing and inverted list
techniques to facilitate energy and latency efficient full-text search in
wireless data broadcast. We are the first work utilizing hash technology
for this problem, which takes much less access latency and tuning time
comparing to the previous literature. We further extend the proposed
scheme by merging the hashed word indices in order to reduce the total
access latency (named Merged-Hash). An information retrieval protocol
is developed to cope with these two schemes. The performances of Basic-
Hash and Merged-Hash are examined both theoretically and empirically.
Simulation results prove their efficiencies with respect to both energy
consumption and access latency.

1 Introduction

Full-text search is a popular query type that is widely used in document retrieval
systems. Many commercial database systems have included full-text search as
their features. For example, SQL Server 2008 provides full-text queries against
character-based data in SQL Server tables [1]. Oracle Text [3] also gives powerful
support for full-text search applications. Many full-text search techniques in
different application areas have been proposed in literatures [2][5][6][11].

With the rapid development of mobile devices and quick rise of The Fourth
Generation Wireless Network (4G), mobile communication has gained popularity
due to its flexibility and convenience. Limited bandwidth in wireless communi-
cation and limited energy supply for mobile devices are the two major concerns
of mobile computing. That is why wireless data broadcast becomes an attractive
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data dissemination technique for mobile communication. In a wireless data broad-
cast system, Base Stations (BS) broadcast public information to all mobile devices
within their transmission range through broadcast channels. Mobile clients listen
to the channels and retrieve information of their interest directly when they ar-
rive. This scheme is bandwidth efficient because it utilizes most of the bandwidth
as downlink and requires little uplink traffics. It is also energy efficient because
receiving data costs much less energy than sending data.

Mobile devices usually have two modes: active mode and doze mode. In active
mode, a device can listen, compare, and download the required data; while in
doze mode, it turns off antennas and many processes to save energy. The energy
consumed in active mode can be 100 times of that in doze mode [15]. In general,
there are two major performance criteria for a wireless data broadcast system:
access latency and tuning time. Access latency refers to the time interval between
a client first tunes in the broadcast channel and it finally retrieves the data of
interest, which reflects the system’s time efficiency; tuning time is the total time
a client remains in active mode, which indicates the system’s energy efficiency.

How to apply full-text search in wireless data broadcast is an interesting but
challenging topic. Since data broadcast is especially suitable for public infor-
mation such as news report and traffic information, full-text search can be a
very useful feature desired by mobile clients. For example, a mobile user may
want to browse all news related to “FIFA”, or all local traffic information that
includes “accidents”. Full-text search for traditional disk-storage data has been
well studies [9][12][4]. However, in wireless data broadcast, the data are stored
“on the air” rather than on the disk, which posts new challenges to full-text
search. In disk-based storage, documents are stored in physical space, so clients
can “jump” among different storage slots with little cost; while in on-air storage,
documents are stored sequentially along the time line, which posts much more
cost for clients to search back and forth. Traditional full-text search techniques
cannot not be adopted directly because of this difference. On the other hand,
since existing index techniques for wireless data broadcast [10][17][8][19][20] are
mainly based on predefined structured data with key attributes, they also can-
not be directly applied for full-text search which uses arbitrary words as search
keys. Therefore, new design of indexing schemes are needed to facilitate full-text
search in order to ensure both time efficiency and energy efficiency.

To the best of our knowledge, [7] is the only published research on full-text
query processing in wireless data broadcast. They firstly utilized inverted list in
processing full-text queries on a wireless broadcast stream, and then proposed
two methods: Inverted-List and Inverted-List + Index-Tree which was extended
to (1, α) and (1, α(1, β)). They made use of an inverted list to guide full-text
search and a tree-based index to locate the key word in the inverted list. However,
this method is not energy efficient enough because it might take a long tuning
time to locate the key word in the inverted list. It is also not latency efficient
enough due to the duplication of tree-based index.

Inverted list is a mature indexing method for full-text search [18][22][14]. It is
a set of word indices which guides clients to find specific documents containing a
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specific word. In this paper, we apply inverted list as a guide for full-text search,
but implement hash function instead of searching tree as indexing method, to
avoid lengthening broadcast cycle and redundant tuning time for locating tar-
get word index. Note that hash function is used to index “word indices” in an
inverted list, which is the “index of indices”. So the index designed in this paper
is a hierarchical index scheme with two levels: (1) inverted list, the index for
documents, and (2) hash function, the index for word indices in an inverted list.

Compared with tree-based indexing technique, hash-based indexing for word
indices is more flexible and space efficient for full-text search in wireless data
broadcast. A hash function only takes several bytes while a searching tree may
take thousands of bytes depending on its design. Hash-based index is more suit-
able for full-text search because the nature of full-text search uses arbitrary words
as search keys. Based on this idea, we propose a novel data streaming scheme
named Basic-Hash to allocate inverted list and documents on the broadcast
channel. Basic-Hash is further improved to another streaming scheme named
Merged-Hash, by merging the hashed word indices to reduce access latency. A
client retrieval protocol is also developed corresponding to the two schemes. We
are the first work utilizing hash technology for full-text search in wireless data
broadcast. We also provide detailed theoretical analysis to evaluate the perfor-
mance of Basic-Hash and Merged-Hash, and then implement many numerical
experiments. Simulation results prove the efficiency of these two schemes with
respect to both energy and access latency.

To summarize, our main contributions include:

1. We are the first work implement inverted list and hash function for full-text
search in wireless data broadcast. We propose two novel wireless broadcast
streaming schemes, namely, Basic-Hash and Merged-Hash, to facilitate full-
text query on broadcast documents. For each scheme, we develop algorithms
for inverted index allocation, document allocation and query protocol.

2. We discuss how to turn collision issues of hash functions into advantage and
utilize appropriate collisions to reduce the access latency of full-text query.

3. We analyze the performances of Basic-Hash and Merged-Hash theoretically
by computing the expected access latency and tuning time for full-text queres
on broadcast streams created based on these two schemes.

4. We implement simulations for the proposed systems and analyze their per-
formances by simulation results.

The rest of the paper is organized as follows: Sec. 2 presents related works
on wireless data broadcast, full-text search involving inverted list techniques,
and recent research on full-text search for wireless data broadcast systems; Sec.
3 introduces the system model and some preliminaries; Sec. 4 first discusses
the Basic-Hash broadcast streaming scheme to facilitate full-text search and
then extends Basic-Hash to Merged-Hash to improve the performance; Sec. 5
theoretically analyzes the performances of Basic-Hash and Merged-Hash; Sec. 6
empirically analyzes Basic-Hash and Merged-Hash based on simulation results;
and Sec. 7 concludes the paper and proposes future research directions.
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2 Related Work

Wireless data broadcast has gained many attentions during the past few years.
Imielinski et al. first gave an overview on wireless data broadcast systems in
[10]. They also proposed a popular B+-tree based distributed index to achieve
energy efficiency. Many different index methods were proposed thereafter. Yao
et al. [17] proposed an exponential index which has a linear but distributed
structure to enhance error-resilience. In [21], the trade-off between confidentiality
and performance of signature-based index was discussed. Hash-based index for
wireless data broadcast was also proposed in [16]. All these index techniques,
however, focus only on structured data with predefined key attributes. They
cannot be applied directly to guide full-text queries.

Inverted list is a popular structure in document retrieval systems and a well-
known technique for full-text search. Tomasic et al. [14] studied the incremental
updates of inverted lists by dual-structure index. Scholer et al. [13] discussed the
compression of inverted lists of document postings which contains the position
and frequency of indexed terms and developed two approaches to improve the
document retrieval efficiency. Zobel et al. gave a survey on inverted files for text
search engines in [22]. Zhang et al. [18] studied how to process queries efficiently
in distributed web search engines with optimized inverted list assignment. Most
research works on inverted list are based on disk-storage documents. For on-air
documents, modifications are needed to adjust to on-air storage features.

Chung et al. [7] firstly applied inverted list for full-text search in wireless
data broadcast. They also combined tree-based indexing technique with inverted
list for full-text query on broadcast documents. However, the construction of a
searching tree and the duplication of inverted list will extend the total length
of a broadcast cycle heavily, resulting additional access latency. Moreover, the
average search time for a searching tree heavily relies on the depth of the tree,
which is much more than the searching time of a hash function. Therefore, we
replace the search tree with hash function design and construct a more efficient
data streaming scheme for full-text search in wireless data broadcast.

3 Preliminary and System Model

3.1 System Model

For simplification, we only discuss the situation for one Base Station (BS) with
one communication channel. The broadcast program will not update during a
period of time. The BS will broadcast several documents periodically in cycle.
Each document only repeats once in a broadcast cycle. Let D denote a set of
t documents to be broadcast. D = {doc0, doc1, · · · , doct−1}. Each doci will be
broadcast as several buckets on a channel, each with different size. Here bucket
is the smallest logical unit on a broadcast channel. Assume yi is the size of doci,
measured by buckets, and Y ={y0, y1, · · · , yt−1}.

There are altogether v non-duplicated words in D, denoted as K={k0, k1,
· · · , kv−1}. Let w be the length of each word measured in bytes (here we assume
on average, each word has the same length).
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Besides documents, we also need to insert indices to form a full broadcast
cycle. As mentioned in Sec. 1, we will apply inverted list and hash function
together as a searching method. A hash function will be appended to each of the
bucket, while the inverted list will be split into word indices and interleave with
document buckets. After all the process, we will form a whole broadcast cycle,
consisting of a sequence of broadcast buckets. Each bucket will have a continuous
sequence number starting from 0. Let bcycle denote this bucket sequence, and
|bcycle| denote the whole number of buckets in one broadcast cycle.

3.2 Inverted List

To facilitate full-text search in wireless data broadcast systems, we apply in-
verted list technique. For full-text search, each word can be related to several
documents and each document contains usually more than one word. To resolve
such many-to-many relationship between documents and words, inverted list has
been popularly used as an index in data retrieval systems [18][22][14].

k1 doc1 doc2 doc3 doc4 doc5 doc6 k3 doc1 doc3 k4 doc1 doc3

k5 doc4 k6 doc3 k7 doc4 k8 doc4 k9 doc1 k10 doc2 doc3 k11 doc1 doc2 doc3 doc5

k12 doc2 k13 doc2 doc6 k14 doc2 doc6 k15 doc1 doc2 doc3 doc4

k2 doc2 doc3 doc5

Fig. 1. Example of an Inverted List for Broadcast System

Let I be an inverted list composed of v entries representing v non-duplicated
words in D. In each entry, a word ki is linked with a set of document address
pointers which can guide clients to find documents containing this word. We
name each entry a word index, denoted as ei. The number of pointers in each word
index depends on how many documents contain this word and is not necessarily
the same. Fig. 1 is an example of an inverted list generated from 6 documents.
Each pointer indicates the time offset from the index to the target document.
Clients can tune off during this offset, and tune on again to save some energy.

Instead of treating an inverted list as a whole, we split it into a set of word
indices, each of which is a pair of a word and a list of offsets that points to
documents containing the word, that is, I = {ei, i = 0, · · · , v − 1} where ei =<
ki : doc addr offset list i > .

For each word index ei ∈ I, si denotes its number of document address offsets.
Assume a is the length of one document address pointer measured in bytes, then
the length of ei can be easily computed as w + asi.

3.3 Hash Function and Collisions

There are many hash functions that can hash strings into integers. In this paper,
only hashing a word into an integer is not enough. We need to hash a word into
a bucket on a broadcast cycle. If |bcycle| denotes the length of a broadcast cycle,
we should map the integer result to a sequence number between 0 and |bcycle|-1.

Collisions can be quantified by collision rate γ. In this paper, a collision hap-
pens when a word index is hashed to the same bucket as some previously hashed
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word indices were. In this case, the collision rate γ = total number of collisions/v.
In most hashing applications, collisions are what designers try to avoid be-
cause it increases the average cost of lookup operations. However, it is inevitable
whenever mapping a large set of data into a relatively small range. While most
hash function applications struggle for collision issues, our method is much more
collision-tolerant. In fact, appropriate collisions are even beneficial. This is be-
cause in our method, hash scheme is only used to allocate the word indices in
the inverted list and usually the sizes of most word indices are not exactly the
size of a bucket. Therefore, more than one word indices hashed into the same
bucket may help increasing the bucket utilization factor, which will reduce the
length of a broadcast cycle and the average access latency of query processing.
We will do a more detailed discussion on the collision issue in Subsec. 4.1.

3.4 Data Structure of a Bucket

A bucket is composed of two parts: header and payload. Header records basic
information of a bucket such as bucket id and sequence number, while payload
is the part of a bucket to store data. In our model, there are two different
types of buckets: index bucket which stores word indices, and document bucket
which stores documents. Index and document buckets have the same length and
header structure. Hence, we can use the number of buckets to measure both Y
and |bcycle|. If the total number of index buckets within one broadcast cycle is
|IB| and the total number of document buckets is |DB|, then we should have:

|bcycle| = |DB| + |IB| . (1)

Next, we will illustrate the detailed design of index and document buckets. As-
sume a bucket is capable of carrying l bytes information. For both index and
document buckets, the header contains the following information in Tab. 1.

Table 1. Information in a Bucket Header

Item Description

TYPE: whether the bucket is an index or document bucket.
LEFT: length of unused space, measured in bytes.
END: whether the index or document ends.

MERGEP: time offset of merged index bucket.
SQ: sequence number of a bucket. In this method, SQ is also the hash value.

OFFSET: distance to the next bucket containing the same document.
HASH: hash function to compute sequence number of target index bucket.

For a document bucket, the payload is part of a document or a complete doc-
ument, depending on the document size. For an index bucket, the payload may
contain a part of a long word index or several short word indices. Fig. 2 illustrates
the whole view of a broadcast cycle and details of index and document buckets.
Here grey block D denotes document buckets, while white block I denotes an
index bucket. Each document doci has yi document buckets, but they may be
separated by some index bucket, not necessarily consecutively broadcasted.
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Table 2. Symbol Description

Sym Description Sym Description

D document set. D = {doc0, · · · , doct−1} a document pointer size.
Y document length. Y = {y0, · · · , yt−1} l bucket size.
K word set. K = {k0, · · · , kv−1} t number of documents.
I an inverted list. I = {e0, · · · , ev−1} v number of keywords.
S S = {s0, · · · , sv−1}, where si is the w word size.

number of document pointers in ei. γ collision rate.
Avg(S) average number of document δ merge rate.

pointers in each word index. bcycle one broadcast cycle.
|IB| number of index buckets. |bcycle| length of bcycle.
|DB| number of document buckets. |ibcycle| initial broadcast cycle length.
|MIB| number of index buckets after merging. Avg(AL) average access latency.
|AKE| average length of the keyword entry. Avg(TT ) average tuning time.

For convenience, Tab. 2 lists all symbols used in this paper. Some will be
defined in the following sections.

4 Hash-Based Full-Text Search Methods

In this section, we will introduce the construction of two data streaming schemes
for full-text search, which are Basic-Hash and Merged-Hash. Data streaming
scheme is a preprocessing before documents are broadcasted on channels. It will
interleave documents and inverted list as a whole data stream, allocate index
buckets and data buckets according to the predefined hash function, and then
setup corresponding address pointer and other information for clients to search
words of interest and retrieve target documents.

In the following subsections, we will discuss the construction of Basic-Hash
and Merged-Hash, with detailed algorithm description, examples, and scenario
discussion. Finally, we propose an information retrieval protocol for mobile/
wireless clients to retrieve their interest documents.

4.1 Basic-Hash Data Streaming Scheme

Full-text query processing can be achieved by adding the inverted list onto the
broadcast channel. If we put the inverted list directly in front of the documents,
the average tuning time can be dramatically long because the client needs to
go through the inverted list one by one to find the word index of interest. This
tuning time overhead can be reduced by a two-level index scheme which adds
another level of index for the inverted list.

In this subsection, we propose a novel two-level index scheme for full-text
search called Basic-Hash method. The idea is to hash all word indices in the
inverted list onto the broadcast channel. The documents and word indices are
interleaved with each other. We choose hashing rather than tree-based indexing
as the index for the inverted list because it is faster and doesn’t occupy much
space. Once a client tunes in the broadcast channel, it reads the hash function
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in the header of a bucket and computes the offset to the target word index
immediately. The tuning time to reach the word index of interest is only 2 in the
ideal case. Hash function also takes little space from the header of each bucket,
without occupying extra index buckets.

It takes three steps to construct a bcycle using Basic-Hash broadcast scheme:

Step 1: Index Allocation. Hash all word indices onto broadcast channel (Alg. 1);
Step 2: Document Allocation. Fill empty buckets with documents (Alg. 2).
Step 3: Pointer setup. Set offset information for pointers in word indices and

document/index buckets.

Hash Function. Before index allocation and document allocation, we need to
construct our hash function. Recall that there are t documents to broadcast, each
with yi buckets. I is split into v entries, each with a document address offset list
of size si. Each word has w bytes, each document address pointer is a bytes, and
each bucket contains l bytes (we ignore the length of the header). Initially, we do
not know |bcycle|, so we will use an estimated |ibcycle| to represent the length of
a broadcast cycle. It is easy to know, |ibcycle| = ∑t−1

i=0 yi+ 1
l {a

∑v−1
j=0 sj +v×w}.

Then the hash function should be:

Hash(string) = hashCode(string) mod |ibcycle|.
In the above equation, the input string will be a word (string), while the

output is an integer between 0 and |ibcycle| − 1. This function maps a word
index to a broadcast bucket with sequence number equal to hashed value.

Index Allocation. Algorithm 1 describes Step 1 of Basic-Hash: hashing all
word indices onto broadcast channel. Let A denote the bucket sequence array.
Initially, A contains |ibcycle| empty bucket with consecutive sequence number
starting from 0. We use A[0], · · · , A[|ibcycle| − 1] to represent each bucket. The
main idea of Alg. 1 is: firstly, sort I by si, i = 0, · · · , v − 1 in increasing order as
I ′ = {e′0, · · · , e′v−1}. Next, hash each e′i onto the channel in order.

The sorting process guarantees that during allocation, if more than one word
index are hashed to the same bucket, the shorter word index will be assigned to
the bucket first and longer word indices will be appended thereafter, which helps
reducing the average tuning time for a client to find the word index of interest.

Since each bucket has l bytes capability, it may include more than one word
index. Once encountering a collision, we will append e′i right after the existing
index. If this bucket is full, then find the next available bucket right forward and
insert e′i. It is also possible that there is no enough space for e′i. In this situation,
we will push other word indices in buckets with higher sequence number, and
“insert” e′i. An example is shown in Fig. 3.

Fig. 3 illuminates several scenarios for index allocation. In (a), word index e5

should be insert into bucket A[9]. Since A[9] is empty, we directly insert e5 into
it. If the size of e5 is larger than A[9], the rest part will be appended to A[10]
or more buckets. In (b), e2, e3, and e5 have been allocated already, and we are
going to insert e7 to A[7]. Since e2 is already allocated at A[7], and there is still
enough space left in A[7], we append e7 after e2. In (c), e1 should be inserted
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Algorithm 1. Index Allocation For Basic-Hash
input: I , A;
output: A filled with word indices;

1: sort I by si increasingly to I ′ = {e′0, · · · , e′v};
2: for i = 0 to v − 1 do
3: sq = Hash(k′

i);
4: check whether A[sq] is full, if yes, set sq = sq + 1 until A[sq] is not full;
5: insert e′i into A[sq], if there is not enough space, then push data from A[sq + 1]

forward until e′i can be successfully inserted.
6: end for

into A[6]. e2, e3, e5, and e7 has already been allocated onto the channel before
inserting e1. Note that A[6] does not have enough space for e5. Thus from A[7],
all the data entries should be moved forward until e1 can fit into the channel.
Since there is some unfilled space between e7 and e5, e5 will not be influenced.
Detailed description of index allocation is illustrated in Alg. 1.

Data Allocation. Alg. 2 discusses how to allocate documents after index allo-
cation process. Since each bucket can be either an index bucket or a document
bucket, we cannot append documents to these buckets which already contain
indices. Therefore, starting from A[0], we will scan each bucket in order, and
insert documents from doc0 to doct−1 sequentially to the empty buckets. Each
doci will take yi buckets. We use docj

i to denote the jth bucket for doci in short.

Pointer Setup. Besides index allocation and data allocation, we need to setup
the offset (address) information for pointers inside each word index, as well as
OFFSET in each bucket header (since each document doci will be split into
yi buckets, and may not be consecutively allocated, we need another pointer to
figure out this information). Pointers for word indices in buckets and OFFSET
in headers can only be setup after the index and data allocation, because we did
not know the locations of documents before that. To fill OFFSET in headers,
we can scan reversely from the last bucket of the bcycle, record the sequence
number of each docj

i , and then fill the offset information.
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Algorithm 2. Document Allocation for Basic-Hash
input: D, A;
output: a complete broadcast stream A;

1: sq = 0, j = 0;
2: for i = 0 to t − 1 do 
 Insert doci onto channel
3: while j < yi do
4: if A[sq] is empty then append docj

i to A[sq]; j = j + 1; sq = sq + 1;
5: else sq = sq + 1; end if
6: end while
7: j = 0; 
 Reset intermediate variable
8: end for
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Fig. 4. Index and Document Allocation of Hash-Based Method

An Example. We apply Basic-Hash to the document set described in Fig. 1 as
an example to demonstrate the complete streaming procedure. Assume w = a =
4bytes. We can then compute the length of each word index. Assume l = 24bytes,
each of doc1, doc2, doc3 and doc4 takes 2 buckets, doc5 takes 3 bucket, and doc6

takes 1 bucket. Based on the above information, we can compute |ibcycle| = 20.
Following Alg. 1, we first allocate all word indices onto the channel. Then, we use
Alg. 2 to allocate 6 documents. The broadcast cycle after index and document
allocations is presented in Fig. 4 respectively. Finally, after bcycle is constructed,
we need to fill the necessary header and pointer information to each bucket.

4.2 Merged-Hash Data Streaming Scheme

Basic-Hash method can dramatically shorten the average tuning time of the
search process than the Inverted List method in [7]. The average access latency,
however, is much longer. The reason is that in Inverted List method, all the
word indices are combined together, and inserted into consecutive buckets. On
the other hand, Basic-Hash method separates them and maps each index respec-
tively into disconnect buckets, which makes |bcycle| much longer. For example,
if the document number is 1000, total number of words is 500, the inverted list
may only occupy 100 bucket; while a non-conflict hash function maps words
in different buckets from each other, which occupies 500 buckets. The |bcycle|
expands from 1100 to 1500, and the average access latency is thus influenced.

Merged-Hash Algorithm. Merged-Hash aims at reducing average access la-
tency by reducing the number of index buckets. Compared with Basic-Hash,
Merged-Hash has one more step: Merge Word Index. It will be performed between
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Alg. 1 and 2. The purpose is to combine adjacent index fragments into one bucket
to make full use of bucket space. Merge process can reduce |bcycle|without increas-
ing average tuning time.

The idea of Merge Word Index algorithm is: starting from the last index
bucket A[i], if its closest previous index A[j] can be merged into A[i], then
append A[j] to A[i], and delete A[j]. Repeat this process until either A[i] is full
or its closest previous index A[j] is full or cannot be merged into A[i]. Next,
find another A[i] and repeat the above process, until all index buckets have been
scanned. The detailed description is showed in Alg. 3.

Algorithm 3. Merge Word Index
input: A;
output: A with merged word indices;

1: find the last non-full index A[i], set M = A[i];
2: while M is not full do
3: find its closest previous index A[j];
4: if A[j] is not full and M has enough space for A[j] then
5: append A[j] to M , delete A[j];
6: else M = A[j], Break; end if
7: end while
8: repeat Line 2 to Line 7 until all index buckets have been scanned.

An Example. We also use an example shown in Fig. 5(a) to illustrate Alg. 3.
Merge process begins at bucket 17 with M moving backwards. We can see that
word indices in bucket 16 is merged in bucket 17 because there is enough space
for them to append. And we also observe that bucket 15 does not follow the step
of bucket 16, because after bucket 16 is merged to bucket 17, their is not enough
space any more to append the whole indices in bucket 15. For each bucket that
is merged to another bucket, MERGEP in header indicates the offset between
these two buckets for clients to keep track of the index. For instance, MERGEP
in bucket 16’s header is 1 and MERGEP in bucket 1’s header is 2. Note that the
merging operation is based on bucket instead of index. Hence, it is possible that
an index will be split after merging. In such cases, we also need MERGEP to
direct clients. For example, the second part of e1 in bucket 6 is merged to bucket
7, so it is separated from its first part in bucket 5. With the help of MERGEP, the
tuning time to read such an index only increases by 1, while merging operation
dramatically reduces the |bcycle|.

e4 e7e11e6e15e3e14 e13e2e1e9e5 e8e10

1 2 1918171615141312111098765430 20
After Index Merge

e11e12

e4 e7e11e6e15e3e14 e13e2e1e9e5 e8e10

1 2 1918171615141312111098765430 20

Broadcast Cycle for Merged-Hash

doc1 doc2 doc2 doc3 doc3 doc4 doc4 doc5 doc5 doc5 doc6doc1

e11e12

After Document Allocation

e1

e1

(a)

(b)

Fig. 5. Index and Document Allocation of Merged-Based Method
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After Basic-Hash, the broadcast channel looks as Fig. 4(a), with 13 index
buckets. If we merge index buckets following Alg. 3, the number of index buckets
will decrease to 9, as shown in Fig. 5(a). Comparing Fig. 4(b) and 5(b), we see
that |bcycle| after merging is reduced to 20, which is the same as |ibcycle|; while
|bcycle| without merging is 25, which is 20% longer than |ibcycle|.

4.3 Information Retrieval Protocol

After document allocation, the whole bcycle is built. Next, we discuss information
retrieval protocol. A mobile client will firstly access onto the channel, read the
current bucket and get hash function. Next, it computes a sequence number
hashed from target word w, and waits until this bucket appears. Then it will
follow the direction of bucket pointers to find the word index containing the
information of w, and read every offset inside the doc offset list. Finally, it waits
according to these time offsets and download the requested documents one by
one. The detailed description of this algorithm is illustrated in Alg. 4.

Algorithm 4. Information Retrieval Protocol
input: keyword w;
output: a set of documents containing w;

1: read current bucket cb, get hash function hash(·); compute sq = hash(w);
2: if A[sq] is not the current bucket then wait for the A[sq]; end if
3: read A[sq], follow index pointer to find ei with w.
4: read all the addresses of document containing w;
5: for each document offset do wait and download the document buckets; end for

5 Performance Analysis

In this section, we will give theoretical analysis for both Basic-Hash and Merged-
Hash with respect to the average access latency and tuning time.

5.1 Analysis for Basic-Hash

For an inverted list, the average number of documents linked to a word is
Avg(S) =

∑v−1
i=0 si/v. The average length of a word index |AKE| = w+aAvg(S).

Theorem 1. The average access latency of Basic-Hash is(
1
2

+
Avg(S)

Avg(S) + 1

)(
t−1∑
i=0

yi +
⌈ |AKE|

(1 − γ)l

⌉
(1 − γ)v

)
. (2)

Proof. In Basic-Hash, average access time (Avg(AL)) is the sum of probe wait
and bcast wait, where probe wait denotes the latency of finding target word index
bucket and bcast wait is the time needed to download all documents containing
the requested word. If documents are uniformly distributed on the channel,

Avg(AL) =
|bcycle|

2
+

Avg(S)|bcycle|
Avg(S) + 1

. (3)
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From Eqn. (1), we have

|bcycle| =
t−1∑
i=0

yi +
⌈ |AKE|

(1 − γ)l

⌉
v(1 − γ) (4)

Combining Eqn. (3) and (4), we can derive Eqn. (2).

Theorem 2. The average tuning time of Basic-Hash is 1+
⌈
|AKE|
(1−γ)l

⌉
+Avg(S)

t

t−1∑
i=0

yi.

Proof. The average tuning time (Avg(TT)) includes time of 1) initial probing,
2) reading target index bucket and 3) downloading target documents. Initial
probing takes time 1. After initial probe, the client computes the hashed value,
dozes and tunes in the hashed bucket directly. The time needed to read the
target index bucket is )|AKE|/((1 − γ)l)*. On average, there are Avg(S) doc-
uments containing a word, so the time needed to download these documents is
Avg(S)

∑t−1
i=0 yi/t. Summing the above three parts, we can get the conclusion.

5.2 Analysis for Merged-Hash

For Merged-Hash scheme, index buckets are merged according to Alg. 3 after
word indices are hashed to the channel. We define |MIB| to represent the total
number of index buckets after merging, and merge rate δ = |MIB|/|IB| to
indicate the effect of merging. δ is bounded between [)1/|AKE|*, 1].

Theorem 3. The access latency of Merged-Hash is(
1
2

+
Avg(S)

Avg(S) + 1

)(
t−1∑
i=0

yi +
⌈ |AKE|

(1 − γ)l

⌉
(1 − γ)vδ

)
. (5)

Proof. The access latency of Merged-Hash scheme is also computed as Eqn. (3).
The difference is how to get |bcycle|. In Merged-Hash, the length of a bcycle is:

|bcycle| = |DB| + |MIB| =
t−1∑
i=0

yi +
⌈ |AKE|

(1 − γ)l

⌉
(1 − γ)vδ.

Theorem 4. The tuning time of Merged-Hash is 2+ δ
⌈
|AKE|
(1−γ)l

⌉
+ Avg(S)

t

t−1∑
i=0

yi.

Proof. Similar as Basic-Hash, the tuning time for Merged-Hash is also composed
of three parts. If the word index of interest did not merge with any other index,
the tuning time is exactly the same as in Basic-Hash. If the word index merged
with other indices, it means the size of this index is smaller than an index bucket.
So it takes 1 unit time to read. Therefore, the average tuning time to read word
index is (1−δ)+δ)|AKE|/((1 − γ)l)*. Combining with the tuning time for initial
probing and document downloading, we can prove Thm. 4.
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6 Simulation and Performance Evaluation

In this section, we will evaluate the Basic-Hash and Merged-Hash methods by
simulation results. We also compare Merged-Hash method with Inverted List
and Inverted List + Tree Index methods in [7]. The performance metrics used
are average access latency (AAL) and average tuning time (ATT).

The simulation is implemented using Java 1.6.0 on an Intel(R) Xeon(R) E5520
computer with 6.00GB memory, with Windows 7 version 6.1 operating sys-
tem. We simulate a base station with single broadcast channel, broadcasting
a database of 10,000 documents with a dictionary of 5,000 distinct words. For
each group of experiments, we generate 20,000 clients randomly tuning in the
channel and compute the average of their access latency and tuning time.

6.1 Comparison between Basic-Hash and Merged-Hash

We use two experiments to compare the performance of Basic-Hash and Merged-
Hash. In the first experiment, we vary the size of the word dictionary from 1,000
to 5,000, while the number of documents is fixed to 10,000. This simulates how
similar a set of documents are. Documents with more similar topics may have
more words in common, which results in a smaller dictionary. The content of
each document is randomly generated from the dictionary. The repetitions of a
word in a document is uniformly distributed between 1 and 5. The number of
non-replicated words contained in a document is set between 1 and 50.

Fig. 6. AAL w.r.t. Word No. Fig. 7. ATT w.r.t. Word No.

Fig. 8. AAL w.r.t. Document No. Fig. 9. ATT w.r.t. Document No.
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Fig. 6 shows average latency of Basic-Hash and Merged-Hash in this set-
ting. Obviously, Merged-Hash has a much shorter access latency than Basic-
Hash. This verifies our prediction that by merging hashed indices, we can reduce
|bcycle| and thus reduce average access latency. In fact, when the dictionary
size is 5000, |bcycle| of Basic-Hash is 14047 while tit is only 11284 for Merged-
Hash. When the total number of words increases, the advantage of Merged-Hash
compared with Basic-Hash becomes more obvious.

Fig. 7 presents the average tuning time. We can observe that no matter how
the dictionary size changes, the average tuning times of Basic-Hash and Merged-
Hash are very similar with each other. This is because merging word indices do
not have much impact on the time for reading a word index of interest.

The second experiment is to evaluate the influence of document set size to
the performances of proposed two streaming scheme. We generate D in the same
way. Then, randomly choose subsets of D to form eight smaller-sized document
set ranging from 1,000 to 9,000. Fig. 8 indicates that Merged-Hash performs bet-
ter than Basic-Hash with respect to average access latency no matter how large
the document set size is. The difference between Merged-Hash and Basic-Hash
first increases as the number of documents increases, then almost remains un-
changed after the document set size reaches 6000. Similar as the first experiment,
whatever document set size is, the difference between average tuning times of
these two streaming schemes is negligible.

6.2 Comparison with Other Methods

In [7], the authors proposed two full-text search method: Inverted List method
(IL) and Inverted List + Tree Index method (IL+TI ). For a fair comparison, we
set the simulation environment exactly the same as in [7]. We generate 10,000
documents, each of size 1024 bytes. The contents of documents are randomly
generated from 4703 distinct words. The bucket size is 1024 bytes. The repeti-
tions of a word in a document is 1 to 5, in a uniform way. The Avg(S) is 51,
which is also the same as in [7]. All results are averaged based on 20,000 clients.

Table 3. Comparison of three full-text search methods

IL IL+TI Merged-Hash

average access latency 14901 16323 16312
average tuning time 916 91 54

Tab. 3 compares the average access latency and tuning time of IL, IL+TI
and Merged-Hash. Compared with IL, both IL+TI and Merged-Hash can dra-
matically reduce average tuning time by indexing the inverted list. Merged-Hash
costs even 40.7% less average tuning time than IL+TI. Therefore, Merged-Hash
is the most energy efficient scheme among three. This verifies our analysis that
hashing can speed up the searching within the inverted list and consequently re-
duce tuning time. The average access latency of Merged-Hash are slightly longer
(9.5%) than IL. The reason is that although hashing itself does not require ded-
icated index bucket, hashing word indices into different buckets may not make
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full use of the bucket capacity. Therefore, |MIB| may be larger than the number
of buckets needed to fill in a complete inverted list. However, Merged-Hash still
has very similar average access latency with IL+TI.

7 Conclusion

In this paper, we proposed two novel wireless data broadcast streaming schemes:
Basic-Hash and Merged-Hash, which provide a two-level indexing to facilitate
the full-text query processing in the wireless data broadcast environment. The
proposed methods utilizing hash technique to index the inverted list of document
broadcasted, which itself is an index for full-text search. For each scheme, we
designed detailed index allocation and document allocation algorithms, together
with a corresponding querying processing protocol. The performances of these
two schemes were analyzed both theoretically and empirically. Simulation results
indicate that Merged-Hash is the most energy-efficient streaming scheme among
all broadcast schemes for full-text search in existing literatures. In the future,
we plan to extend Merged-Hash to increase the utilization ratio of index buckets
in order to further reduce the access latency and tuning time of full-text query
processing. We also plan to explore how to adopt other traditional full-text search
methods to the wireless broadcast environment.
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Abstract. We propose a framework for efficient OLAP on information networks
with a focus on the most interesting kind, the topological OLAP (called “T-
OLAP”), which incurs topological changes in the underlying networks. T-OLAP
operations generate new networks from the original ones by rolling up a subset
of nodes chosen by certain constraint criteria. The key challenge is to efficiently
compute measures for the newly generated networks and handle user queries with
varied constraints. Two effective computational techniques, T-Distributiveness
and T-Monotonicity are proposed to achieve efficient query processing and cube
materialization. We also provide a T-OLAP query processing framework into
which these techniques are weaved. To the best of our knowledge, this is the
first work to give a framework study for topological OLAP on information net-
works. Experimental results demonstrate both the effectiveness and efficiency of
our proposed framework.

1 Introduction

Since its introduction, OLAP (On-Line Analytical Processing) [10,2,11] has been a
critical and powerful component lying at the core of the data warehouse systems. With
the increasing popularity of network data, a compelling question is the following: “Can
we perform efficient OLAP analysis on information networks?” A positive answer to
this question would offer us the capability of interactive, multi-dimensional and multi-
level analysis over tremendous amount of data with complicated network structure.

Example 1 (Academia Social Network Interaction). From an academic publication
database like DBLP, it is possible to construct a heterogeneous information network
as illustrated in Figure 1. There are four kinds of nodes each representing institutions,
individuals, research papers and topics. Edges between individuals and institutions de-
note affiliation relationship. Edges between two individuals denote their collaboration
relationship. A paper is connected to its authors, and also to its research topic.

OLAP operations could expose two kinds of knowledge that are hard to discover in the
original network.

1. Integrating knowledge from different parts of the network. As an example, users
could be interested in questions like ”who are the leading researchers in the topic
of social network?”. This knowledge involves integrating information lying in two
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Fig. 1. A Heterogeneous Information Network

parts of the network: (1) the linkages between the individuals and papers, and (2)
the linkages between the papers and the topics. As shown in the example, for the
nodes representing papers, we can roll-up on them and group them by the same
topics, as shown in Figure 2. As the nodes are being merged, the original edges
between the papers and individuals would be aggregated accordingly, and the re-
sulting edges would denote the authors’ publication prominence in the research of
every topic.

2. Investigating knowledge embedded in different granularity levels of the network.
Besides synchronous drilling in traditional OLAP, many knowledge discovery tasks
in information networks may need asynchronous drilling. For example, in Figure 3,
users could be interested in the collaborative relationship between the Yahoo! Lab
and related individual researchers. For instance, such analysis could show strong
collaborations between AnHai Doan and researchers at both Yahoo! Lab by exam-
ining the corresponding edges. On the other hand, if the whole Wisconsin database
researchers be merged into a single node, it would be hard to discover such knowl-
edge since, collectively, there would be even stronger collaborations between Wis-
consin and other universities, which may shadow Doan’s link to Yahoo! Lab. Such
asynchronous drilling should be guided by what can be potentially found in knowl-
edge discovery, and thus leading to the concept of discovery-driven OLAP.

Based on the above motivating example, we propose a new framework for OLAP over
information networks. Under this framework, we assume nodes and edges of an infor-
mation network are associated with multiple hierarchical dimensions. OLAP (such as
dicing and drilling) on information network takes a given network as input data and
generates new networks as output. This is rather different from traditional OLAP which
takes facts in the base cuboid and generates aggregate measures at high-level cuboids.

The second major difference between our OLAP model from the traditional one is
the concept of asynchronous, discovery-driven OLAP. In the traditional data warehouse
systems, drilling is performed synchronously across all the data in a cuboid. However,
for OLAP in an information network, such synchronous drilling may fail to expose
some subtle yet valuable information for knowledge discovery.

The information network OLAP (i.e., InfoNet OLAP) poses a major research is-
sue: How to efficiently perform InfoNet OLAP? This paper answers this question by
proposing two general properties, T-distributiveness and T-monotonicity, for efficient
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Fig. 2. Roll-up on Papers of the Same Topic Fig. 3. Asynchronous Roll-up on Researchers to
Institutions

computation of different measures in InfoNet OLAP. Our focus of this study is on effi-
cient T-OLAP, the OLAP operations that change the topological structure (such as node
merging) of the network. Moreover, we provide algorithms for computing the measures
discussed in our categorization. In particular, we also examine the monotonicity prop-
erty and their impact on efficient query processing. Our experiments on both real and
synthetic networks demonstrate the effectiveness and efficiency of the application of
our framework.

2 Problem Formulation

We study a general model of attributed networks, where both vertices and edges of a
network G could be associated with attributes. The attributes, depending on their se-
mantic meanings, could be either of categorical values or numeric ones. We use the
DBLP co-authorship network, referred to as “DBLP network” from now on, as a run-
ning example for many illustrations in later discussions.

DBLP Network Example. In DBLP co-authorship network, each node v represents
an individual author, associated with attributes: Author Name, Affiliated Institution, and
Number of Papers Published. Each edge (u, v) between two authors u and v represents
their coauthor relationship for a particular conference in a particular year, with attributes
like Conference, Year, Number of Coauthored Papers. Evidently, there could be multiple
edges between two vertices in the DBLP network if two authors have coauthored papers
in different conferences. For instance, it could be found between two authors u and v
edges like (ICDE, 2007, 2) and (SIGMOD, 2008, 1) and so on.

A network is homogeneous if every edge and vertex represents the same kind of
entities and relationships, e.g. the DBLP network. Otherwise, it is heterogeneous.

We focus our discussion on homogeneous networks in this paper, and it should be
evident that most of the results apply to heterogeneous networks as well. As a conven-
tion, the vertex set of a network G is denoted by V (G) and the edge set by E(G). The
size of a network G is defined as the number of edges of G, written as |E(G)|. Let
Σi

V , 1 ≤ i ≤ m and Σi
E , 1 ≤ i ≤ n denote the sets of valid attribute values for vertices

and edges respectively.
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Definition 1. [Attributed Network Model] An attributed network is a triple (G, LV ,
LE) in which G = (V (G), E(G)), LV : V (G) /→ Σ1

V × Σ2
V × . . . × Σm

V and LE ⊆
V (G) × V (G) × Σ1

E × Σ2
E × . . . × Σn

E , where m and n are numbers of attribute
dimensions for vertices and edges respectively.

In InfoNet OLAP, the underlying data for a measure is now a network, instead of iso-
lated numerical values, thus measures could in this case take the form of a network.
Given an attributed network G and a measure θ, we use θ(G) to denote the measure θ
computed on the network G.

In general, given G and θ, a query in InfoNet OLAP could be represented as ”SE-
LECT G′ FROM G WHERE fC(θ(G′), δ) = 1” in which G′ ⊆ G and fC() is a
boolean function taking as input a constraint C, a measure θ(G′) computed on G′ and a
user-defined threshold δ, such that fC(θ(G′), δ) = 1 if and only if θ(G′), δ satisfies con-
straint C. For example, given a network G, suppose the measure θ is “diameter”, then a
corresponding constraint C could be “θ(G′) <= δ”. Then fC(θ(G′), δ) = 1, G′ ⊆ G
if and only if the diameter of G′ is at most δ.

Such queries can be issued for the original data network in which every node can be
considered as a data cuboid. However, for T-OLAP on InfoNet, these kind of queries
could more likely be issued for some summarized network generated from the original
one by merging or rolling up certain subgraphs as illustrated in Figure 2 and 3. For
efficient OLAP in traditional data warehouse, data cube computation has been playing
an important role with many algorithms developed. However, for InfoNet OLAP, mate-
rialization of information network “cubes” may not be realistic due to the huge number
of possible flexible “cubes” that have to be precomputed, considering drilling may not
even be “synchronized” (i.e., rolling all the network nodes up to the same level) as
one may like to perform selective drilling for effective discovery-driven OLAP. On the
other hand, it is often the case that we already have some partially materialized cubes
as a result of preceding queries on some summarized level. Then the central question is
the following: Can we make use of the partially materialized cubes to more efficiently
answer a new coming query? If yes, how?

3 Techniques and Framework

We propose two constraint-pushing techniques based on the unique characteristics of
InfoNet OLAP, T-Distributiveness and T-Monotonicity. The framework taps the pow-
erful techniques in traditional OLAP on data cube and extends them further into the
information network setting. We use a simple motivating example to introduce the two
techniques.

DBLP Query Example. Given the DBLP author network, suppose the measure θ of
interest is the ”total number of publications”, i.e., for a given node v, denoted as θ(v)
its total number of publications. Depending on the level of network to which v belongs,
v could represent an individual researcher, a research group, or an institution. A user
could then submit queries asking to return ”all researchers v such that θ(v) ≥ δ”.

The measure in the above example is in fact the ”Degree Centrality”. We use CD(v) to
denote this measure, Degree Centrality, for a node v. To formally represent the concept
of networks at different levels, we need a definition of OLAP network hierarchy
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Definition 2. [OLAP Network Hierarchy] Given a network G(V, E) and a partition
Π of V (G) such that ΠG = {V1, V2, . . . , Vm}, m ≤ |V (G)|. A network G′ is called a
higher-level network of G if G′ is obtained by merging each Vi ∈ ΠG, 1 ≤ i ≤ m into a
higher-level node v′i and the edges accordingly. G is then called a lower-level network
of G′ and denoted by G � G′. For each v ∈ V (G), v′

î
is called the higher-level node of

v if v ∈ Vî, which is denoted as v �V v′
î
.

Notice that topological OLAP operations could be asynchronous. A higher-level net-
work can be obtained by merging portions of a lower-level one, leaving the rest un-
changed.

3.1 T-Distributiveness

Suppose we have three levels of networks where nodes represent individuals, research
groups and institutions in each network respectively. Instead of individuals, users could
query about the institutions with the total number of publications beyond a certain
threshold δ. The straightforward way is to construct the network G′′ at the institution
level by merging the constituent author nodes for each institution from the original net-
work G, and compute the measure by summing up over each. For large institutions,
the computation could be costly. Now suppose we have already computed the measure
for the network G′ at the research group level, can we exploit this partial result to im-
prove efficiency? It turns out we can do that in this case due to the distributiveness of
this measure function. Basically, the measure value of an institution can be correctly
obtained by summing up over the measure values already computed for the research
groups. Consider any set of vertices S = {v1, v2, . . . , vk} and a partition ΠS of S such
that ΠS = {S1, S2, . . . , Sm}, m ≤ k. Each Si ∈ ΠS is merged to a new vertex v′i and
the whole set S is merged to a new vertex v′′ by a T-OLAP roll-up operation. We also
overload the notation to denote ΠS = {v′1, v′2, . . . , v′m}. It is easy to verify that

CD(v′′) =

(∑
vi∈S

CD(vi)

)
− 2|ES |

=
∑

1≤i≤m

( ∑
vi∈Si

CD(vi) − 2|ESi |
)

− 2|EΠS |

=

⎛⎝ ∑
v′

i∈ΠS

CD(v′i)

⎞⎠− 2|EΠS |

where ES is the set of edges with both end vertices in S. It is clear that, since addition
and subtraction are commutative, distributive and associative, the result of computing
by definition from the bottom-level network is the same as the result of computing from
the intermediate-level one. Figure 4 is an illustration of the computation. CD(v′′) is a
total of 4+2+5+3 = 14 from G′′. We can get this measure directly from the original
network G by the given formula

∑
vi∈S CD(vi) − 2|ES | = (3 + 8 + 3 + 7 + 10 +

11 + 7 + 5 + 6) − 2(2 + 3 + 3 + 1 + 2 + 4 + 1 + 2 + 4 + 1) = 14. We can also
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Fig. 4. T-Distributiveness for Degree Centrality Fig. 5. T-Distributiveness for Shortest Path

use partial measure results computed for the intermediate network G′ and compute by∑
v′

i∈ΠS
CD(v′i)−2|EΠS | = (8+12+14)−2(3+1+6) = 14. The computational cost

is reduced to O(m + |EΠS |). This example shows that the computation cost is greatly
reduced by taking advantage of partial measure results already computed. This kind of
distributiveness of a measure function is termed T-Distributiveness in this topological
OLAP setting.

We now give the formal definition of T-Distributiveness.

Definition 3. [T-Distributiveness] Given a measure θ and three attributed networks G,
G′ and G′′ obtained by T-OLAP operations such that G � G′ � G′′, suppose we have
available θ(G) and θ(G′), then θ is T-Distributive if there exists a function g such that
θ(G′′) = g(θ(G′)) = g(θ(G)).

Although this example of ”Degree Centrality” may seem simple, it is interesting to note
that other more complicated measures, even those involving topological structures, are
also T-distributive. For instance, it can be shown that the measure of ”Shortest Path” is
also T-distributive. Shortest path computation is a key problem underlying many cen-
trality measures, such as Closeness Centrality and Betweenness Centrality, as well as
important network measures like Diameter.

T-Distributiveness for Shortest Paths. It is well-known that the shortest path problem
has the property of optimal substructures. In fact, shortest-path algorithms typically rely
on the property that a shortest path between two vertices contains other shortest paths
within it. Formally, we have the following lemma, the proof of which is omitted and
readers are referred to [6].

Lemma 1. Given an attributed network G with a weight attribute on edges given by
function w : E(G) /→ R, let p = 〈v1, v2, . . . , vk〉 be a shortest path from vertex v1 to
vertex vk and, for any i and j such that 1 ≤ i ≤ j ≤ k, let pij = 〈vi, vi+1, . . . , vj〉 be
the sub-path of p from vertex vi to vertex vj . Then, pij is a shortest path from vi to vj .

Rationale. The significance of the optimal substructure property of the shortest path
problem is that it means the measure is T-distributive, thus providing an efficient way
to compute the measure for T-OLAP roll-up operations.

We show our algorithm in Algorithm 2. The main algorithm is Algorithm 1 in which
we show that, instead of computing from scratch from the lowest network G, we are
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actually able to compute the measure network θ(G′′) for G′′ from the measure network
θ(G′) already computed for an intermediate network G′.

In Algorithm 1, in Line 3, we first compute all shortest paths from the single source
v′′ to all other vertices. From Lines 4 to 7, we update the shortest path between each
pair of vertices (u, v) by picking the smaller-weight one between the existing shortest
path between them and the one which passes through the new vertex v′′. In Algorithm
2, in Lines 1 and 2, we first set the shortest path weight between v′′ and other vertices to
be a maximum weight value. From lines 3 to 6, we calculate the shortest paths between
v′′ and every other vertex u by picking the one with the minimum weight among all the
shortest paths between vertices in S′ and u. It is easy to verify that the time complex-
ity of computational cost of ShortestPath Local is O(|S′| · |V (G) \ S|). The time
complexity of the entire algorithm is therefore O(|V (G)|2).

The correctness of the entire algorithm can be seen from the observation that for any
pair of vertices u and v, if the final shortest path pu,v in G′′ does not pass through the
new vertex v′′, then it should also be the shortest path between u and v in the lower-level
network G′. Therefore, the final shortest path pu,v in G′′ must be the smaller-weight
one between the existing shortest path between them in G′ and the new shortest path
passing through v′′. By the optimal substructure property in Lemma 1, the new shortest
path passing through v′′ must be the union of the two shortest paths, one between u
and v′′, and the other between v′′ and v. When computing the shortest paths between
v′′ and other vertices, we do not use standard single source shortest path algorithms.
Instead, Algorithm ShortestPath Local harness the T-distributiveness of the shortest
path measure.

Theorem 1. Given an attributed network G with edge weights, G′′ is obtained by merg-
ing a set of vertices S = {v1, v2, . . . , vk}, S ⊆ V (G) in a T-OLAP roll-up operation
to a new vertex v′′, and G′ is obtained by partitioning S by Π = {S1, S2, . . . , Sk} and
merging the vertices in each Si into v′i ∈ S′, 1 ≤ i ≤ k, then given the shortest path
measure network θ(G′), ShortestPath Local computes the shortest paths between v′′

and all vertices in V (G) \ S.

Proof. The proof is omitted due to the limitation of space.

Algorithm 1. ShortestPath Main
Input: S′, G and θ(G′)
Output: θ(G′′)

1: θ(G′′) ← θ(G′)
2: Merge S′ into v′′ and add v′′ to G′′;
3: θ(G′′) ← ShortestPath Local(S′, G, θ(G′′));
4: for each u ∈ V (G′′), u "= v′′

5: for each v ∈ V (G′′), v "= v′′

6: if w(puv) > w(puv′ ) + w(pv′v)
7: w(puv) ← w(puv′ ) + w(pv′v)
8:return θ(G′′);

Algorithm 2. ShortestPath Local
Input: S′, G and θ(G′′)
Output: θ(G′′)

1: for each u ∈ V (G) \ S′

2: w(pv′′u) ← +∞;
3: for each u ∈ V (G) \ S′

4: for each v ∈ S′

5: if w(pvu) < w(pv′′u)
6: w(pv′′u) ← w(pvu);
7:return θ(G′′);



396 Q. Qu et al.

3.2 T-Monotonicity

Suppose the user queries for all pairs of collaborating researchers with the number of
joint publications above a threshold δ. The observation is that the total number of pub-
lications of an institution is at least as large as that of any of its constituent individual.
This simple monotone property could help prune unnecessary data search space sub-
stantially in the query processing: Given the threshold δ, any institution node pairs with
its measure value less than δ could be safely dropped without expanding to explore
any of its constituent nodes at lower level networks. The monotonicity of a constraint
like this is termed T-Monotonicity in this topological OLAP setting. The definition of
T-Monotonicity is as follows.

Definition 4. [T-Monotonicity] Given a measure θ and a constraint C, let G and G′

be two networks such that G � G′, C is T-Monotone if fC(P1) = 1 → fC(P2) = 1
for all P1 ⊆ G, P2 ⊆ G′ and P1 � P2.

It is not just simple and common measures like the example above that are T-monotone,
in fact, it can be shown that many complicated and important measures which involve
network structures are also T-monotone. Interestingly, ”Shortest Path” is again a good
case in point.

T-Monotonicity for Shortest Paths. For shortest path, it turns out the corresponding
constraints have the property of T-monotonicity. The intuition is that when nodes from
a lower-level network are merged to form nodes in a higher-level network, the shortest
paths between any pair of nodes in the higher-level network cannot be elongated, which
is proved as follows.

Theorem 2. Given two networks G1 and G2 such that G1 � G2, for any two nodes
u, v ∈ V (G1), let u′, v′ ∈ V (G2) be the corresponding higher-level nodes such that
u �V u′ and v �V v′. Then we have Dist(u′, v′) ≤ Dist(u, v).

Proof. Denote w(u, v) as the weight of edge (u, v). Let one of the shortest paths be-
tween u and v in G1 be p = 〈v0, v1, . . . , vk〉 where v0 = u and vk = v. Since G1 � G2,
there exists some i and d such that vertices vi, vi+1, . . . , vi+d, 0 ≤ i, d ≤ k of p are
merged into a single vertex w in G2. Then the weight of the shortest path between u′

and v′ in G2 will have

δ(u′, v′) = δ(u′, w) + δ(w, v′) ≤
∑

0≤j<i

w(vj , vj+1) +
∑

i+d≤j<k

w(vj , vj+1) ≤ δ(u, v)

We give a summary of some common network measures in Figure 6.

3.3 T-OLAP Query Processing Framework

Both T-distributiveness and T-monotonicity would be pushed into the framework for
processing T-OLAP queries. The framework of T-OLAP query processing consists of
the following stages:

Pre-computation: Given a network G and the measure θ to be computed, the query
algorithm first computes the base cuboids to be materialized.
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Constraints SUM MIN, Min Degree, Density Bridging Degree Closeness Betweenness Diameter Structural Containment

MAX Max Degree Capital Centrality Centrality Centrality Cohesion

T-Monotonicity Yes Yes No No No No Yes No Yes No No

T-Distributiveness Yes Yes Yes No Yes Yes Yes Yes Yes No No

Fig. 6. A General Picture of Typical InfoNet OLAP Constraints

Query Processing:

1. Abstraction Level Processing:
Given the OLAP abstraction level from the user query, the algorithm locates the
most immediate higher-level and lower-level networks whose corresponding cubes
have been partially materialized.

2. Measure Computation:
Given the constraint C from the user query, the higher-level network will be used
to prune search space by applying T-monotonicity whenever available. Lower-level
network will be used for more efficient measure computation for the required ab-
straction level by applying T-distributiveness whenever available.

4 Experimental Results

4.1 Synthetic Data

All the experiments are conducted on a Pentium(R) 3GHz with 1G RAM running Win-
dows XP professional SP2.

T-Distributiveness. We perform experiments for two measures, Degree Centrality and
Closeness Centrality on synthetic data to demonstrate the power of T-distributiveness.

Since our aim is to provide studies on measures for InfoNet OLAP in general, our
synthetic data networks are not confined to specific types and statistical properties. Our
synthetic data networks are generated in a random fashion such that (1) the entire net-
work is connected, (2) the vertices have an average degree of d̂ and (3) the edges have
an average weight of ŵ.

Given a network G, users can choose a subset S of vertices to roll-up into a single
vertex v′ and compute the measure network for the new network G′. Such an OLAP
operation is called a user OLAP request. We give a model for incoming user OLAP
requests as follows. For a network G, we recursively partition G into π connected non-
overlapping components of equal number of vertices, until each resulting component is
of a predefined minimum number of vertices, i.e., suppose |V (G)| = 1024 and π = 4,
we first partition G into 4 connected subgraphs each with 256 vertices, and recursively
partition the 4 subgraphs. The partition process identifies a sequence T of connected
subgraphs of the original network G. Now we reverse the sequence T and let the result-
ing sequence be T ′. Consequently, observe that, for any subgraph Q in sequence T ′, all
the subgraphs of Q appear before Q. We model the sequence of incoming user OLAP
requests as the subgraph sequence T ′, i.e., the i-th user OLAP request would take the
original network G and choose to merge the i-th subgraph in T ′ into a single vertex and
thus obtain a higher-level network G′. The task then is to compute the measure network
θ(G′) for G′.



398 Q. Qu et al.

Our baseline algorithm for comparison is denoted as NaiveOLAP. For each user
OLAP request, the naive algorithm would first merge the corresponding subgraph into a
single vertex and then compute the measure network for the new graph directly from the
original network G. Our approach, called T-distributiveOLAP (or TD-OLAP for short),
would take advantage of the T-distributiveness of the measure and take the measures
already computed for π lower level networks as input to compute the new measure
network. In other words, if put in traditional OLAP terminology, we are considering the
best scenario here in which, when computing the measure for a cuboid, all the cuboids
immediately below have already been materialized.

Degree Centrality. The measure of Degree Centrality has the nice property of T-
distributiveness. TD-OLAP could therefore make use of the measures computed for
the lower-level networks and gain significant efficiency boost than the NaiveOLAP.
The average vertex degree is set to d̂ = 5. The partition size π is set as 4 such that each
high level vertex has 4 lower-level children vertices.

Figure 7 shows the running time comparison for the two approaches as the number
of vertices for the original network increases. In this case, the original network G is re-
cursively partitioned for a recursion depth of two with a partition size of 4. The running
time is the result of summing up the computation cost for all the user OLAP requests
in T ′. It can be observed that with T-distributiveness the measure network computation
cost increases much slower than the NaiveOLAP approach.

Figure 8 shows that, when the total number of vertices of the network G is fixed
to 4096 and the average vertex degree is set to 5, how the granularity of T-OLAP op-
erations can affect the running time of both approaches. As the number of partitions
increases, the size of the set of vertices to be merged in the T-OLAP roll-up get smaller,
which means the user is examining the network with a finer granularity. Since the mea-
sure of degree centrality has a small computational cost, both approaches have in this
case rather slow increase in the running time. However, notice that the TD-OLAP still
features a flatter growth curve compared with the NaiveOLAP approach.

Closeness Centrality. The measure of Closeness Centrality has the nice property of T-
distributiveness. As such, TD-OLAP would use the algorithms as shown in Algorithm 1
to assemble the measures computed for the lower-level networks and save tremendous
computational cost than the NaiveOLAP which simply merge subsets of vertices and
run costly shortest path algorithm to compute the new measure network from scratch.
In this example, the average degree is set to d̂ = 5 and the average weight on edges is
set as ŵ = 10. The partition size π is set as 4 such that each high level vertex has 4
lower-level children vertices.

Figure 9 shows the running time comparison for the two approaches as the number
of vertices for the original network increases. In this case, the original network G is
recursively partitioned for a recursion depth of two with a partition size of 4. The run-
ning time is the result of summing up the computation cost for all the 20 user OLAP
requests in T ′. It is clear that, by harnessing T-distributiveness, the measure networks
can be computed much more efficiently, almost in time linear to the size of the original
data network, than the naive OLAP approach.
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Figure 10 shows how the granularity of the T-OLAP roll-up can impact the running
time for both approaches. As the number of partitions increases, the original network is
partitioned into components of increasingly smaller sizes. The figure shows the average
cost for computing the new measure network for one OLAP request as users choose
to merge smaller set of vertices in the T-OLAP operations. The network in this case
contains 1024 vertices. As shown in the figure, for TD-OLAP, the granularity hardly
affects the computational cost since the complexity of the function to combine the mea-
sures of lower-level networks to obtain the new one is in general very low compared
with the function to compute the measure itself. As the partition size only affects the
number of lower-level vertices to taken into consideration, the running time therefore
remains steady. On the other hand, as fewer vertices are merged with increasing num-
ber of partitions, the NaiveOLAP has to compute the measure network with an input
network of greater size. Hence the increasing running time for the NaiveOLAP.

T-Monotonicity. We perform experiments on the measure of Shortest Distance to
demonstrate the power of T-monotonicity. The number of nodes is set to 1024. The av-
erage node degree is set to 5 and the average weight on edges is set to 5. The T-OLAP
scenario is the following. The user would perform T-OLAP operations on the underly-
ing network G in the same fashion as in the experiment settings for T-distributiveness.
We obtain a higher-level network G′ with π partitions, each becoming a higher-level
node. Then the user would present queries in an asynchronous T-OLAP manner as fol-
lows. Two partitions (nodes) of G′ will be expanded into their constituent lower-level
nodes while the rest partitions remain as higher-level nodes, thus generating a new net-
work Ĝ1 such that G � Ĝ1 � G′. We can then choose another two partitions of G′,
proceed likewise and obtain another network Ĝ2. For a number of partitions π, we can
obtain

(
π
2

)
networks Ĝ1, Ĝ2, . . . , Ĝ(π

2) by the sequence of asynchronous T-OLAP op-

erations. In the process, the user would query for the shortest distance for every pair
of lower-level nodes u and v in Ĝi for 1 ≤ i ≤ (

π
2

)
such that u and v are expanded

out of different higher-level nodes, under the constraint that the minimum of all these
shortest distances is smaller than a threshold δ. It is easy to see that the naive way
would have to compute all-pair shortest distances for each Ĝ to find the minimum. Due
to the T-monotonicity of shortest distance, we can prune data search space as follows.
If we pre-compute the shortest distances between every pair of higher-level nodes in
G′, then if the shortest distance between two nodes u′ and v′ of G′ is greater than δ,
then for any pair of nodes u and v expanded out of u′ and v′ respectively, the short-
est distance between u and v in the corresponding network Ĝ must be greater than δ.
Therefore there is no need to expand u′ and v′ for all-pair shortest distance computa-
tion, thus reducing computational cost. Figure 11 shows how much running time we are
able to save for a successful pruning by T-monotonicity as the number of partitions π
increases. The curve well illustrates the cost saving which is proportional to the size of
the OLAP-generated network Ĝ upon which the naive method would need to compute
all-pair shortest distances. It is not monotone since the size of Ĝ first decreases and
then increases as the number of partitions π increases. Figure 12 shows the situation
where π is set to be 64 and the average edge weight is 500. User queries in this case
also ask to return the shortest distances between all lower-level nodes for all Ĝi but with
the constraint that the shortest distance is smaller than a threshold δ. Figure 12 shows
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the running time for the query processing as the user-defined threshold δ increases. It
clearly shows that as δ increases, the pruning power weakens since when δ → ∞, it
means all shortest distances need to be returned to the user.

4.2 Real Data

Based on the DBLP data, we can semi-automatically construct a heterogeneous net-
work as illustrated in Figure 13. Edges between different types of entities could carry
different attributes. For instance, edges connecting researchers and topics could have the
relevant publication on this topic by this author; edges between two researchers could
carry the publications co-authored by them; edges between a researcher and an institu-
tion could carry those researchers from the institution who have collaborations with this
researcher, etc.. Wider edges indicate stronger relationships in terms of greater quanti-
ties. By performing discovery-driven, asynchronous T-OLAP operations, users would
be able to examine, analyze and discover knowledge in a multi-dimensional and multi-
level fashion, uncovering hidden information which is previously hard to be identified
in traditional data warehouse scenario. For example, Figure 13 shows a snapshot of the
network after a sequence of discovery-driven T-OLAP operations. One can easily ob-
serve that while Michael Stonebraker, Jennifer Widom and Rajeev Motwani all work on
the topic of “stream data”, they also have their own separate heavily-involved research
topics of “C-Store”, “Uncertainty” and “Web” respectively.
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Fig. 13. A Snapshot Of A Portion Of A Real Heterogeneous Network

5 Related Work

Social network analysis, including Web community mining, has attracted much atten-
tion in recent years. Abundant literature has been dedicated to the area of social network
analysis, ranging from the network property, such as power law distribution [18] and
small world phenomenon [15], to the more complex network structural analysis such
as [8], evolution analysis [16], and statistical learning and prediction [13]. The static
behavior of large graphs and networks has been studied extensively with the derivation
of power laws of in- and out- degrees, communities, and small world phenomena. This
work is not to study network distribution or modeling but to examine a general analyt-
ical process, with which users can easily manipulate and explore massive information
networks to uncover interesting patterns, measures, and subnetworks.

OLAP (On-Line Analytical Processing) was studied extensively by researchers in
database and data mining communities [10]. Major research themes on OLAP and data
cube include efficient computation of data cubes [2], iceberg cubing [7], partial materi-
alization and constraint “pushing” [20].

Although OLAP for the traditional form of spreadsheet data has been extensively
studied, there are few studies on OLAP on information networks although information
networks have been emerging in many real-world applications. One interesting study
that puts graphs in a multi-dimensional and multi-level OLAP framework is in [5].
However, it focuses on informational OLAP in which the rolling/drilling operations
only merge multiple edges between the same pair of nodes. As there is no merging of
nodes, there is no change in the underlying network structure. As such, [5] only covers
a rather limited subset of all the possible OLAP operations on information networks,
whereas topological OLAP (T-OLAP), the more powerful ones for knowledge discov-
ery, has not yet been systematically explored.

InfoNet OLAP provides users with the ability to analyze the network data from any
particular perspective and granularity. The T-OLAP operation of rolling-up delivers a
summarized view of the underlying network. Therefore, from the perspective of gener-
ating summarized views of graph data, different aspects of the problem has been exam-
ined in one form or another such as compression, summarization, and simplification.
[21,3] study the problem of compressing large graphs, especially Web graphs. Yet they
only focus on how the Web link information can be efficiently stored and easily ma-
nipulated to facilitate computations like PageRank and authority vectors. [4] develops
statistical summaries that analyze simple graph characteristics like degree distributions
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and hop-plots. While these papers studied effective summarization of graph data, they
did not aim to give a comprehensive study of multi-dimensional and multi-granularity
network analysis with OLAP operations.

Similar aspects have also been explored by the graphics community under the topic
of graph simplification. [26,1,17], aim to condense a large network by preserving its
skeleton in terms of topological features. Works on graph clustering (to partition sim-
ilar nodes together), dense subgraph detection (for community discovery, link spam
identification, etc.) and graph visualization include [19], [9,22], and [12], respectively.
The visualization and summarization of cohesive subgraphs has been studied in [24].
These studies provide some kind of summaries, but the objective and results achieved
are substantially different from those of this paper.

Summarizing attributed networks with OLAP-style functionalities is studied in [23].
It introduces an operation called SNAP, which merges nodes with identical labels, com-
bines corresponding edges, and aggregates a summary graph that displays relationships
for such “generalized” node groups. There have been recent works examining certain
particular network measures in great detail such as shortest paths [25] and reachability
[14]. However, all these work are not aimed to study measure computation in T-OLAP
setting in general and offer common constraint properties for a general query processing
framework.

6 Conclusion

In this paper we have performed a framework study for topological InfoNet OLAP.
In particular, we propose two techniques in a constraint-pushing framework, T-
Distributiveness and T-Monotonicity, to achieve efficient query processing and cube
materialization. We put forward a query processing framework incorporating these two
techniques. Our experiments on both real and synthetic data networks have shown the
effectiveness and efficiency of the application of our techniques and framework to the
measures.
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Abstract. In subgraph matching, we want to find all subgraphs of a database 
graph that are isomorphic to a query graph. Subgraph matching requires 
subgraph isomorphism testing, which is NP-complete. Recently, some 
techniques specifically designed for subgraph matching in a large graph have 
been proposed. They are based on a filtering-and-verification framework. In the 
filtering phase, they filter out vertices that are not qualified for subgraph 
isomorphism testing. In the verification phase, subgraph isomorphism testing is 
performed and all matched subgraphs are returned to the user. We call them a 
vertex-based framework in the sense that they use vertex information when 
filtering out unqualified vertices. Edge information, however, can also be used 
for efficient subgraph matching. In this paper, we propose an edge-based 
framework for fast subgraph matching in a large graph. By using edge 
connectivity information, our framework not only filters out more vertices in 
the filtering phase, but also avoids unnecessary edge connectivity checking 
operations in the verification phase. The experimental results show that our 
method significantly outperforms existing approaches for subgraph matching in 
a large graph. 

1   Introduction 

Since graphs are useful to represent structured, complex data, they have been used in 
many application areas such as Web, social networks, communication networks, 
bioinformatics, ontology engineering, software modeling, VLSI reverse engineering, 
etc. Subgraph matching, which is to find all subgraphs of a database graph that are 
isomorphic to a query graph, is one of the most frequently used operations in graph 
databases. For example, a financial crime investigator may want to find all 
occurrences of matches to a spurious pattern in a financial network where vertices 
represent account holders or banks and edges represent money transfer transactions 
[1]. A biologist may want to find all occurrences of matches to a specific biological 
pattern in protein-protein interaction networks [2] or gene regulatory networks. In 
addition, subgraph matching can be used for detecting and preventing some privacy 
attacks on anonymized social network data [3], [4]. 

There are two types of queries related to subgraph matching. A subgraph 
containment query finds all graphs that contain a subgraph which is isomorphic to the 
query graph. Much research has been done for this type of query [5],[6],[7],[8],[9]. In 
these works, they assume that a graph database contains many small graphs. A 
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subgraph matching query finds, from a single database graph, all subgraphs that are 
isomorphic to the query graph. Many general purpose algorithms have been proposed 
for subgraph matching queries [10],[11]. Recently two techniques for subgraph 
matching queries in a large graph have been proposed in [12],[13]. In this paper, we 
focus on subgraph matching queries for a large graph. 

Since subgraph matching requires subgraph isomorphism testing, which is NP-
complete [14], existing methods typically use a filtering-and-verification framework. 
In the filtering phase, the vertices in the database graph are filtered out if they are not 
qualified as a matching vertex. This is accomplished by comparing signatures of 
vertices, which contain information about the vertices themselves and neighborhood 
information. After filtering, only the remaining vertices, which we call candidate 
vertices in this paper, are input to subgraph isomorphism testing. In the verification 
phase, subgraph isomorphism testing is performed and all subgraphs of the database 
graph that are isomorphic to the query graph are found and returned to the user. The 
main task of the verification phase is to check whether candidate vertices of different 
query graph vertices are properly connected to each other. Many kinds of heuristics 
can be employed to speed up the verification process. 

Existing approaches mainly focus on reducing the input size to subgraph 
isomorphism testing. GADDI [12] proposed a technique for subgraph matching in a 
large graph based on data mining techniques. It uses discriminative substructures,  
which are small substructures in induced intersection graph between the neighborhoods 
of two vertices, as vertex signatures. NOVA [13] is another technique for subgraph 
matching in a large graph. It uses label distribution information around vertices as 
vertex signatures. Both of these methods are a vertex-based framework in the sense  
that they use only vertex information to filter out unqualified vertices. Edge information, 
however, also can be used in the filtering process. For example, by selectively checking 
connectivity between vertices in the database graph, we can further filter out those 
candidate vertices that do not have required connections to other vertices.  

In this paper, we propose an edge-based framework for fast subgraph matching  
in a large graph. Our method follows a filtering-and-verification framework. Unlike 
existing vertex-based frameworks, our method uses edge connectivity information in 
both of the filtering and verification phases for fast subgraph matching. In the filtering 
phase, it filters out more candidate vertices based on edge connectivity information. 
Edge connectivity information is also used in the verification phase to reduce extensive 
connectivity checking operations between vertices. Some of the connectivity checking 
operations can be removed altogether. The experimental results show that our method 
significantly outperforms existing approaches for subgraph matching in a large graph. 

The rest of this paper is organized as follows. Section 2 gives the background 
information and an overview of our method. Section 3 describes an index structure 
used in our method. The filtering and verification phases are explained in Section 4 
and 5, respectively. We evaluate our method in Section 6. Section 7 discusses related 
work and Section 8 concludes the paper. 

2   Preliminaries 

In this section, we introduce the basic definitions used in the paper and give the 
formal problem statement. Our proposed method supports both directed and 
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undirected graphs with labeled vertices and/or labeled edges. For ease of presentation, 
we assume a simple graph with labeled vertices. It is straightforward to apply our 
method to other types of graphs. We also assume that every query graph and database 
graph considered in this paper are connected, i.e., every pair of vertices is connected 
by a path. 

Definition 1. Vertex-labeled graph. A vertex labeled graph is denoted as G=(V, E, 
L, l), where V is the set of vertices, E⊆V×V is the set of edges, L is the set of vertex 
labels, and l is a mapping function: V → L. 
 
Definition 2. Subgraph isomorphism. Given two graphs G = (V, E, L, l) and G’ = 
(V’, E’, L’, l’), G is subgraph isomorphic to G’, if there exists an injective function f: 
V → V’ such that 

1. ∀v ∈ V, l(v) = l’(f(v)), 
2. ∀ (u, v) ∈ E ⇒ (f(u), f(v)) ∈ E’. 

Such an injective function is called a subgraph isomorphism mapping. 

Problem Statement. Given a query graph q and a database graph G, find all subgraph 
isomorphism mappings from q to G. 

2.1   Filtering and Verification Framework 

Our method uses the filtering-and-verification framework. In subgraph isomorphism 
testing, for each vertex vq in the query graph q, we need to try every vertex vG in the 
database graph G as a matching vertex of vq. In the filtering phase, we filter out those 
vertices vG that cannot be a matching vertex of vq. To this end, we encode each vertex 
and produce its signature. The signature of a vertex contains information about the 
vertex itself and neighbor information. Unqualified vertices in the database graph are 
filtered out by comparing their signatures with those of vertices in the query graph. 
Unlike existing methods where only vertex signatures are used for filtering, our 
method uses edge signatures as well to filter out more vertices. The remaining 
vertices from the filtering phase, which we call candidate vertices, are used as input 
to subgraph isomorphism testing. In the verification phase, subgraph isomorphism 
testing is performed and all possible subgraph isomorphism mappings are produced 
and returned to the user. 

2.2   Representing Vertices and Edges 

Various information can be used as vertex signatures and edge signatures. For 
example, NOVA [13] uses a vertex label, degree, and neighbor information as vertex 
signatures. In order for a signature to be used for filtering out unqualified vertices, it 
must satisfy the inequality property [12], [13]. More specifically, let sig(v) and sig(u) 
be the signature of vertex v in the query graph and that of vertex u in the database 
graph, respectively. Then for vertex u to be a matching vertex of v, sig(v) must be less 
than or equal to sig(u), i.e., sig(v) ≤ sig(u). The operator ≤ must be properly defined 
for a specific signature to enforce the inequality property. Our method is designed to 
work with any vertex signature that satisfies the inequality property. 
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2.3   Vertex and Edge Signatures 

In this paper, we consider two kinds of vertex signatures, namely NOVA [13] and 
NPV [9]. They both use a vertex label and degree, and neighbor information in their 
signatures. The difference between them lies in the neighbor information used. 
NOVA uses label distribution information around a vertex up to a user-specified 
distance as neighbor information. In NPV, simple paths from a vertex up to a pre-
defined length are used as neighbor information. Signature comparison between two 
vertices sig(v) ≤ sig(u) is performed by checking the following conditions: 

l(v) = l(u) (1)
deg(v) ≤ deg(u) (2)

nInfo(v) ≤ nInfo(u), (3)

where l(v) and l(u) are the labels of v and u, deg(v) and deg(u) are the degrees of v 
and u, and nInfo(v) and nInfo(u) are the neighbor information of v and u, respectively. 
How to check Condition (3) is specific to each kind of signature, and information 
such as the number of distinct vertex labels around a vertex is commonly used in 
condition checking. For more details, refer to [12] or [13]. 

Similarly, we also define the edge signature. The edge signature for an edge 
contains the labels of its endpoint vertices, the sum of their degrees, and their 
signatures. Given an edge eq=(vl,vr) in the query graph q and eG=(ul,ur) in the database 
graph G, we use the following conditions to check if sig(eq) ≤ sig(eG): 

l(vl) = l(ul) ∧ l(vr) = l(ur) (4)
deg(vl) + deg(vr) ≤ deg(ul) + deg(ur) (5)

nInfo(vl) ≤ nInfo(ul)  ∧  nInfo(vr) ≤ nInfo(ur) (6)

3   Pre-processing 

In this section, we describe the Edge Index (E-Index) and Vertex Index (V-Index) that 
are used to speed up the filtering phase. The purpose of E-Index is to find candidate 
edges of each query graph edge from the database graph. Given an edge (v1, v2) in the 
query graph q, an edge (u1, u2) in the database graph G is its candidate edge if 1) the 
labels of corresponding vertices are the same, i.e., Condition (4), 2) the degree sum of 
two vertices in edge (v1, v2) is less than or equal to the degree sum of two vertices in 
edge (u1, u2), i.e., Condition (5), and 3) the neighbor information of the corresponding 
vertices satisfies the inequality property, i.e., Condition (6). Here we need three 
comparisons. The E-Index is used to speed up the first two comparisons, i.e. the label 
comparison and degree sum comparison. 

We may construct a separate index to speed up each of these two operations. For 
example, we construct an index whose key is a pair of vertex labels and value is the 
list of edges that have those vertex labels. We also construct another index whose key 
is a degree sum and value is the list of edges having that degree sum. We can find 
candidate edges by first retrieving candidate edges from each of the two indexes and 
then intersecting them. 
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Instead of having two separate indexes, the E-Index combines them and builds a 
two-level index to further reduce index search time. The first level index is called 
Label Index (L-Index). Its key is a pair of vertex labels and value is a pointer to a 
second level index. The second level index is called Degree Index (D-Index). Each D-
Index is constructed separately for the edges having the identical vertex label pair. 
Given a D-Index, its key is a degree sum and value is a list of edges having that 
degree sum. Figure 1(a) shows the two-level structure of E-Index. Given an edge (v1, 
v2) in the query graph, we can find candidate edges as follows. First we obtain a 
pointer to a D-Index by querying L-Index with key (l(v1), l(v2)). Then we find the 
candidate edges by issuing a range degree sum query over the D-Index. Both L-Index 
and D-Index can be easily implemented by using B+-tree index structure. 

 

  

(a) The two level structure of E-Index (b) V-Index 

Fig. 1. A simple example of E-Index and V-Index 

Note that we still need a signature comparison between the edge in the query graph 
and the candidate edges to find the final candidate edges. For this last comparison, we 
need to retrieve neighbor information of the vertices in the candidate edges. To 
efficiently retrieve neighbor information of vertices, we construct a Vertex Index  
(V-Index), whose key is a vertex identifier and value is its neighbor information. 
Figure 1(b) shows the structure of V-Index. 

4   Filtering 

In this section, we describe how to find candidate vertices from the database graph by 
using E-Index and V-Index described in the previous section. In the filtering phase, the 
main task is to find candidate vertices of each query graph vertex from the database 
graph. Our method has two advantages over the existing methods. First, we reduce 
time to retrieve candidate vertices by using E-Index, a pre-constructed index structure. 
Second, since E-Index stores information on vertex pairs that are directly connected to 
each other, we can retrieve only those candidate vertices that are directly connected to 
each other from E-Index. This may reduce the size of the candidate vertices. 

Before we proceed, let us first give an overview of the filtering phase. In our 
approach, we obtain candidate vertices indirectly through candidate edges. In other 
words, endpoint vertices of the candidate edges will be our candidate vertices. To this 
end, we need to find candidate edges of the edges in the query graph. Note that we do 
not need to find candidate edges of every edge in the query graph. This is because we 
need only those edges that are enough to cover every vertex in the query graph. Here 
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a spanning tree of the query graph is useful. Thus, we select a spanning tree of the 
query graph and find candidate edges of the edges in the spanning tree. Finally, we 
obtain candidate vertices from the candidate edges found. In what follows, we 
describe the filtering phase in more detail. Section 4.1 describes the spanning tree 
selection process and section 4.2 explains how to obtain candidate vertices.  

4.1   Selecting a Spanning Tree 

Given a query graph, we select a spanning tree of the query graph whose edges are to 
be used to find candidate edges. There may exist many different spanning trees of the 
query graph. Here we need a way to pick a “good” spanning tree for filtering out 
candidate edges. We have the following observation. Given an edge in the query 
graph, the number of its candidate edges can be roughly estimated by the degree sum 
of its two endpoint vertices. This is because candidate edges must have degree sums 
large than or equal to that of the query graph edge, and the larger degree sum of the 
query graph edge, the smaller possibility that there are many candidate edges with 
larger degree sums. Thus degree sums may indicate the “goodness” of the query 
graph edges. Based on this observation, we take the degree sum of each edge as its 
weight, compute the maximum cost spanning tree (we can obtain the maximum cost 
spanning tree by multiplying each edge weight by -1 and applying minimum spanning 
tree algorithms such as Kruskal’s or Prim’s algorithms), and use the resulting tree to 
retrieve candidate edges. 

4.2   Discovering Candidate Vertices 

After selecting a spanning tree, we find candidate vertices through candidate edges. 
We first obtain candidate edges of the edges in the spanning tree. We need to decide 
the order of visiting edges in the spanning tree. Either breadth-first search or depth-
first search over the spanning tree can be used to determine the edge visiting order. 
During graph search, we record edge visiting order. Let the determined order be  
e1, e2,…, e|V(q)-1|, where|V(q)| is the number of vertices in the query graph. Now we 
visit each edge in the order determined, find candidate edges, and obtain candidate 
vertices from the candidate edges. This step proceeds as follows. For each vertex v in 
the query graph, we maintain a candidate vertex set, denoted C(v), and initialize it as 
empty. Now we visit each edge one by one. First, for the first edge e1 = (v1, v1’) in the 
spanning tree, we probe L-Index by using the key (l(v1),l(v1’)) and obtain a pointer to 
a D-Index and then perform a range query over the D-Index to retrieve the list of 
candidate edges. We then compare neighbor information of the candidate edges with 
that of the query edge to find the final candidate edges. For each candidate edge 
found, we add its two endpoint vertices to the corresponding candidate vertex sets of 
v1 and v1’, respectively. 

For the remaining edges in the spanning tree, we process them slightly differently 
for better efficiency. For each edge ei = (vi, vi’) (i>1) in the spanning tree, we probe 
L-Index and D-Index as before and obtain a list of candidate edges. Here we  
make the following observation to reduce the cost of comparing neighbor information 
of edge ei with the candidate edges. Given a candidate edge ei’=(ui, ui’), if ui is not 
contained in the candidate vertex set of vi, i.e., if ui∉C(vi), then ei’ cannot be the final 
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candidate edge of ei. This is because it means ui has been already filtered out when 
finding candidate edges of the query edge of the form (v, vi). Based on this 
observation, we first check if ui∈C(vi). If this is true, we proceed to check whether 
nInfo(vi’)≤nInfo(ui’). If this is also true, we add ui’ to C(vi’). 

5   Verification 

In this section, we describe our verification algorithm based on depth first search with 
backtracking. In the verification phase, we perform subgraph isomorphism testing. To 
this end, we generate subgraph isomorphism mappings between the query graph and 
the database graph. We start with an empty mapping M and expand it incrementally 
by adding possible matching vertices of the vertices in the query graph. Depth first 
search with backtracking is used to expand M systematically. We first determine the 
order of visiting the vertices in the query graph. At depth d, we visit the d-th vertex in 
the query graph and find possible matching vertices from its corresponding candidate 
vertex set. If we do not find any possible matching vertex at depth d, we remove the 
most recently added matching vertex from M and backtrack to depth d-1. If we arrive 
at depth |V(q)|, then we have found a subgraph isomorphism mapping. 

Our verification algorithm, FastMatch, uses three kinds of heuristics to speed up 
the verification process. Before describing FastMatch, we first explain each of these 
heuristics and how they may speed up the verification process. Figure 2 shows our 
running example that will be used in the rest of the paper. Figure 2(a), 2(b), and 2(c) 
show a database graph, query graph, and the spanning tree selected in the filtering 
phase, respectively. 

 

 
(a) Database graph   (b) Query graph (c) Spanning tree 

Fig. 2. Running example 

5.1   Heuristics for Fast Verification 

The first heuristic used by FastMatch is called vertex ordering. As mentioned above, 
before we start depth first search, we decide the order of visiting the vertices in the 
query graph. It is important to carefully decide the order of visiting the vertices in  
the query graph for the performance of the verification process. Given a vertex in the 
query graph, we can save more work if its candidate vertex size is large and it is 
visited more later than some vertices with smaller candidate sizes. Thus we visit the 
vertices of the query graph in the increasing order of their candidate sizes. This 
heuristic is also employed by NOVA [13]. In our method, we modify the heuristic in 
such a way that candidate edge information obtained from the filtering phase can be 
used. More specifically, we determine vertex visiting order by using the spanning tree 
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selected in the filtering phase. We maintain a visited vertex set, denoted Visit. We 
start with a vertex with the smallest candidate size and add it to Visit. We choose the 
next vertex to visit among the vertices not in Visit and directly connected to any of the 
vertices in Visit on the spanning tree. The vertex with the smallest candidate size is 
selected as the next vertex to visit and added to Visit. This procedure is repeated until 
there is no vertex to visit.  

The second heuristic is called connection-aware forward checking. After selecting 
a possible vertex mapping (vd, ud) between a vertex vd in the query graph and one of 
its candidate vertices ud at depth d, we check the connections between ud and the 
candidate vertices of unvisited vertices vi (i>d) that are directly connected to vd. The 
candidate vertices that do not have any connection with ud are marked as invalid. 
Unlike the conventional forward checking, in our method, we do not need to check 
the connections between ud and the candidate vertices of vi (i>d) if (vd,vi) is an edge in 
the spanning tree. This is because we can easily retrieve candidate vertices directly 
connected to ud by using connectivity information between candidate vertices. How to 
do this will be described later. Note that our method eliminates the connectivity 
checking operations over the edges in the spanning tree altogether, which may result 
in a considerable performance gain. 

The last heuristic is called incompatibility learning. When backtracking during 
depth first search, we lose the results of connectivity checking operations from deeper 
depths, which may lead to duplicated connectivity checking operations at later times. 
To avoid this problem, we keep track of the candidate vertices of vi (i>d) that are 
invalidated by each matching vertex ud of vd during depth first search and use it to 
remove unnecessary connectivity checking operations. For ease of presentation and 
interest of space, we will omit the incompatibility learning heuristic in the description 
of our verification algorithm (Algorithm 1 in section 5.2).   

5.2   The FastMatch Algorithm 

The algorithm FastMatch is formally described in Algorithm 1. First it determines the 
order of visiting the vertices in the query graph by applying the vertex ordering 
heuristic, which is described in section 5.1. Then it calls RecursiveFastMatch to 
perform subgraph isomorphism testing.  

RecursiveFastMatch performs depth first search and finds all possible subgraph 
isomorphism mappings. At depth d, the candidate vertices of vertex vd are considered 
as possible matching vertices of vd. By calling GetQualifedCandidateVertices, 
ResursiveFastMatch retrieves only those candidate vertices that are qualified as a 
matching vertex of vd. The details of GetQualifiedCandidateVertices will be described 
later. For each qualified candidate vertex u, ResursiveFastMatch sets u as the 
matching vertex of vd (line 6) and then check if we have arrived at depth |V(q)|  
(line 7). If this is true, we have found a subgraph isomorphism mapping. Thus we 
output M and backtrack. If not, we expand M further by going down to the next level. 
Before going down, the connection-aware forward checking heuristic is applied to 
filter out unqualified candidate vertices with respect to u at deeper depths (line 10). 
The connection-aware forward checking heuristic is described in section 5.1. Finally, 
RecursiveFastMatch recursively calls itself with an increased depth. 
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Algorithm 1. FastMatch 
Input  

 
Output 

q: query graph, G: database graph, M: current mapping, initially empty 
d: depth, initially 1 
All subgraph isomorphism mappings 

1. 
2. 

Apply the Vertex Ordering heuristic 
RecursiveFastMatch(q,G,d,M) 

3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
11. 
12. 
13. 
14. 

function RecursiveFastMatch(q,G,d,M): 
QC  GetQualifiedCandidateVertices(vd,M) 
for each u in QC do 

M[d] = u 
if d = |V(q)| then 

        Output M and backtrack 
else 

Apply the Forward Checking heuristic 
RecursiveFastMatch(q,G,d+1,M) 

end if 
end for 

end function 

5.3   The GetQualifiedCandidateVertices Function 

When we arrive at depth d, only those candidate vertices that are not marked as 
invalid can be a qualified matching vertex of vd. To find qualified candidate vertices 
efficiently, GetQualifiedCandidateVertices uses a pre-constructed data structure. For 
each edge (vi,vj) in the spanning tree selected in the filtering phase, we build a 
connection map (CM). The order of constructing CMs for the edges in the spanning 
tree is determined by the vertex ordering heuristic. The key of CM for (vi,vj) is a 
candidate vertex ui of vi and the value is the list of candidate vertices of vj that are 
directly connected to ui. The CMs for the edges in the spanning tree can be easily 
constructed from the candidate edges discovered in the filtering phase. 

For example, Table 1 shows the candidate edges for the edges in the spanning tree 
in Figure 2(c). Figure 3 shows the connection maps populated from Table 1. As an 
example, the CM for (v1,v2) in Figure 3 indicates that u2 and u7 are the candidate 
vertices of v2 that are directly connected to the candidate vertex u1 of v1.  

Table 1. Candidate edges for the edges in the spanning tree in Figure 2(c) 

Edges in the spanning tree (v1,v2) (v1,v3) (v3,v4) 

Candidate edges 
(u1,u2) 
(u1,u7) 

(u1,u3) 
(u5,u6) 

(u3,u4) 
(u6,u8) 

 
Let (vi,vd) (i<d) be an edge in the spanning tree of the query graph. Note that, given 

vd, such an edge is uniquely determined by the vertex ordering heuristic (for more 
details, see section 5.1.) GetQualifiedCandidateVertices finds the candidate vertices 
ud of vd that are directly connected to ui (obtained from M[vi]) by consulting the  
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(v1,v2) 
Key Value 
u1 u2,u7 

 

(v1,v3) 
Key Value 
u1 u3 
u5 u6 

(v3,v4) 
Key Value 
u3  u4 
u6  u4,u8 

Fig. 3. Connection maps for the edges in Table 1 

connection map for the edge (vi,vd). Additionally, it removes, from the list of 
candidate vertices obtained, those candidate vertices that are marked as invalid and 
returns the remaining candidate vertices as the qualified candidate vertices. 

5.4   Improving the Connection-Aware Forward Checking Heuristic 

Connection maps introduced in the previous section can also be used to enhance the 
connection-aware forward checking heuristic. In this section, we briefly describe how 
to do that. In the connection-aware forward checking heuristic, given a vertex 
mapping (vd, ud) at depth d, we check the connections between ud and the candidate 
vertices ui of unvisited vertices vi (i>d) that are directly connected to vd. Note that we 
need to consider only ui’s that are not marked as invalid. Instead of checking whether 
every ui is not marked as invalid, we can retrieve valid ui’s more efficiently by using 
connection maps. Given an edge (vd,vi), if an edge (vj,vi) (j<d) exists in the query 
graph, we can retrieve ui’s that are directly connected to uj by probing the connection 
map for edge (vj,vi) with uj as a key. We need to check validity for only these ui’s. For 
the other edges, we cannot use connection maps to reduce the number of validity 
checking operations. 

5.5   Discussion 

We can estimate how many connectivity checking operations can be reduced by 
connection-aware forward checking as follows. Let us first calculate how many of 
them can be reduced at depth d over an edge (vd,vj) on the spanning tree T during 
depth first search. In the worst case, depth first search arrives at depth d for ∏ | | number of times, where |C(vk)| is the number of candidate vertices of vk 
(this happens when all required connections between candidate vertices exist in the 
database graph; in such a case, the basic forward checking cannot eliminate any of the 
candidate vertices during depth first search). For each arrival at depth d, connection-
aware forward checking eliminates  connectivity checking operations over 
edge (vd,vj). Thus, the number of connectivity checking operations reduced at depth d 
over edge (vd,vj) is ∏ | |. Finally, the total number of connectivity 
checking operations reduced over all edges on the spanning tree T is:  | |1, ∈  

Note that the above formula computes the number of connectivity checking 
operations that can be reduced by connection-aware forward checking in the best case 
scenario. In general, it might be less than the number suggested by the formula. 
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subgraph isomorphism testing is performed and all matched subgraphs of the database 
graph are returned to the user. GADDI [12] uses discriminative substructures, which 
are small substructures in the intersection of the neighborhoods of two vertices, as 
vertex signatures. In NOVA [13], label distribution information around vertices are 
used as vertex signatures. Both of these methods can be classified into a vertex-based 
framework in the sense that they use only vertex information to filter out unqualified 
vertices. Unlike these methods, our method, which is an edge-based framework, uses 
edge connectivity information in both the filtering and verification phases for fast 
subgraph matching.  

8   Conclusions 

In this paper, we have proposed an edge-based framework for fast subgraph matching 
in a large graph. Our method is based on a filtering-and-verification framework. 
Unlike existing vertex-based frameworks, our method uses edge connectivity 
information in both of the filtering and verification phases for fast subgraph matching. 
It not only reduces the size of input to subgraph isomorphism testing, but also avoids 
unnecessary connectivity checking operations. We verify through experimental 
evaluation that our method significantly outperforms existing approaches for 
subgraph matching in a large graph. 
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Abstract. As Service Oriented Architecture (SOA) matures, service consump-
tion demand leads to an urgent requirement to service discovery. Unlike web
documents, services are intended to be executed to achieve objectives and/or de-
sired goals of users, which means to realize application requirements. This leads
to the notion that service discovery should take into account the “application re-
quirement” of service with service content (descriptions) which have been well
explored. Content is defined by service developers, e.g. WSDL file and context is
defined by service users, which is service usages to application requirement. We
find context(application) information is more useful for query generation, espe-
cially for non-expert users. So in this paper, we propose to do context-sensitive
query processing to resolve application-oriented queries for web service search
engine. Context is modeled by a bipartite graph model to represent the mapping
relationship between application space and service space. Application-oriented
queries are resolved by query expansion based on the topic sensitive bipartite
graph. The experiments verify the efficiency of our idea.

1 Introduction

Recent years have witnessed an explosive increase in online web services (WS), and
tens of thousands of such services are publically accessible. Services are preferred to
fulfill users’ application requirements by simply assembling, e.g. composition or inte-
gration. In order to support service assembling, different tools have been designed and
implemented, e.g. ActiveBpel[1], and BPMN Modeler[2], to help define services’ logic
collaboration graph according to application requirements. As WS consumption rises,
an urgent need has arisen for designing a WS discovery mechanism that can find the
suitable services to fulfill users’ application requirements. Without such a mechanism,
the significant amount of required manual effort will continue to bottleneck WS-based
applications.

For current WS search engines, e.g. [3–5], content-based mapping is still the main
technology. Generally service content includes service name, operation name, parame-
ters and service document1. However, it is pointed out that the content-based mapping

1 In the later, service description or service content includes all parts of such information.

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 418–433, 2011.
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algorithm is insufficient, as service description and query are short, which makes map-
ping difficult between query space and service space[6]. As shown in Fig. 1, we collect
services from ProgrammableWeb[7] (RESTful-based WS 2) and acquire the term dis-
tribution, among which about 70% of services have fewer than 30 terms and 90% of
services have fewer than 40 terms. In such a case, we may meet with two situations: for
a specific query, the returned results will be very few because of the lack of intersection
between query terms and service descriptions; for a specific query, the returned results
will be too many because of the involving of popular terms.
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One method to improve mapping quality is to do local content analysis and per-
form term conceptualization[8]. For example, if it finds term a and b frequently co-
occur in many content, these two terms are supposed to be semantically close (similar).
Woogle[9] does the same thing to design a WS search engine. To some extend, it helps
to improve system precision by clustering semantically close terms. However this local
analysis method is restricted by the length of service descriptions or the overlap be-
tween service descriptions. Additionally, it tries to ask users to generate detailed queries
to services (content), such as operation name, parameter name or even composite ser-
vice requirement. But too many requirements on users may make the system difficult
to use.

Definition 1 (Content-oriented Query). It is the query with query terms from service
description content, such as service name, operation name, or parameter. For example,
in Fig. 2, for step 4.1, the query may be “termExtraction(String text)” .

Definition 2 (Application-oriented Query). It is the query with query terms from both
service content and service usage application scenario description. For example, in
Fig. 2, a query may be like “term extraction for text data preprocessing” or “ text data
preprocessing”.

As have been said, services are defined for resembling to achieve added-value appli-
cations. For example in Fig. 2, this is a logic process procedure for text categorization
application requirement drawn by BPMN modeler[2]. For this procedure, users are re-
quired to define or find the services for each (or some) step, e.g. step 4.1: to find a
service to extract terms. We can not promise all users know how to compose a query

2 http://en.wikipedia.org/wiki/Representational_State_Transfer

http://en.wikipedia.org/wiki/Representational_State_Transfer
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by using service name and parameters, for a specific service, e.g. for step 4.1, query
may be like “termExtraction(String text)”. For step 4: “data preprocessing”, not all of
users know that it shall be divided into 5 standard processing procedures, especially
for non-expert users. But one thing is that users clearly know about their application re-
quirement, that is in step 4, it is needed to do “data preprocessing to text”. So they prefer
to submit application-oriented query, defined in Def. 2, (query to application scenario)
instead of content-oriented query, defined in Def. 1 (query to service content). This
kinds of queries can not be resolved by content-based mapping method because of lack
of application related information. On the other hand, we find service definition terms
are not standardized. For example, for “termExtraction(String text)”, it may be defined
as “func1(String str)”. Intuitively, in such a case, content-oriented query is difficult to
be generated. But context-based query may be more efficient to find related services.

Definition 3 (Context). Suppose service s has ever joined applications {aj}. For ser-
vice s, its context is represented as A[s]={< aj >}∗, with 0 ≤ |A[s]|. aj = {< Des. >
[sl]∗}. Des. and {sl} are aj’s application description and the involved services for aj .
For example in Fig. 2, for service in step 4.1, the context is
A[s4.1] = {< text data preprocessing > [s4.2, s4.3, s4.4, s4.5]}. Here s4.i represents
the service which can realize the task requirement in the corresponding step.

In this work, we propose a novel context-sensitive WS discovery method for solving the
problems mentioned above: application-oriented query processing, which may query to
application scenario. Context, defined as Def. 3, displays service usages to applica-
tion requirement. Based on this kind of context, we design the query expansion algo-
rithm to solve application-oriented queries by bridging heterogeneity between query
space(application space) and service space. And then even for query with the applica-
tion terms, we can find services related to the application. The main contributions of
our work are summarized as follows.

First, we propose to distinguish services by service usages defined as context as in
Def. 3, representing the involving relationship between services and applications. As
far as we know, this is the first work to introduce the real service usage information
as context for WS discovery. A bipartite graph model is designed to represent context.
Service content is defined by service developers, used to declare service’s functional-
ities and context is defined by service users, used to declare how they are used. They
complement each other.

Second, we propose to do topic sensitive resources organization. We learn a topic
classifier by using open resources and it is used to classify services, applications and
queries into different topics, e.g. “arts” or “recreation”. We construct bipartite graphs
for services and applications in each topic domain. We expect to resolve queries in their
semantic closest topic domains.

Third, We propose to solve application-oriented queries by query expansion among
different semantic space: application space and service space. We exploit the bipartite
graph and extract the implicit term mapping relationship between service descriptions
and application descriptions.

Fourth, we carry out a series of experiments to investigate the effects of our pro-
posed method.
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The rest of this paper is organized as follows. In Sec. 2, we describe the motivations.
In Sec. 3, we propose the method to generate the topic sensitive bipartite graph from
service context. In Sec. 4, we generate the semantic bridge between query space and
service space. In Sec. 5, we demonstrate system performance. In Sec. 6, we discuss the
related work. Finally, Sec. 7 summarizes this work.

2 Motivation

The application-oriented query is necessary. As mentioned in Sec. 1, services are pre-
ferred to accomplish users application requirements by simply assembling, e.g. compo-
sition or integration. Until now, only part of service’s usage information has been taken
into service discovery, especially for composite service search[10], in which the query
shall point out the partner’s information. As in Fig. 2, in order to find composite service
for step 4.2, it shall point out the parameters requirement for step 4.1 or 4.3, which
is part of context (as collaborative services) in our definition. But one of our ideas is
that we want to support application-oriented query processing, e.g. query for “text pre-
processing” in stead of query for each individual service like “TermExtraction(String
text)” for Step 4.1. In such a case, we expect to get a set of services which are supposed
to be involved for this application. This will make query generation easier, especially
for non-expert users who know the application’s requirements much better than de-
tailed services requirements. On the other hand, application-oriented query processing
can return users context-based related services instead of content-based relevant ser-
vice. It can help to filter out useless services. Services definition are subjective. Content
similar services may be totally different in functionality. For example, two services are
named as “RemovingNoise”, which are used for “web page clustering” and “population
census” respectively. The first one may focus on removing noisy links and the second
one may focus on removing persons with ages older than 150. If we can put the query
together with application requirement, it will make search more accurate.

Table 1. Examples of service descriptions and involved application’s representative terms. These
are obtained from ProgrammableWeb[7].

Service Service Sescription Representative Application Terms
Yahoo
Maps

It offers three ways to integrate maps into a website - a sim-
ple REST-based API for map images, an Ajax JavaScript
API, and a Flash API. This summary refers to the AJAX API
which is closest to Google and Microsoft models. The Yahoo
Map API can also provide for integrating geo-related infor-
mation from Yahoo’s products, such as local listings, traffic,
weather, events, and photos.

location, estate, plot, city,
estate, sites, address, traffic,
states, area, flight, georss,
station, county, travelers,
campus, restaurants, hous-
ing, rental, roads, airport

Twitter The Twitter micro-blogging service includes an API that
gives RESTful access to the Twitter database and activ-
ity streams (users, tweets, friends, followers, favorites and
more), using XML and JSON formats.

social, news, photo, com-
munity, rss, event, share,
messages, mobile, blogs,
topic, feeds, space, website

Last.fm The last.fm API allows for read and write access to the
full slate of last.fm music data resources - albums, artists,
playlists, events, users, and more.

audio, tracks, lyrics, artist
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The context-sensitive query processing is feasible. As using to services, there will be a
lot of service usages which are like service usage log information. It is feasible for us
to collect such kinds of services usage context information, e.g. ProgrammableWeb[7].
Query log information has been successfully used for web search engine[11]. How-
ever until now, this kind of usage information has not been taken into consideration
for service discovery. In Table 1. We list some popular services’ descriptions and their
representative context description terms. It is easy to see that, for users, application re-
lated terms are easily understood and used for query generation. But application related
terms have not been covered so much by service content description terms. Generally,
if service’s content description terms do not exist in queries, these services will not be
returned as answers to users, even though the query terms are very close to the ser-
vice description terms. For example, for the commonly known “Yahoo Maps” service,
with query “travel route”, it will not be returned as an answer. Previous work has sel-
dom tackled this kind of heterogenous problem between query space and service space.
Generally, application related terms are more intent to tell what kind of situation it is
used for instead of what it is as in Table 1. For non-experts, application-oriented query
may be more useful and feasible. In such a case, correlation to heterogenous spaces is
required: from the term in application space to the terms in service space.

Table 2. Content-based search for query “location code”

Service Name Service Description Topic
google code
search

Allow client applications to search public source code for function def-
initions and sample code

computer

zip codes Enable you to get the US location behind the zip code in XML format regional
linkpoint Provide payment processing services for those who need sophisticated

payment processing options. You can control how your payments are
processed via code

business

Queries have different relevances to different topic domains. Previous work only con-
siders content-relevance. However queries or services may have different relevance to
different domains, as shown in Table 2 with query “location code”. We list three re-
turned services. Here “location code” makes much more sense in “regional” topic. Then
service “zip codes” may have a higher relevance for this query. Intuitively, this service
shall be ranked higher to the query.

These problems motivate us to design a new method for service discovery. We collect
services usages defined as Context as Def. 3, to solve these problems. The main idea
is: Context is modeled by a bipartite graph, which represents the correlation between
applications and services; we generate a topic-based classifier and then we classify con-
text; for each topic we generate the bipartite graph; based on these graphs, we analyze
the term relationships from application space to service space. The details will be intro-
duced as followings.

In order to make it simple, in the later of our paper, “Context” is used to repre-
sent the pair of services and application; “Application” means application description;
“Content” is service description.



Context-Sensitive Query Expansion over the Bipartite Graph Model for WS Search 423

3 Bipartite Graph Modeling to Service Context

According to Def. 3, for any service s, A[s] can be seen as a set of applications and
the involved collaborative services 3. We define a bipartite graph model G = (ℵ, ε) to
represent the relationship between applications and involved services, as shown in Fig.
3. Here ℵ = S∪A with S∩A = ∅, S is the service set and A is the application set. The
set of edges is ε ⊆ S×A, which represents the involving relationship between services
and applications: if a service is used by an application, there is a link between them. For
a single service s, its individual context is the application ai and other services involved
with ai. For example, in Fig. 3, a sample context of service s1 (e.g. hotel) is a1(e.g.
travel), s2(e.g. airline), s3(e.g. weather) and the related linkages.

s1 s2 s3 s4 s5 s6 s7 s8

a1 a2 at-1 at

...

sn

...Service

Application

individual context of s1

Fig. 3. Bipartite Graph Modeling for Context, representing Involving Relationship between Ser-
vices and Applications

Service Context can be modeled by a bipartite graph, which catches the simple in-
volving relationship between services and applications. However as we have mentioned
in Sec. 2, generally in different topic domains, service’s usefulness is different. In order
to make our bipartite graph more useful, we propose to build topic-sensitive bipartite
graphs that is to build the bipartite graph for each topic domain as following.

3.1 Topic Sensitive Bipartite Graph Constructing

Topic Classifier Generation. We generate a set of biasing vectors representing differ-
ent topics as developed by ODP (open directory project) resources4. This is done offline
and once. We can use a lot of resources for topic model generation. Here we prefer to
use ODP which is freely available and hand constructed.

Let Ti be the set of pages in ODP topic domain ci. Here we use the top 16 categories.
We compute the topic term vector as Di consisting of terms in Ti for topic ci; term
statistic vector Dit represents the number of term t occurrences in ci.

Generally for any content composed of terms, we can calculate its topic distribution
values by comparing the content vectors with these topic vectors.

Given a content string str, we can use the multinomial naive-Bayes classifier[12] to
compute the probabilities for each of the ODP categories, with the parameters set to
their maximum-likelihood estimates. Let strk be the kth term in str. Then for str, we
calculate str’s distribution probabilities for each ci as following:

3 We just consider the existence of services to an application instead of the detailed collaboration
logics as described by workflow.

4 http://www.dmoz.org/

http://www.dmoz.org/
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p(ci|str) =
p(ci) · p(str|ci)

p(str)
∝ p(ci) · Πkp(strk|ci) (1)

p(strk|ci) is easily computed from term vector Dit. And then we take normalization
for p(ci|str), 1 ≤ i ≤ 16 and then

∑
ci∈C p(ci|str) = 1. p(ci) is uniformly valued. In

this way, we can draw the topic distribution probability for a given string[13].

Topic Sensitive Bipartite Graph Generation. With topic model generated above, for
each service or application o described by a string str, it is assigned a valued topic
vector as V [o] = {vci

o } with vci
o representing the tightness of current object o to topic

domain ci. We just assign the objects to the topK (e.g. k=3) highly related topic do-
mains instead of all. In order to make these topic graphs efficient and concise, we define
a threshold � (� ∈ [0, 1]) to control the distribution scope for services and applications.
The topic-sensitive graph generation algorithm is shown in Algo. 1.

input : All services S, applications A, � and topK
output: Topic Sensitive Bipartite Graphs

Submit A = {ai} to Topic Classifier to get the topic distribution vectors;1

for each ai ∈ A do2

JTDai = ∅ (Join Topic Domain); v = 0 ; K = 0;3

V [ai] = {vcj
ai}, cj ∈ C and it is ordered descendingly;4

for each item v
cj
ai and K < topK do5

JTDai∪ = {cj}; v+=v
cj
ai ; K++;6

if v ≥ � then7

break;8

end9

end10

end11

for each topic domain cj ∈ C do12

for each ai ∈ A do13

if cj ∈ JTDai then14

A(cj)∪ = ai; \\assign applications15

S(cj)∪ = S(ai); \\ assign services16

end17

end18

Construct Graph for topic cj ;19

end20

Algorithm 1. Topic-Sensitive Bipartite Graph Constructing

First, we assign the applications A={ai} rather than services to different topics
C={cj}. The main reason is that service descriptions are less topic-sensitively dis-
tinguishable comparing to application descriptions, because service descriptions are
generally used to declare service operations instead of domain-sensitive usability as in
Table 1. For example, for “Y ouTube” service, based on its description, its highly re-
lated top3 topic domains are computers, science and business; on the contrary, based
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on its applications, the highly related topic domains are recreation, arts and society,
which are generally acceptable. Then for each application ai, the topic relevance vector
is V [ai] = {vcj

ai} with
∑

cj∈C v
cj
ai = 1 and v

cj
ai = p(cj |ai) defined in Sec. 3.1.

Second, for application ai, we select the highly related topK (e.g. topK = 3) topic
domains to join. In this algorithm we use � to control application’s distribution. If ai has
been related to the top K(e.g. K = 2) topics with K < topK by the accumulated prob-
ability, calculated by p(cj |ai), higher than � (e.g. � = 99%), we stop ai’s distribution to
other domains. For example, if application app is distributed to recreation, arts and
society by probability 57%, 35% and 7% respectively, we can avoid its distribution
to other topic domains with probability less than 7%, because it has a total distribu-
tion probability 99% to these three domains. If we distribute it to all other domains,
it may act as noise for those domains’ analysis. For each topic cj , the selected highly
related applications are A(cj) = {ai}. Noticed that one application may be involved in
different topics. So for ci and cj , with i "= j, A(ci) ∩ A(cj) "= ∅ may exist.

Third, for each topic, we collect the services used by the applications S(cj)∪ =
S(ai). S(cj) and S(ai) are services in topic cj and used by application ai respectively.
Then the applications and services are added to the bipartite graph as introduced above:
for cj , its involved services are S(cj) = {sk}; by using S(cj) and A(cj), we can build
the bipartite graph g[cj] for topic cj .

4 Bipartite Graph-Based Query Expansion

As mentioned in Sec. 2, if users’ queries contain terms in application descriptions,
which may not exist in service descriptions, this causes the mapping problem between
service space and query space. The content-mapping based search will not return these
services related to specific application requirements, and then it leads to low recall and
precision. One popular way to solve this problem is to do query expansion for relating
terms from different spaces. We exploit service usage context for such a purpose: to
transform terms from query (application) space to service space.

4.1 Terms Filtering

Service or application descriptions are composed of terms. As many terms are meaning-
less and noisy, we take a two-step of preprocessing for filtering out these terms. First,
we do stop words removing and filter out specific types of terms, as adjective, adverb,
etc. Second, we do mutual information filtering[14] like Eqn. 2 and filter out terms with
less information value.

IV (t) = p(t)
∑

o

p(o|t) log
p(o|t)
p(o)

(2)

where t is a description term, and o is service or application. This calculation can re-
move terms with high- or low- frequency. From now on, terms we mention are the terms
kept after term-filtering.
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4.2 Semantics Bridging between Application (Query) Space and Service Space

Suppose two terms with tak from the application description and tsj from the service de-
scription. Semantically, the correlation degree is calculated by Pci(tsj |tak), representing
the correlation conditional probability for terms tsj and tak, under a topic category ci.
This is the term correlation importance to a topic domain. The probability Pci(tsj |tak) is
calculated as follows:

pci(t
s
j |tak) =

pci(tsj , t
a
k)

pci(tak)
=

∑
∀sm∈S pci(tsj , t

a
k, sm)

pci(tak)

=

∑
∀sm∈S pci(tsj |tak, sm) × pci(tak, sm)

pci(tak)

=

∑
∀sm∈S pci(tsj |sm) × pci(sm|tak) × pci(tak)

pci(tak)

=
∑

∀sm∈S

pci(t
s
j |sm) × pci(sm|tak) (3)

pci(sm|tak) is the conditional probability of service sm involved with term tak in appli-
cation description for topic ci. pci(tsj |sm) is the conditional probability of occurrence
of tsj with respect to service sm for topic ci. Their calculation is formulated as follows:

pci(sm|tak) =
fa

km(tak, sm, ci)
fa(tak, ci)

(4)

fa
km(tak, sm, ci) and fa(tak, ci) are the number of co-occurrences between application

description term tak and service sm and the total number of applications involved with
term tak in topic ci, respectively.

pci(t
s
j |sm) =

ts
jm∑

∀t∈sm
ts
tm

(5)

tsjm and
∑

∀t∈sm
tstm are the term weights calculated by TFIDF, for tsj and total number

of term weight in service sm, respectively.
Combining the equations in Eqn. 3, 4 and 5, we acquire the final calculation for

Pci(t
s
j |tak) as:

pci(t
s
j |tak) =

∑
∀sm∈S

fa
km(tak, sm, ci)
fa(tak, ci)

× tsjm∑
∀t∈sm

tstm
(6)

4.3 Query Expansion

Query expansion algorithm is shown in Algo. 2. Bipartite graph modeling to context
provides a way to correlate services and applications. We try to create the correla-
tions between terms in service side and terms in application side. The main differences
with other work are: 1)it implements expansion between different spaces; 2) it is topic-
sensitive. It means that we prefer to select most relevant topics to expand terms. The
global statistical information for each related term is ranked by the topic based term
relevance, as in Line 5, and we select the globally highly ranked terms as the final
expansion terms.
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input : Query q- composed of terms
output: q′- expanded query

Submit q to topic model;1

Acquire q’s topic distribution vector {vci
q };2

for each tq
k ∈ q do3

Acquire top relevant terms T ci

t
q
k

= {tj} by pci(tj |tq
k) in topic ci by Eqn. 3;4

Calculate term tj final query relevance: Relqtj
=

∑
ci∈c vci

q ·∑t
q
k
∈q pci(tj |tq

k);5

end6

Order the selected terms to ET = {tj} by decreasing value of Relqtj
and select top7

terms as expansion terms;

Algorithm 2. Query Expansion based on Topic Sensitive Bipartite Graph Model

5 Experimental Results

5.1 Experiment Data Set

We focus on using services context to solve application-oriented queries, which does
not focus on analyzing content or (parameter) structure similarity to queries, so we do
not collect a great deal of well structured WSDL-based services. Instead we collect
services and service-related context from ProgrammableWeb[7], which records a large
number of free API services and their involved contexts. For each service, we can ob-
tain service’s description including service title, service description, and URL; for each
mashup[15] application, we regard them as service contexts which have titles, descrip-
tions, and involved service URLs. Finally, we get 1577 services and 3996 contexts. To
avoid overfitting problem, we use 80% of the contexts as training data to build the se-
mantic bridge for Eqn. 3. We use 5% of services as development data to choose query
expansion depth (expansion term number) and 15% as test data.

In our experiment, we test two types of queries. One is automatically generated
queries: we use (part of) the application description from development data and test
data as query and take application involved services as the correct answers. For exam-
ple, for query “text data preprocessing” as in Fig. 2, the possible expected results are 5
kinds of services. The other one is manually generated queries: we manually generate
24 queries from both service content description and application description. It will be
introduced later.

We compare our method OURS with the following 4 systems, labeled as BS,
BS-EXP, Woogle-like[9] and APP. OURS is the topic sensitive query expansion
method; BS:baseline system implemented by content-based mapping method; BS-EXP:
query expansion without topic classifier; Woogle-like:local content-based term concep-
tualization method to clustering similar terms. APP: query to application descriptions
without query expansion.

5.2 Data Status

Service description term distribution status is summarized in Fig. 1 where 70% of ser-
vices have fewer than 30 terms. For applications, 50% have 10-19 description terms as
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shown in Fig. 5. Notice that currently only 48% of services in our dataset have con-
texts. Fig. 4 shows applications’ topic distributions based on our topic classifier, with
topK = 3 and stop parameter � = 0.8. The mainly involved topics are “comput-
ers”, “society”, “business”, “arts” and “recreation”. We do not emphasize on dividing
the topic categories into smaller ones by diving into the hierarchical structure of ODP,
which will help to get an even (better) service distribution to topic domains. However
we have verified that system performance can win great increasing even with this kind
of coarse resource distribution. And the means of detailing topics division will be left
as future work.

 0

 200

 400

 600

 800

 1000

 1200

 1400

arts
business

computers

games
health

home
news

recreation

reference

science

shopping

society

sports

A
pp

lic
at

io
ns

 N
um

Fig. 4. Application Distribu-
tion Probability on Topics

 0

 500

 1000

 1500

 2000

0-9 10-19 20-29 30-

A
pp

lic
at

io
n 

N
um

Terms Range

Fig. 5. Application Des.
Terms Distribution

5.3 Evaluation Metrics

We use the metrics of P@N , MAP and MRR to evaluate system performance [16].
For a query set Q, we calculate the average values for P@N ,MAP and MRR. For a
query q:

P@N : Precision (P) at top N results. P@N = |CAq

⋂
Rq|

|Rq| , where CAq is the set of
tagged correct answers and Rq is the set of top N results returned by the system. In our
experiment, we select N=3, 5 and 10.

MAP : Mean Average Precision. It is used to evaluate the global relevance of re-
turned ordered results. MAP = 1

|CAq| × (
∑|CAq|

i=1 (P@|Rcai |)). cai is the ith relevant
service to q in CAq and Rcai is the set of ranked retrieval results from the top results
until you get service cai.

Mean Reciprocal Rank is: MRR = 1
rq

, rq is the rank of the first relevant service for
q. The higher the MRR value, the better the system.

5.4 Performance

Query Expansion Depth & Performance with Automatically Generated Queries.
Generally speaking, the expansion terms are not the more the better, due to the intro-
ducing of irrelevant terms. Here based on the development dataset, we choose the best
expansion depth for queries those automatically generated from context descriptions.
We exploit the query expansion depth (0, 3, 5, 10, 15, 20 and 25) to see the performance
for P@N in Fig. 6 and MRR and MAP in Fig. 7. For these queries, expansion depth 5
can win the best performance. So we choose 5 for the next two parts of experimental
usage.
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Comparing Performance based on Different Implementations with Automatically
Generated Queries. On the test dataset, we check the query performance based on our
system. The results are shown in Fig. 8 and Fig. 9. Such kinds of queries are difficult for
the BS system, because of few overlap between application terms and service terms.
In this case, term expansion helps a lot for query processing. Both BS − EXP and
OURS win better performance. And our method OURS performs better than the non-
topic system BS − EXP .

We also compare performance to other systems as in Fig. 10 and Fig. 11. We find
Woogle− like method does not help so much for query processing if the query is with
application terms, because it does only local information analysis. Here even APP that
is query processing on application descriptions can beat Woogle−like method. OURS
wins best with topic sensitive query expansion.

Performance Improvement & Query Difficulty with Automatically Generated
Queries. We also analyze the effectiveness of our method in helping difficult queries
which have been studied in recent years [17]. In Fig. 12, we show the results. Accord-
ing to BS system’s MAP values, we divide queries equally into five bins. The higher
the MAP value means the utility of content-based mapping method for search is bet-
ter. Bin 0 is assigned queries with the lowest MAP values and Bin 4 with the highest
ones. “Improvement” and “Decreased” mean the improving and decreasing to “P@5”
for these 5 bins of queries. Clearly, for difficult queries (lower MAP with BS), OURs
can improve the performance. In Bin 0, OURS can solve all queries with MAP values
no worse than BS, e.g. 50 improved vs 2 decreased. But for Bin 4, OURS loses to
BS by around 8 queries. It is verified that for application-oriented queries, our method
performs better than BS system.
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Table 3. Example Manually Generated Queries

ID Short Queries Long Queries
1 travel informa-

tion browser
travel information browser for trip destinations across the globe It fea-
tures videos, photos, guides and attractions, weather information and
events for nearly all countries and many cities world wide

2 writers books
Timeline

search the favorite writers Books And you can see results by Timeline
showing a list and a publication day

3 ranking blogs A ranking system for blogs, View the top 100 Indonesian blogs
4 talk real-time

translation
talk with people all over the world by a real-time translation

5 music video
rating

a grid of music videos from that band shown as thumbnails, listing their
rating, view count, and the title of the video

6 US collecges
information

colleges and universities in the US plotted on a Google map with street
views and additional school information

7 locate zip locate your zip automatically
8 artist mp3 in-

formation
Get lots of information about your favorite artists. View album informa-
tion, find mp3 songs, lyrics, biographies, podcasts, rate artists and add
comments

9 music preview-
ing

previewing of music and has artist profiles with Music Videos from
MTV

10 feeds aggrega-
tor

A feeds aggregator organized by topic where posts are auto-tagged with
semantic terms

11 hotels search Search hotels by city, check-in dates, number of guests, number of
rooms, and stars

12 city event Select a city and view an aggregated page of feeds. See what is happen-
ing in your city or a city that you are traveling or moving to

Manually Generated Queries. For previous queries, we have not ensured queries’
terms overlap with service description, which is a necessary requirement for the success
of the BS system. In order to make the comparison acceptable, we manually generate
24 queries for both long queries and corresponding short queries as shown in Table
3(because of lack of space, we only list 12 example queries). We promise all of the
queries have terms overlap with service descriptions. We manually find the relevant
services for each query by using the “Pooling” method[18], which has been frequently
used in IR. The judgement pool is created as follows. We use BS, and OURS to pro-
duce the topK = 20 candidates and then merge these results for our real candidates
selection. We then select the most relevant results by our 3 evaluators from the pool.
To ensure topK = 20 is meaningful, we select the queries which can return more than
20 relevant services by each system. Here “-short” and “-long” mean short queries and
long queries, respectively.

In Fig. 13 and Fig. 14, we test the influence of expansion depth for OURS to short
queries and long queries. We find that query expansion has much greater influence to
improve short query performance, because there is a larger change between the high-
est and lowest values for either precision or MAP and MRR to short queries. For
example, in Fig. 13, when expansion depth is 5, the precision change for “p@3-short”
is around 13.5%, but for “p@3-long”, the precision change is around 10%. The main
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reason is that short query has less semantic information for the system to distinguish
them by. But after expansion, short queries are clarified. With expansion, the precision
change for the top list is obvious. In such a case, “p@3-short” wins greater improvement
than “p@5-short”. Long query will always have better performance than short queries
because of its clearer requirement declaration.

Based on the above experiment, we take expansion depth 5 and 20 for short and long
queries respectively, which are both the highest-performance parameters. We compare
baseline system BS and our method for P@N, MAP and MRR in Fig. 15 and Fig.
16, respectively. For short queries, the BS system’s performance is very low, because
of the lack of service description and heterogeneity between query space and service
space. But OURS has good improvement to the BS system. Moreover, because of the
low query precision of BS, current web service search engine would prefer to provide
browsing functionality rather than complicated search functionality.

6 Related Work

Along with the increasing of web services, desirable web service discovery has in-
creased its importance to win users. Content-based web service search has been found
that there is noticeable amount of noise for service search, because of service descrip-
tion is short or not enough to distinguish themselves from others. Much effort has been
put on solving this problem by detecting or extending service self static description.
Until now, we summarize the work into 3 groups.

1. Content matching. It is supposed to compare service’s functional descriptions or
functional attributes or parameters with queries to check whether advertisements sup-
port the required type of services. And it checks the functionality capabilities of web



432 R. Zhang et al.

services in terms of input and output, as used by woogle[9]. For service search and
similarity calculation, it tries to include as more information as it can to characterize
services. It is challenged by the length of service descriptions, the variation of param-
eter names and the scale of service repository. Generally if the overlap among services
are few, woogle-like method may not win good performance improvement.

2. Ontology/semantics mapping [19–21]. These approaches require clear and formal
semantic annotations. But as we know most of the services those are active on WWW
do not contain so many ontology annotations. One of big challenges is the definition to
ontology. However, in order to make the work successful, it shall not contain so much
semantic constraints which bound the activity of users and developers.

3. Context matching [10, 22–24]. Recently context-aware approaches have been pro-
posed to enhance web service discovery and composition. [24] proposes a context-
related service discovery technique for mobile environments by defining a set of at-
tributes to service. The search is still based on tradition content-mapping search mech-
anism and context attributes act as filters. [10] suggests to define the context from two
aspects: client-related context and provider-related context. It prefers to absorbing all
the information related to service activity as the context, which makes context compli-
cated and difficult to follow. By the way, real experiment experience has not been with
the work. Context is well used in web search [25], but we deal with different spaces.

7 Conclusion and Future Work

The mapping problem between query space and service space has caused low search
precision and it affects the development and popularity of Web Service Search Engines,
resulting in some of them only providing service browsing functionality, instead of
search. One kind of queries is application-oriented queries, which has been checked
to be useful and necessary especially for non-expert users. This paper proposes to do
query expansion based on service usage context to solve this kind of query. We generate
the topic sensitive bipartite graph model to represent service context. By exploiting
context, we establish term correlation between service space and application space.
And it is proved to be an efficient way for application-oriented query processing. The
experimental results show that our approach outperforms other systems.

Our work is different with but complementary to previous works. Service local prop-
erties are well exploited by great effort, e.g. Woogle[9]. Rather than taking context as
local properties for results filtering[24], we define context as service usages to applica-
tions. In the future, we want to combine the local content analysis with our context data
analysis; we want to detail the topic classification to improve the performance.
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Abstract. Reachability query is a fundamental problem in graph
databases. It answers whether or not there exists a path between a source
vertex and a destination vertex and is widely used in various applications
including road networks, social networks, world wide web and bioinfor-
matics. In some emerging important applications, uncertainties may be
inherent in the graphs. For instance, each edge in a graph could be associ-
ated with a probability to appear. In this paper, we study the reachability
problem over such uncertain graphs in a threshold fashion, namely, to
determine if a source vertex could reach a destination vertex with proba-
bilty larger than a user specified probability value t. Finding reachability
on uncertain graphs has been proved to be NP-Hard. We first propose
novel and effective bounding techniques to obtain the upper bound of
reachability probability between the source and destination. If the upper
bound fails to prune the query, efficient dynamic Monte Carlo simula-
tion technqiues will be applied to answer the probabilitistic reachability
query with an accuracy guarantee. Extensive experiments over real and
synthetic datasets are conducted to demonstrate the efficiency and effec-
tiveness of our techniques.

1 Introduction

In many real world applications, complicatedly structured data could be repre-
sented by graphs. These applications include Bioinformatics, Social Networks,
World Wide Web, etc. Reachability query is one of the fundamental graph prob-
lems. A reachability query answers whether a vertex u could reach another vertex
v in a graph. Database community has put considerable efforts into studying the
reachability problem, for example, [7], [5], [1], [14], [9], [2], [8], [4], [3], etc.

All of the above works focus on the applications where edges between two ver-
tices exist for certain. However, in many novel applications, such an assumption
may not capture the precise semantics and thus the results produced are also
imprecise.

Example 1: In Protein-Protein interaction networks, an edge between two pro-
teins means they have been observed to interact with each other in some ex-
periments. However, not all interactions can be consistantly observed in every
experiment. Therefore, it is more accurate to assign probabilities to edges to
represent the confidence on the relationship. In this application, biologists may
want to query whether a particular protein is related to another protein through
a series of interactions.

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 434–449, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Example 2: Social Network Analysis has recently gained great research at-
tention with the emergence of large-scale social networks like LinkedIn, Face-
book, Twitter and MySpace. In these social networks, connections between
entities/individuals(vertices) may not be completely precise due to various rea-
sons including errors incurred in data collection process, privacy protection, com-
plexed semantics, disguised information, etc([22]).
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Fig. 1. A running example

In above applications, an edge connecting two vertices is associated with a
probability value indicating the confidence of its existence. Reachability queries
over this kind of uncertain graphs are thus called Probabilistic Reachability
Queries. The Probabilistic Reachability problem is intrinsically difficult. As a
running example in Fig. 1, this graph consists of only 11 edges. To accurately
answer the Probabilistic Reachability from u to v, we need to enumerate up to 211

possible instances of the uncertain graph. For each of these instances, we need to
check whether u can reach v, and then aggregate the probabilities of the instances
in which u can reach v. In [10], Valiant has proved this problem is NP-Hard.

Monte Carlo simulation provides an approximate solution to this problem.
A considerable number of articles([15],[16],[17],[18],[19], etc) studied how to use
Monte Carlo simulation to solve the probabilistic reachability problem. The focus
of those studies are on utilizing different sampling plans to reduce sampling error.
Due to the dramatical increase of the scale of graphs and the large number of it-
erations required by Monte Carlo simulation to guarantee the accuracy, the com-
putational cost of traditional Monte Carlo method is still considerably expensive.

In this paper, we propose a more efficient dynamic Monte Carlo method to
approximate the answer. This dymanic Monte Carlo method will only simulate
necessary part of the graph and will share most of the overlapping cost between
different iterations. In addition to that, we also propose an index which can as-
sist in calculating upper bound of probabilistic reachability. Queries pruned by
the bound do no need to be approximated by the Morte Carlo method which is
relatively more expensive. The main contributions of the paper are:

1. To the best of our knowledge, we are the first to address the efficiency issues
of Probabilistic Reachability Queryby using indexing techniques. We formally
define Probabilistic Reachability Queryusing Possible World semantics.

2. We propose an efficient dynamic Monte Carlo algorithm to calculate approx-
imate result. In addition, we also give a theoretical accuracy guarantee for
the Monte Carlo method.

3. We propose an index which efficiently calculates the upper bound of Proba-
bilistic Reachability Queries.

4. We perform extensive experiments on real datasets and synthetic datasets to
demonstrate the efficiency of our proposed method.
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Table 1. Notations

u � v, u �� v u can reaches v; u cannot reach v
p(e) the probability that edge e will exist
Ru,v the probability that u could reach v

RU
u,v the upper bound probability that u could reach v

ω, Ω a possible world and the set of all possible worlds respectively
pω the probability of a possible world
s(u, v) the shortest distance between u and v
Prob(Event) the probability that an Event will occur

The whole paper is organized as follows: Section 2 will introduce the background
knowledge of this problem. Section 3 will briefly outline our Bound and Monte
Carlo(BMC) framework. Section 4 will propose a novel bound-based scheme to
address the problem. Section 5 will introduce our dynamic Monte Carlo method.
Section 6 will demonstrate and analyze the experiments. Section 7 will introduce
related works and Section 8 concludes the paper.

2 Background

2.1 Problem Definition

In this paper, we study the reachability problem in graphs in which each edge
is associated with an existence probability and we call such graphs Uncertain
Graphs

Definition 1 (Uncertain Graph). An uncertain graph is defined as G =
(V, E, PE) where V is the set of vertices, E is the set of edges and PE : E → (0, 1]
is the edge probability function. We use p(e) to denote the probability that e exists
where e ∈ E.

The probability that vertex u could reach v can be calculated by summing the
probability of all possible combinations of the edge states. Each of the combina-
tion corresponds to a Possible World in the Possible World semantics. We use
Ru,v to represent the probability of being reachable and R̄u,v otherwise.

Definition 2 (Possible World). Let xe = 1 if e exists and xe = 0 if otherwise.
We call ω a possible world where ω = {xe|e ∈ E}.
We use Ω to denote the set of all possible worlds of an uncertain graph and let
ru,v(ω)= 1 if u could reach v in ω or ru,v(ω)= 0 when otherwise. We also use pω

to represent the probability for ω to occur. pω =
∏

e∈E h(e) where:

h(e) =
{

p(e) if xe = 1
1- p(e) if xe = 0

Definition 3 (Probabilistic Reachability). The probabilistic reachability be-
tween two vertices u and v, Ru,v, is the sum of probability of all possible worlds
in which u can reach v. That is, Ru,v =

∑
ω∈Ωru,v(ω)·pω.
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Definition 4 (Probabilistic Reachability Queries). Given a large uncer-
tain database graph G, two vertices u, v, where u, v ∈ V , and a threshold t
where 1 ≥ t > 0, the database outputs true if Ru,v ≥ t or false if Ru,v < t. We
call this type of queries Probabilistic Reachability Queries.

2.2 Preliminaries

Naive Enumeration. Without any pruning strategy, we need to enumerate
every possible world ω ∈ Ω and to increment the probability of success or fail-
ure till t or 1 − t is reached. Algorithm NaiveEnumerate outlines the naive
enumeration process.

Procedure. NaiveEnumerate(G, u, v, t)

begin1

fail, operate = 0 ;2

Ω = all possible worlds of G ;3

foreach ω in Ω do4

if u can reach v in ω then5

operate = operate + pω ;6

else7

fail = fail + pω ;8

if fail > 1 - t then9

return false ;10

if operate ≥ t then11

return false ;12

end13

Monte Carlo Sampling. The complexity of caculating probablistic reachabil-
ity has been proved to be NP-Hard[10]. The cost grows exponentially as size
of graphs grows. Monte Carlo sampling method is generally a widely accepted
method of approximating the result. Briefly, it has three steps:
1. Randomly and independently determine a state for every edge in the graph

according to the operational probability of each edge. A sample graph consists
of all edges with a exist state.

2. Test the the reachability for this sample graph.
3. Repeat the above step 1 and 2 for k iterations.

The approximate probabilistic reachability is: R′
u,v =

∑
ω∈Ωk

ru,v(ω)

k where Ωk is
a set of k sampled states.

3 Framework

As finding the probablistic reachability is infeasible when data graphs are large,
we propose a framework integrating an effective bounding-pruning technique and
an efficient Monte Carlo sampling technique. Intuitively, if Ru,v is small and the
threshold is large, it is possible to obtain an upper bound, RU

u,v, to immediately
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reject the query. If the bounding technique fails to prune the query, then Monte
Carlo sampling technique will be applied to produce an approximate answer. We
observe that a major portion of the traditional Monte Carlo simulation can be
shared, thus we propose a more efficient Dynamic Monte Carlo method to ap-
proximate the result. The following sumarizes the major steps in our framework.
1. We create an index on the database graph so that the upper bound of the ex-

act reachability could be calculated efficiently. We will attempt to prune the
query by calculating the upper bound of the probablistic reachability. This
technique is to be detailed in Section 4.

2. If the upper bound cannot prune the query, we will sample a number of possi-
ble worlds and use our proposed Dynamic Monte Carlo simulation to estimate
the reachability. This technique is to be detailed in Section 5.

4 Upper Bound Index

Naive Enumeration is impractical to answer Probabilistic Reachability Queries.
However, Probabilistic Reachability Queries only need to answer whether the
reachability is above a threshold t, rather than the exact probabilistic reacha-
bility. With the help of indices, we can efficiently calculate an effective upper
bound of the reachability between the source and the destination. If the upper
bound can be used to prune the query before Monte Carlo Simulation, we can
avoid the relatively more expensive sampling and reachability testing.

As mentioned previously, it is infeasible to enumerate every single possible
world when a graph is large. The following observations inspired us to propose
an efficient upper bound index:

Observation 1: Many real-world graphs are sparse and a local neighbourhood
graph surrounding a vertex is usually small in sparse graphs. It is affordable to
enumerate all possible worlds in a small neighbourhood graph.
Observation 2: The local neighbourhood structure surrounding a vertex can
usually provide an upper bound of its ability to reach(or to be reached by) other
vertices.
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Fig. 2. Upper Bound Calculation

As shown in Fig. 2 (a), a vertex u has to reach at least one vertex outside
the circle of radius l before it can reach vertex v if l is less than the unweighted
shortest distance between u and v. We will use s(u, v) to denote the shortest
distance between u and v. Similarly, a vertex v has to be reached by at least
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one vertex outside the circle of radius m before it can be reached by v if m is
less than s(u, v). The probabilistic reachability is bounded from above by the
outgoing probability and the incoming probability, which are defined as below.

Definition 5 (Outgoing and Incoming Probability). The outgoing proba-
bility of vertex u, outku, represent the probability that u could reach at least one
vertex w where s(u, w) ≥ k. Similarly, the incoming probability of vertex v, ink

v,
means the probability that at least one vertex w could reach v where s(w, v) ≥ k.

Table 2. u’s Outgoing Probability

Possible World ω pω Possible World ω pω

{uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048
{uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.00512
{uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048
{uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.00512
{uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.32768
{uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.08192
{uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048
{uw1, uw2, w2w1, w2w4, w1w3} 0.02048

In Table 2, we give an example of how to calculate the outgoing probability
of u when the radius is 2 for the graph in Fig. 2 (b). In this example, we list all
possible worlds in which u can reach at least one of w3 and w4. Each possible
world is represented by a list of edge states. For example, {uw1, uw2} represents
a possible world in which the edge between u and w1 exists, and the edge between
u and w2 does not exist. The outgoing reachability is the aggregated probability
of all listed possible worlds. Please note that we do not need to enumerate edges
which are further than the specified radius because they have no effect on the
outgoing reachability.

Generally speaking, as the outgoing(or incoming) edges get denser, it is more
likely to reach(or to be reached by) other vertices. We can index the outgoing
and incoming probability for every vertex for a specific small radius. In addi-
tion to the incoming and the outgoing probability, every u-v cut will bound the
reachability between u and v from above.

Definition 6 (u-v Cut and Non-overlapping u-v Cut Set ). A u-v cut is
a set of edges which will make v unreachable from u if all edges in the set are
missing. A non-overlapping set of u-v cuts Cl,m

u,v is a set of u-v cuts such that
∀c1, c2 ∈ Cl,m

u,v , c1 ∩ c2 = ∅ and ∀c ∈ Cl,m
u,v , ∀(x, y) ∈ c, s(u, y) > l ∧ s(x, v) > m.

Let us denote a cut with c, the event that all edges in c are missing with Cut(c)
and the probability for this event to occur with Prob(Cut(c)). For any l and m
where l + m ≤ s(u, v) and we are given Cl,m

u,v , u could not reach v if any one of
the following conditions is true: 1). ∀x ∈ V,¬(s(u, x) ≥ l∧u � x). 2). ∃c ∈ Cl,m

u,v ,
Cut(c) occurs. 3). ∀x ∈ V,¬(s(x, v) ≥ m ∧ x � v)

Theorem 1. For any u and v, if we are given outlu, inm
v , Cl,m

u,v where l + m ≤
s(u, v), l ,m ≥ 0:
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Ru,v ≤ outlu · inm
v ·

∏
c∈Cl,m

u,v

1 − Prob(Cut(c)). (1)

Proof. We will prove the above theorem by proving the following three condi-
tions are necessary conditions and they are independent to each other.

1. If ∀x ∈ V,¬(s(u, x) ≥ l∧u � x), then (u "� v) because s(u, v) ≥ l. Therefore
if u � v, then ∃x ∈ V, such that s(u, x) ≥ l∧u � x. Let us call this event E1.

2. If ∀x ∈ V,¬(s(x, v) ≥ m ∧ x � v), then (u "� v) because s(u, v) ≥ m. There-
fore if u � v, then ∃x ∈ V, such that s(x, v) ≥ m ∧ x � v. Let us call this
event E2.

3. ∃c ∈ Cl,m
u,v , Cut(c) occurs, then (u "� v) by definition of cut. Therefore if

u � v, ∀c ∈ Cl,m
u,v , Cut(c) cannot occur. Let us call this event E3.

Since E1, E2, E3 are necessary conditions for the event u � v, therefore Ru,v ≤
Prob(E1 ∩E2∩E3). Prob(E1) = outlu and Prob(E2) = inm

v . E1 could only over-
lap with E2 if there exists an edge (x, y) such that s(u, x) ≤ l−1∧s(y, v) ≤ m−1.
There will exist a path starting from u and arriving at v via the edge (x, y) with
length s(u, x)+ 1 + s(y, v) which is less or equal than l + m− 1. However, this is
less than the shortest distance between u and v because s(u, v) ≥ l +m is given.
This is a contradiction. Therefore E1 cannot overlap with E2. E1 and E2 also
cannot overlap with E3 because ∀c ∈ Cl,m

u,v , ∀(x, y) ∈ c, s(u, y) > l ∧ s(x, v) > m.
Informally, any edges included in Cl,m

u,v , must be outside of the circle centred at
u with radius l, and be outside of the circle centred at v with radius m. �
Given l and m, there are different choices of Cl,m

u,v . In this paper, we will simply
define Cl,m

u,v as Cl,m
u,v = {ci|i ∈ I∧ l ≤ i < s(u, v)−m} where ci = {(x, y) |s(u, x)

= i ∧ s(u, y) = i + 1 ∧(x, y) ∈ E(g)}.

In the running example in Fig. 2 (b), the source and the destination is u and
v respectively. The numbers on the edges are the existence probability. Suppose
we have already indexed the outgoing/incoming probability up to the radius
2 and the shortest distance. The outgoing probability of radius 2 for u is the
total proability of the possible worlds in which u can reach at least one of w3

and w4 whose shortest distance from u is 2. We initialize the upper bound as
out2u × in2

v and this upper bound can be further reduced by independent u-v
cuts. In this case, {{w3w5, w4w5}} is the only cut to be considered. Algorithm
Upper formalizes the above statements.

Procedure. Upper(g, u, v)

begin1

choose the l and m such that l + m < s(u, v) and outl
u × inm

v is minimum ;2

upper = outl
u × inm

v ;3

for i = l to s(u, v) − m − 1 do4

ci = {(x, y)|s(u, x) = i ∧ s(u, y) = i + 1 ∧ (x, y) ∈ E(g)} ;5

upper = upper × (1 −∏
e∈c p(e)) ;6

return upper ;7

end8
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5 Dynamic Monte Carlo Simulation

Traditionally, Monte Carlo simulation has been widely accepted as one of the
efficient methods to answer reachability problems in uncertain graphs due to
the NP-hard nature of this problem. In this section, we will propose a dynamic
Monte Carlo simulation method which integrates sample generation and reach-
ability test to maximize the computational sharing.

There are two major costs in Monte Carlo method:
1. Generating Sample: running a sample pool of size k requires to generate

k samples, for each sample, every edge is to be assigned exist or not exist
according to the existence probability. This costs O(k|E|) of time.

2. Checking Sample Reachability: For each sample, we need to check the
reachability between u and ve. This operation costs O(|E|) of time for each
iteration.

We have two observations in regarding to these two costs.

Observation 3: When some edges are missing, the presence of some other edges
are no longer relevant. For example, in the example Fig. 2 (b), the states of other
edges will no longer affect the reachability between u and v if uw1 and uw2 are
missing.
Observation 4: Many samples share a significant portion of existing or missing
edges, the reachability checking cost could be shared among them.

ø : 100

{uw1} : 22

{uw1, uw2} : 6 ...

{uw1} : 78

... ...

... {uw1, w1w3, w3w5, w5w6, w7v} : 1

Fig. 3. A Dynamic Monte Carlo Sampling Example

Procedure. DynamicMontecarlo(g, s, t, p, k)

Input: g, u, v, t, k
succ, fail = 0 ;1

succ threshold = kt ;2

fail threshold = k(1 − t) ;3

visited = {s} ;4

expand = outgoing edges of s ;5

TestSample(visited, expand, k, t) ;6

if succ ≥ kp then7

return True8

return False9
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Procedure. TestSample(visited, expand, n, t)

Input: visited: visted vertices, expand: edges
that can expand, n: number of samples in this group, v: destination

if expand = ∅ then1

fail = fail + n ;2

return3

if u ∈ visited then4

succ = succ + n ;5

return6

if succ ≥ succ threshold Or fail > fail threshold then7

return8

e = expand.pop back ;9

k1, k2 = 0 ;10

visited2 = visited
⋃

v where v is the new vertex brought in by e;11

expand2 = expand
⋃

v′s outgoing edges which at least one end not in visited2;12

foreach i = 0 to n do13

r = random number from 0 to 1 ;14

if r > p(e) then15

k2 += 1 ;16

else17

k1 += 1 ;18

TestSample(visited, expand, k1, t) ;19

if succ ≥ kp Or fail > k(1 − p) then20

return21

TestSample(visited2, expand2, k2, t) ;22

In our dynamic Monte Carlo method, starting with the source vertex u, we
say u is already reached. An edge e is expandable if it starts from a reached ver-
tex. We randomly pick an expandable edge e, then sample the existence of e for
k iterations. The next step is to divide the samples into two groups, one group
with e existing and another with e not existing. In the group with e existing, we
can reach a new vertex w, and more edges become expandable. For both groups,
we repeat the process of picking a random expandable edge, sampling its exis-
tence, and dividing the group into smaller batches. If a group contains no more
expandable edges, the whole group cannot reach v. On the other hand, if v is
contained in a group’s reached vertices, then the whole group can reach v.

In the running example Fig. 2(b), we assume the number of samples to draw
is 100. In the first step, we simultaneously poll the states of uw1 for 100 samples,
the result is shown in Fig. 3, uw1 is missing in 22 of the 100 samples and exists
in the rest. If uw1 is failed, the next step is to poll on the other possible outgoing
edge, uw2, 6 of the 22 are failed in this case, and a u-v cut is formed in these 6
samples and the states of other edges are no longer relevent. If uw1 is operational,
we have more choices on which outgoing edges to poll next. If the destination can
be reached in any step, we can conclude the corresponding sub-batch of samples
are u − v reachable. For example, the rightmost leaf node in Fig. 3.

Based on above observations, we present our Monte Carlo algorithm in Algo-
rithm DynamicMontecarlo and Algorithm TestSample. In DynamicMon-
tecarlo, we initializes a few global variables and invoke TestSample at line 6.
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Then it checks whether the number of reachable samples is greater than kp. In
TestSample, we firstly check whether there exist any more edges to expand.
We could determine the whole group fails the reachability test if there is no
more edges to expand. At line 9, we will randomly pick one edge to expand.
From line 11 to line 12, we set up two groups which each represents the sample
group in which the chosen edge is missing or is present, respectively. At line 13
to line 18, we will split all samples into these two group. At the end, it will
recursively invoke TestSample. Line 7 to line 8, and line 20 to line 21 will check
whether the current number of reachable or unreachable samples are enough to
accept or reject the query.

Accuracy Guarantee: Let Ru,v be the Probabilistic Reachability between u
and v, the variance of the expected value, E(Ru,v) sampled by the Monte Carlo
method is as following([16]:

σ2(E(Ru,v)) =
Ru,v − Ru,v

2

k
(2)

As we introduce a threshold t into the Probabilistic Reachability Query, the re-
sult approximated by the Monte Carlo is correct as long as Ru,v − E(Ru,v) ≤
Ru,v − t when a query is rejected or E(Ru,v − Ru,v) ≤ t − Ru,v.

Theorem 2 (Cantelli’s Inequality [21]). Suppose that r is a random variable
with mean E(r) and variance σ2(E(r)), Prob(r − E(r) ≥ a) ≤ δ(a, σ(E(r)) for
any a ≥ 0, where Prob(r − E(r) ≥ a) denotes the probability of r − E(r) ≥ a,
and δ(x, y) is defined as:

δ(x, y) =

⎧⎪⎨⎪⎩
1 if x = 1 and y = 0
0 if x = 0 and y = 0
1

1+ x2
y2

else

Theorem 3. The probability that the Monte Carlo method returns a false pos-
itive(or false negative) answer to a Probabilistic Reachability Query is less or
equal than Ru,v−Ru,v

2

(k−1)Ru,v
2−(2kt−1)Ru,v+kt2

, if we assume the exact probabilistic reach-
ability values and the threshold follow uniform distribution.

Proof. By using the Theorem 2, the probability that the Monte Carlo method
returns a false negative answer:

Prob(Ru,v − E(Ru,v) ≥ Ru,v − t) ≤ δ(Ru,v − t, σ(E(Ru,v))

=
1

1 + (Ru,v−t)2

σ(E(Ru,v))2

=
Ru,v − Ru,v

2

(k − 1)Ru,v
2 − (2kt − 1)Ru,v + kt2

Similarly, the probability that the Monte Carlo method returns a false positive
answer can be deduced and the details are omitted. �
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6 Experiment

We have performed extensive experiment to demonstrate our approach(Bounds
and Dynamic Monte Carlo, or BMC ) significantly outperforms plain Monte
Carlo(PMC) simulation and Naive Enumeration. Note that, to the best of our
knowledge, there are no other existing techniques aiming at efficiently support
Probabilistic Reachabilityover large scale datasets. In the experiment, we used
both real datasets and synthetic datasets to evaluate the performance. All exper-
iments are conducted on a PC with 2.4GHz 4-core cpu, and 4GB main memory
running Linux. Programs are implemented with C++. Every experiment is run
against a group of 1000 randomly generated queries, and the average response
time is taken as the result.

6.1 Real Dataset

In the experiments, we use 3 real datasets, Anthra, Xmark, and Reactome. All
of these datasets were used by Jin in [14]. Anthra is a metabolic pathway from
EcoCyc1. It contains 13736 vertices and 17307 edges. Xmark is a XML docu-
ment containing 6483 vertices and 7654 edges. Reactome is a metabolic network
with 3678 vertices and 14447 edges. We uniformly assign each edge a probability
between 0 to 1. The index construction time for Anthra, Xmark, and Reactome
is 11, 9, 16 seconds respectively. The index size is 1.5MB, 700KB, 120KB respec-
tively. Please also note that the index size and construction time do not include
the shortest path index since this depends on the technique chosen, which is not
the scope of this paper.

As expected, Naive Enumeration cannot complete any experiment within 6
hours. This is because, out of the 1000 queries in each experiment, Naive Enu-
meration always freezes on at least one of them. The reason is that the cost
of Naive Enumeration is almost the same as calculating the reachability if the
probabilistic reachability between two vertices is close to the threshold. If the
number of edges involved in the calculation is large, the enumeration cost is un-
affordably expensive. This result shows that Naive Enumeration is not pratical
in solving Probabilistic Reachability Queries. As a result, we will not include the
experiment result for Naive Enumeration explicitly.
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Fig. 4. Query Distance vs Response Time, threshold = 0.6

1 www.ecocyc.org
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The first group of experiments studies how distance between query vertices
affects the performance. The threshold is set at 0.6 and 1000 queries are issued.
The result is shown in Fig. 4. The results show that BMC performs approx-
imately one order of magnitude faster than PMC. An interesting observation
is that as the distance increases, BMC and PMC both perform faster. In our
analysis of this phenomenon, we have two observations: 1) It is generally much
more time consuming to prove the destination is reachable than to prove it is
not reachable in a possible world. Similarly, it is generally more time consuming
to accept a query than to reject a query; 2) When the difference between the
threshold and the probabilistic reachability is large, the Monte Carlo simulation
requires less samples to answer the query, and also there is a better chance for
the upper bound to be able to answer the query. These two observations can
explain the above phenomenon. When the distance is small, generally speaking,
the probabilistic reachability is higher, and thus the possibility for a state to be
reachable is also higher. As the distance increases, the probabilistic reachability
drops drastically. It means the average difference between probabilistic reacha-
bility and the threshold becomes larger. It also means the possibility for a state
to be reachable becomes lower. We can also notice when the distance increases,
the gap between BMC and PMC expands. This indicates the upper bound have
played a more important role in this scenario.
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Fig. 5. Query Distance vs Response Time, threshold = 0.1

In order to confirm our analysis, we repeat the experiment with a threshold
of 0.1. The result is presented in Fig. 5. In this case, when the distance is small,
BMC and PMC are both very efficient. This is because the average probabilistic
reachability is much higher than 0.1. As the distance increases, the probabilistic
reachability slowly drops towards the threshold and then keeps going lower. This
represents the peak points of the three result graphs.
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Fig. 6. Threshold vs Response Time, QueryDistance = 0.6



446 K. Zhu et al.

In next experiment, we fix the query distance to 5 and vary the threshold
from 0.1 to 0.9. The result is shown in Fig. 6. We have observed that as the
threshold increases, the response time generally increases slightly to a peak then
drops drastically. This is because when the threshold is small, the probabilistic
reachability is generally considerably higher than the threshold. As the thresh-
old increases, it approaches the probabilistic reachability, thus the response time
increases. In addition, as the threshold increases, more queries are rejected. To
some extents, this effect offsets the increase caused by smaller gap between the
threshold and the probabilistic reachability. This explains why the increase from
0.1 to the peak is moderate, as well as why the response time decreases drasti-
cally beyond the peak point.

The Anthra dataset has a similar density (average vertex degree) to Xmark
but approximately 2 times the number of vertices. Reactome is much dense than
both of Anthra and Xmark. As we can see from all of the above experiments,
Anthra and Xmark have similar response time whereas Reactome is much slower
than them. This suggests that the graph size will have limited effect on response
time whereas the density plays a major role.
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Fig. 7. Synthetic Data

6.2 Synthetic Dataset

In the first experiment, we generate graphs with 5000 to 15000 vertices with a
fixed density of 1.5. The query distance is fixed at 5 and the threshold is set to
0.6. The result is shown in Fig. 7(a). We found that the increase of graph size has
limited affect on BMC . This is because when the distance is fixed, the number
of edges which can significantly affect the probabilistic reachability is somewhat
unchanged. However, PMC’s response time increases slightly as the graph size
increases this is because PMC needs to draw a complete sample before testing
the reachability.

In the second experiment, we generate graphs with density from 1 to 4 with
a fixed graph size of 10000 vertices. The rest of the set up remains the same.
The result is shown in Fig. 7(b). This shows the density will impact the response
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time significantly. However, BMC ’s response time increases 5 times from density
of 1 to density of 4, whereas PMC’s response time increases 10 times. This is
because a portion of queries can be rejected by upper bounds. This portion of
cost is affected less by the density.

6.3 Accuracy

Since Probabilistic Reachabilityis NP-hard, it is impractical to obtain proba-
bilistic reachability precisely over large scale datasets. Thus, in this set of ex-
periments, we use a small synthetic graph with 10 vertices to demonstrate the
accuracy of the Monte Carlo simulation method. For the first experiment, we
pick a pair of nodes whose reachability is approximately 0.7, and fix the thresh-
old to be 0.85. We then vary the number of iteration k and the result is shown
in Fig. 7 (c). We notice that the increase of k can dramatically increase the ac-
curacy initially, and the increase diminishes when k grows larger. In the second
part, we pick a pair of nodes whose reachability is approximately 0.5 and fix
the number of iteration to be 100. We then vary the threshold from 0.1 to 0.9.
The result is shown in Fig. 7 (d). In this case, the accuracy drops dramatically
when the threshold approach 0.5 and again increases when the threshold moves
further away from 0.5. This is because the Monte Carlo simulation will perform
the worst when the threshold is very close to the probabilistic reachability.

7 Related Work

The Probabilitic Reachability problem has been studied in a number of pa-
pers from the 1970s on small scaled graphs, for example, [10], [13]. Valiant([10])
proved it is NP-hard in 1979. As Monte Carlo becomes the widely accepted
method to approximate the answer, there are many studies([15], [16], [17], [18],
[19]) to propose different sampling plans to reduce the estimation error.

There has been considerable effort put on the the certain reachability prob-
lem. A group of techniques([7], [5], etc) named chain decomposition, proposed
to speed up online calculation of certain reachability by decomposing graphs
into chains. Agrawal et. al. shows that using trees instead of chains is more
efficient([1]). Based on the tree cover strategy, a few variants were proposed to
improve Agrawal et. al.’s work. For example, Path-Tree([14]), Dual-Labeling([9]),
Label+SSPI([2]), GRIPP([8]), etc. In [4], Cohen et. al. proposed a technique
called 2-Hop. 2-Hop indexes each vertex with an in-set and an out-set which are
used to infer the reachability between any two vertices. However, finding an op-
timal 2-Hop cover requires O(n4) time complexity. In order to improve the index
building process, Cheng et. al. proposed an approximation 2-Hop cover([3]).

The techniques and applications of Uncertain Graphs have been studied in
a number of recent papers, including mining frequent subpatterns([24], [25]),
finding top-k maximal cliques([26]), etc.

8 Conclusion

In this paper, we study the problem of Probabilistic Reachability Queriesand
proposed effective and efficient techniques to solve this problem. To the best of
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our knowledge, we are the first to efficiently support Probabilistic Reachability
Queries over large scale graphs using indexing techniques. We propose an index
structure which assists in calculation of upper bound of probabilistic reachabil-
ity efficiently. Should the bounds fail to answer a query, a dynamic Monte Carlo
method is proposed to output an approximate answer. Through comprehensive
experiments, we demonstrate that our solution is one order magnitude faster
than the most widely accepted plain Monte Carlo simulation.
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Abstract. We study the problem of repairing XML functional depen-
dency violations by making the smallest value modifications in terms of
repair cost. Our cost model assigns a weight to each leaf node in the
XML document, and the cost of a repair is measured by the total weight
of the modified nodes. We show that it is beyond reach in practice to
find optimum repairs: this problem is already NP-complete for a set-
ting with a fixed DTD, a fixed set of functional dependencies, and equal
weights for all the nodes in the XML document. To this end we provide
an efficient two-step heuristic method to repair XML functional depen-
dency violations. First, the initial violations are captured and fixed by
leveraging the conflict hypergraph. Second, the remaining conflicts are
resolved by modifying the violating nodes and their related nodes called
determinants, in a way that guarantees no new violations. The experi-
mental results demonstrate that our algorithm scales well and is effective
in improving data quality.

1 Introduction

Integrity constraints are used to define the criteria that data should satisfy.
However, data in real world is typically dirty; we often encounter data sets that
violate the predefined set of constraints and hence are inconsistent. Recently
there has been an increasing interest in the study of automatically repairing re-
lational databases. One basic problem, known as the optimum repair computing,
tries to find a repair that satisfies the given constraints and has the minimum
cost among all repairs for a given cost model. In most versions of this problem, to
compute a repair with a minimum cost is at least NP-complete. That is, we have
no methods to find a repair in polynomial-time, which is the most accurate and
closest to the original data. Thus, some heuristic or approximation algorithms,
e.g., [5,8,13,14], are presented to solve the problem.

Most of the prior works on optimum repair computing are discussed for the
relational model, however, there is no reason to believe that data quality is any
better for the Web data. The prevalent use of the Web has made it possible to
extract and integrate data from diverse sources, but it has also increased the risks
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Fig. 1. Example: An XML document violating constraints

of creating and propagating dirty data. XML is fast emerging as the dominant
standard for representing and exchanging data on the Web, which motivates us
to study the problem of repairing inconsistent XML data.

Example 1. Fig. 1 gives an XML document about the customer information,
which is the integration result of different data sources. Customers are grouped
by their country, and each country is identified by its name (cnt). For each
customer (named with a variable), we have values for no, phone, zip and city,
respectively. We also associate each leaf node with a weight (in bracket), to
reflect our confidence on the data accuracy of each node.

The company has some integrity constraints defined on the data, as shown in
Fig. 1. Constraint 1 asserts that the phone number determines the city in the
whole document. According to constraint 2, the zip code determines the city only
in a country. Constraint 3 defines the no as a key of Customer, i.e., it determines
all the child nodes of a customer, but the key is only valid in a country. As
discussed by prior works [3,4], one needs not only absolute constraints that hold
on the entire document, but also relative ones that hold only on certain sub-
documents, to cope with the hierarchical structure of XML data. Here constraint
1 is an absolute constraint, and constraints 2 and 3 are relative constraints
that are only valid in a Country. All the constraints in Fig. 1 are in the form
of functional dependencies (FDs); we focus on this type of constraint in this
paper.

The given XML document violates all the constraints. Customers v1 and v4

have the same phone number but are in different cities, which violates constraint
1. Customers v1 and v2 violate constraint 2, for they have the same zip code but
are in different cities. A constraint violation with respect to constraint 3 is that
customers v1 and v2 have the same no, but their phones and cities are different.
Note that customers v2 and v4 do not violate constraint 2; the two customers
are in different countries, thus constraint 2 is not enforced on them. ��
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Contributions. The XML optimum repair problem is studied in this paper:
given an XML document that violates a set of FDs, our goal is to apply the
lowest cost changes to the document, such that the FDs will be satisfied.

(1) We provide a repair framework for XML. The XML data repairing is nec-
essarily harder to deal with than the relational counterpart. In the framework,
(a) we use FDs to describe data consistency, as they are the most commonly
discussed and used constraints in real applications. (b) we support modification
of node value as the repair primitive; value modification is more flexible, as the
deletion and insertion of nodes may be restricted by the XML schema definition.
(c) we assign a weight to each leaf node in the XML document, and the cost of
a repair is measured by the total weight of the modified nodes.
(2) We establish the lower and upper bounds for the optimum repair computing
problem for XML. We show that our model is non-trivial; it is NP-complete to
find the optimum repair. The complexity bounds are rather robust: the lower
bound is already NP-complete in the size of the data, even with a fixed DTD, a
fixed set of FDs, and equal weights for all the nodes in the XML document.
(3) We develop an efficient algorithm to repair inconsistent XML document.
The key difficulty in fixing FD violations is that repairing one FD can break
another, and most simple heuristics could fail to terminate in the presence of
complex, inter-related dependencies. We first construct the conflict hypergraph
to capture the initial FD violations, and fix them by modifying the values of
all the nodes on a vertex cover of the conflict hypergraph. We then resolve the
remaining violations by modifying not only the violating nodes, but also their
core determinants, to guarantee that no new conflicts will be introduced.
(4) We provide a comprehensive evaluation of the algorithms presented in the
paper. We evaluate the accuracy and scalability of our methods with synthetic
XMark data, and the experimental results demonstrate that our repairing algo-
rithm scales well and is effective in improving data quality.

Related Work. There are many research studies about how to get consistent
information from inconsistent relational databases, following two basic ideas [1].
Repairing a database is to find another consistent database that minimally
differs from the original one. Consistent query answering for a given query
is to find the answer that is common in every possible repairs of the original
database. Two recent surveys [7,9] provide an overview of this field.

Repair is used as an auxiliary concept to define consistent answers in most
of the settings of consistent query answering, and is not actually computed. In
the recently proposed optimum repair computing problem, the minimum repairs
according to some criteria are found as the data cleaning result. Database repairs
are computed for FDs and inclusion dependencies [5], and conditional functional
dependencies [8] using heuristic methods. Approximation algorithms to find the
minimum repair are given for local denial constraints [14] and FDs [13]. A recent
work [6] proposes a cleaning approach that is not limited to finding a single
repair; it samples from the space of possible repairs. The study of data qual-
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ity has mostly focused on the relational data [9], although the data quality on
the web can be even worse. In this paper, the XML optimum repair computing
problem for FD violations is discussed. The data model, the constraint model
and the update operations for XML are far more complicated than the relational
counterparts, thus, this problem is necessarily more difficult. For instance, it is
known that to cope with the hierarchical structure of XML data, one needs rel-
ative dependencies that hold only on certain sub-documents. As a result, the
algorithm for XML FD repairing must handle relative FDs effectively, i.e., the
inference rules for XML FDs need to be incorporated in the process of repair.
The XML FD and related inference are themselves much harder than the rela-
tional ones. Relational data can be expressed in XML format, our method can
therefore be applied to relations as well by minor modifications.

[15] considers the problem of resolving the inconsistency of merged XML doc-
uments w.r.t. a set of FDs. As opposed to this work, [15] discusses how to put
conflicting information from merged documents together in a concise merged for-
mat, by introducing new element node types. [11] considers inconsistent XML
data w.r.t. a set of FDs, where the notion of repair is used as an auxiliary con-
cept: consistent query answers are computed by removing those unreliable nodes
identified by repairs. [12] investigates the existence of repairs w.r.t. a set of in-
tegrity constraints and a DTD. If the existence of a repair is decidable, then the
complexity of providing consistent answers to a query is characterized. In this
paper, we study the optimum repair computing problem based on repair cost,
which clearly differs from the prior works.

2 Preliminaries

In this section, we review some related preliminary definitions, and revisit the
definition of XML functional dependency.

A DTD [10] is (Ele, P, r) , where (a) Ele is a finite set of element types; (b) r
is a distinguished type in Ele, called the root type; (c) P (A) is the production of
A in Ele; it is a regular expression: α ::= str | ε | B1 + ... + Bn | B1, ..., Bn | B∗.
Here str denotes PCDATA, ε is the empty word, B is a type in Ele(called a child
of A), and “+”, “,” and “*” denote disjunction, concatenation and the Kleene
star, respectively. We call a child B of A a singleton if each A has exactly one
B, i.e., B occurs once and is not in the form of B∗ or B + B1 in P (A).

An XML document T conforms to a DTD D, if (a) there is a unique root node
in T labeled with r; (b) each node in T is labeled with an Ele type A, called an
A element node; (c) an A element node is a leaf node carrying a string value if
P (A) := str, otherwise it has a list of element node children whose labels are in
the regular language defined by P (A). We use lab(v) and val(v) to denote the
label and the value of a node v. Given two nodes v and v′, if lab(v) = lab(v′)
and val(v) = val(v′), we say v and v′ are of value equality, denoted v ≡ v′.

A path is a sequence of element types, with the form P := ε | e/P . ε rep-
resents the empty path, e∈Ele, and ”/” denotes concatenation of two paths. A
path e1/ . . . /en is called (a) a root path if e1=r, (b) a singleton path if each ei
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(i ∈ [1, n]) is a singleton, and (c) a leaf path if P (en):=str. R is called a prefix
of P if P = R/O (O can be ε). If R is a prefix of both P and Q, R is called
a common prefix of P and Q. If a node v2 is reachable from node v1 following
path P , we alternatively say that v2 is qualified by P from v1, and that v2 is
a child node of v1, which matches P . We write {v�P �} for the set of nodes that
can be reached from v following P . In particular, when there is only one node in
{v�P �}, we use v�P � to denote this node. If v is the root node, we write {�P �}
for {v�P �}.

Example 2. Based on the XML document shown in Fig. 1, we present some
examples to illustrate the notation. {�Customers/Country/clist/Customer�}
is a set composed of the four Customer nodes, i.e., {vi (i ∈ [1, 4])}. {v4�Zip�}
contains the Zip node with the value “123”. There is only one node in {v4�Zip�},
so we can write val(v4�Zip�) = “123”. ��
We give the definition of XML functional dependency following and extending
the way to define XML keys [4].

Definition 1. With a given DTD D, a functional dependency (FD) is of the
form σ= (P, P ′, (P1, . . . , Pn → Pn+1, . . . , Pn+m)). Here P is a root path, or
P = ε. Each Pi (i∈[1, n+m]) is a singleton leaf path, and there is no non-empty
common prefix for P1, . . . ,Pn+m. Given an XML document T conforming to D,
we say T satisfies σ: iff ∀v ∈ {�P �}, ∀v1, v2 ∈ {v�P ′�}, if v1�Pi� ≡ v2�Pi� for all
i ∈ [1, n], then v1�Pn+j� ≡ v2�Pn+j� for all j ∈ [1, m].

In the definition, we call P the context path, P ′ the target path, P1, . . ., Pn+m

value paths, v∈{�P �} context nodes, v1, v2∈{v�P ′�} target nodes, and v1�Pi�,
v2�Pi� (i ∈ [1, n + m]) value nodes, respectively.

Example 3. We give the formal definitions of the FDs in Fig. 1.
(1) For customers, phone determines city inside the document.

σ1 = (ε, Customers/Country/clist/Customer, (phone → city))
(2) For customers of a given country, zip determines city.

σ2 = (Customers/Country, clist/Customer, (zip → city))
(3) For customers of a given country, no determines phone, zip and city.

σ3 = (Customers/Country, clist/Customer, (no → phone, zip, city)) ��

Remark. With a given DTD D and a set Σ of FDs, there always exists an
XML document T that conforms to D and satisfies Σ. This is because an XML
document will satisfy all the FDs if (a) it has distinct values for every nodes, or
(b) it has a same value for all the nodes. In light of this, node value modifications
suffice to repair any inconsistent XML document T w.r.t. FD violations.

XML FDs are studied in [3,18], with most of the key concepts introduced.
For example, logical implication and inference rules are discussed for XML FDs.
Below we use Σ+ to denote the closure of Σ, composed of all the FDs logical
implied by Σ. Some of the inference rules are extensions of the Armstrong’s
axioms [2]. As an example, (P, P ′, (P1, . . . , Pk, . . . , Pn → Pk)) is a trivial FD. It
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is also easy to see that (P, P ′, (P1 → P2)) and (P, P ′, (P2 → P3)) logical implies
(P, P ′, (P1 → P3)), as extension of the transitivity. W.l.o.g., we consider FDs of
the form (P, P ′, (P1, . . . , Pn → Pn+1)) in the rest of the paper.

Some inference rules are required to handle the hierarchical structure of XML
data. If we have a FD (Q, Q′, (P1, . . . , Pn → Pn+1)), and know P/P ′ = Q/Q′, and
P=Q/R for some non-empty path R, we can infer a new FD (P, P ′, (P1, . . . , Pn

→ Pn+1)). Intuitively, if a FD holds inside a context qualified by Q, it will
certainly hold inside a smaller context qualified by P . Consider σ1 in our running
example. Since phone determines city inside the document, it must also determine
city inside a given country. We therefore have a new FD (Customers/Country,
clist/Customer,(phone → city)), which is logical implied by σ1.

3 Problem Formulation

Cost Model. A weight in the range [0, 1] is associated with each leaf node v,
denoted by w(v) (see the weights given in Fig. 1). The weight of a leaf node may
be assigned by a user to reflect his confidence on the accuracy of the data, or
be automatically generated by some statistical methods. We assume that a leaf
node with a small weight implies less reliability than a node with a large weight.

Repairing Primitive. For a FD σ=(P, P ′, (P1, . . . , Pn → Pn+1)), in the subtree
rooted at a node in {�P �}, consider two nodes v1 and v2 matching path P ′. If
their child nodes qualified by paths Pi have equal values for all i ∈ [1, n], and
their child nodes qualified by path Pn+1 have different values, then v1 and v2

violate σ. The violation is resolved as follows: (a) change the value of the node
qualified by Pn+1 from v2 to the value of v1’s child node that matches Pn+1(or
reversely), or (b) choose an arbitrary Pi (i ∈ [1, n]), and introduce a fresh new
value outside the active domain to the node qualified by Pi from v1 (or v2).

We give some definitions on the domain of an XML document T . The current
domain of T is composed of all the current node values in T . The active domain
of T is composed of all the values that have occurred in T , i.e., the active
domain also contains those “past” values that are changed to current values by
modifications. We assume that a procedure gen new value is available, which
will generate a fresh new value outside the active domain each time when called.

Remark. As remarked earlier, it suffices to repair any inconsistent XML docu-
ment using only rule (a) or rule (b) of the repairing primitive. We find that rule
(a) can preserve more constant values in the current domain and rule (b) can
prevent the excessive “equivalence propagation” incurred by rule (a). In light of
this, the combination of the two rules helps us find a good quality repair.

Repairs. With a given XML document T and a set Σ of FDs, a repair of T
is an XML document TR such that (a) T is changed to TR using node value
modifications, and (b) TR satisfies Σ.
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We assume that a distinct identifier is assigned to each node, which is not
subject to the update. The identifier plays an auxiliary role; we use vR to denote
the node in TR that has the same identifier as the node v in T .

Definition 2. Given an inconsistent XML document T violating a set Σ of FDs,
we define the distance between T and a repair TR of T as:

2(T, TR) =
∑

v in T

w(v) × dist(v, vR),

where dist(v, vR)=1 if val(v) "= val(vR), otherwise dist(v, vR)=0.
We define cost(TR)=2(T, TR), and say that TR is an optimum repair of T ,

if TR has the minimum cost among all repairs of T . We denote the optimum
repair of T as TR

opt.

Example 4. Consider the document in Fig. 1. One repair is got by changing
the value of v1�city� to “cen”, and introducing two different fresh new values to
nodes v2�no� and v4�phone�, respectively. This repair has a cost 0.9+0.8+0.3=2.
We find another repair as follows. We first modify the values of nodes v2�city�
and v4�city� to “mid”, and change the value of node v1�no� to a fresh new value.
Note that the current document is not yet a repair. Our modifications have
caused a new violation: customers v2 and v3 have the same phone number, but
are now in different cities. We then change the value of v3�city� to “mid”. The
new XML document is a repair, with a cost 0.2+0.3+0.5+0.3=1.3. ��
For an inconsistent XML document T , we are interested in finding a minimum
cost repair TR of T . The provided framework is nontrivial; it is NP-complete to
find the optimum repair following it.

Theorem 1. The optimum repair computing problem is NP-complete. It is al-
ready NP-complete in the size of the XML document, even with a fixed DTD, a
fixed set Σ of FDs, and equal weights for all the nodes in the XML document. ��

4 Fixing Initial Conflicts Based on Hypergraph

We employ hypergraph as a tool to model the conflicts in an inconsistent XML
document w.r.t. FDs. Formally, a hypergraph g is a pair g = (V, E); V is a set
of elements, called nodes or vertices, and E is a set of non-empty subsets of V
called hyperedges. We use the version of weighted hypergraph to carry our cost
model. The following definition constructs the initial conflict hypergraph, which
extends the notions in [13] to XML with relative FDs.

Definition 3. Given an XML document T, a set Σ of FDs, the initial conflict
hypergraph of T w.r.t. Σ is defined to be g = (V,E). V is the set of value nodes
w.r.t. Σ in T. Each node v ∈ V is assigned a weight w(v), the same as the weight
of v in T . E is a set of non-empty subsets of V , constructed as follows:
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(1) for each FD (P, P ′, (P1, . . . , Pn → Pn+1))∈Σ, ∀u∈{�P �},∀u1, u2 ∈ {u�P ′�},
if u1�Pi� ≡ u2�Pi� for all i ∈ [1, n], and u1�Pn+1� "≡ u2�Pn+1�, nodes u1�Pi�,
u2�Pi�(i∈[1, n + 1]) form a hyperedge in E;
(2) for two FDs (P, P ′, (P1, . . . , Pn → Pn+1)), (Q, Q′, (Q1, . . . , Qm → Pn+1))∈Σ,
where P/P ′ = Q/Q′. W.l.o.g., we assume that Q is a prefix of P , that is, P=Q/R
for some path R. ∀u∈{�P �},∀u1, u2, u3 ∈ {u�P ′�}, if

(a) u1�Pi� ≡ u2�Pi� for all i ∈ [1, n],
(b) u1�Qj� ≡ u3�Qj� for all j ∈ [1, m], and
(c) u2�Pn+1� "≡ u3�Pn+1�,

nodes u1�Pi�, u2�Pi�(i∈[1, n]), u1�Qj�,u3�Qj�(j∈[1, m]), u2�Pn+1�, u3�Pn+1� form
a hyperedge in E;
(3) for two FDs (P, P ′, (P1, . . . , Pn → Pn+1)), (Q, Q′, (Pn+1, . . . , Pn+m →
Pn+m+1)) ∈Σ, where P/P ′ = Q/Q′. W.l.o.g., we assume that Q is a prefix
of P , that is, P=Q/R for some path R. ∀u∈{�P �},∀u1, u2, u3 ∈ {u�P ′�}, if

(a) u1�Pi� ≡ u2�Pi� for all i ∈ [1, n],
(b) u2�Pn+1� ≡ u3�Pn+1�, and u1�Pn+1+j� ≡ u3�Pn+1+j� for all j∈[1,m-1],
(c) u1�Pn+m+1� "≡ u3�Pn+m+1�,

nodes u1�Pi�(i∈[1, n]∪[n + 2, n + m + 1]), u2�Pj�(j∈[1, n + 1]), u3�Pk�(k∈[n +
1, n + m + 1]) form a hyperedge in E.

Intuitively, each hyperedge in the initial conflict hypergraph indicates a set of
value nodes violating FDs. In rule 2 and rule 3 of Definition 3, if P=Q/R for
some non-empty path R, then FDs defined in a large context are considered
when generating hyperedges for a small context. This is necessary to handle the
hierarchical structure of XML document.

Example 5. We give some hyperedges (not all hyperedges) for the XML docu-
ment in Fig. 1. Following rule 1, the set of nodes {v1�phone�, v1�city�, v4�phone�,
v4�city�} forms a hyperedge. According to rule 2, the set of nodes {v1�zip�,
v1�city�, v2�phone�, v2�zip�, v3�phone�, v3�city�} forms a hyperedge. If rule 3 is
applied, then the set of nodes {v1�no�, v1�city�, v2�no�, v2�phone�, v3�phone�,
v3�city�} forms a hyperedge. It can be verified that to find a repair for this XML
document, in each hyperedge we must change the value of at least one node. ��
Let g=(V, E) be the initial conflict hypergraph, where each hyperedge indicates
a set of value nodes violating FDs. In any repair of the original document, the
value of at least one node should be modified for each hyperedge. This motivates
us to find a set S⊆V , such that for all edges e∈E, S ∩ e "= φ. Note that S is
known as a vertex cover (V C) for g. Moreover, recall that each node in the
hypergraph is associated with a weight. If we define the weight of a vertex cover
S to be the total weight of all vertices in S, then to find a low cost repair actually
leads to the well-known problem of weighted vertex cover for hypergraph [17].

The vertex cover for hypergraph is well studied (also NP-complete), we can
therefore use a known approximation algorithm [17]. If the size of each hyper-
edge is bounded by a constant d, finding a minimum weighted vertex cover has
a d-approximation algorithm. In the initial conflict hypergraph, the size of each
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Algorithm 1. Fix-Initial-Conflicts

input : An XML document T , a set Σ of FDs.
output: A modified document T .

Create the initial conflict hypergraph g of T w.r.t. Σ;1

Use a known algorithm to find an approximation V C for the minimum2

weighted vertex cover of g;
remaining := V C;3

while There are two target nodes v1, v2∈T violating a FD σ∈Σ, and4

v1�Pn+1� or v2�Pn+1� is the only node in V C from the set of nodes {v1�Pi�
(i∈[1, n + 1])} ∪ {v2�Pi�(i∈[1, n + 1])}. (W.l.o.g., assume the violation is as
follows: σ=(P,P ′, (P1, . . . , Pn → Pn+1)), v∈{�P �}, v1, v2 ∈ {v�P ′�}, v1�Pi�
≡ v2�Pi� for all i ∈ [1, n], and v1�Pn+1� �≡ v2�Pn+1�.) do

val(v1�Pn+1�) := val(v2�Pn+1�);5

// W.l.o.g., we assume v1�Pn+1� is in V C
remaining := remaining \ {v1�Pn+1�};6

endw7

foreach node u ∈ remaining do val(u) := gen new value();8

// Introduce fresh new values to all the remaining nodes in V C

hyperedge, i.e., the number of nodes in each hyperedge, is determined by the
number of paths involved in the violated FDs. Let MP be the maximum number
of paths involved in a FD. Each hyperedge constructed based on rule 1 of Defini-
tion 3 can have at most 2×MP nodes. Rule 2 and rule 3 can generate hyperedges
with at most 4×MP–2 nodes. Therefore, d ≤ 4×MP–2 for our hyperedges.

We use hypergraph to capture and fix initial FD violations, shown in
Algorithm 1. (a) We compute the initial conflict hypergraph and find an ap-
proximation V C for the minimum weighted vertex cover (lines 1-2). (b) We save
the unmodified nodes from V C in a set remaining (line 3). (c) We assign a
value from the current domain to each node u in V C, if u is a value node on the
right side of a violated FD σ, and u is the only value node w.r.t. this violation
in V C (lines 4-7). More specifically, for σ=(P, P ′, (P1, . . . , Pn → Pn+1)), if two
target nodes v1 and v2 violate σ, and u=v1�Pn+1� is the only node in V C from
the set of nodes {v1�Pi�, v2�Pi� (i∈[1, n + 1])}, then we change the value of u to
be equal to the value of v2�Pn+1� (line 5). Once a node is modified, we remove it
from the set remaining (line 6). (d) For all the remaining nodes, we give them
fresh new values outside the active domain by calling procedure gen new value
(line 8). Note that each node in V C is modified exactly once, either in (c) or (d).

5 Resolving Violations Thoroughly

The major challenge in repairing FD violations is the interplay among FDs: the
resolution of initial conflicts may introduce new violations. In this section, based
on the document after the first step, we carry out modifications in such a way
that no new violations will be introduced. After this step, we can guarantee that
the resulting document is consistent with the FDs, to be a repair of the original
document. Before we explain how this is achieved, we first give some notations.
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Definition 4. Given an XML document T , a set Σ of FDs and a node u in T ,
we say a set of nodes {u1, u2, . . . , un} is a σ-determinant of u, if there exists
a nontrivial FD σ=(P, P ′, (P1, . . . , Pn → Pn+1)) logical implied by Σ, such that
∃v∈{�P �},∃v1∈{v�P ′�}, v1�Pi� = ui for i∈[1, n], and v1�Pn+1� = u.

We say that a set Cu of nodes is a core determinant of u, if (a) for every
nontrivial FD σ implied by Σ, and every set W that is a σ-determinant of u,
Cu∩W "=φ; and (b) for any proper subset Cu

′ of Cu, there exists some nontrivial
FD σ implied by Σ, and a set W that is a σ-determinant of u, Cu

′∩W=φ.
We use CoreDeterΣ(u) to denote the set of core determinants of u w.r.t. Σ.

Intuitively speaking, a core determinant of u is a minimum set of nodes, which
intersects with every σ-determinant of u for every nontrivial σ∈Σ+.

Example 6. Consider the XML document and FDs given in Fig. 1. {v1�phone�},
{v1�zip�} and {v1�no�} are determinants of v1�city� w.r.t. σ1, σ2 and σ3 re-
spectively; and the set {v1�phone�, v1�zip�, v1�no�} is the core determinant of
v1�city�. {v2�no�} is the determinant of v2�phone� w.r.t. σ3, and is the core de-
terminant of v2�phone�. ��
A core determinant of u is computed as follows. (a) We find all the nontrivial
FDs in Σ+ with u as a value node on the right side. The logical implication of
FDs is required to compute Σ+; it is with respect to the number of FDs in Σ,
and therefore is acceptable when dealing with Σ of a reasonable size. With a
given FD σ and a node u in the XML document T , it takes linear time in the
size of T (|T |) to check whether u is a value node of σ w.r.t. the right side path.
(b) We compute a minimum cover of the paths on the left side of these FDs, i.e.,
a minimum set of paths that intersects with at least one left side path for each
FD. This is irrelevant of |T |. (c) We get a core determinant of u by evaluating
the paths in the cover on T , with a time linear in |T |.

We can resolve the remaining violations by doing a limited number of value
modifications, based on the following finding.

Theorem 2. For every node w∈Cu, where Cu∈CoreDeterΣ(u) is a core deter-
minant of u, if there is a σ-determinant Y of w for some nontrivial FD σ, then
there exists a core determinant Cw∈CoreDeterΣ(w), such that (Cu∪{u})⊇Cw.

We provide a method to do value modifications without incurring new conflicts
in Algorithm 2. We continue to select remaining violating value node u (line 2)
and all the nodes in a core determinant Cu of u (line 3), and then modify the
values of all the selected nodes to fresh new values (line 4), until all the vio-
lations are resolved. The termination of Algorithm 2 is guaranteed by the fact
that no new violations will be introduced, since (a) we have changed values of
all the nodes in Cu to distinct fresh new values, and Cu intersects with every
σ-determinant of u; distinct values for the left side value nodes of σ guarantee
no violations, and (b) according to Theorem 2, for every node w ∈ Cu, Cu ∪ {u}
contains a core determinant of w. Thus, we have also assigned fresh new values
to every nodes in a core determinant of w; this will guarantee no new violations.
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Algorithm 2. Resolve-Remaining-Violations

input : An XML document T , a set Σ of FDs.
output: A modified document T , with all the violations fixed.

while there are FD violations in T w.r.t. Σ do1

pick a violating value node u from T w.r.t. Σ;2

let Cu be a core determinant of u;3

foreach node w∈(Cu∪{u}) do val(w) := gen new value();4

// it guarantees that no new violations will be introduced

endw5

We give our repair computing method. Given an inconsistent XML document
T and a set Σ of FDs, we compute a repair of T w.r.t. Σ in two steps. (a)
Algorithm 1 is used to fix the initial violations in T . (b) Algorithm 2 is applied
to the result of Algorithm 1, to resolve all the remaining conflicts. The correctness
and complexity of the method is stated as follows.

Theorem 3. With a given set Σ of FDs, the provided method computes a repair
of an XML document T w.r.t. Σ in polynomial-time in the size of the XML
document T (|T |). ��

6 Implementation

In this section, we present several techniques to improve our algorithms both in
the repair quality and in the running time.

(1) We employ an algorithm to find an approximation of the optimum ver-
tex cover of the initial conflict hypergraph. Since the size of each hyperedge is
bounded by a constant d only determined by the set of FDs, we use the layer
algorithm [17] for a d-approximation of the optimum cover.
(2) In Algorithm 2, we continually select violating nodes, and introduce fresh
new values to each selected node and all the nodes in one of its core determinants.
We use a greedy method to select the most cost-effective node v from the vertex
cover V C at each step: we select the node v with the smallest w(v)

nv
, where nv is

the number of violations involving v.
(3) We find that FD validations on the given XML document are the most
time-consuming procedures in our repairing method. In the construction of the
initial conflict hypergraph, with a FD σ= (P, P ′, (P1, . . . , Pn → Pn+1)), the
validation against σ is optimized as follows. (a) Under a context node, the target
nodes of σ are first clustered using a hash function on the values of their child
nodes matching paths P1, . . . , Pn. More specifically, for a context node v ∈ {�p�},
∀v1, v2 ∈ {v�P ′�}, if v1�Pi� ≡ v2�Pi� for all i ∈ [1, n], then the hash function will
put v1 and v2 in the same cluster. (b) Validations against σ are only done for
the target nodes in the same cluster.

FD validation is also required in the second step of our repairing approach,
because new conflicts may occur. We do the validation incrementally. (a) The
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target nodes whose child value nodes are modified in Algorithm 1 are identified,
and are re-clustered using the same hash function if the values of any child nodes
matching P1, . . . , Pn are modified. (b) For any comparison in a cluster, at least
one target node in the comparison should be an identified node in step (a).

7 Experimental Study

We next present an experimental study of our XML repairing algorithms. Using
both real-life and synthetic XMark [16] data, we conduct two sets of experiments
to evaluate (a) the effectiveness of our algorithm in terms of repair quality, and
(b) the efficiency and scalability of our algorithm in terms of running time.

7.1 Experimental Setting

(1) Real-life data. We scrape book information from three web sites: Google
Books, Amazon and Book Depository. By adjusting the searching keyword, we
get datasets of different sizes. For each book, we create FDs from the isbn node to
other child nodes of a book. There are many natural discrepancies between the
three sites. We assume that all the isbns are trusted, and books from different
sites are the same book if they have the same isbn. To resolve conflicts among
the three sites, we choose the value that the majority of the sites agree on; if no
such value exists, we pick the value from web sites in the order of Google Books,
Amazon and Book Depository. Note that with these rules, a deterministic “best”
merging result is available (though it is not seen by our algorithm, of course).
We denote this result as T , and refer to the original data taken from the web as
Tdirty because of its inconsistency. We then assign weights to the leaf nodes in
Tdirty as follows. (a) Google Books, Amazon and Book Depository are associated
with a weight 0.5, 0.4, 0.3, respectively. (b) Leaf nodes in Tdirty are assigned the
same weight as their original site, except the isbn nodes. (c) All the isbn nodes
are given a higher weight than other nodes.
(2) Synthetic data. We create XMark instances with different sizes, and consider
FDs expressing data semantics. The initial generated data is correct, referred to
as T . We then introduce noise to leaf nodes involved in FDs; with probability p
(the noise ratio) the value of a leaf node is replaced with another value, which is
guaranteed to cause a conflict. This inconsistent data set is referred to as Tdirty.
We call a node v “dirty” if the value of v is modified in Tdirty, otherwise we say
that v is “clean”. We randomly assign a weight w(v) in [0, a] for each dirty leaf
node v, and randomly select a weight w(v) in [b, 1] for each clean leaf node v.
Based on the assumption that a clean node usually has a slightly higher weight
than a dirty node, we set a = 0.4 and b = 0.6 in the experiments.
(3) Measuring repair quality. The repair found by the algorithm satisfies all the
FDs, but still may contain two types of errors: the noises that are not fixed,
and the new noises introduced in the repairing process. We extend the notions
of precision and recall [8] to measure repair quality, in terms of correctness
and completeness, respectively. The precision is computed as the ratio of the
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number of correctly repaired nodes to the number of nodes modified by the
repairing algorithm, and recall is the ratio of the number of correctly repaired
nodes to the number of total error nodes. The total error nodes are the “dirty”
nodes in Tdirty, and the correctly repaired nodes in the repair Trep found by the
algorithm are the modified nodes in Trep, which are “dirty” in Tdirty.

We have implemented all the algorithms in Java. All the experiments are run on
a PC with Intel Pentium Dual CPU E2140, 1GB RAM and Ubuntu Linux 9.10.
Each experiment is run five times and the average reading is recorded.

7.2 Experimental Results

Exp-1: Effectiveness in terms of repair quality. We evaluate the quality of
the repair that our repairing algorithm computes. The basic settings of synthetic
data in these experiments are an XMark instance of 30M size (|T | = 30M), 20%
noise ratio (p = 20%) and a set Σ of 5 FDs (|Σ| = 5). In each of Fig. 2(a),
Fig. 2(b) and Fig. 2(c), one parameter varies. The results demonstrate that our
repairing algorithm consistently computes a repair with good quality, i.e., with a
precision value > 80% and an even higher recall value. The values of recall are
high, which means that our algorithm can repair most of the introduced errors.
As indicated by the values of precision, some new errors may be introduced by
our algorithm.

Fig. 2(b) shows that the precision and recall decrease slightly with the in-
crease of p, as expected. In Fig. 2(c), we find that the increase of |Σ| also has a
negative impact on the repair quality. The reason is that our algorithm tends to
modify nodes involved in more FDs for a low cost repair, especially when the in-
terplay among FDs becomes complicated. However, these nodes may be “clean”
even if they are involved in many FDs. The repair quality improves when we
assign higher weights to those “clean” nodes by adjusting the weight bound b in
the settings (not shown in the figures).

We also evaluate our algorithm on real-life data, reported in Fig. 2(d). We
can see that the repair quality on real-life data is even better than that on the
synthetic data, since (a) the FDs on real-life data are in the form of keys, the
interactions of FDs are therefore relatively simple, and (b) the isbn nodes are
associated with a high weight, and hence, they are rarely modified in the repair.

Exp-2: Efficiency and Scalability. We evaluate the efficiency and scalability
of our algorithm on synthetic data, in the same setting as in Exp-1. In Fig. 2(e),
we fix p, |Σ|, and vary |T |. From the results we can see that the algorithm scales
well with |T |. To further analyze the results, we give the details of time compo-
sition in Fig. 2(f). The time to cover and modify the initial conflict hypergraph
and the time to modify values based on core determinants are omitted, because
they are trivial in the overall time. We find the following. (a) The overall time is
governed by the time to construct the initial conflict hypergraph. (b) The hash
based clustering technique helps the algorithm conduct FD validations, and it is
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Fig. 2. Experimental Results

critical to the scalability of the algorithm with |T |. (c) The re-validation signifi-
cantly takes less time than the initial one, which confirms that our optimization
based on incremental FD validation is efficient.

By varying p, Fig. 2(g) and 2(h) show the overall time and detailed time
composition, respectively. The results tell us that the algorithm is insensitive
to the increase of p. To better explain the results, we give the time of vertex
cover and value modification on the hypergraph in Fig. 2(i). The time increases



464 Z. Tan and L. Zhang

as expected because the conflict hypergraph becomes larger with increasing p,
but this time is still not very significant compared with the overall time. As
remarked earlier, the time of conflict hypergraph construction is the dominating
factor of the running time. The most expensive part of hypergraph construction
is the initial constraint validation, which is not sensitive to p. In light of this,
the algorithm scales well with p.

Fig. 2(j) and Fig. 2(k) show the impact of |Σ|. As expected, it takes more
time for our algorithm when new FDs are added in the experiments, and we can
see that the algorithm scales well with the increase of |Σ|.

Finally, the results for real-life data are reported in Fig. 2(l). Note that all the
FDs considered on real-life data are defined from isbn to other nodes. Therefore,
all of the hyperedges are generated by rule 1 of Definition 3. From the results
we find that the construction of the initial conflict hypergraph becomes far more
efficient if only this type of hyperedge exists.

8 Conclusions

We have proposed a framework for repairing XML data, and established the com-
plexity bounds on the optimum repair computing problem. We have also devel-
oped techniques to compute repairs, and experimentally verified their
efficiency and scalability. We are currently investigating the problem by incor-
porating more types of constraints, enriching the model with different repair
primitives, and studying the optimization techniques to improve our method.
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Abstract. Keyword search over XML documents has been widely stud-
ied in recent years. It allows users to retrieve relevant data from XML
documents without learning complicated query languages. SLCA (small-
est lowest common ancestor)-based keyword search is a common mecha-
nism to locate the desirable LCAs for the given query keywords, but the
conventional SLCA-based keyword search is for AND-only semantics. In
this paper, we extend the SLCA keyword search to a more general case,
where the keyword query could be an arbitrary combination of AND,
OR, and NOT operators. We further define the query result based on
the monotonicity and consistency properties, and propose an efficient al-
gorithm to figure out the SLCAs and the relevant matches. Since the
keyword query becomes more complex, we also discuss the variations
of the monotonicity and consistency properties in our framework. Fi-
nally, the experimental results show that the proposed algorithm runs
efficiently and gives reasonable query results by measuring the processing
time, scalability, precision, and recall.

Keywords: keyword search, XML, Smallest LCA, NOT semantics.

1 Introduction

XML is a standard format for presenting and exchanging the information in the
World-Wide-Web, and thus the requirement of getting information from XML
documents is raised. Keyword search is a widely-used approach to retrieve mean-
ingful information from XML documents, which does not require the knowledge
of the XML document specification and the XML query language [14]. Many
keyword search mechanisms are based on the lowest common ancestor (LCA)
concept to identify the desirable subtrees. The LCA of a set of query keywords
refers to the node that contains every keyword at least once in the subtree rooted
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Fig. 1. A sample XML tree

Table 1. Sample keyword queries with NOT operators

Q1 Subject ∧ 101 ∧ !Monday
Q2 2010 ∧ Subject ∧ 101 ∧ !Monday
Q3 Course ∧ (101 ∨ 103) ∧ (! Friday ∨ !Math)

at this node. The SLCA keyword search was further proposed by Wu and Pa-
pakonstantinou [10]. A node n is said to be an SLCA node if: (i) n is an LCA
node, and (ii) none of n’s children are also the LCA nodes. Take Figure 1 as an
example. It displays a sample XML tree, which describes the school’s course in-
formation in year 2010, and each node is assigned a unique Dewey number. The
SLCAs of querying (Subject, Friday) will be nodes 1.2.2 and 1.2.3. However, the
original SLCA-based keyword search is for AND-only semantics. Sun et al. [8]
then provided a solution to process more general keyword search queries which
support any combination of AND and OR boolean operators. For instance, the
keyword query could be (Subject ∧ (Monday ∨ Friday)), where “∧” and “∨”
represent AND and OR operators respectively. Since its semantics is to search
the subjects which are held on Monday or Friday, the SLCAs are now nodes
1.2.1, 1.2.2, and 1.2.3.

Liu and Chen [7] then proposed a concept contributor to determine the rele-
vant matches in the subtrees rooted at SLCAs. That is, only “important” nodes,
instead of the whole subtree, will be returned. In addition, their output also sat-
isfies both monotonicity and consistency properties, which capture a reasonable
connection between the new query result and the original query result after the
data or the query updates.

In this paper, we address the issue of identifying the relevant matches where
the keywords can be combined by AND, OR, and NOT operators. In AND-only
semantics, the node is qualified to be the LCA node if it contains every query
keywords under its subtree. For the query keyword with the NOT operator, it is
intuitive that the LCA node should not contain such keyword under its subtree.
For instance, consider query Q1 in Table 1, where the NOT operator is marked
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as exclamation “!” in the prefix of the keyword. It asks for the subjects that are
held in room 101 but not on Monday. We can see that totally two courses, nodes
1.2.1 and 1.2.4, are held in room 101. However, since the course of node 1.2.1 is
held on Monday, the desirable answer would be node 1.2.4. Nevertheless, based
on the intuitive definition of LCA, there may not exist any node to return in some
cases, even though there are desirable answers. Consider another example query
Q2, whose semantics is similar to that of Q1 but limited to year 2010. Observe
that only node 1 (School) contains the first three keywords under its subtree, but
it is not a qualified LCA since it also contains the undesirable keyword Monday.
Hence, the meaningful information, that is, the subtree rooted at node 1.2.4,
will not be returned. We further propose the definition of the masked LCA to
overcome this problem, and will have more details in Section 2.

In summary, the main technical contributions of this paper are as follows:

– We first define the SLCA and relevant match for the keyword query with
an arbitrary combination of AND, OR, and NOT operators. In addition, we
propose the idea of the masked LCA to process special cases such as Q2.

– We also give an efficient algorithm RELMN (RELevant Matches with NOT
semantics) to figure out the SLCA nodes and the relevant matches corre-
sponding to our definitions.

– We discuss the variations of the monotonicity and consistency properties
since these properties naturally become more complex for the keyword query
with NOT semantics.

– We have performed an empirical evaluation of the query result by measuring
the precision, recall, processing time, and scalability. The experiments show
that our algorithm works efficiently and gives reasonable query results.

The remainder of this paper is organized as follows. In Section 2, we deliver
the definitions of the SLCA nodes and the relevant matches for the query with
NOT semantics. Section 3 presents the RELMN algorithm that figures out all of
the relevant matches with NOT semantics. The variations of monotonicity and
consistency properties in our framework are discussed in Section 4. In Section 5,
we show the experimental studies with the metrics precision, recall, processing
time, and scalability. Related works and conclusions are given in Section 6 and
Section 7 respectively.

2 Basic Definitions

In this section, we define the SLCA nodes and the relevant matches for the
keyword query with NOT semantics. In our approach, the keyword query should
be first converted into CNF (conjunctive normal form). Hence, the clauses in
this paper are connected with the AND operators, and literals in the same clause
are supposed to be connected with the OR operators. Besides, the literal refers
to a given keyword, and is either positive or negative. The negative literal is
represented with the exclamation mark “!” in the prefix of the keyword.
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2.1 SLCA Nodes with NOT Semantics

As mentioned before, in AND-only semantics, a node is said to be an LCA node
of a query if it contains every keyword at least once under its subtree. Therefore,
it is reasonable and intuitive that the negative literals are “not” expected to be
the descendants of the LCA node. Namely, the positive literal is logically true to
node n if such keyword is contained in the subtree rooted at n, and the negative
literal is logically true to node n if n contains “no” such keyword under its
subtree. We formally define the concept of “satisfy” in the following:

Definition 1. [Satisfy]: Given a query Q = {c1 ∧ c2... ∧ cw}, ci (which consists
of several positive and negative literals) is logically true to node n if n contains
at least one positive literal of ci or does not contain at least one of the negative
literals of ci under its subtree. We also say that “node n satisfies clause ci”. �

Based on this definition, n is the LCA node of Q if n satisfies every clause of Q,
which is also stated as “n satisfies query Q”. Recall that there may not exist any
node to be the LCA for some queries such as Q2. To overcome this problem, we
further define the masked LCA (mLCA) as the relaxation response. The mLCA
of the query is a node that satisfies every pure positive clause, where a pure
positive clause refers to the clause that has no negative literals. By this relaxed
definition, a node whose descendants represent both the desirable information,
such as the subtree rooted at node 1.2.4, and the undesirable information, such
as the subtree rooted at node 1.2.1, will be kept for further processing. Moreover,
the masked SLCA (mSLCA) is an mLCA, and none of its descendants are also
mLCAs. Finally, we propose the following definition:

Definition 2. [SLCA]: A node is said to be an SLCA of query Q if: (i) n satisfies
Q, and (ii) none of n’s descendants satisfy Q. If no such node exists, the mSLCA
nodes are considered to be the SLCA nodes in our framework. �

2.2 Relevant Matches with NOT Semantics

Liu and Chen [7] defined the relevant matches under the subtree rooted at SLCA
nodes for the keyword query with AND-only semantics. We first describe their
original definitions and then define the relevant matches in our framework.

A node is a match if its tag name or the content contains a query keyword.
The descendant matches of a node n, denoted as n.dMatch, is a set of query
keywords, each of which has at least one match under the subtree rooted at n.
For simplicity, n.dMatch could also be seen as a bit array of size w, where w is
the number of keywords. Namely, the jth bit of n.dMatch is set to 1 if n contains
the jth keyword under its subtree. In addition, a node n1 will be considered as a
contributor if (i) n1 is itself or the descendant of a given SLCA, and (ii) n1 does
not have a sibling n2 such that n2.dMatch ⊃ n1.dMatch (pruning rule). The
main concept of the contributor is that if n2 contains richer information under
its subtree than n1 does, n1 should be pruned by n2. Finally, node n is considered
relevant if every node on the path from n up to an SLCA t is a contributor, and
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the query result for a query over the XML tree is defined as (t, M), where M is
the set of relevant matches (including value children, if any) under the subtree
rooted at an SLCA t.

Example 1. Consider Q = (2010) ∧ (Math) ∧ (Friday). Node 1 (School) is
the only SLCA node. Besides, the dMatch value of nodes 1.2.1, 1.2.2, and 1.2.3
are “010”, “100”, and “110” respectively. Note that the first keyword (2010) is
mapped to the right-most bit, and so on. By the definitions mentioned above,
nodes 1.2.1 and 1.2.2 are pruned by node 1.2.31, and those descendants of the
pruned nodes are also skipped. Therefore, the relevant matches is the node list
[1, 1.1, 1.1.1, 1.2, 1.2.3, 1.2.3.1, 1.2.3.1.1, 1.2.3.2, and 1.2.3.2.1]. �

In our framework, we modify the pruning rule of the contributor as follows:

Definition 3. [Pruning Rules]: Let n.C be the set of clauses that is satisfied by
node n, and n.P (n.N) be the set of positive (negative) literals that is contained
under the subtree rooted at n. Node n2 will be able to prune node n1 if n2

satisfies the following three rules: (1) n2.C ⊃ n1.C, (2) n2.P ⊇ n1.P , and (3)
n2.N ⊆ n1.N (referred to as Rules 1, 2, and 3). �
Obviously, Rule 1 inherits from the original pruning rule. Rules 2 and 3 are added
because if n1 has more positive literals than n2 or has less negative literals than
n2, it might contain desirable information to the users. Moreover, note that
except for the pruning rules, the definitions of contributor, relevant match and
query result in our framework are identical to the original ones.

3 The RELMN Algorithm

We propose an efficient algorithm RELMN to search the SLCAs and the relevant
matches for the keyword query with an arbitrary combination of AND, OR, and
NOT operators. We first give some more definitions, and then illustrate the
algorithm in detail.

3.1 Definitions

The match in our framework refers to a node whose tag name or value equals
to a positive literal or a negative literal. The match tree of a node n, denoted as
mTree(n), consists of the nodes along the path from each match (including its
value child, if any) up to the node n.

Given a query Q without any pure positive clause, all the leaf nodes which
do not match any negative literal would satisfy Q, and thus will be returned
according to our definition. For instance, given a query (!Monday) ∧ (!101), all
the leaf nodes except for nodes 1.2.1.2.1, 1.2.1.3.1, and 1.2.4.3.1 are the relevant
matches. On the contrary, if Q has at least one pure positive clause, the SLCA
nodes are guaranteed to be in mTree(root), where root is the root of the whole

1 Given two nodes n1 and n2, n2 prunes n1 if (i) n2.dMatch > n1.dMatch and (ii)
bitwise AND(n1.dMatch, n2.dMatch) = n1.dMatch, which can be done in O(1).
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XML tree. Since the query without any pure positive clause is easier to deal
with, we assume there exists at least one pure positive clause in this paper.
Therefore, we construct mTree(root) first, because it helps to figure out the
relevant matches efficiently.

We then discuss how to achieve the pruning rules defined in Definition 3. As
shown in Example 1, the bit array can efficiently implement the pruning rule. We
therefore continue to adopt this data structure. For each node n ∈ mTree(root),
we use bit arrays C-array, P-array, and N-array to implement n.C, n.P , and
n.N . The C-array of n is a bit array of length w bits, where w is the number
of clauses. The ith bit of C-array is set to 1 if n satisfies the ith clause of the
keyword query. The P-array of n records the occurrences of the positive literals
in mTree(n), and its length equals to the number of distinct positive literals.
The jth bit of the P-array is finally set to 1 if n contains the jth positive literal
under its subtree. The N-array of n is similar to the P-array, but takes negative
literals into consideration only.

Example 2. Consider Q3 in Table 1. The positive literals are {Course, 101,
103}, and the negative literals are {!Friday, !Math}. Thus, the bit numbers
of P-array and N-array are 3 and 2 respectively. Recall that the literals are
numbered from left to right, and the first bit is the right-most bit in this paper.
Hence, the P-arrays of nodes 1.2.1 and 1.2.3 are “011” and “101”, and their
N-arrays are “10” and “11”, respectively. Moreover, node 1.2.3 does not satisfy
the third clause of Q3 because both Friday and Math appear in its subtree,
and thus its C-array is “011” while the C-array of node 1.2.1 is “111”. �
To produce the final correct C-arrays, each node is associated with one more bit
array B-array. Given a keyword query of w clauses, every node needs w blocks,
and each block corresponds to a specific clause. The block is a bit array and is
composed of several (or zero) “negative bits” and one (or zero) “positive bit”.
Suppose block blk corresponds to clause c. It will consist of k negative bit(s) if c
has k negative literal(s). On the other hand, if c has at least one positive literal,
blk also needs one positive bit. Otherwise, blk needs no positive bit. Specifically,
every negative literal corresponds to a specific negative bit, but all the positive
literals in the same clause share a common positive bit. Such design corresponds
to the concept of satisfaction given in Definition 1. The B-array for each node
will consist of the blocks of all the clauses, and all the negative bits are initialized
as 1 and the positive bit is initialized as 0. We then give an example to show the
initial state of B-array.

Continue Example 2. The first clause c1 (Course) of Q3 has only one positive
literal, and thus its corresponding block is initialized as “0”. The second clause
c2 has two positive literals. Since all the positive literals share the common
positive bit, its corresponding block is also initialized as “0”. The third clause
c3 has exactly two negative literals and has no positive literal, and thus its
corresponding block is initialized as “11”. Besides, the blocks are displayed from
right to left in the figure. Hence, the B-array of each node in mTree(root), as
shown in Figure 2 (a), is initialized as “11 0 0”.
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Fig. 2. The B-arrays of query Q3

3.2 Algorithm

The pseudo code of Algorithm RELMN is shown in Figure 3. Given a keyword
query with an arbitrary combination of AND, OR, and NOT operators, we
convert the keyword query into CNF in line 1. To initialize the B-array, P-array,
and N-array for each node in mTree(root) (in line 2), we first retrieve the match
lists from the B-tree index, where the key of the B-tree index is the query keyword
and its associated value is all the matches sorted by their Dewey numbers of this
query keyword. Then we construct and initialize every node along the path from
each match up to the root. Next, we iteratively process the literals of each clause
in lines 3 to 8. If the literal is positive, we call Procedure SetPositive; otherwise,
we call Procedure SetNegative.

In Procedure SetPositive, let l be the currently active literal, and m be the
match of l. Besides, suppose l corresponds to the ith bit of B-array and the jth

bit of P-array. For each node n from m up to root, if the ith bit of n.B and
the jth bit of n.P are both 1 (in line 17), it implies that another match of l
has already visited node n (including n’s ancestors). Therefore, we can quit the
SetPositive procedure. On the contrary, if line 17 is not active, we then set the
ith bit of B-array and the jth bit of P-array to 1. Procedure SetNegative is quite
analogous to SetPositive. The primary difference is to set the ith bit of B-array
to 0 at each iteration. Furthermore, we only need to check n.B[i] (in line 27) to
determine whether n is visited or not, because every negative literal has its own
negative bit in B-array. The next example shows how these two procedures work.

Example 3. Consider the second literal “103” in the second clause of Q3. It is
a positive literal and has only one match (node 1.2.3.3.1). Since it corresponds to
the second bit of B-array and the third bit of P-array, these two bits of each node
in the node list [1.2.3.3.1, 1.2.3.3, 1.2.3, 1.2, 1] are set to 1. Take another literal
as an example. Consider “!Friday” in the third clause of Q3, which corresponds
to the third bit of B-array and the first bit of N-array. “Friday” has two matches
1.2.2.2.1 and 1.2.3.2.1. In the loop of the former match, we iteratively set the
third bit of B-array of each node in the node list [1.2.2.2.1, 1.2.2.2, 1.2.2, 1.2, 1]
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Input: A query input query with arbitrary 
combination of AND, OR, and NOT 
operators 

Output: All of the relevant matches 
Global Variable: Result← empty 

  
RELMN(query) 

1: Q← convert query into CNF 
2: initialize the mTree(root) of Q
3: for each clause c of Q do
4:    for each literal l in c do 

/* suppose l maps to ith bit of B-array */ 
5:       if l is positive then 

/* suppose l maps to jth bit of P-array */
6:          SetPositive(i, j) 
7:       else 

/* suppose l maps to jth bit of N-array */ 
8:          SetNegative(i, j) 
9: convert B-array to C-array for each node 

10: FindSLCA(root) 
11: if Result = empty then
12:    FindMaskedSLCA(root) 
13: for each node n � Result
14:    SearchRelevant(n) 

SetPositive(i, j) 
15: for each match m of l do
16:    for each node n from m up to root do
17:       if n.B[i] = 1 and n.P[j] = 1 then
18:          return 
19:       set the ith bit of n.B to 1 
20:       set the jth bit of n.P to 1 

SetNegative(i, j) 
21: for each match m of l do
22:    for each node n from m up to root do
23:       if n.N[j] = 0 then 
24:          return 
25:       set the ith bit of n.B to 0 
26:       set the jth bit of n.N to 1 

FindSLCA(n) 
27: slca← 0 
28: for each child nc of n do
29:    slca ← slca + FindSLCA(nc) 
30: if n satisfies every clause then
31:    if slca = 0 then 
32:       Result = Result ��{n}  
33:    return 1 + slca
34: return slca 

FindMaskedSLCA(n) 
35: mslca← 0 
36: for each child nc of n do
37:   mslca ←mslca + FindMasked- 

SLCA(nc) 
38: if n satisfies every pure positive 

clause then
39:    if mslca = 0 then 
40:       Result = Result � {n} 
41:    return 1 + mslca
42: return mslca 

           SearchRelevant(n) 
43: if IsContributor(n) = true then
44:   output n /* n is relevant */ 
45:   for each child nc of n do
46:      SearchRelevant(nc) 

  IsContributor(n) 
47: if n is the SLCA node then
48:    return ture
49: for each sibling ns of n do 
50:    if ns.C ⊃ n.C and ns.P ⊇ n.P 

and ns.N ⊆ n.N then
51:    return false
52: return true

Fig. 3. The RELMN algorithm

to 0, and set the first bit of N-array of each node to 1. For the latter match, each
node in the node list [1.2.3.2.1, 1.2.3.2, 1.2.3] is treated as the previous ones.
And we can quit Procedure SetNegative since the first bit of N-array of node
1.2 is set to 1. �
Once the processing of all matches of a given clause c is done, node n ∈
mTree(root) satisfies c if and only if the bits of n.blk are not all zero, where
n.blk is the corresponding block of c in node n. Therefore, the final state of
the B-array is converted into C-array for each node when the setting of all the
literals are done (in line 9). As Figure 2 (b) indicates, only nodes 1.2.1 and 1.2.4
satisfy all three clauses, and clearly they are the SLCA nodes of query Q3 since
they do not have any descendant nodes that also satisfy every clause. We then
call FindSLCA, which traverses the nodes in postorder, to find the SLCA nodes
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(in line 10). If line 31 of FindSLCA is active, it indicates that none of n’s descen-
dants satisfy the query. Therefore, n is an SLCA node. Furthermore, if variable
Result is empty in line 11, meaning that none of the nodes satisfy the keyword
query, we further search mSLCA nodes by Procedure FindMaskedSLCA. The
main difference is that it considers pure positive clauses only (in line 38). At
the final step, Procedure SearchRelevant(n) traverses the tree in preorder and
identifies all the relevant matches of mTree(n) by Procedure IsContributor. If
n is an SLCA node, it is guaranteed to be a contributor since it has no sibling
(in line 47). If there exists n’s sibling ns which satisfies the pruning rules (in
line 50), n will be pruned by ns.

3.3 Time Complexity

Now we analyze the time complexity of RELMN. Given a query Q = c1∧c2...∧cw,
let |Mi| denote the number of total matches of ci, where 1 ≤ i ≤ w. Besides, let
d be the maximum depth of the XML tree and |M | = Σw

i=1|Mi|.
The initialization of mTree(root) takes O(d|M |) time since the arrays of each

node could be initialized in constant time. Besides, the setting of ith bit and
jth bit in Procedures SetPositive and SetNegative can be done in constant
time since it is determined when we parse and analyze the query keywords.
Hence, it takes O(d|M |) time to complete lines 3 to 8. In line 9, the conversion
takes totally O(d|M |·w) time, because it takes O(|w|) time to convert B-array
into C-array for each node. The FindSLCA and FindMaskedLCA procedures
visit every node n in mTree(root) exactly once, and determine whether n is
the SLCA node or not in constant time when C-arrays are constructed. Clearly,
both of these procedures take O(d|M |) time. The number of the nodes vis-
ited by Procedure SearchRelevant is bounded in O(d|M |) too. However, the
IsContributor procedure takes O(b) time to check each of n’s sibling where b is
the number of n’s siblings. Let bi denote the number of siblings of node ni in
mTree(root), and suppose the number of the total nodes of mTree(root) is z.
Procedure SearchRelevant takes O(Σz

i=1bi) time to visit every node and deter-
mine whether it is a contributor or not. In total, the time complexity of RELMN
is O(d|M | · w) + O(Σz

i=1bi).

4 Properties of Monotonicity and Consistency

We discuss the variations of the monotonicity and consistency properties under
NOT semantics in this section. In short, the monotonicity property describes
how |SLCA| varies with respect to data updates and query updates, and the
consistency property describes how the relevant matches vary when the data or
the query updates. Our pruning rules will make the query results satisfy these
properties presented in this section, but the proofs are omitted due to space
limitation. In the following, we deliver the modified properties and the examples.

Property 1. [Data Monotonicity]: After a new node n is added to the XML
tree, |SLCA| should be monotonically increasing if n matches a given positive
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literal. On the contrary, if n matches a given negative literal, |SLCA| should be
monotonically decreasing.

For example, given query Q = (Friday) ∧ (Math). If we add a new node
1.2.2.1.2 (Math) as the sibling of node 1.2.2.1.1, then |SLCA| changes from 1 to
2. The next example which concerns negative literals is Q′ = (Days)∧ (Math)∧
(!102). If we add a new node 1.2.1.3.2 (102) as the sibling of node 1.2.1.3.1, then
|SLCA| changes from 2 to 1 after the node insertion. �
Property 2. [Query Monotonicity]: If we add a new literal, either positive or
negative, into an existing clause, |SLCA| should be monotonically increasing.
In the opposite, if we add a new literal as a new clause, |SLCA| should be
monotonically decreasing.

Consider query Q = (Days) ∧ (Math) ∧ (!103). Node 1.2.1 is the only SLCA
node. If we add “Chemical” into the second clause, Q′ = (Days) ∧ (Math ∨
Chemical)∧ (!103), |SLCA| becomes 3 since nodes 1.2.2 and 1.2.4 become new
SLCA nodes. Consider query Q∗ = (101 ∨ 102) ∧ (Chemical). If we add a new
clause “Friday” as the third clause, Q′∗ = (101 ∨ 102)∧ (Chemical) ∧ (Friday),
|SLCA| changes from 2 to 1 since node 1.2.4 is no longer an SLCA node. �
Property 3. [Data Consistency]: Let R denote the set of query results of a
given query over the XML tree, and R′ denote the set of query results after data
updates or query updates. Delta result tree δ(R, R′) is defined as R′ − R which
results δ(R, R′) ∩ R = ∅ and δ(R, R′) ∪ R = R′. Suppose δ(R, R′) is rooted at
n1, and n2 prunes n1 before the insertion of node n. If n is the descendant of
n1, then n must match a given positive literal. If n is the descendant of n2, then
n must match a given negative literal.

Consider query Q = (2010)∧ (Subject)∧ (102)∧ (!Friday). Node 1.2.3, which
is originally pruned by node 1.2.1, becomes a contributor if we add a new node
1.2.3.3.2 (102) as the sibling of node 1.2.3.3.1, because the newly added node
makes node 1.2.3 break Rules 1 and 2. Another example is that if we add a new
node 1.2.1.2.2 (Friday) as the sibling of node 1.2.1.2.1 instead of adding node
1.2.3.3.2 (102), it would make node 1.2.1 satisfy fewer clauses. Therefore, node
1.2.3 is no longer pruned by node 1.2.1 since Rule 1 is broken. �
Property 4. [Query Consistency]: Suppose the definitions of the nodes n1 and
n2 are the same as those in Property 3. The property of query consistency in
our framework could be classified into two cases, too. In the first case, if we add
a new positive literal l into the keyword query, there must exist a match of l
in the subtree rooted at n1. In the second case, if the newly added literal l is
negative, mTree(n2) must contain a match of such negative literal.

For example, consider Q = (2010) ∧ (Friday) ∧ (Math). We know that node
1.2.3 may prune node 1.2.1. If we add “Monday” into the second clause, that is,
Q′ = (2010) ∧ (Friday ∨ Monday) ∧ (Math), node 1.2.1 becomes a contributor
since Rules 1 and 2 are both broken. Consider another query, Q′′ = (2010) ∧
(Friday) ∧ (Math) ∧ (!103), where we add “!103” as a new clause instead of
adding “Monday” into the second clause. Node 1.2.1 may not be pruned by
node 1.2.3 since Rules 1 and 3 are both broken. �
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Table 2. Test queries for Reed College and Baseball

Reed College Baseball
QR1 title ∧ (M ∨ W) ∧ 01:00PM QB1 Indians ∧ Relief Pitcher ∧ surname
QR2 room ∧ Love in Shakespeare ∧ !02:40PM QB2 (Indians ∨ Tigers) ∧ starting pitcher ∧ surname
QR3 subj ∧ 04:00PM ∧ !T ∧ !W QB3 player ∧ !starting pitcher ∧ !relief pitcher ∧ home runs
QR4 subj ∧ !T QB4 Yankees ∧ !starting pitcher ∧ !relief pitcher ∧ home runs
QR5 subj ∧ room ∧ 301 ∧ !M QB5 player ∧ home runs ∧ 35
QR6 title ∧ F ∧ (ANTH ∨ BIOL) ∧ !09:00AM QB6 !Yankees ∧ second base ∧ home runs
QR7 instructor ∧ CHEM ∧ !M ∧ 01:10PM QB7 West ∧ !Mariners ∧ Trevor ∧ position
QR8 instructor ∧ CHEM ∧ M ∧ 01:10PM QB8 National ∧ !West ∧ team name

5 Experimental Evaluation

We have performed several experiments to evaluate the effectiveness and the
efficiency of the proposed algorithm. The measurements include precision, recall,
processing time, and scalability. The RELMN algorithm is implemented in C++
with the environment of Visual Studio 6.0 on Windows XP. We applied four data
sets to perform the experiments. They are DBLP, Treebank e, Reed College, and
Baseball, and the data sizes are 127MB, 82MB, 277KB, 1.01MB, respectively.
The first three data sets can be downloaded from [12], and the last one (Baseball)
is available in [11]. In addition, another B-tree index is built to answer the tag
name or value by a specific Dewey number. That is, the key is the Dewey number
of a given node, and the associated value is its tag name or value. Both indices
(the first B-tree index is introduced in Section 3.2) are implemented based on
the Oracle Berkeley DB.

5.1 Precision and Recall

The test queries used for the experiments discussed in this subsection are listed
in Table 2. The precision and recall of the Reed College data set is displayed
in Figure 4. The query could consist of any arbitrary combination of AND,
OR, and NOT operators. Observe that the proposed algorithm usually provides
reasonable query results. Take query QR3 for example. We want to search the
subject of the courses which start at 04:00PM but not on Tuesday or Wednes-
day. There are totally eight courses that start at 04:00PM. Two of them are
on Tuesday and three of them are on Wednesday. Since Algorithm RELMN
returns the subject of the remaining three courses, the precision and recall of
QR3 are both 100%. On the other hand, the semantics of QR4 is to search the
subjects that are not held on Tuesday. Refer to Figure 6 (a), which shows the
portion of the Reed College XML tree. Observe that every node with “subj”
is the SLCA node of QR4. Because each of them has only one value child that
describes the name of the subject, and thus satisfy “!T ”, the precision is there-
fore imperfect. This situation could be improved by changing the query. Let
QR′

4 = (subj) ∧ (days) ∧ (!T ), which has an extra clause “days” than QR4.
Though semantics of QR′

4 stay the same, it gets 100% precision. Figure 5 dis-
plays the precision and recall of the Baseball data set. Recall that if none of
the nodes satisfy the keyword query, the mSLCA nodes would be considered as
the SLCA nodes. QB4 is one of such cases. Its semantics is to search the home
runs of non-pitcher players in Yankees team, and it gets perfect precision and
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Fig. 5. Precision and recall of the Baseball data set

recall by RELMN. On the other hand, the precision and recall are also affected
by ambiguous keywords. For example, the semantics of QB5 is to find the players
who hit 35 home runs in 1998. However, “35” is also an ambiguous keyword since
many entries (walks, errors, etc) may also be 35. Hence, QB5 has a low precision.
Besides, QB8 also gets low precision and recall since “West” could be the player’s
surname and the league’s division name.

Though our approach answers desirable query results for most cases except
for ambiguous keywords, it still has room to be improved. Consider query QR2.
Its semantics is to ask the classroom of the course with the title “Love in Shake-
speare” which does not start from 2:40PM. There is only one course titled “Love
in Shakespeare” in the whole XML tree, and the course starts from 2:40PM.
Namely, the reasonable answer should be empty. But in our approach, the sub-
tree rooted at the course of “Love in Shakespeare” will be returned, and thus
we get poor precision and recall for QR2. Consider query QB6, its semantics
is to search the home runs of the second base player except for Yankees team.
The portion of the Baseball XML tree is shown in Figure 6 (b). We can see that
the node of Yankee’s second base player satisfies QB6 which is not a desirable
node to the semantics of QB6. However, such node is still being returned in our
approach, and thus causes an imperfect precision.

Fig. 6. Portions of the XML trees
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Fig. 7. Processing time on the DBLP and Treebank e data sets

Table 3. Statistics of test queries of DBLP and Treebank e

DBLP Treebank e
Min fre. Max fre. Total fre. Output size Min fre. Max fre. Total fre. Output size

QD1 984 112K 137K 2.0K QT1 74 187K 236K 0.7K
QD2 984 112K 151K 21.6K QT2 74 187K 321K 92K
QD3 984 112K 161K 0.3K QT3 74 187K 350K 12
QD4 984 112K 168K 1.8K QT4 74 187K 363K 101K
QD5 112K 114K 338K 172K QT5 306 154K 202K 82K
QD6 17.4K 20.5K 57K 19K QT6 306 154K 219K 47K
QD7 5.9K 6.4K 18K 0.6K QT7 306 154K 227K 2.1K
QD8 1.9K 2.0K 5.9K 6.2K QT8 306 154K 233K 47K

5.2 Processing Time and Scalability

The processing time was measured on a 1.67GHz dual-core CPU with 1.5GB
RAM, and the cache size of Oracle Berkeley DB was set to 1.0 GB. Besides, each
query was executed three times, and we computed the average processing time
of the last two times. The experiments are based on the DBLP and Treebank e
data sets. Each processing time is divided into two parts. The first part (lower
part) represents the cost of constructing the match tree and searching the SLCA
nodes, and the second part (upper part) represents the cost of determining the
contributors and outputting the query results. Table 3 displays the statistics of
the test queries, in which “total frequency” denotes the sum of the numbers of
all matches, and “output size” denotes the number of all relevant matches. For
the first four input queries (QD1 to QD4) of the DBLP data set, we kept the
minimum and maximum frequencies of literals constant, and varied the number
of clauses (3 to 6). Each clause has exactly one literal with random positive or
negative. For QD5 to QD8, the number of clauses is fixed as 3, and the minimum
and maximum frequencies are close. As in the previous scenario, each clause has
exactly one positive or negative literal.

The processing time of QD1 to QD8 is shown in Figure 7 (a). We can see that
the cost of the first part is roughly in linear proportion to the total frequencies
of all literals. The cost of the second part mainly depends on the number of
relevant matches. Another factor to influence the cost of the second part is the
determination of contributors. For example, the numbers of relevant matches of
QD7 and QD8 are not very large, but the costs of their second parts are especially
high. The reason is that each of them has only one SLCA node, and the number
of the children rooted at the SLCA node is pretty large. Therefore, to determine
the contributors, each child of the SLCA node has to check all of its siblings.
The processing time of the Treebank e data set is shown in Figure 7 (b). We
selected the Treebank e data set because it has an extraordinary depth which is
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Fig. 8. Scalability of the Reed College and Baseball data sets

much larger than general data sets. The scenario of QT1 to QT4 is quite similar
to that of QD1 to QD4. Namely, the numbers of the clauses are from 3 to 6, and
each clause has one positive or negative literal. The numbers of clauses of QT5 to
QT8 are from 2 to 5, where each clause has exactly two literals, and the literals
are randomly set to positive or negative too. Overall, the analysis of processing
time is similar to that of the DBLP data set.

Finally, the scalability of RELMN was tested with different data sizes. We
selected the Reed College (277K) and Baseball (1.01M) data sets as the data
sources. We then duplicated the content and gave a unique tag name as the root
of the whole contents. The test queries are specified in Table 2, and the result
is depicted in Figure 8. We can see that the processing time is broadly in linear
proportion to the data size for each of the query input, which is satisfiable.

6 Related Works

The primary task of keyword search over XML documents is to figure out mean-
ingful subtrees, each of which contains the query keywords at least once. The
LCA-based strategy is commonly used to define the query result [2][4][9][10].
Since the nodes under the subtree rooted at a given LCA may not all be
meaningful, some researchers further defined the relevant nodes related to the
LCA [1][3][5][6][7]. In addition, because of the widespread use of XML data, the
INitiative for the Evaluation of XML retrieval (INEX) [13] provides a coordi-
nated effort to promote the evaluation of content-based XML retrieval.

We next discuss the performance and time complexity of some representative
algorithms in the following. Given a keyword query Q = {k1, k2, ..., kw} with w
keywords, let Mi denote the sorted match list of keyword ki, and |Mi| denote the
frequency of ki. Without loss of generality, suppose |M1| is the minimum one and
|Mw| is the maximum one. The ILE (Indexed Lookup Eager) algorithm, which
was proposed by Wu and Papakonstantinou [10], runs in O(wdM1logMw) time
to determine the SLCA nodes, where d is the maximum depth of the XML tree.
They also gave another algorithm SE (Scan Eager) which runs in O(Σw

i=1Mid)
time. The ILE algorithm performs better when |Mw| is much larger than |M1|
since it adopts a binary search strategy to quickly locate the right-most and
left-most nodes of the given node. The SE algorithm scans all the matches of
keywords exactly once, so it is a good choice when the maximum frequency and
the minimum frequency of the keywords are close.
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7 Conclusions

The contribution of this paper is to propose an extension of searching relevant
matches with NOT semantics. Our algorithm RELMN is mainly based on detect-
ing the positive and negative literals under the subtree rooted at SLCA nodes.
We also discuss the variant properties of monotonicity and consistency since they
become more complex if OR and NOT operators are allowed. In addition, the
experimental results show that the proposed algorithm runs efficiently and gives
reasonable query results by measuring the processing time, scalability, precision,
and recall. As part of our future work, we intend to improve the effectiveness for
keyword query with NOT semantics, such as the QR2, QB6, and QB7 cases in
Table 2.
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Abstract. In this paper, we study the problem how to efficiently eval-
uate a set of contained rewritings on materialized views. Previous works
focused on how to find a set of contained rewritings given a view and
a query, but did not address how to evaluate the rewritings on mate-
rialized views. To evaluate a potential exponential number of contained
rewritings, we design two algorithms, a basic algorithm and an optimized
algorithm. Both algorithms are built on the observation that the expo-
nential number of contained rewritings are actually composed by a linear
number of component patterns. In the optimized algorithm, we further
design four important pruning rules and several heuristic rules that can
effectively reduce the number of component patterns we need to evaluate.
The experiments demonstrate the efficiency of our algorithms.

1 Introduction

Answering queries using views refers to using previously defined and materialized
views to answer new queries in order to save the cost of accessing the large
underlying database. With the prevalence of XML technologies, answering XML
queries using XML views has caught the attention of both researchers and system
designers, and is believed as a promising technique in web and XML database
applications. Since XPath serves as the core sub-language of the major XML
languages such as XQuery, XSLT, we focus on answering XPath queries using
XPath views.

There are two rewriting schemes to answer XPath queries with materialized
XPath views: equivalent rewriting [1] and maximal contained rewriting [2]. We
explain them formally as follows: given an XPath query q, an XPath view v, and
an XML database T representing a large XML document, let the materialized
view of v on T be Tv = v(T ), to find an equivalent rewriting for q using v is to
find a compensation pattern qc such that qc(Tv) = q(T ). Meanwhile, the pattern
produced by merging the root node of qc with the answer node of v, denoted as
qc⊕v, is called an equivalent rewriting of q. Fig. 1(a) shows an example. v (/a/b)
is a view, q1 (/a/b/c) is a query, qc (b/c) is the compensation query, and ER is the

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 481–495, 2011.
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Fig. 1. Equivalent rewriting and Contained rewriting

equivalent rewriting of q1 using v. In some cases (like data integration scenarios),
a view may not answer a query completely, i.e. there does not exist an equivalent
rewriting for a query using a view, but it is still reasonable to efficiently give
users part of the query answers with the view. To this end, maximal contained
rewriting (MCR) is proposed to give the best effort to answer a query using a
view. Different from equivalent rewriting, maximal contained rewriting usually
requires to find a set of compensation patterns Qc = {qc1 , . . . , qci} satisfying
Qc(Tv) ⊆ q(T ), where Qc(Tv) = qc1(Tv) ∪ . . . ∪ qci(Tv), and there does not
exist another compensation pattern set Q′

c such that Qc(Tv) ⊂ Q′
c(Tv) ⊆ q(T ).

Each qcj ⊕ v (j ∈ [1, i]) is called a contained rewriting (CR) of q, and it can be
produced by merging the root node of qcj with the answer node of v, similar to
constructing an equivalent rewriting. Fig. 1(b) shows an example for a maximal
contained rewriting. q2 and v are the query and the view, {qc1 , qc2 , qc3 , qc4} are
the compensation patterns, and {CR1, CR2, CR3, CR4} are the CRs.

The previous work [2] has examined, given a query q, a view v, how to find
an MCR {qc1 ⊕v, · · · , qci ⊕v} for q using v. However, in many applications, such
as query caching, to find the MCRs is not the final goal, we need to evaluate
the MCRs on the materialized views. Back to our problem, we need to evalu-
ate the compensation patterns {qc1 , · · · , qci} on the materialized view of v, Tv.
Unfortunately, the set of compensation patterns of an MCR can be exponential,
because one compensation pattern corresponds to one contained rewriting, and
the number of contained rewritings may be exponential. As one can observe from
Fig. 1(b), the maximal contained rewriting consists of an exponential number
of contained rewritings due to the combination of patterns from different paths.
Although we can speed up the evaluation by discarding some redundant CRs (if
there are any) from an MCR set, in the worst case, we still have an exponential
number of CRs in an MCR, which means all the CRs are irredundant (like the
example we have given in Fig. 1). Here, a CR is called redundant with respect
to an MCR implying that answers produced by the redundant CR can be covered



Evaluating Contained Rewritings for XPath Queries on Materialized Views 483

by other CRs belonging to the MCR set. To tackle the challenge of evaluating
an exponential number of compensation patterns, an efficient scheme is highly
sought after.

To solve the problem, rather than naturally transform it into a multiple-
query optimization problem [3], we examine and utilize the unique feature of
this problem. Our observation is that the exponential number of compensation
patterns are composed by a linear number of subpatterns, i.e. a linear number
of subpatterns are shared among those exponential number of compensation
patterns. Therefore, taking advantage of the special structural characteristics,
we can solve the problem by evaluating only a linear number of patterns in the
worst case. Moreover, to do the evaluation more wisely, we develop a set of rules
and heuristics that can effectively exclude many useless patterns. We highlight
our contributions as follows:

– We are the first to investigate the problem of evaluating contained rewritings
on materialized views by considering the particular feature of the problem:
only a linear number of patterns need to be evaluated.

– We have proposed two algorithms, basic algorithm and optimized algorithm,
and both algorithms can be built inside an existing query evaluation engine
or in a middleware outside the query evaluation engine. This provides enough
flexibility to software developers.

– We have conducted extensive experiments to show the efficiency of our al-
gorithms. The optimized algorithm is very promising, benefiting from its
pruning rules and heuristics.

The rest of this paper is organized as follows. In Section 2, we will give some
notations and background knowledge. Then we give a basic algorithm in Sec-
tion 3. Important optimization techiques are unfolded in Section 4. We report
experiment results in Section 5. Related work and conclusions are in Section 6
and Section 7.

2 Preliminaries

We will first introduce XPath tree patterns to represent XPath queries, and
then introduce how to find contained rewritings (compensation patterns) using
pattern mapping from the query pattern to the view pattern.

2.1 XPath Tree Pattern

We consider a subset of XPath language featuring child axes (/), descendant axes
(//), branches ([ ]), denoted as XP {/,//,[]}. An XPath query q can be expressed
as a tree pattern (Nq, Eq, rq, dq), where

– Nq is the node set, and for any node n ∈ Nq, n has a label in an infinite
alphabet Σ, denoted as label(n);

– Eq is the edge set, and ∀e ∈ Eq, type(e) ∈ {/, //}. We use the term “pc-
edge”(“ad-edge”) to represent the type of an edge, “/”(“//”);
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– rq is the root node of the query; (If q starts with “/” or “//”, we add a
virtual root node with a unique label r, so that every query corresponds to
a unique tree pattern.)

– dq is the answer (also called distinguished or return) node of the query,
identified with a circle;

Similarly, an XPath view v can be expressed as a 4-tuple, (Nv, Ev, rv, dv). We
also define the following functions: (i) pc(n1, n2) holds if n1 is the parent node
of n2; (ii) ad(n1, n2) holds if n1 is an ancestor node of n2.

2.2 Useful Embedding

To rewrite an XPath query using a view, is to find the set of conditions that
are not satisfied on the view query, but may be satisfied under the distinguished
node of the view. The solution is to find an embedding from the query to the
view, and see whether the embedding is valid to produce a contained rewriting.
A valid embedding is called useful embedding. Embedding and useful embedding
are defined below.

Given a query q = (Nq, Eq, rq, dq) and a view v = (Nv, Ev, rv, dv), an embed-
ding is a mapping e : N ′

q → N ′
v, where N ′

q ⊆ Nq, N
′
v ⊆ Nv, satisfying:

– root preserving: e(rq) = rv;
– label preserving: ∀n ∈ N ′

q, e(n) ∈ N ′
v ∧ label(n) = label(e(n));

– structure preserving: ∀(n1, n2) ∈ Eq and n1, n2 ∈ N ′
q, if (n1, n2) is a pc-edge,

pc(e(n1), e(n2)) holds in v; otherwise ad(e(n1), e(n2)) holds in v;
– e is upward closed: if node n in Nq is defined by e (means n ∈ N ′

q), all
ancestors of n in Nq are defined by e. Namely, n ∈ N ′

q ⇒ ∀n′, n′ ∈ Nq and
ad(n′, n) holds in q, we have n′ ∈ N ′

q.

Not every node in Nq needs to be defined by e, and here N ′
q is the set of nodes

that are defined by e, N ′
q ⊆ Nq. An embedding implies that part of the condi-

tions of query q have been satisfied in the view v, so if the left conditions of q
(unembedded parts) are possible to be satisfied under the distinguished node of
the view, we will be able to use the view v to answer the query q. Such embed-
ding is called a useful embedding. Before giving the formal definition of useful
embedding, we give the definition of anchor node first. Given an embedding e,
for each unfully embedded path pathi of q, the last node on pathi that can be
embedded on or above dv is called an anchor node of embedding e with re-
spect to path pathi. An embedding is called a useful embedding, if both of the
following conditions hold:

1. every anchor node na satisfies either of (a), (b):
– (a) e(na) = dv;
– (b) ad(e(na), dv) holds in v and let nc be the child node of na on pathi

in q, (na, nc) is an ad-edge.
2. for the anchor node na on the distinguished path of q, either na = dq or

ad(na, dq) holds in q.
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The idea behind condition (1) is: unfulfilled conditions in q have the possibility
to be satisfied under dv in the view, which requires that an anchor node either
maps to dv (condition (a)) or the anchor node maps to an ancestor of dv and the
anchor connects its descendant with “//” on the corresponding path (condition
(b)). Condition (2) implies: the return node of q should not be mapped onto
a node above dv. For ease of understanding, we give an example to illustrate
embedding, useful embedding and anchor nodes. In Fig 2, e1 is an embedding,
but not a useful embedding, because its anchor node, the a-node, does not satisfy
either condition (1)(a) or (1)(b). While e2 is a useful embedding, both condition
(1) and (2) are satisfied by e2’s anchor nodes. To be specific, on path path1, the
anchor node b-node maps onto the distinguished node of the view v (satisfying
condition (1)(a)); on path path2, the anchor node a-node maps onto a node
above the distinguished node of the view, and a-node connects its successor
d-node on path2 with “//” (satisfying condition (1)(b)); the anchor node b-
node on the distinguished path path1 is above the distinguished node in the
query q (satisfying condition (2)). As a result, e2 is a useful embedding. The
corresponding CR produced by e2 is also given on the rightmost side of Fig. 2.
In the CR, b[//d]/c is called a compensation pattern to the view. In the following,
we will use clip-away tree (CAT) to represent compensation pattern in alignment
with a pioneer work [2].

We define another concept, component pattern: given a useful embedding, let
an be an anchor node in q with respect to some path and let ac be the immediate
successor of an on that path, we call such a constructed pattern a component
pattern: the pattern has a root node with label(dv), and the root node connects
qsub(ac) with the same type of edge as edge (an, ac), here qsub(ac) is the subpat-
tern in q rooted at node ac. A component pattern may be a predicate component
pattern (not containing node dq) or a distinguished component pattern (contain-
ing node dq). In the CR in Fig. 2, b[//d] is a predicate component pattern, b/c
is the distinguished component pattern. We will use p to denote a component
pattern, and P = {p1, · · · , pn} to denote a CAT, since a CAT usually contains
several component patterns fusing at the root.
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3 Basic Algorithm

We regard a materialized XPath view as a set of subtrees, whose roots have
the same label as the distinguished node of the view, obtained by matching the
view pattern to the base document. To evaluate a CAT on these trees, equals to
match the CAT pattern on each tree and combine the results. For simplicity, we
only consider one tree of the materialized view in this paper, for computation on
other trees are the same. After obtaining the CATs using useful embedding, the
problem turns to be: given a set of CAT queries (representing the compensation
patterns) and a materialized data tree Tv, how to efficiently evaluate the CAT
queries over the tree Tv. From the previous study, we know an MCR may consist
of an exponential number of CR queries, corresponding to an exponential number
of CATs, bounded by kl, where l is the number of paths in q (also the number of
leaf nodes), k is the maximum number of component patterns that are residing
on one particular path of q1. The naive method is to evaluate the exponential
number of CATs one by one, and union the final results. As a result, we need to
evaluate O(kl) CAT patterns.

However, if we consider the characteristics of the CATs, we are able to pro-
duce the same results by only evaluating up to min{|Nq| − 1, kl} component
patterns. The observation is that a CAT is composed by a number of component
patterns fusing at their roots, and one component pattern may be shared by a
few different CATs. To evaluate the CATs one by one on a materialized view will
result in repeated computation of the same component patterns. Although the
number of CATs is exponential, the number of component patterns is polyno-
mial. We now explain the bound min{|Nq|−1, kl} for the number of component
patterns: (1) Notice that component patterns share the same labeled root node,
and distinguish each other starting from the single child of the root, eg. in Fig. 2,
component patterns b[//d] and b/c share the same b-node, and distinguish each
other at the d-node and c-node. This observation implies that each node in Nq

(the node set of the query) except rq determines one possible component pat-
tern, and there are at most |Nq| − 1 component patterns. Meanwhile, kl is also
the bound for the number of component patterns, because there are at most k
component patterns on one path of query q, and there are l paths in the query q.
In consequence, the maximum number of component patterns min{|Nq| − 1, kl}
could be far less than the maximum number of CATs kl.

The idea of our basic algorithm, shown in Algorithm 1, is to break down
the CATs into component patterns, and evaluate the component patterns. As
a result, each component pattern is examined only once. We now introduce the
basic algorithm, and then develop some optimization techniques on the basic al-
gorithm in Section 4. We first evaluate all the predicate component patterns on
the materialized view Tv, and then, for each CAT P , if all the predicate compo-
nent patterns of P are satisfied on Tv, we evaluate the distinguished component
pattern of P on Tv and add the result into the final result set R. The basic

1 By a close examination, one can further find that k is bounded by the number of
nodes residing on the distinguished path from rv to dv in the view v.
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Algorithm 1. Basic Algorithm
Input: all CATs of rewriting q using v, a materialized view Tv

Output: the union of the result of evaluating all CATs on Tv

1: union predicate component patterns of each CAT;
2: evaluate all predicate component patterns on Tv;
3: R := φ;
4: for each CAT P such that ∀pi ∈ P , pi is predicate component pattern and

pi(Tv) = true do
5: evaluate the distinguished component pattern p̂ ∈ P ;
6: R := R ∪ p̂(Tv);
7: end for
8: return R;

algorithm can be regarded as an optimization of evaluating multiple CATs on
the materialized view by taking advantage of the special feature of CATs.

4 Optimizing Techniques

In this section, we first introduce four pruning rules and three heuristic rules to
optimize the basic algorithm, and explain the rationale behind these rules. Then
we give the outline of an optimized algorithm to illustrate how to effectively
combine these rules together.

4.1 Pruning Rules

In the Basic Algorithm, every component pattern is evaluated against the mate-
rialized view Tv. In fact, some component patterns may not need to be evaluated.
We now introduce several rules to prune them. In the following, when we say
component pattern p is satisfied on Tv, we mean: p(Tv) = true if p is a predicate
component pattern; or p(Tv) �= φ if p is a distinguished component pattern.

– Rule 1: If one component pattern p is not satisfied in the materialized
view, those CATs that contain p as a component pattern do not need to be
evaluated.

Example 1. In Fig. 3, if component pattern p3 is not satisfied2, we only need to
evaluate component patterns in CAT P3 and CAT P4, since p3 appears in CAT
P1 and CAT P2.

A CAT can be regarded as a conjunction of its component patterns, and each
component pattern is a condition. Any unsatisfied condition will prevent the
CAT from producing answers, no matter whether other component patterns are
satisfied or not.
2 Each component pattern should start with a c-node root, while we didn’t include

the c-node root into those dashed rectangles for the sake of the neatness of Fig. 3.
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Pruning Rule 2 is based on the following proposition:

Proposition 1. Let CAT1 and CAT2 be two CATs having the same distin-
guished component pattern, then, for any data tree T , either CAT1(T )=CAT2(T )
or one of CAT1(T ) and CAT2(T ) is empty.

Proof. The result of evaluating a CAT on a tree T is the same as the result
of evaluating the distinguished component pattern of the CAT on T , when all
predicate component patters of the CAT are satisfied on T , because the predicate
component patterns only serve as conditions imposed on T . Therefore, if another
CAT Q has the same distinguished component pattern as CAT P , then no matter
what predicate component patterns P and Q possess, if both P and Q have
answers on T , their answer sets will be the same. �
– Rule 2: If the answers of one CAT P are produced, other CATs having the

same distinguished component pattern as P do not need to be evaluated.

Example 2. In Fig. 3, if CAT P1 ={p1, p3} has been evaluated (implying p3(Tv) =
true), CAT P4 = {p1, p4, p5} can be discarded, since both CATs share the same
distinguished component pattern p1, no matter whether p1(Tv) is empty or not.

There are two other optimizing methods by taking advantage of component pat-
tern containment. This type of optimization is based on the fact that checking
pattern containment is usually more light-weighted than evaluating a pattern on
a materialized view, because view size is usually much larger than pattern size.
Here, we use c(p) to denote the set of component patterns that contain p, and
c(p) to denote the set of component patterns that are contained in p. In other
words, ∀pi(pi ∈ c(p) → p ⊆ pi) and ∀pi(pi ∈ c(p) → pi ⊆ p) hold. Contain-
ment relationship between a predicate component pattern and a distinguished
component pattern can also be determined after we transform the distinguished
component pattern into a boolean pattern by adding a uniquely-labeled child
node to the distinguished node and making the distinguished node no more
distinguished [4].
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– Rule 3: If a component pattern p is satisfied on the materialized view, then
any pattern in c(p) will be satisfied on the view.

Example 3. In Fig. 3, if p1 or p2 or p3 is satisfied, p4 can be induced to be
satisfied.

– Rule 4: If a component pattern p is not satisfied on the materialized view,
then any component pattern in c(p) cannot be satisfied on the view.

Example 4. In Fig. 3, if p4 is not satisfied, we know none of p1, p2 and p3 could be
satisfied, then all CATs P1, P2, P3, P4 do not have answers on the materialized
view.

All of the four rules introduced above try every means to prune some patterns,
and hence we can evaluate as fewer component patterns as possible. For instance,
if an unsatisfied pattern is selected and computed early, the CATs containing
this unsatisfied pattern will be eliminated early. Obviously, there is an optimal
order to schedule these component patterns, but it is unlikely for us to find this
order without knowing in advance whether a component pattern is satisfied in
the materialized view or not. To this end, we design some heuristics to find a
reasonably good evaluation order.

4.2 Heuristic Rules

In this section, we introduce a few heuristics to determine the order of evaluating
the component patterns of the input CATs. We will first list the heuristics, and
discuss the rationale behind the heuristics afterwards.

1. To evaluate frequently shared component patterns first. This rule
can be applied to both distinguished component patterns and predicate com-
ponent patterns. If the pattern is satisfied in the view, Rule 2 and Rule 3
can be applied to prune other component patterns, otherwise Rule 1 and
Rule 4 can be used to prune other component patterns. Frequently shared
patterns contribute to more CATs than rare patterns, and thus are worth to
be evaluated first.

2. To investigate component patterns belonging to the same CAT
first. The idea of this heuristic is try to produce answers early. Once the
component patterns in one CAT are fully evaluated, we can use Rule 2 to
prune other CATs sharing the same distinguished component pattern. This
heuristic is specially driven by Rule 2.

3. To group the CATs by their distinguished component patterns. For
the CATs in each group, since they share the same distinguished component
pattern, it is sufficient to evaluate only one of them. We can start with the
CAT with the least number of component patterns or apply the above two
heuristics for evaluating this subset of CATs.

All the above heuristics are designed to maximize the effect of applying the prun-
ing rules in Section 4.1. Heuristic 1 is more akin to Rule 3 and Rule 4, and it also
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has substantial pruning power if the inspected pattern is not satisfied in the ma-
terialized view. In the best case, heuristic 1 could remove a maximum number of
CATs in one step. The reason is that it always picks the most shared component
pattern, and hence if the picked pattern cannot match the materialized view,
all the CATs containing that pattern can be discarded. Heuristic 2 implies an
eager strategy to find some answers as early as possible by inspecting component
patterns in the same CAT. It is akin to Rule 2, because, once a CAT is found
able to produce answers on the materialized view, other CATs containing the
same distinguished component pattern can be disregarded. Heuristic 3 also cor-
responds to Rule 2. After grouping the CATs by their distinguished component
patterns, we can apply other heuristic rules within each group. Once a CAT in
a certain group is found to be able to produce some results, other CATs in the
same group will be freed of examination.

4.3 Optimized Algorithm

We want to stress that the heuristics in Section 4.2 are orthogonal to the prun-
ing rules in Section 4.1. Any heuristic to determine an order of evaluating the
component patterns can be integrated into the algorithm shown in Algorithm 2.

We now go through Algorithm 2 step by step. In the beginning, the result set
R is set to φ. Then, each component pattern is evaluated according to an order
determined by heuristic rules from line 2 to line 14. In each loop, line 3 evaluates
the component pattern p on the materialized view Tv. If p(Tv) satisfies, we use
Rule 3 to find out other satisfied component patterns by comparing pattern
containment in line 5. In line 6, if p is a distinguished component pattern, and
all other component patterns of a CAT containing p have been satisfied already,
p(Tv) will be added into R. This means we have found some answers. All other
CATs containing p as the distinguished component pattern will be eliminated
using pruning Rule 2 at line 9. On the other hand, if p(Tv) does not satisfy, we
first find out other unsatisfied patterns in line 11, and then use Rule 1 to prune
a number of unsatisfied CATs (line 12). In the end (line 15), we return the final
answer result R.

4.4 Discussion

We provide some discussion from the engineering point of view for implementing
the basic algorithm and the optimized algorithm. Both algorithms can be built
on top of an existing query evaluation engine, recall that evaluating a compo-
nent pattern is an abstracted procedure in both algorithms. Therefore, we can
implement the algorithms as a query optimizer in a middleware, which inter-
acts with a query engine by feeding component patterns into it and receiving
the corresponding results from it. In such case, it does not matter what type
of query evaluation method the engine uses, whether the materialized view is
indexed or not. On the other hand, we can also build the algorithms inside a
query evaluation engine. The engine itself will contain functions of finding con-
tained rewritings and evaluating selected patterns over the materialized views.
Such choices provide enough flexibility to software engineers.
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Algorithm 2. Optimized algorithm with pruning rules and heuristics
Input: all CATs of rewriting q using v, a materialized view Tv

Output: R, the answers of evaluating all CATs on Tv

1: final result R := φ;
2: for each component pattern p chosen by some heuristic do
3: evaluate p on Tv;
4: if p(Tv) satisfies or produces some answers then
5: use Rule 3 to find other component patterns that are also satisfied;
6: if p is a distinguished component pattern ∧ all the predicate component

patterns of a CAT containing p as the distinguished component pattern are
satisfied then

7: R := R ∪ p(Tv);
8: end if
9: use Rule 2 to prune other CATs;

10: else
11: use Rule 4 to find other component patterns that are not satisfied;
12: use Rule 1 to prune other CATs;
13: end if
14: end for
15: return R;

5 Experiments

We build a prototype system MCRE (MCR Evaluator) to evaluate a generated
MCR on materialized views. Our experiments are conducted on a PC with Pen-
tium(R) 4 3GHz CPU and 1G memory.

View and Query Generation. Due to the challenge of collecting view and
query specimens deployed in real applications (also mentioned in [5]), we gen-
erated views and queries synthetically. In order to cover a variety of cases, the
parameters can be tuned within a wide range. To make the generated patterns
reasonable, we enforce the generated views and queries to conform to a given
DTD, though the query evaluation can be done without knowing the DTD. The
view patterns are generated in a top-down manner. For each node in the view
query, its children are selected with four parameters: (1) a child node is selected
with probability α1; (2) the edge connecting the child to itself is labeled as //
with probability α2; (3) a descendant node is selected with probability α3 di-
rectly connecting to its parent; (4) the maximum fanout f is fixed and set within
a limit. We do not generate value predicates in the pattern, because checking
value predicate can be easily integrated into the system.

The queries are generated based on the views to ensure some rewritings exist.
The generation is performed in a bottom-up manner. For each view pattern, (1)
a node is deleted with probability β1. After deleting the node, if the node is a
internal node, we should connect the node’s parent to its children with //. Note
that we never delete the view root; (2) a pc-edge is replaced by an ad-edge with
probability β2; (3) some new nodes are added under a node with probabilities
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Fig. 4. Average Case Study

similar to the view generation part. We do not set a limit to the fanout of query
patterns, because deleting an internal node may increase the out degree of its
parent (if the internal node has multiple children), and thus increase the fanout
of the result pattern.

Datasets. We test our algorithms on two datasets, XMark3 and BIOML4. The
former is widely used in the literature, and the latter is famous for its recursive
feature, and is ideal to build materialized views with. BIOML DTD is tailored
with only “chromosome” and its descendant elements. XML data is generated
with IBM XML Generator5. We use eXist6 database as the underlying engine
to store and query the documents. Each materialized view is generated by eval-
uating the view pattern on documents and saving back into eXist database.

5.1 Average Case Study

In this study, we investigate the performance of four different algorithms to
evaluate the CATs of the MCRs on materialized views. We use the same set of
views and queries generated above. 50 views are materialized, and a set of 20
queries are rewritten and evaluated on each materialized view. In the NAIVE
algorithm, each CAT of an MCR is evaluated on the materialized views. In BA-
SIC algorithm, only component patterns are evaluated on the materialized views,
but all the component patterns are computed. In the optimized algorithms, we
use the proposed four rules to prune unnecessary component patterns, and also
use heuristic information to schedule the evaluation order. Specifically speaking,
in HEU1, we use the first two heuristics with heuristic 2 prior to heuristic 1.
In HEU2, we first group the CATs by their distinguished component patterns
(heuristic 3), and then apply heuristic 2 and 1.

The result is shown in Fig. 4, BASIC algorithm takes almost half time of
the NAIVE algorithm, because redundant CATs are pruned in advance, and

3 XMark An XML Benchmark Project, http://www.xml-benchmark.org/
4 BIOpolymer Markup Language, http://xml.coverpages.org/bioml.html
5 IBM XML Generator, http://www.alphaworks.ibm.com/tech/xmlgenerator
6 eXist Open Source Native XML Database, http://exist.sourceforge.net/
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Fig. 5. Best Case Study

pruning these CATs is not expensive. Furthermore, HEU1 and HEU2 perform
even better, which demonstrates our heuristic methods are very effective and
encouraging. It is not obvious to find a better one between HEU1 and HEU2.
Although HEU2 seems to provide more effective pruning heuristics, it also suffers
in updating component pattern statistics for each distinguished pattern group,
and may spare some time on maintaining the auxiliary information.

5.2 Best and Worst Case Study

In the above experiments, our aim is to test the performance of NAIVE, BASIC,
HEU1 and HEU2 algorithms in the average case, where a number of views and a
number of queries are randomly generated to capture all pattern types as various
as possible. It is reasonable that our heuristic performs best in the average case.
One may wonder how far our heuristic algorithms can achieve and what is the
worst performance our heuristic methods will reach. We examine the best and
worst cases by manually designing two queries, because randomly generated
queries are not that extreme.

For the best case, the query is designed to have four paths, and on each path
there are three component patterns, two out of which are irredundant. And
hence there are 81=34 CR CATs, 16=24 irredundant CR CATs, 8 irredundant
component pattern. The query time is shown in Fig. 5. On BIOML dataset, the
BASIC algorithm beats NAIVE in two-thirds time, and HEU1 needs only 10%
query time of the BASIC algorithm. Similar observation is obtained on XMark
dataset, but the result is not that dramatic.

For the worst case part, we designed a query which does not produce redun-
dant CRs. Every component pattern produced from the query is not contained
in its pals. Therefore, in the evaluation process, every component pattern is eval-
uated on the materialized view, with no one can be pruned. In Fig. 6, HEU1
performs almost the same as BASIC, because both of them have evaluated all
component patterns. The part of updating heuristic statistics in HEU1 does not
apparently degrade, though it may take some extra time. Both BASIC and HEU1
are a little costly than NAIVE. The reason may be that NAIVE has evaluated
less number of patterns, although each larger pattern has a larger size.



494 R. Zhou et al.

Worst Case on BIOML Dataset

0

20

40

60

80

100

120

NAÏVE BASIC HEU1

E
la

ps
e 

T
im

e 
(s

)

WorstCase on XMark Dataset

0

15

30

45

60

75

NAÏVE BASIC HEU1

E
La

ps
e 

T
im

e 
(s

)
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6 Related Work

Answering queries using views has been studied for a long time. Halevy [6] has
done a survey on this problem over relational database. In the XML context,
equivalent rewriting and contained rewriting, have been studied for XPath [7,8,
1,9], XQuery [5], and tree patterns [2,10]. The works [7,8] propose to use mate-
rialized views to speed up query evaluation in the query caching scenario, where
to find an equivalent rewriting for a query with given views is the key subtask.
Xu and Ozsoyoglu [1] have provided a theoretical study on equivalent rewriting
based on query containment [4] and query minimization [11]. Afrati et al. [9]
have extended Xu and Ozsoyoglu’s result in fragment XP {[],∗,//}. They have
discovered a coNP-complete upper bound for some sub-fragments of XP {[],∗,//}.
Onose et al. [5] have investigated the equivalent rewriting of XQuery queries
using XQuery views. While XQuery queries are more expressive, the shortcom-
ings of using them as views are also noted in [5]. Tang et al. [12] studied the
materialized view selection problem, which is to select fewer materialized views
to answer a query equivalently. Zhou et al. [13] also studied view selection for
answering contained rewritings. Wu et al. [14] and Chen. et al [15] proposed
two different view implementations, and how to use the materialized views to
evaluate queries. View definition nodes are also materialized in [14, 15], while
our work does not have this requirement. Lakshmanan et al. [2] addressed how
to find contained rewritings, but did not cover how to efficiently evaluate the
compensation patterns over materialized views. A recent work [3] discussed how
to perform the evaluation. It is based on an approach to examine each path pat-
tern and then verify the rewriting, and each path pattern needs to be built into
an automata. While, in our approach, we use useful embedding to find the com-
pensation patterns, and try to evaluate as few component patterns as possible.
Although useful embedding is not sufficient to find all the compensation pat-
terns for XP {[],∗,//}, other complete methods exist, despite in coNP-complete.
The proposed algorithms still work if we can find all the compensation patterns.

7 Conclusions

In this paper, we have proposed two algorithms, basic algorithm and opti-
mized algorithm, to evaluate contained rewritings on materialized views. Both
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algorithms are built on the observation that an exponential number of rewritings
in fact share a linear number of component patterns. In consequence, the idea
of our algorithms is to evaluate the component patterns, rather than to evalu-
ate the whole compensation patterns for each contained rewriting. We have also
designed four important pruning rules and several heuristic rules to effectively re-
duce the number of component patterns that need to be evaluated. Experiments
show that the optimized algorithm is advantageous in most cases.

Acknowledgments. Rui Zhou, Chengfei Liu, Jianxin Li and Jixue Liu are
supported by the Australian Research Council Discovery Grant DP0878405, and
Junhu Wang is supported by the Australian Research Council Discovery Grant
DP1093404.
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Abstract. XML clustering finds many applications, ranging from stor-
age to query processing. However, existing clustering algorithms focus
on static XML collections, whereas modern information systems fre-
quently deal with streaming XML data that needs to be processed on-
line. Streaming XML clustering is a challenging task because of the high
computational and space efficiency requirements implicated for online
approaches. In this paper we propose XStreamCluster, which addresses
the two challenges using a two-layered optimization. The bottom layer
employs Bloom filters to encode the XML documents, providing a space-
efficient solution to memory usage. The top layer is based on Locality
Sensitive Hashing and contributes to the computational efficiency. The
theoretical analysis shows that the approximate solution of XStream-
Cluster generates similarly good clusters as the exact solution, with high
probability. The experimental results demonstrate that XStreamCluster
improves both memory efficiency and computational time by at least an
order of magnitude without affecting clustering quality, compared to its
variants and a baseline approach.

1 Introduction

In the past few years we have seen a growing interest in processing streaming
XML data, motivated by emerging applications such as management of com-
plex event streams, monitoring the messages exchanged by web-services, and
publish/subscribe services for RSS feeds [1]. Various research activities have
been triggered accordingly, including query evaluation over streaming XML
data [2], summarization of XML streams [1] as well as classification of XML
tree streams [3]. However, to the best of our knowledge, there exists no work on
clustering streaming XML data, albeit extensive research has been carried out
toward clustering static XML collections [4–7].

Streaming XML clustering is important and useful in many applications. For
example, it enables the building of individual indices for each of the clusters,
which in turn improves the efficiency of query execution over XML streams. The
� This work is partially supported by the FP7 EU Project GLOCAL (contract no.
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problem is different than the one of clustering static XML collections, due to the
typical high computation and space efficiency requirements of online approaches.
As we explain later, existing approaches for clustering static XML collections do
not meet these requirements, and therefore cannot be applied to streaming data.
Therefore, this work designs an online approach for clustering of streaming XML.

More specifically, we focus on clustering of streaming XML documents based
on the structural similarity of the documents in terms of the common edges
shared by their XML graphs. As discussed in [5], this kind of clustering is par-
ticularly important for XML databases, as it yields clusters supporting efficient
XML query processing. First, clusters not containing the query can be efficiently
filtered out, thereby eliminating a large portion of the candidate documents in-
expensively. Second, each cluster of documents can be indexed more efficiently
in secondary memory, due to the structural similarity of the documents.

In the context of structural XML clustering, an XML document can be rep-
resented as a set of edges (e1, e2, e3, . . .). This representation makes the problem
similar to clustering of streaming categorical data. However, existing approaches
for clustering streaming categorical data are also not sufficient for streaming
XML. Although most of them are designed with special concerns on compu-
tational efficiency, according to [8] they are not sufficiently efficient in terms
of memory, especially when clustering massive-domain data where the possible
domain values are so large that the intermediate cluster statistics cannot be
maintained easily. Therefore, considering XML streams that encode massive-
domain data, it is critical to design online XML clustering approaches which are
both time and space efficient.

In the massive domains case, the edges are drawn from a universe of mil-
lions of possibilities. Therefore, maintaining the cluster statistics for all clusters
in main memory becomes challenging. Recently, an approximate algorithm was
proposed which uses compact sketches for maintaining cluster statistics [8]. The
promising results delivered by this approximate solution, motivated us to apply
an even more compact sketching technique based on Bloom filters to encode
the intermediate cluster statistics. In addition, considering XML streams con-
sisting of heterogeneous documents where a large number of clusters is created,
we reduce the number of required comparisons between each newly incoming
document and all existing clusters using another approximation technique based
on Locality Sensitive Hashing (LSH).

Precisely, we propose XStreamCluster, an effective algorithm which employs
two optimization strategies to improve time and space efficiency respectively. At
the top level, LSH is used to quickly detect the few candidate clusters for the
new document out of all clusters. This first step reduces drastically the required
document-cluster comparisons, improving the time efficiency of the algorithm. At
the bottom level, Bloom filters are employed to encode the intermediate cluster
statistics, contributing to the space efficiency. Although the two levels introduce
a small probability of errors, our theoretical analysis shows that XStreamCluster
provides similar results to an exact solution with very high probability.
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2 Related Work

As an important data mining technique, clustering has been widely studied by
different communities. Detailed surveys can be found in [9, 10]. In the scenario
of streaming data, the problem of clustering has also been addressed before,
e.g., [11–13]. Considering the large volume of incoming data, computational ef-
ficiency is one of the most critical issues addressed by these works. Recently,
the issue of space efficiency in clustering massive-domain streaming data was
stressed [8], and an approximate solution based on the count-min sketch tech-
nique was proposed. Our algorithm also provides an approximate solution by
using compact sketches to maintain intermediate cluster information in main
memory. However, since we measure the similarity between XML documents in
terms of number of shared edges (rather than the frequency of shared edges), our
algorithm utilizes the more compact structure of Bloom filters, further reducing
the memory requirements.

Clustering of static XML documents also attracted a lot of attention. Based
on the adopted similarity/distance measure, existing static XML clustering ap-
proaches can be broadly divided into the following categories: structure-based
approaches, content-based approaches, and hybrid approaches.

Early structure-based approaches usually represent XML documents as tree
structures. The edit distance is then used to measure the distance between two
XML trees, based on a set of edit operations such as inserting, deleting, and
relabeling a node or a subtree [4, 6]. However, computing tree edit distances
requires quadratic time complexity, making it impractical for clustering of XML
streams. Differently, Lian et al. [5] proposed to represent XML documents as a
set of parent-child edges from the corresponding structure graphs, which enables
the efficient calculation of structural similarity of XML documents. Therefore,
in our work, we employ the distance measure defined in [5] to design our online
clustering algorithm for streaming XML data.

An important efficiency consideration for the existing structure-based algo-
rithms is the large number of incurred document-cluster comparisons, as shown
in Section 4. Particularly for the case of massive domain data, a large number
of clusters is expected, aggravating the costs substantially. These costs become
prohibitively expensive for clustering of streaming XML, rendering the existing
algorithms unsuitable. Therefore, in this work we also include a probabilistic
method which reduces drastically the comparisons between the incoming docu-
ment and existing clusters, allowing XStreamCluster to handle streams.

Content-based XML clustering approaches are mainly used for clustering text-
centric XML documents. Vector space models have been widely used to represent
XML documents [14, 15]. Recently, there were also a few hybrid approaches
which cluster XML documents by considering both structures and contents. For
example, Doucet and Lehtonen [16] extract bags-of-words and bags-of-tags from
the content and structure of XML documents as feature vectors. The type of
clustering performed is thus substantially a textual clustering, while the results
were shown to be better than those of other competing methods in the INEX
2006 contest. Although our work focuses on structural similarity, the proposed
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algorithm can be extended to cluster XML documents based on content, as
well as the the combination of structure and content, once XML documents are
represented as vector space models. For example, we can use counting Bloom
filters to encode the feature vectors of XML documents and clusters.

3 Streaming XML Clustering with XStreamCluster

We start by introducing the framework of our algorithm, and the preliminaries
concerning the XML representation and distance measure. We then elaborate
on the two optimization strategies. XStreamCluster (Fig. 1) clusters streaming
XML documents at a single pass. When a new XML document arrives, instead of
comparing it against all existing clusters, the top-level strategy - the LSH-based
Candidate Cluster Detection - efficiently selects a few candidate clusters which
are most similar to the new document. The algorithm then proceeds to compute
the distance between the new document and each of the candidate clusters.
To reduce memory requirements, the bottom-level strategy - the Bloom filter
based Distance Calculation - computes the distance between the XML document
and each of the candidate clusters based on their Bloom filter representations.
Finally, a decision is made to either assign the new document to one of the
existing clusters, if their distance is sufficiently low, or to initialize a new cluster
for the current document.

3.1 Preliminaries

As discussed in Section 2, existing work on clustering static XML documents
adopted various similarity/distance measures, ranging from structure-based mea-
sures to content-based measures. In our work, we focus on clustering XML doc-
uments based on their structure.

In order to define the structural distance between two XML documents, the
documents are first represented as structure graphs, or s-graphs [5].

Definition 1. (Structure Graph) Given a set of XML documents C, the struc-
ture graph of C, sg(C) = (N, E), is a directed graph such that N is the set of
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all the elements and attributes in the documents in C and (a, b) ∈ E if and only
if a is a parent element of element b or b is an attribute of element a in some
document in C.

For example, Fig. 2(b) shows the s-graphs of the two XML documents of Fig. 2(a).
Given the s-graphs of two XML documents, a revised Jaccard coefficient metric
is used to measure their distance.

Definition 2. (XML Distance) For two XML documents d1 and d2, the dis-
tance between them is defined as dist(d1, d2) = 1 − |sg(d1)∩sg(d2)|

max{|sg(d1)|,|sg(d2)|} where |sg(di)|
is the number of edges in sg(di) and sg(d1) ∩ sg(d2) is the set of common edges
of sg(d1) and sg(d2).

As an example, consider the two XML documents and their s-graphs in Fig. 2 (a)
and (b). Since |sg(d1)∩sg(d2)| = 3 and max{|sg(d1)|, |sg(d2)|} = 5, the distance
between the two documents is 1−3/5 = 0.4. As stated in [5], this distance metric
enables generating clusters to support efficient query answering. Note however
that XStreamCluster can be adapted to other distance measures which might
be more appropriate for other domains, as outlined in the technical report [17].

3.2 LSH-Based Candidate Clusters Detection

Traditional single-pass clustering algorithms need to compare each incoming
document against all existing clusters, to find out the cluster with the minimum
distance. However, considering XML datasets with heterogeneous structures,
there may exist a large number of clusters, requiring a huge amount of time for
comparing each document with all existing clusters. XStreamCluster addresses
this issue by reducing the number of required document-cluster comparisons
drastically. This reduction is based on an inverted index of clusters, built using
Locality Sensitive Hashing (LSH).

The main idea behind LSH is to hash points from a high-dimensional space
such that nearby points have the same hash values, and dissimilar points have
different hash values. LSH is probabilistic, that is, two similar points will end
up with the same hash value with a high probability p1, whereas two dissimilar
points will have the same hash value with a very low probability p2. Central to
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LSH is the notion of locality sensitive hash families, i.e., an ordered collection of
hash functions, formally defined as (r1, r2, p1, p2)-sensitive hash families [18].
Definition 3. Let S denote a set of points, and Dist(·, ·) denote a distance func-
tion between points from S. A family of hash functions H is called (r1, r2, p1, p2)-
sensitive, where r1 ≤ r2 and p1 ≥ p2, if for any two points p, q ∈ S and for any
hi ∈ H:
– if Dist(p, q) ≤ r1 then Pr[hi(p) = hi(q)] ≥ p1

– if Dist(p, q) ≥ r2 then Pr[hi(p) = hi(q)] ≤ p2

For the case where the points of S are sets of elements (e.g., s-graphs are sets of
edges), and Dist(·, ·) denotes the Jaccard coefficient, a suitable locality sensitive
hash family implementation is minwise independent permutations [19]. Particu-
larly, when hashing is conducted using minwise independent permutations, the
probability that two points have the same hash value is Pr[hi(p) = hi(q)] =
1 − Dist(p, q). For the case that Dist(p, q) ≤ r1, Pr[hi(p) = hi(q)] ≥ 1 − r1.

XStreamCluster employs LSH for efficiently detecting the candidate clusters
for each document. Let H denote a locality sensitive hash family, based on
minwise independent permutations. L hash tables are constructed, each cor-
responding to a composite hash function gi(·), for i = 1 . . . L. These hash
functions g1(·), g2(·), . . . , gL(·) are obtained by merging k hash functions cho-
sen randomly from H, i.e., for a point p : gi(p) = [hi1(p) ⊕ hi2(p) . . . ⊕ hik(p)].
Each cluster s-graph is hashed to all L hash tables, using the corresponding
hash functions. When XStreamCluster reads a new document d, it computes
g1(sg(d)), . . . , gL(sg(d)) and finds from the corresponding hash tables all clus-
ters that collide with d in at least one hash table. These clusters, denoted as
C(d), are returned as the candidate clusters for the document.

There is a latent difference between our approach for constructing the LSH
inverted index of clusters and previous LSH algorithms, e.g., [18]. Previous
approaches construct gi(p) by mapping each of hij(p) to a single bit, for all
j : [1 . . . k], and concatenating the results to a binary string of k bits. Due to
this mapping to bits, the probability that two points hij(p) and hij(q) will map
into the same bit value is at least 0.5, independent of their distance Dist(p, q).
Therefore, the probability for false positives is high. Previous works compensate
for this issue by increasing the number of hash functions k, and thereby increas-
ing the number of bits in each hash key g(·). But increasing the number of hash
functions has a negative effect on computational complexity, which we want to
avoid for the streaming data scenario. To this end, instead of mapping each of
hij(p) to a single bit, we represent the value of hij(p) in the binary numeral sys-
tem. We then generate gi(p) using the logic operation of exclusive or (denoted
with XOR) on the set of hij(p) values. Our theoretical analysis shows that the
LSH based candidate cluster detection strategy retrieves the optimal cluster for
each document with high probability.
Theorem 1. The optimal cluster Copt for document d will be included in C(d)
with a probability Pr ≥ 1 − (1 − (1 − δ)k)L, where δ denotes the maximum
acceptable distance between a document d and a cluster C for assigning d to C.

Proof of the theorem can be found in the technical report [17].
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For initializing the LSH inverted index, XStreamCluster needs to set the val-
ues of δ, k and L. The value of δ corresponds to the maximum acceptable distance
between a document and the cluster for assigning the document to that cluster.
Therefore, it depends on the requirements of the particular application, as well
as the characteristics of the data. Nevertheless, as we show in the experimental
evaluation, XStreamCluster offers substantial performance benefits for a wide
range of δ. Note that δ is expressed using the standard Jaccard coefficient. Since
the interesting measure for our work is the revised Jaccard coefficient, proposed
in [5], we compute δ as follows δ ≤ (1−δ′)/(1+δ′), where δ′ is the same threshold
expressed using the revised Jaccard coefficient. In order to set the values of L and
k, the user first decides on the probability pr that a lookup in the LSH inverted
index will return the optimal cluster for a document. Then, the values for L
and k can be selected appropriately by considering Theorem 1. For example, let
δ = 0.1, and pr ≥ 0.95. Then, according to Theorem 1: 1−(1−(1−0.9k))L ≥ 0.95.
If we create L = 10 hashtables, then setting k as any value no greater than 12.8
should satisfy the required probability. However, the lower the value of k, the
more candidate clusters will be returned, which incurs more time to filter false
positive candidates. Consequently, we can set k = 12 hash functions for each
hash table, which satisfies the probability requirements and minimizes the false
positives.

After assigning the new document d to a cluster C, we need to update the L
hash keys of C in the LSH hash tables. Normally, we would need to recompute
these keys from scratch, which requires additional computation. Minwise hashing
allows us to compute the updated hash values for the cluster C, denoted with
h′
ij(C), by using the values of hij(d) and the current values of hij(C) as follows:

h′
ij(C) = min(hij(d), hij(C)). The updated values of the g1(sg(C)), . . . , gL(sg(C))

can then be computed accordingly.

3.3 Bottom-Level Strategy: Bloom Filter Based Distance
Calculation

After the top-level strategy detects a set of candidate clusters, we need to com-
pute the distance between the new document and each candidate cluster, for
finding the nearest one. As mentioned, for space efficiency XStreamCluster en-
codes s-graphs with Bloom filters. We now describe this encoding, and show how
the distance between two s-graphs can be computed from their Bloom filters.

A Bloom filter is a space-efficient encoding of a set S = {e1, e2, . . . , en} of n
elements from a universe U . It consists of an array of m bits and a family of λ
pairwise independent hash functions F = {f1, f2, . . . , fλ}, where each function
hashes elements of U to one of the m array positions. The m bits are initially
set to 0. An element ei is inserted into the Bloom filter by setting the positions
of the bit array returned by fj(ei) to 1, for j = 1, 2, . . . , λ. To encode an s-graph
with a Bloom filter, we hash all s-graph edges in an empty Bloom filter with a
predefined length m and λ hash functions.
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Recall from Section 3.1 that the XML distance between a document d and a
cluster C is dist(d, C) = 1 − |sg(d)∩sg(C)|

max{|sg(d)|,|sg(C)|} . Therefore, we need to estimate
the values of |sg(d)|, |sg(C)|, and |sg(d)∩sg(C)| from the Bloom filter represen-
tations of sg(d) and sg(C). With BFx we denote the Bloom filter encoding of
sg(x), where x denotes a document or a cluster. Let m and λ denote the length
and number of hash functions of BFx, and tx be the number of true bits in BFx.
We can estimate |sg(x)| and |sg(x) ∩ sg(y)| as follows:

E(|sg(x)|) =
ln(1 − tx/m)
λ ln(1 − 1/m)

(1)

E(|sg(x)∩ sg(y)|) = 1 −
ln

(
m − mt∧−txty

m−tx−ty+t∧

)
− ln(m)

λ ln(1 − 1/m)
(2)

where t∧ denotes the number of true bits in the Bloom filter produced by merging
BFx and BFy with bitwise-AND. Proofs are given in [20].

Notice that the distances calculated using the estimated values of |sg(d)|,
|sg(C)|, and |sg(d)∩sg(C)|, may deviate slightly from the actual distance values.
These deviations do not necessarily lead to a wrong assignment, as long as the
nearest cluster (the one with the smallest distance) is correctly identified using
the estimated values. A wrong assignment occurs only when the nearest cluster is
not identified. Some of the wrong assignments have negligible effects, e.g., when
the difference of the distances between the document and the two clusters is
very small; others may have a significant negative effect, e.g., when the assigned
cluster is significantly worse than the optimal one. We are interested in the
latter case, which we refer to as significantly wrong assignments, and analyze
the probability of such errors.

Given a document d, the optimal cluster Copt for d, and a suboptimal clus-
ter Csub, we define the assignment of d to cluster Csub as a significantly wrong
assignment if dist(sg(d), sg(Csub)) − dist(sg(d), sg(Copt)) > Δ, where Δ is a
user-chosen threshold. Since d was assigned to Csub instead of Copt, the esti-
mated distance of d with Csub, denoted as dist(sg(d), sg(Csub)), was smaller than
the corresponding distance for Copt. Therefore, we aim to find the probability
Pr[dist(sg(d), sg(Csub)) − dist(sg(d), sg(Copt)) > Δ], given that
dist(sg(d), sg(Csub)) < dist(sg(d), sg(Copt)).

We use the following notations. |ovl(d, C)| and |ovl(d, C)| denote the actual
and expected overlap cardinalities (computed with Eqn. 2) of the sets sg(d)
and sg(C). With td and tC we denote the number of true bits in the Bloom
filter of sg(d) and sg(C), whereas t∧ denotes the number of true bits in the
Bloom filter produced by merging the two Bloom filters with bitwise-AND.
With S(td, tC , x) we denote the expected value of t∧, given that |ovl(d, C)| =
x. As shown in [20], S(td, tC , x) can be computed as follows: S(td, tC , x) =
tdtC+m(1−(1−1/m)λx)(m−td−tC)

m(1−1/m)λx .
In particular we study the worst-case scenario, where the expected cardi-

nalities of the overlap of the two clusters (|ovl(d, Csub)| and |ovl(d, Copt)|) get
the minimum possible value, given that the two clusters are candidates for
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Algorithm 1. XStreamCluster
INPUT: XML Stream D, dist. threshold δ

OUTPUT: Set of clusters C
1: Initialize L hash tables ht1,. . . , htL, corre-

sponding to g1, · · · , gL
2: C ← {}
3: for each document d from D do
4: for each hti, i : [1 . . . L] do
5: C(d) = C(d) ∪ hti.get(gi(sg(d)))
6: end for
7: Hash sg(d) in BFd

8: for each cluster C ∈ C(d) do

9: if dist(d, C) ≥ δ then

10: C(d) = C(d)/C
11: end if
12: end for
13: if |C(d)| �= 0 then
14: Assign d to cluster C = argmin

dist(d,C)
15: else
16: Initialize a new cluster C with d, C =

C ∪ {C}
17: end if
18: Update Bloom filter of C and L hashta-

bles
19: end for

the document. This value, denoted with minOvl, is determined from the pa-
rameter δ as follows: δ = 1 − minOvl/card ⇒ minOvl = card(1 − δ), with
card = min(|sg(Copt)|, |sg(Csub)|). This is without loss of generality, because the
accuracy of the estimations further increases when the overlap increases [20].
Furthermore, for simplification, we assume |sg(Copt)| and |sg(Csub)| are known,
and that |sg(d)| < |sg(Copt)| and |sg(d)| < |sg(Csub)|. We relax these assump-
tions later. For the theorem we use as shortcuts tmopt = S(td, tCopt ,minOvl) and
tmsub = S(td, tCsub

,minOvl).

Theorem 2. The probability of a significantly wrong assignment Pr[dist(sg(d),
sg(Csub)) − dist(sg(d), sg(Copt)) > Δ] is at most 1 − (1 − ( tl

tmsub−1
)tmsub−1×

etmsub−1−tl ) × (1 − e
− (tmopt+1−tr)2

2tr ), where tl = S(td, tCsub ,minOvl − Δ′
2|sg(Copt)| ),

tr = S(td, tCopt ,minOvl+ Δ′
2|sg(Csub)| ), and Δ′ = Δ×|sg(Copt)|× |sg(Csub)|−minOvl×

(|sg(Csub)| − |sg(Copt)|) .

Proof of the theorem can be found in the technical report[17].
As an example, consider the case when δ = Δ = 0.2, m = 4096, λ = 2, and

|sg(Csub)| = |sg(Copt)| = 1000. Then, according to Theorem 2, the probability
of a significantly wrong assignment is less than 0.025. We can further reduce
this error probability by increasing the Bloom filter length. For example, for
m = 8192 the probability is reduced to less than 0.002, and for m = 10000, the
probability becomes less than 7 × 10−4.

In Theorem 2, for simplification we assume that |sg(Copt)| and |sg(Csub)| are
given. In practice, we can closely approximate both cardinalities using Eqn. 1. In
addition, we can obtain probabilistic lower and upper bounds for |sg(Copt)| and
|sg(Csub)|, as described in [20], and use these to derive the worst-case values (i.e.,
the ones that minimize minOvl, and maximize the probability of a significantly
wrong assignment). Integrating these probabilistic guarantees in the analysis of
Theorem 2 is part of our future work.

The Bloom filter encoding also allows an efficient updating of the s-graph
representations of a cluster when a new document is assigned to it. As explained
in [20], the bitwise-OR operation of two Bloom filters equals to the creation of
a new Bloom filter of the union of two sets. We can therefore simply merge the
corresponding Bloom filters of the document and the cluster with bitwise-OR,
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rather than generating the new Bloom filter for the updated cluster from scratch.
The full algorithm of XStreamCluster is illustrated in Algorithm 1.

4 Experimental Evaluation

XStreamCluster was evaluated in terms of efficiency, scalability, and clustering
quality, using streams of up to 1 million XML documents. Our simulations were
carried out in a single dedicated Intel Xeon 3.6Ghz core.

Datasets. We conducted experiments with two streams. The first (STREAM1)
was generated using a set of 250 synthetic DTDs. To verify the applicability of the
experimental results for real DTDs, the second stream (STREAM2) was created
following a set of 22 real, publicly available DTDs. In particular, for STREAM1
we first generated x DTDs, out of which we created y different XML documents
with XML Generator [21]. For generating each document, we randomly selected
one of the available DTDs as an input for the XML Generator. The values
of x and y varied for each experiment, with a maximum of 250 and 1 million
respectively. The resulting documents were fed to the stream in a random order.
For generating STREAM2 we followed the same procedure, but using a set
of real, frequently used DTDs. The full list of the used DTDs and the DTD
generator are available online, in http://www.l3s.de/∼papapetrou/dtdgen.html.

Algorithms and Methodology. To evaluate in depth the contribution of each of
the strategies to the algorithm’s efficiency and effectiveness, we have compared
three different variants of XStreamCluster. Furthermore, XStreamCluster was
compared with the existing static algorithm which employs s-graphs for repre-
senting and comparing clusters and documents [5], called S-GRACE. In partic-
ular, we implemented and evaluated the following algorithms:

S-GRACE: We adapted S-GRACE [5] to streaming data. This required the
following extensions: (a) changing the clustering algorithm from ROCK to
K-Means, and (b) representing the s-graphs as extensible bit arrays, instead
of bit arrays of fixed sizes. Note that S-GRACE achieves the same quality
as comparing each document to all clusters without any optimization.

XStreamBF: XStreamCluster with only the bottom-level strategy in place
(i.e., encoding of s-graphs as Bloom filters; documents were compared to
all clusters).

XStreamLSH: XStreamCluster with only the top-level strategy (i.e., indexing
clusters using LSH; s-graphs were represented as extensible bit arrays).

XStreamCluster: The algorithm as presented in this paper.

To evaluate efficiency and scalability, we measured the average time and mem-
ory required for clustering streams of up to 1 million documents. Quality was
evaluated using the standard measure of normalized mutual information. In the
following, we report average measures after 4 executions of each experiment.
We present results with Bloom filters of 1024 bits, with 2 hash functions. The
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Fig. 3. (a) Time requirements, and, (b) Memory requirements, for clustering
STREAM1 with respect to the number of DTDs

LSH index was configured for satisfying a correctness probability of 0.9. Due to
page constraints, we present detailed results for STREAM1, and summarize the
results for STREAM2, noting the differences.

4.1 Efficiency

With respect to efficiency, we compared the memory and execution time of each
algorithm for clustering the two streams. To ensure that time measures were not
affected by other activities unrelated to the clustering algorithm, e.g., network
latency, we excluded the time spent in reading the stream.

For the first experiment, we studied how the efficiency of the algorithms
changes with respect to the diversity of the stream. We controlled the diver-
sity of the stream by choosing the number of DTDs out of which STREAM1
was generated. Figures 3 (a) and (b) plot the time and memory requirements
of the four algorithms for clustering different instances of STREAM1, each gen-
erated by a different number of DTDs. The distance threshold for this exper-
iment was set to 0.1, and the number of documents in the stream was set to
100k. We see that XStreamCluster clearly outperforms S-GRACE in terms of
speed; it requires up to two orders of magnitude less time for clustering the same
stream. XStreamLSH presents the same speed improvement. The efficiency of
both algorithms is due to the top-level strategy for candidate clusters detection,
which drastically reduces the cluster-document comparisons. XStreamBF does
not present this speed improvement as it does not employ an LSH inverted index.

We also observe that the speed improvement of XStreamLSH and XStream-
Cluster is more apparent for higher number of DTDs. This is because more DTDs
lead to more clusters. For the S-GRACE and XStreamBF algorithms, more clus-
ters lead to longer bit arrays, thereby requiring more time to cluster a document.
Furthermore, more clusters lead to an increase in the cluster-document compar-
isons since each document needs to be compared to all clusters. This is not the
case for XStreamLSH and XStreamCluster though, which pre-filter the candi-
date clusters for each document by using the top-level strategy. Therefore, the
execution time of XStreamLSH and XStreamCluster is almost constant.
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With respect to memory requirements (Figure 3(b)) we see that XStream-
Cluster and XStreamBF require at least one order of magnitude less memory
compared to S-GRACE. The difference is again particularly visible for a higher
number of DTDs, which results to a higher number of clusters. The huge memory
savings are due to the Bloom filter encodings employed by the two algorithms.

The experiment was also conducted using STREAM2. Since STREAM2 was
generated from a limited number of DTDs, instead of varying the number of
DTDs we varied the value of the distance threshold δ, which also had an influ-
ence on the number of clusters: reducing the δ value resulted to more clusters.
Table 1 presents example results, for δ = 0.1 and 0.2. As expected, reducing the δ
value leads to an increase in memory and computational cost for S-GRACE and
XStreamBF, due to the increase in the number of clusters. On the other hand,
the speed of XStreamCluster and XStreamLSH actually increases by reducing
the distance threshold, because the LSH index is initialized with less hash tables
and hash functions.

4.2 Scalability

To verify the scalability of XStreamCluster, we compared it against S-GRACE
and its variants for clustering streams of different sizes, reaching up to 1 million
documents. In particular, we generated instances of STREAM1 and STREAM2
with 1 million documents, and used all four algorithms to cluster them. During
clustering, we monitored memory and execution time every 100k documents. The
experiment was repeated for various configurations. Due to space limitations we
report only the results for STREAM1 corresponding to 100 DTDs where δ is set
to 0.1. The results for other settings lead to the same conclusions.

Figures 4(a) and 4(b) present the execution time and memory usage with
respect to number of documents. With respect to execution time, we see that
S-GRACE and XStreamBF fail to scale. Their execution time increases expo-
nentially with the number of documents, because of the increase in the number
of clusters. On the other hand, XStreamCluster and XStreamLSH have a linear
scale-up with respect to the number of documents, i.e., the cost for clustering
each document remains constant with the number of clusters. This is achieved
due to the efficient filtering of clusters with the LSH-based candidate cluster
detection strategy.

With respect to memory requirements (Fig. 4(b)), all algorithms scale lin-
early with the number of documents, but the algorithms that use Bloom filters

Table 1. Example results for STREAM2

Algorithm Time (sec) Memory (Mbytes) NMI
Distance thres. 0.1 0.2 0.1 0.2 0.1 0.2

S-GRACE 61 35 23.1 14 0.72 0.76
XStreamBF 363 253 1.7 1.1 0.72 0.76

XStreamLSH 8 11 19.1 13.8 0.716 0.755
XStreamCluster 4 7 2.5 3.1 0.715 0.755
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Fig. 4. (a) Execution time, and (b) Memory requirements, for clustering STREAM1
with respect to number of documents

require an order of magnitude less memory. Interestingly, for clustering 1 mil-
lion documents, XStreamCluster requires only 39 Mbytes memory, which is an
affordable amount for any off-the-shelf PC. Therefore, XStreamCluster can keep
all its memory structures in fast main memory, instead of resorting to the slower,
secondary storage. Keeping as many data structures as possible in main mem-
ory is very important for algorithms working with streams, because of their high
efficiency requirements.

4.3 Clustering Quality

We evaluated the clustering quality of XStreamCluster by using the standard
measure of Normalized Mutual Information (NMI). NMI reflects how close the
clustering result approaches an optimal classification – a ground truth – which
is usually constructed by humans [22]. An NMI of 0 indicates a random as-
signment of documents to clusters, whereas an NMI of 1 denotes a clustering
which perfectly resembles the optimal classification. For our datasets, the op-
timal classification was defined by the DTD of each document: two XML files
were considered to belong to the same class when generated from the same
DTD.

Figure 5(a) presents NMI with respect to distance threshold δ for STREAM1,
which consists of 100k documents generated from 100 different DTDs. We see
that all XStreamCluster variants achieve a clustering quality nearly equal to
S-GRACE. Quality of XStreamBF is practically equal to quality of S-GRACE,
which means that introducing the Bloom filters as cluster representations does
not result to quality reduction. XStreamCluster and XStreamLSH have a small
difference compared to S-GRACE, which is due to the aggressive filtering of clus-
ters that takes place during clustering at the top-level strategy. This difference
is negligible, especially for small distance threshold values.

We further studied how the diversity of the stream influences the algorithms’
quality, by repeating the experiment using streams generated from a differ-
ent number of DTDs. Figure 5(b) shows the NMI with respect to the number
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Fig. 5. Normalized Mutual Information for STREAM1. Varying (a) the distance
threshold, and, (b) the number of DTDs.

of DTDs used for generating STREAM1. We see that XStreamCluster vari-
ants again achieve a quality almost equal to S-GRACE. The difference between
XStreamCluster and S-GRACE reduces with an increase in the number of DTDs,
and becomes negligible for the streams generated from more than 100 DTDs.

As shown in the last column of Table 1, the same outcome was observed on
the experiments with STREAM2. XStreamBF produced an equivalent solution
to S-GRACE, whereas XStreamLSH and XStreamCluster approximated closely
the optimal quality. The difference between the approximate solution produced
by XStreamCluster and the exact solution produced by S-GRACE was less than
0.01 in terms of NMI, in all experiments.

Summarizing, XStreamCluster achieves good clustering of XML documents
requiring at least an order of magnitude less cost compared to S-GRACE, with
respect to both execution time and memory. The experimental results show that
it is especially suited for clustering large and diverse streams, both with respect
to quality and efficiency. Owing to the low memory and time requirements,
it is easily deployable in standard off-the-shelf PCs and scales to huge XML
streams.

5 Conclusions

We presented XStreamCluster, the first algorithm that addresses clustering of
streaming XML documents. The algorithm combines two optimization strate-
gies, Bloom filters for reducing the memory requirements, and Locality Sensitive
Hashing to reduce significantly the cost of clustering. We provided theoretical
analysis showing that XStreamCluster provides an approximately similar qual-
ity of clustering as exact solutions do. Our experimental results also confirmed
the efficiency and effectiveness contributed by the two strategies of XStream-
Cluster. For future work, we plan to extend this work by considering additional
distance measures, including the ones which combine both content similarity and
structure similarity.
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Abstract. Despite a large body of work on xml query processing in re-
lational environment, systematic study of not-twig queries has received
little attention in the literature. Such queries contain not-predicates and
are useful for many real-world applications. In this paper, we present an
efficient strategy to evaluate not-twig queries on top of a dewey-based
tree-unaware system called Sucxent++ [11]. We extend the encoding
scheme of Sucxent++ by adding two new labels, namely AncestorValue
and AncestorDeweyGroup, that enable us to directly filter out elements
satisfying a not-predicate by comparing their ancestor group identifiers.
In this approach, a set of elements under the same common ancestor at
a specific level in the xml tree is assigned same ancestor group identifier.
Based on this encoding scheme, we propose a novel sql translation al-
gorithm for not-twig query evaluation. Real and synthetic datasets are
employed to demonstrate the superiority of our approach over industrial-
strength rdbms and native xml databases.

1 Introduction

Querying xml data over relational framework has gained popularity due to its
stability, efficiency, expressiveness, and its wide spread usage in the commercial
world. On the one hand, there has been a host of work, c.f., [3], on enabling
relational databases to be tree-aware by invading the database kernel to support
xml. On the other hand, some completely jettison the invasive approach and
resort to a tree-unaware approach, c.f., [4, 7, 11, 13, 14], where the database
kernel is not modified to support xml queries.

Generally, the tree-unaware approach reuses existing code, has a lower cost
of implementation, and is more portable since it can be implemented on top
of off-the-shelf rdbmss. This has triggered recent efforts to explore how far we
can push the idea of using mature tree-unaware rdbms technology to design and
build a relational XQuery processor [4, 5, 7]. Particularly, a wealth of existing lit-
erature has extensively studied evaluation of various navigational axes in XPath
expressions and optimization techniques in a tree-unaware environment [4, 5,
7, 11, 13, 14]. However, to the best of our knowledge, no systematic study has
been carried out in efficiently evaluating not-twig queries in this relational en-
vironment. Such queries contain not-predicates and are useful for many real-
world applications. For example, the query /catalog/book[not(review) and

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 511–527, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



512 K.H. Soh and S.S. Bhowmick

(a) Examples of NOT-twig query (b) An xml document

Fig. 1. Examples of not-twig queries and xml document

Fig. 2. Data sets and query evaluation times (in msec.)

title] retrieves all books that have a title but no reviews (Figure 1(a)(i)).
Figures 1(b)(ii) and 1(c)(iii) show graphical representations of two more not-
twig queries.

At first glance, it may seem that such lack of study may be primarily due
to the fact that we can efficiently evaluate these not-twig queries by leverag-
ing on the xml query processor of an existing industrial-strength rdbms and
relying on its query optimization capabilities. However, our initial investiga-
tion showed that fast evaluation of not-twigs still remains a bottleneck in sev-
eral industrial-strength rdbmss. To get a better understanding of this problem,
we experimented with the XBench dcsd [15] and uniprot (downloaded from
www.expasy.ch/sprot/) data sets shown in Figures 2(a) and 2(b) and queries
Q1 – Q3 in Figure 2(c). We fix the result size of Q1 to be 500. Figures 2(d)
and 2(e) report the query evaluation times in two commercial-strength rdbmss.
Note that due to legal restrictions, these systems are anonymously identified as
XSysA and XSysB in the sequel. Observe that the evaluation cost can be ex-
pensive as it can take up to 208 seconds to evaluate these queries. Also, both
these commercial systems do not support processing of xml documents having
size greater than 2gb (u2843 data set). Is it possible to design a tree-unaware
scheme that can address this performance bottleneck? In this paper, we demon-
strate that novel techniques built on top of an industrial-strength rdbms can



Efficient Evaluation of NOT-Twig Queries 513

make up for a large part of the limitation. We show that the above queries can
be evaluated in a second or less on smaller data sets and less than 13s for Q2
on u284 data sets.

We built our proposed not-twig evaluation technique on top of dewey-based
Sucxent++ system [2, 11], a tree-unaware approach designed primarily for
read-mostly workloads. As Sucxent++ is designed primarily for fast evaluation
of normal path and twig queries, it does not support efficient evaluation of not-
twig queries. Hence, in Section 3 we extend Sucxent++ encoding scheme by
adding two new labels, namely AncestorValue and AncestorDeweyGroup, to each
level and leaf elements, respectively. These labels enable us to efficiently group a
set of elements under the same common ancestor at a specific level with the same
ancestor group identifier. As we shall see later, this will allow us to efficiently
filter out elements satisfying a not-predicate by comparing their ancestor group
identifiers.

Based on the extended encoding scheme, we propose a novel sql transla-
tion algorithm for not-twig evaluation (Section 4). In our approach, we use the
AncestorDeweyGroup and AncestorValue labels to evaluate all paths in a not-twig
query. In Section 5, we demonstrate with exhaustive experiments that the pro-
posed approach is significantly faster than xml supports of XSysA and XSysB
(highest observed factor being 40 times).

Our proposed approach differs from existing efforts in evaluating not-twigs
using structural join algorithms [1, 8, 10, 16] in the following ways. Firstly,
we take relational-based approach instead of native strategy used in aforemen-
tioned approaches. Secondly, our encoding scheme is different from the above
approaches. In [16], region encoding scheme is employed to label the elements
whereas a pair of (path-id, node id) [9] is used in [10]. In contrast, we use a
dewey-based scheme where only the leaf elements and the levels of the xml tree
are explicitly encoded. Thirdly, these existing approaches typically report query
performance on documents smaller than 150mb and containing at most 2.5 mil-
lion nodes. In contrast, we explore the scalability of our approach for larger xml

documents (2.8gb size) having more than 120 million nodes.

2 Preliminaries

XML Data Model. We model xml documents as ordered trees. In our model
we ignore comments, attributes, processing instructions, and namespaces. Queries
in xml query languages make use of twig patterns to match relevant portions of
data in an xml database. A twig pattern can be represented as a tree containing
all the nodes in the query. A node mi in the pattern may be an element tag, a
text value or a wildcard ”*”. We distinguish between query and data nodes by
using the term “node” to refer to a query node and the term “element” to refer
to a data element in a document. Each node mi and its parent (or ancestor) mj

are connected by an edge, denoted as edge(mi,mj).
A twig query contains a collection of rooted path patterns. A rooted path

pattern (rp) is a path from the root to a node in the twig. Each rooted path
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represents a sequence of nodes having parent-child (pc) or ancestor-descendant
(ad) edges. We classify the rooted paths into two types: root-to-leaf and root-
to-internal paths. A root-to-leaf path is a rp from the root to a leaf node in
the query. In contrast, a rp ending at a non-leaf node is called a root-to-internal
path. If the number of children of a node in the twig query is more than one,
then we call this node a nca (nearest common ancestor) node. Otherwise, when
the node has only one child, it is a non-nca node. The level of the nca node is
called nca-level.

In this paper, we focus on twig queries with not-predicates. We refer to such
queries as not-twig queries. The twig pattern edges of a not-twig query can be
classified into one of the following two types. (a) Positive edge: This corresponds
to an edge(mi,mj) without not-predicate in the query expression. It is repre-
sented as “|” or “||” in a twig pattern for pc or ad edges, respectively. Node mj

is called the positive pc (resp. ad) child of mi. A rooted path that contains only
positive children is called a normal rooted path. (b) Negative edge: This corre-
sponds to an edge(mi,mj) with not-predicate and is represented as “|¬” or “||¬”
in the twig for pc or ad edges, respectively. In this case, node mj is called the neg-
ative pc (resp. ad) child of mi. A rooted path pattern that contains a negative
child is called a negative rooted path. For example, consider the not-twig query
in Figure 1(a)(ii). edge(book,title) and edge(book,publisher) are positive
edges whereas edge(book,review) and edge(name,website) are negative edges.
Node book has three children, in which title and publisher are positive pc

children and node review is a negative pc child. The rp catalog/book/review
is a negative rp as it contains the negative pc child review. On the other hand,
catalog/book/title is a normal rp.

NOT-Twig Pattern Matching. Given a not-twig query Q, a query node n,
and an xml tree D, an element en (with the tag n) in D satisfies the subquery
rooted at n of Q iff: (1) n is a leaf node of Q; or (2) For each child node nc of
n in Q: (a) If nc is a positive pc (resp. ad) child of n, then there is an element
enc in D such that enc is a child (resp. descendant) element of en and satisfies
the sub-query rooted at nc in D. (b) If nc is a negative pc (resp. ad) child of n,
then there does not exists any element enc in D such that enc is a child (resp.
descendant) element of en and satisfies the sub-query rooted at nc in D.

3 Encoding Scheme

In this section, we first briefly describe the encoding scheme of Sucxent++ [2,
11] and highlight its limitations in efficiently processing not-twig queries. Then,
we present how it can be extended to efficiently support queries with not-
predicates.

3.1 SUCXENT++ Schema and Its Limitations

In Sucxent++, each level � of an xml tree is associated with an attribute called
RValue (denoted as R�). Each leaf element n is associated with four attributes,
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Fig. 3. Storage of a shredded xml document

namely LeafOrder, BranchOrder, DeweyOrderSum, and SiblingSum. Each non-leaf el-
ement n′ is implicitly assigned the DeweyOrderSum of the first descendant leaf
element. Here we briefly define the relevant attributes necessary to understand
this paper. The reader may refer to [2, 11] for details related to their roles in
xml query processing.

The schema of Sucxent++ [2, 11] is as follows: (a) Document(DocID, Name),
(b) Path(PathId, PathExp), (c) PathValue(DocID, DeweyOrderSum, PathId, BranchOrder,

LeafOrder, SiblingSum, LeafValue), and (d) DocumentRValue(DocID, Level, RValue).
Document stores the document identifier DocID and the name Name of a given
input xml document D. Each distinct root-to-leaf path appearing in D, namely
PathExp, is associated with an identifier PathId and stored in Path table. Essen-
tially each path is a concatenation of the labels of the elements in the path from
the root to the leaf. An example of the Path table containing the root-to-leaf
paths of Figure 1(b) is shown in Figure 3. Note that ‘#’ is used as a delimiter of
steps in the paths instead of ‘/’ for reasons described in [14].

For each leaf element n in D, a tuple in the PathValue table is created to
store the LeafOrder, BranchOrder, DeweyOrderSum, and SiblingSum values of n.
The data value of n is stored in LeafValue. Given two leaf elements n1 and n2,
n1.LeafOrder < n2.LeafOrder iff n1 precedes n2 in document order. LeafOrder of
the first leaf element in D is 1 and n2.LeafOrder = n1.LeafOrder+1 iff n1 is a
leaf element immediately preceding n2. For example, the superscript of each leaf
element in Figure 1(b) denotes its LeafOrder value.

Given two leaf elements n1 and n2 where n1.LeafOrder+1 = n2.LeafOrder,
n2.BranchOrder is the level of the nearest common ancestor (nca) of n1 and n2.
For example, the BranchOrder of the location leaf element with LeafOrder value 3
in Figure 1(b) is 2 as the nca of this element and the preceding price element is
at the second level. Note that the BranchOrder of the first leaf element is 0.

Next we define RValue. We begin by introducing the notion of maximal
k-consecutive leaf-node list. Consider a list of consecutive leaf element S:
[n1, n2, n3, . . . , nr] in D. Let k ∈ [1,Lmax] where Lmax is the largest level of D.
Then, S is called a k-consecutive leaf-node list of D iff ∀0 < i ≤ r ni.BranchOrder

≥ k. S is called a maximal k-consecutive leaf-node list, denoted as Mk, if there
does not exist a k-consecutive leaf-node list S′ such that |S|<|S′|. For example,
M2 in Figure 1(b) contains four leaf elements as |S| = 4 for M2.
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The RValue of level �, denoted as R�, is defined as follows: (i) If � = Lmax − 1
then R� = 1; (ii) If 0 < � < Lmax − 1 then R� = 2R�+1 × |M�+1| + 1. For
example, consider Figure 1(b). Here Lmax = 5. The values of |M2|, |M3|, and
|M4| are 4, 1, and 1, respectively. Then, R4 = 1, R3 = 2 × 1 × |M4| + 1 = 3,
R2 = 2 × 3 × |M3| + 1 = 7, and R1 = 2 × 7 × |M2| + 1 = 57. In order to
facilitate evaluation of XPath queries, the RValue attribute in DocumentRValue

stores R�−1
2 + 1 instead of R� (denoted as R′

�). For instance, in Figure 3 the
RValue of level 1 is stored as 29 instead of 57.

DeweyOrderSum is used to encode an element’s order information together with
its ancestors’ order information using a single value. Let parent(w) denote the
parent of an element w. Consider a leaf element n at level � in D. Then, for
1 < k ≤ �, Ord(n, k) = i iff (i) there exists an element a at level k which is either
an ancestor of n or n itself; and (ii) a is the i-th child of parent(a). For example,
consider the rightmost leaf element in Figure 1(b) (denoted as d). Ord(d, 2) = 3
as the rightmost book element in the second level is an ancestor of d as well as
the third child of the root. Similarly, Ord(d, 3) = 2.

Then DeweyOrderSum of n, n.DeweyOrderSum, is defined as
∑�

j=2 Φ(j) where
Φ(j)=[Ord(n, j)-1]×Rj−1. The DeweyOrderSum of the first leaf element is 0. Re-
consider the rightmost leaf element again. It has a Dewey path “1.3.2.1.1”.
DeweyOrderSum of this element is: n.DeweyOrderSum = (Ord(n, 2) − 1) × R1 +
(Ord(n, 3) − 1) ×R2 + (Ord(n, 4) − 1) ×R3 + (Ord(n, 5) − 1) ×R4 = 2 × 57 +
1× 7+0× 3+0×1 = 121. The DeweyOrderSum of remaining elements are shown
in the DeweyOrderSum attribute of the PathValue table in Figure 3.

Limitations of SUCXENT++. DeweyOrderSum and RValue attributes are de-
signed primarily to evaluate normal twig queries. Consequently, they are unable
to directly filter out elements satisfying negative rps without having to first eval-
uate the rooted paths as normal rps and then use the intermediate results to
filter out irrelevant elements (see details in [12]). For instance, for the query in
Figure 1(a)(i), DeweyOrderSum and RValue attributes fail to reveal those title
and review elements that do not share the same common book ancestors without
exhaustively comparing them. Furthermore, they do not always support efficient
evaluation of descendant (ancestor) axis. In the subsequent sections, we shall
present a novel technique that addresses these limitations.

3.2 AncestorValue Attribute

We now elaborate on the extension of the encoding scheme of Sucxent++.
Due to space constraints, the proofs of lemmas and theorem presented in the
sequel are given in [12]. Each level � of an xml tree is added an attribute called
AncestorValue along with its existing RValue. Each leaf element n is added an
attribute called AncestorDeweyGroup. These attributes are materialized in the
DocumentRValue and PathValue tables, respectively. As we shall see later, our
proposed strategy aims to group a set of leaf elements under the same common
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ancestor at level � with the same ancestor group identifier. AncestorDeweyGroup

and AncestorValue attributes will be used to compute these identifiers.
AncestorValue, similar to RValue, is used for encoding the level of the nca of

any pairs of leaf elements.

Definition 1. [AncestorValue] Let Lmax be the maximum level of an xml

tree. Then the AncestorValue of level � for 0 < � < Lmax, denoted as A�, is
defined as follows: (a) If � = Lmax − 1, then A� = 1; (b) If 0 < � < Lmax − 1,
then A� = A�+1 × (|M�+1| + 1).

For example, reconsider the xml tree in Figure 1(b). Here Lmax = 5, |M4| = 1,
|M3| = 1, and |M2| = 4. Hence, A4 = 1, A3 = 1×(1+1) = 2, A2 = 2×(1+1) = 4,
and A1 = 4 × (4 + 1) = 20.

Lemma 1. Let � be a level in an xml tree where 0 < � < Lmax. Then, A� is
divisible by all A�+m where 0 < m < (Lmax − �).

Consider the previous example. Let � = 2. Then, 0 < m < 3. Hence based on
the above lemma, A2/A3 = 4/2 = 2 and A2/A4 = 4/1 = 4. Note that existing
RValue do not have such divisibility property [12].

3.3 AncestorDeweyGroup Attribute

The AncestorDeweyGroup attribute, similar to DeweyOrderSum, is used to encode
an element’s order information using a single value. The only difference be-
tween AncestorDeweyGroup and DeweyOrderSum is that the former uses each level’s
AncestorValue whereas the latter uses the RValue of each level.

Definition 2. [AncestorDeweyGroup] Consider a leaf element n at level �
in an xml document. Then, for 1 < k ≤ �, Ord(n, k) = i iff (i) there exists an
element a at level k which is either an ancestor of n or n itself; and (ii) a is the i-
th child of parent(a). Then AncestorDeweyGroup of n, n.AncestorDeweyGroup,
is defined as

∑�
j=2 Ω(j) where Ω(j)=[Ord(n, j)-1]×Aj−1.

For example, reconsider the last leaf element in Figure 1(b) with Dewey value
“1.3.2.1.1”. AncestorDeweyGroup of this element is: n.AncestorDeweyGroup =
(Ord(n, 2)−1)×A1 +(Ord(n, 3)−1)×A2 +(Ord(n, 4)−1)×A3 +(Ord(n, 5)−
1) × A4 = 2 × 20 + 1 × 4 + 0 × 2 + 0 × 1 = 44. The AncestorDeweyGroup values
of remaining leaf elements in Figure 1(b) are (in document order): 0, 4, 8, 9, 20,
24, 28, 32, 34, and 40.

4 Ancestor Group-Based Approach

We begin by formally introducing the notion of ancestor group identifier. Then,
we present how such identifiers can be used for evaluating not-twig queries.
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4.1 Ancestor Group Identifier

Informally, given an internal element n at level � > 1 of an xml tree, a unique
ancestor group identifier with respect to � is assigned to all the descendant
leaf element(s) of n. It is computed using AncestorDeweyGroup values of the leaf
elements and the AncestorValue of level of n.

Definition 3. [Ancestor Group Identifier] Let ni be a leaf element in the
xml tree D. Let na be an ancestor element of ni at level � > 1. Then Ancestor

Group Identifier of ni w.r.t na at level � is defined as G�
i =

⌊
ni.AncestorDeweyGroup

A�−1

⌋
.

For example, consider the leaf elements n1, n2, n3, and n4 (we denote a leaf ele-
ment as ni where i is its LeafOrder value) in Figure 1(b). The AncestorDeweyGroup

values of these elements are 0, 4, 8, and 9, respectively. Also, A1 = 20 and A2 = 4.
If we consider the first book element at level 2 as the ancestor element of these
elements, then G2

1 =
⌊

0
A2−1

⌋
= 0, G2

2 =
⌊

4
A2−1

⌋
= 4/20 = 0, G2

3 =
⌊

8
20

⌋
= 0,

and G2
4 =

⌊
9
20

⌋
= 0. However, if we consider the publisher element at level 3 as

ancestor element, then G3
3 =

⌊
8
4

⌋
= 2, and G3

4 =
⌊

9
4

⌋
= 2. Note that we do not

define ancestor group identifier with respect to the root element (� = 1) because
it is a trivial case as all leaf elements in the document shall have same identifier
values.

Ancestor group identifiers of non-leaf elements: Observe that in the above
definition only the leaf elements have explicit ancestor group identifiers. We
assign the ancestor group identifiers to the internal elements implicitly. The
basic idea is as follows. Let nc be the nca at level � of two leaf elements ni

and nj with ancestor group identifiers equal to G�. Then, the ancestor group
identifiers of all non-leaf elements in the subtree rooted at nc is G�. For example,
reconsider the first book element at level 2 as the root of the subtree. Then,
the ancestor group identifiers of the publisher and name elements are 0. Note
that these identifiers are not stored explicitly as they can be computed from
AncestorDeweyGroup and AncestorValue values.

Role of ancestor group identifiers to evaluate descendant axis. Observe
that a key property of the ancestor group identifier is that all descendants of an
ancestor element at a specific level must have same identifiers. We can exploit
this feature to efficiently evaluate descendant axis. Given a query a//b, let na and
nb be elements of types a and b, respectively. Then, whether nb is a descendant
of na can be determined using the above definition as all descendants of na must
have same ancestor group identifiers. As we shall see later, this equality property
is also important for our not-twig evaluation strategy.

Remark. Due to the lack of divisibility property of RValue (Lemma 1), it cannot
be used along with the DeweyOrderSum to correctly compute the ancestor group
identifiers of elements. Consequently, they are not particularly suitable for effi-
cient evaluation of not-twig queries. Due to the space limitations, these issues
are elaborated in [12].
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4.2 Computation of Common Ancestors

Lemma 2. Let ni and nj be two leaf elements in D at level �1 and �2, respec-
tively. Let � < �1 and � < �2. (a) If G�

i �= G�
j then ni and nj do not have a

common ancestor at level �. (b) If G�
i = G�

j then ni and nj must have a common
ancestor at level �.

Example 1. Consider the leaf elements n1, n2, n5, and n6 in Figure 1(b). The
AncestorDeweyGroup values of these elements are 0, 4, 20, and 24, respectively.
Also, A1 = 20. Then, with respect to level 2 G2

1 =
⌊

0
20

⌋
= 0, G2

2 =
⌊

4
20

⌋
= 0,

G2
5 =

⌊
20
20

⌋
= 1, and G2

6 =
⌊

24
20

⌋
= 1. Based on Lemma 2, since G2

1 �= G2
5 then n1

and n5 does not have a common ancestor at level 2. Similarly, (n1, n6), (n2, n5),
and (n2, n6) do not have common ancestors at the second level.

Since G2
1 = G2

2 , n1 and n2 must have a common ancestor at level 2 (the first
book element in Figure 1(b)).

Observe that by using Lemma 2 we can filter out leaf elements that belong to
the same common ancestor directly for negative rooted paths.

Theorem 1. Let rk and rm be two rps in a query Q on D. Let Nk and Nm be
the sets of leaf elements that match rk and rm, respectively in D. Let ni ∈ Nk

and nj ∈ Nm. For � > 1, ni must have the same ancestor as nj at level � iff
G�

i = G�
j .

Note that Lemma 2 and Theorem 1 can also be used for internal elements since
ancestor group identifier of an internal element of a subtree rooted at the nca

is identical to that of any leaf element in the subtree (Section 4.1). Also, it
immediately follows from the above theorem that ni needs to be filtered out if
rm is a negative rp in Q. Note that we ignore the trivial case of � = 1 [12].

Example 2. Assume that the price and location elements in Figure 1(b) match
a normal and a negative rps, respectively in a not-twig query. Hence, we want
to filter out all leaf elements having the same ancestor as location at level 2. Let
ni ∈ Nprice and nj ∈ Nlocation where Nprice and Nlocation are sets of leaf elements
satisfying the normal and negative rps, respectively. Here Nprice = {n2, n6, n7},
Nlocation = {n3, n11}, and A2−1 = 20. The AncestorDeweyGroup values of n2, n6,
and n7 are 4, 24, and 28, respectively. Similarly, AncestorDeweyGroup values of
n3 and n11 are 8 and 44, respectively. Then, G2

2 = G2
3 = 0, G2

6 = G2
7 = 1, and

G2
11 = 2. Consequently, based on Theorem 1 n2 has to be filtered out as n2 share

the same ancestor as n3 (at level 2) which matches the negative rp.

4.3 Evaluation of NOT-Twig Queries

We now discuss in detail how ancestor group identifiers are exploited for evaluat-
ing not-twig queries. As our focus is on not-predicates, for simplicity we assume
that edge(mi,mj) in a query is pc edge. Note that the proposed technique can
easily support ad edges as discussed in Section 4.1.
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Fig. 4. Overview of NOT-twig evaluation

Consider the evaluation of the query Q in Figure 1(a)(ii) on the xml document
in Figure 1(b). Figure 4 depicts a step-by-step evaluation of Q. In this example,
we consider the fragment of the PathValue table in Figure 3 for illustration. Note
that for clarity, in Figure 4 we only show DeweyOrderSums and AncestorDeweyGroups
in the PathValue table. The DeweyOrderSum and AncestorDeweyGroup of each leaf el-
ement are denoted as Xi and Yi, respectively, where i is the LeafOrder value of the
element. First, Q is decomposed into the following normal rooted path patterns
(without not-predicates). These paths are extracted from Q in left-to-right order
and consists of all root-to-leaf paths in Q and the rightmost root-to-internal path
representing the path after removing all qualifiers (Qa: /catalog/book/review,
Qb: /catalog/book/title,Qc: /catalog/book/publisher/name/website,Qd:
/catalog/book/publisher/name).

Evaluation order of RPs. If rps are evaluated sequentially in left-to-right or-
der ignoring the presence of negative rps, then it will produce incorrect answers.
Hence, we follow the following order. If the rooted path (say r) being evaluated
is a negative rp then it is not evaluated immediately. On the other hand, if r
is a normal rp, then it is evaluated immediately. First, elements matching r is
evaluated with those that match the first preceding normal rp (if exists). Next,
the elements will be evaluated with previously encountered negative rps (if any)
to filter out irrelevant elements. For example, in the aforementioned query Qa is
not immediately evaluated as it is a negative rp. Next, the normal rp Qb is en-
countered. Since there does not exist any normal rp preceding Qb, it is evaluated
along with the negative rp Qa. Next, the evaluation of the negative rp Qc is
skipped and normal rp Qd is encountered. Since Qb is the first preceding normal
rp, Qd is evaluated along with Qb. Lastly, Qd is evaluated in conjunction with
the previously recorded negative rp Qc. Hence, the order of evaluation of the
above query is: Qa and Qb (results are represented as Da), Qd and Da (results
are represented as Db), and Db and Qc.
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Evaluation of RPs. In Step 1, the negative rp Qa and normal rp Qb are
evaluated. Note that the nca level of these rps is 2. Since Qa is a negative
rp, all elements that satisfy Qb but not Qa are required. Therefore, we can
directly select these elements using Theorem 1 for level 2. All elements in the
results of Qb that share same ancestor group identifiers with the results of Qa

are removed. Since G2
8 = G2

9 = G2
5 = 1, n5 will be removed. Therefore, this step

returns elements n1 and n10 (denoted as Da) as their ancestor group identifiers
are not equal to 1. In Step 2, we compute the ancestor group identifiers of all
elements satisfying Da and Qd and retrieve those elements that share the same
identifiers. This results in the leaf elements n3, n4, and n11 (Db). Finally, we
process the previous negative rp Qc. We now retrieve all leaf elements in Db

that are missing in Qc using Theorem 1. Here � = 4 (name element). Observe
that for Db, G4

3 = G4
4 = 4 and G4

11 = 22. For Qc, G4
4 = 4. Since ancestor

group identifier of n4 satisfying Qc is identical to those of n3 and n4, we remove
n3 and n4 from Db (Step 3). Since there are no more rooted paths, the final
result is n11.

4.4 SQL Translation Algorithm

The Query Decomposition Phase. First, given a not-twig query Q, the sql

translation algorithm decomposes Q into a list of normal and negative rooted
paths T . It extracts from Q the root-to-leaf paths and rightmost root-to-internal
path (in absence of qualifiers), and store them into a list T in the following order.
First, all root-to-leaf paths are inserted according to the left-to-right order of
Q. Next, the root-to-internal path is added in T . The list also stores predicate
information. We assume that T has a size method which returns the total number
of rps in T and a countNotPred method which returns the total number of
negative rps.

The SQL Generation Phase. This phase generates the sql query Snot for
retrieving elements that satisfy Q. This query only retrieves the LeafOrder values
of the matching elements. The algorithm is shown in Algorithm 1. Given a set of
rooted paths T of Q, the generateSQLforNot procedure outputs a sql statement
consisting of three clauses: select sql, from sql, and where sql. In the sequel we
assume that a clause has an add() method which encapsulates some simple string
manipulations and simple joins for constructing valid sql statements. Also, the
NCAlevel() function computes the level of an nca in Q. We preprocess the PathId

and RValue to reduce the number of joins.
For each rooted path ri ∈ T , the procedure first checks if it is a negative rp.

Recall that a negative rp is not evaluated immediately. Specifically, all consec-
utive negative rps are recorded (using the counter cntNotPred) until the next
normal rp is encountered (Lines 03–04). When a normal rp ri is encountered,
it checks if it is a root-to-leaf path (Line 08). If it is then the algorithm gener-
ates the sql fragment that retrieves the representative leaf elements by using
instances of ri’s PathId and BranchOrder values (Line 09). Next, the algorithm
generates statement for nca computation of normal rps in the following ways.
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Algorithm 1. Algorithm generateSQLforNot.
Input: A list of normal and negative rps T
Output: sql query Snot

Initialize cntNotPred = 0;1
for (i = 1 to T .size()) do2

if (rooted path ri is negative rp) then3
cntNotPred++;4

else5
from sql.add(“PathValue AS Vi”);6
where sql.add(“Vi.PathId IN ri.getPathId()”);7
if (i < T.size()) then8

where sql.add(“Vi.BranchOrder < ri.level()”);9

if (i > 1 and cntNotPred = 0) then10
where sql.add(“Vi.AncestorDeweyGroup/AncestorValue (ri−1.NCAlevel() - 1)11
= Vi−1.AncestorDeweyGroup/AncestorValue (ri−1.NCAlevel() - 1”);

else12
set x = cntNotPred;13
while (x > 0) do14

where sql.add(“Vi.AncestorDeweyGroup/ AncestorValue15
(ri−x.NCAlevel()-1) NOT IN (”);
where sql.add(select sql.add( “Vi−x.AncestorDeweyGroup/16
AncestorValue(ri−x.NCAlevel()-1)”));
where sql.add(from sql.add(“PathValue AS Vi−x”));17
where sql.add(where sql.add(“Vi−x.PathId IN ri−x.getPathId()))”);18
where sql.add(where sql.add( “Vi−x.BranchOrder <ri.level())”));19
x- - ;20

if (i − cntNotPred > 1) then21
where sql.add(“Vi.AncestorDeweyGroup/ AncestorValue22
(ri−cntNotPred−1.NCAlevel()-1) =
Vi−cntNotPred−1.AncestorDeweyGroup/
AncestorValue(ri−cntNotPred−1.NCAlevel()-1)”);

set cntNotPred = 0;23

select sql.add(“DISTINCT Vi.DocID, Vi.LeafOrder”);24
return Snot = select sql + from sql + where sql;25

– ri is the first rp in T : Let r1 (i = 1) be a normal rp in T (without not-
predicate). In this case, r1 does not have any preceding rp. Then, r1 will not
be evaluated immediately (conditions in Lines 10 and 21 are not satisfied)
as a pair of rps is required for nca evaluation (Theorem 1).

– ri is not the first rp in T and i > 1: In this case, the algorithm may have
encountered a normal rp rj earlier (j < i). Hence, if countNotPred = 0
it will execute Line 11 to generate the sql statement to retrieve pairs of
leaf elements that have nca at the specified nca level (based on Theo-
rem 1). Otherwise, if countNotPred > 0 then the condition in Line 21 is
true. Consequently, Line 22 will be used to generate the sql fragment for
nca evaluation.

For all consecutive negative rps, the procedure directly evaluates them using
ancestor group identifiers (Lines 14-20). Specifically, Line 16 returns the ancestor
group identifiers and Line 15 filters out elements based on Lemma 2. Note that
the counter cntNotPred will be reset to 0 whenever the procedure encounters a
normal rp (Line 23).

The Final SQL Generation Phase. Finally, in this phase the final sql query
S for retrieving entire subtrees that match Q is generated. This procedure is
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Algorithm 2. Algorithm finalSQLGen

Input: sql query Snot, number of rps x, number of negative rps y
Output: sql query S

order sql.add(“DocID, LeafOrder”) ;1
select sql.add(“Vx+1.LeafValue, . . . Vx+1.LeafOrder”);2
from sql.add(“(“ + Snot + ”) AS Vx INNER JOIN PathValue Vx+1 ON Vx+1.DocID = Vx.DocID3
AND Vx+1.LeafOrder = Vx.LeafOrder”);
where sql.add(“Vx+1.PathID IN rx.getPathID()”);4
if (x − y > 1) then5

option sql.add(“FORCE ORDER, ORDER GROUP”);6
else7

option sql.add(“ORDER GROUP”);8

return S = select sql + from sql + where sql + order sql + option sql;9

Fig. 5. Translated sql query

outlined in Algorithm 2 and contains five clauses: select sql, from sql,where sql,
order sql, and option sql. It includes an addition instance of PathValue Vx+1

which uses the same path in the PathValue table Vx representing the rightmost
root-to-internal path in Snot (Line 04). Vx+1 is joined on DocID and LeafOrder

attributes with Vx to retrieve entire subtrees of matched elements (Line 03).
Since the results must be in document order, the tuples are sorted according
to DocID and LeafOrder attributes using the order sql clause (Line 01). Lastly,
the option clause (option sql) is used to enforce the distinct and order by
operations to use sort operator using the ORDER GROUP query hint (Lines 05 - 08).
Also, if there exists at least one normal root-to-leaf path in Q then FORCE ORDER
hint is used to enforce a “left-to-right” join order on the translated sql query
(Line 06). The performance benefits of join order enforcement is highlighted in
[4, 7, 11]. Note that the translated sql has at least one instance of PathValue

table representing the normal root-to-internal path. Further, if all root-to-leaf
paths in Q are negative rps, then join order enforcement is discarded as these
paths will be evaluated by subqueries (generated by Lines 15–19 in Algorithm 1).

Reconsider the query Q in Section 4.3. The list of root-to-leaf and root-to-
internal paths T is: [r1 = Qa, r2 = Qb, r3 = Qc, r4 = Qd]. The translated sql

is shown in Figure 5. The reader may refer to [12] for details related to this
example.

5 Performance Study

In this section, we present the experiments conducted to evaluate the perfor-
mance of our proposed approach and report some of the results obtained. A
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Fig. 6. Query sets

more detailed results is available in [12]. Prototype for our ancestor group-based
approach (denoted by ag-sx) was implemented by extending Sucxent++ using
Java JDK 1.6. The experiments were conducted on an Intel Pentium IV 3GHz
machine running on Windows XP Service Pack 2 with 2gb ram. The rdbms

used was ms sql Server 2008 Developer Edition.
We are not aware of any existing tree-unaware approaches that have under-

taken a systematic study to evaluate not-twig queries. Hence, we compared
our approach to the native xml supports of XSysA and XSysB (Recall from
Section 1). For all these approaches appropriate indexes were created. Prior to
our experiments, we ensure that statistics had been collected. The bufferpool
of the rdbms was cleared before each run. The queries in ag-sx were executed
in the reconstruct mode [13] where not only the internal elements are selected,
but also all descendants of those elements. Each query was executed 6 times
and the results from the first run were always discarded. All rows were fetched
from the answer set; however, they were not sent to output. Note that we did
not select TwigStackList¬ [16] and NJoin [10] as we were unable to get the
implementation from the authors. However, an intuitive comparison with these
approaches is discussed later.

Datasets. We use XBench dcsd [15] shown in Figure 2(a) as synthetic data
set. We also modified the data set so that we can control the number of subtrees
(denoted as K) that matches a not-twig query and the number of instances
of the rooted paths in the xml document. We set K ∈ {100, 500}. We use
the uniprot dataset shown in Figure 2(b) as real-world data set. Since the
original uniprot data is 2.8gb in size (denoted as u2843), we also truncated
this document into smaller xml documents of sizes 28mb and 284mb (denoted
as u28 and u284, respectively) to study scalability of various systems.

Querysets. Figure 6 depicts the benchmark queries. As our primary objective
is to assess the performance of not-predicates evaluation, we choose two cate-
gories of queries. In the first category (Q1 − Q12 and UQ1 − UQ4), we fix the
XPath axis in the twigs to child and generate queries by varying the number of
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Fig. 7. Query evaluation times of AG-SX, XSysA, and XSysB (in msec.)

normal and negative rooted paths, number of nca nodes, and structure of twigs.
For instance, Q3 − Q5, Q8, Q11, Q12, UQ1, UQ3, and UQ4 are queries with
purely not-predicates while the remaining queries contain a mixture of normal
and negative rooted paths. The number of instances of root-to-leaf paths that
matches the query set varies between 150 and 2, 035, 889. In the second cate-
gory (UQ5-UQ9), we include different XPath axes (e.g., descendant, following,
preceding) in the not-twigs to study the performance of these queries in the
presence of such axes.

5.1 Query Evaluation Times

Figure 7 depicts the not-twig query evaluation times. As XSysA and XSysB
are unable to handle xml documents having size larger than 2gb, no query
evaluation times are reported for these approaches on u2843 data set. Also, as
ag-sx is orders of magnitude faster than the not-predicate evaluation approach
on the original Sucxent++ (see [12]), we only report query evaluation times
of ag-sx. The symbol ns in Figure 7 denotes that the query is not currently
supported in the current version of a particular system.

We observe that ag-sx significantly outperforms both XSysA and XSysB for
majority of the queries (highest observed factors being 37 and 40, respectively).
As the data size increases, the performance gap between ag-sx and these ap-
proaches increases. Particularly, we noticed that except for Q5, our proposed
approach is at least 9 times faster than XSysB for all values of K. For the
real-world data sets (u28 and u284), ag-sx is faster than XSysA and XSysB
for 90% and 80% of the benchmark queries, respectively. In summary, ag-sx

outperforms XSysA and XSysB primarily due to the effectiveness of the former
approach to generate a relatively simple sql statement, which exploits ancestor
group identifiers to efficiently evaluate common ancestors and not-predicates us-
ing the equality property (Theorem 1). Also, interestingly XSysA is less efficient
than XSysB for smaller data sets (dc10 and dc100). However, it is faster than
XSysB for dc1000.

Comparison with TwigStackList¬ [16] and NJoin [10]: Based on the
results reported in [10, 16] we can make the following observations. For a data
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set of size 100mb and less than 2.5 million nodes, the average running time of
benchmark not-twig queries using TwigStackList¬ is 15 − 30s [16] whereas
majority of our queries on similar data sets take less than a second to retrieve
results. In [10], it is shown that NJoin is 2-3 faster than TwigStackList¬
for simple not-twig queries. Based on this observation, we expect ag-sx to
outperform these approaches.

6 Conclusions and Future Work

In this paper, we present an efficient strategy to evaluate not-twig queries in
a tree-unaware relational environment. We extended the encoding scheme of
dewey-based Sucxent++ [11] by adding two new labels, namely AncestorValue

and AncestorDeweyGroup, that enable us to efficiently filter out elements satisfy-
ing a not-predicate by comparing their ancestor group identifiers. We proposed
a novel not-twig query evaluation algorithm that reduce useless structural com-
parisons by exploiting these labels. Our results showed that the our proposed
approach have superior performance compared to existing state-of-the-art tree-
unaware and native approaches. In future, we plan to investigate if some of the
optimization techniques proposed in [4] (e.g., choosing right join algorithms,
eliminating redundant ordering (if any)) are beneficial for evaluating not-twig
queries in our proposed framework.
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Abstract. Uncertainty is inherently ubiquitous in data of real appli-
cations, and those uncertain data can be naturally represented by the
XML. Matching twig pattern against XML data is a core problem, and
on the background of probabilistic XML, each twig answer has a proba-
bilistic value because of the uncertainty of data. The twig answers that
have small probabilistic values are useless to the users, and the users only
want to get the answers with the largest k probabilistic values. In this
paper, we address the problem of finding twig answers with top-k prob-
abilistic values against probabilistic XML documents directly. To cope
with this problem, we propose a hybrid algorithm which takes both the
probability value constraint and structural relationship constraint into
account. The main idea of the algorithm is that the element with larger
path probability value will more likely contribute to the twig answers
with larger twig probability values, and at the same time lots of use-
less answers that do not satisfy the structural constraint can be filtered.
Therefore the proposed algorithm can avoid lots of intermediate results,
and find the top-k answers quickly. Experiments have been conducted to
study the performance of the algorithm.

1 Introduction

Nowadays, uncertainty is inherently ubiquitous in data of real applications. For
instance, in sensor applications, sensors produce uncertain data since readings of
sensors are inherently imprecise. In scientific research, error-prone experimental
machinery, polluted samples, and simple human error bring the uncertainty to
experimental data. Therefore uncertain data management is becoming a critical
issue. The current relational database technologies can not deal with this problem
very well, because to store imprecise information in structured data format can
lead to high complexity of space and processing time. While the XML data
is a natural representation of uncertain data due to its flexible characteristics.
XML has hierarchical structure, therefore the probability values can be assigned
to elements and subtrees, dependency and independency of elements can be
expressed. In addition, XML supports incomplete information gracefully. The
data models for representing uncertainty in XML have been studied in [1–6].
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As to the query processing on probabilistic XML, the queries on the proba-
bilistic XML are often in the form of twig patterns. Compared with the query
on ordinary XML, the matched answers are associated with the probabilistic
values when querying probabilistic data. Therefore the answers as well as the
probability values need to be returned. Many kinds of twig queries with different
semantics were proposed, and their evaluations were studied in [7]. It is obvious
that the answers with small probabilistic values are useless to users who submit
the queries, and it makes sense to only return the twig answers with top-k prob-
abilistic values. There are also some other works on querying uncertain data.
On uncertain relational data, matching the twig answers with probability val-
ues above a threshold was investigated in [8], and query ranking was studied
in [9, 11, 12]. The paper [10] studied the query ranking in probabilistic XML
by possible world model, and a dynamic programming approach was deployed
that extends the approach in [9] to deal with the containment relationships in
probabilistic XML, and ranks the results by the interplay between score and un-
certainty. Those works are based on the documents generated from probabilistic
XML or the relational data model in which the possible worlds are stored.

It is more flexible if the twig answers with top-k probabilistic values can be
matched against the probabilistic XML directly. The algorithm ProTJFast and
PTopKTwig[13] belong to this catalog. In those algorithms, by the use of a novel
encoding scheme and the effective use of lower bounds, elements or paths with
small probabilities can be filtered. Matching a twig query against an ordinary
XML document only needs the answer to satisfy the structural relationship con-
straint, while finding top-k twig answers against probabilistic XML also needs
the answers to satisfy the constraint that the probabilistic values of twig answers
are k largest ones. The algorithm ProTJFast uses element streams ordered by
document order (pre-order) as input, and the process of algorithm follows the
document order. This may cause the constraint of probabilistic values not met
as soon as possible. The algorithm PTopKTwig is based on the element streams
ordered by path probabilistic value, and does not consider the structural con-
straint too much, therefore, to satisfy the structural constraint, there are lots of
times of detection whether the elements of leaf nodes in query can be matched to
be an twig answer. Although the use of enhanced lower bound makes algorithm
PTopKTwig efficient, there are still lots of useless path answers included in the
candidate twig answers that will not contribute to the final top-k answers.

In this paper, we also address the problem of efficiently finding top-k twig an-
swers against probabilistic XML directly. Our algorithm takes both of the struc-
tural constraint and probabilistic value constraint into account, and can find the
k twig answers which satisfy the structural relationships and their probabilistic
values are largest as early as possible. In our algorithm, the intermediate path
answers which do not satisfy the structural constraint and probabilistic value
constraint can be filtered rapidly. Also we improve the encoding scheme that
makes the process of calculating the probabilistic values more efficiently.

The rest of this paper is organized as follows. Section 2 introduces the back-
ground and relate work including the data model twig answers and encoding
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scheme of probabilistic XML. In Section 3, we improve the encoding scheme by
redesigning the float vector. In Section 4, we present a hybrid algorithm HyTop-
KTwig for matching twig answers with top-k probabilities. Section 5 shows our
experimental results. Conclusions are included in Section 6.

2 Preliminaries

2.1 Probabilistic XML Model

Nierman et al. proposed the Probabilistic Tree Data Base(ProTDB) [4] to man-
age uncertain data represented in XML. Actually it belongs to the catalog of
PrXML{ind, mux} model [6], in which the independent distribution and mutually-
exclusive distribution are considered.

A probabilistic XML document TP defines a probability distribution over an
XML tree T (V, E) and it can be regarded as a weighted XML tree TP (VP ,EP ). In
TP , VP = VD ∪ V , where V is a set of ordinary elements that appear in T , and
VD is a set of distribution nodes, including independent nodes and mutually-
exclusive nodes (ind and mux for short). An ordinary element, u ∈ VP , may
have different types of distribution nodes as its child elements in TP that specify
the probability distributions over its child elements in T . EP is a set of edges,
and an edge which starts from a distribution node can be associated a positive
probability value as weight.

S 1

ind

ind mux

a1 a2

b1 c1 b2 c2

0.5 0.7

0.8 0.6 0.3 0.7

(b ) T ree mo d el o f p ro b ab ilis tic  XML

<S1>
  <DIST type= "independant">
    <a1  P rob= '.5 '>
      <DIST type= "independant">
        <b1  P rob= '.8 '><b1>
        <c1  P rob= '.6 '><c1>
      < /DIST>
    < /a1>
    <a2  P rob= '.7 '>
      <DIST type= "mutually-exclusive">
        <b2  P rob= '.3 '><b2>
        <c2  P rob= '.7 '><c2>
      < /DIST>
    < /a2>
  < /DIST>
</S1>

(a) F ragment o f p ro b ab ilis tic  XML

Fig. 1. Example of probabilistic XML

Figure 1 (a) shows an fragment of probabilistic XML document. By using the
tag DIST, Prob and VAL, the XML has the ability to express the probabilistic
distributions and the probabilistic values of elements. Figure 1 (b) is the tree
model for the probabilistic XML fragment, which contains ind and mux nodes.
The element a1 has an ind node as its child, which specifies that its twig child
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nodes, b1 and c1 are independent. The probabilities of having b1 and c1 are 0.8
and 0.6, as indicated in the incoming edges to b1 and c1 respectively. The element
a2 has a mux node as its child, which specifies that b2 and c2 cannot appear as
a2’s child at the same time. Because of the mutually-exclusive distribution, the
sum of probability values of b2 and c2 cannot be larger than one.

2.2 Twig Query and Answers

A twig query q is an XPath query with predicates, and it can be modeled as a
small tree Tq(Vq , Eq), where Vq is a set of nodes representing types(tag name)
and Eq is a set of edges. There are two kinds of edges in Eq including parent-child
edge (PC for short) and ancestor-descendant edges (AD for short). Usually, AD
edge corresponds to the descendant axis in XPath, and PC edge corresponds to
the child axis. The answer of a twig query is a set of tuples, in which there are
elements from the probabilistic XML, and those elements match the nodes in q
and satisfy all the structural relationships specified in q.

However, to find the answers of a twig query q against a probabilistic XML
document, not only the structural relationships specified in q have to be satisfied,
but also the types of distribution nodes and weights of edges from distribution
nodes have to be considered. Actually, a mux distribution node umux can be
regarded as constraint to restrict two elements under different child elements
of umux so that they do not contribute to the same result. In contrast, an ind
distribution node does not affect the existence of an answer, but determine the
probability value of the answer.

Given an answer expressed by a tuple t = (e1, e2, ..., en), there exist a subtree
Ts(Vs, Es) of TP , which contains all those elements. The probability of t can be
computed by the following equation.

prob(t) = prob(Ts) = Πei∈Esprob(ei);

2.3 Encoding Scheme

For encoding an ordinary XML, the encoding scheme should support the struc-
tural relationships and keep the document order, because matching a twig query
against ordinary XML document only needs the answer to satisfy the structural
relationships constraint. However the encoding scheme for ordinary XML can not
meet the requirements of probabilistic XML, as there are new characteristics of
probabilistic XML including the distribution nodes and the probabilistic values.
Therefore encoding scheme for probabilistic XML should contain the informa-
tion of probabilistic values and provides the ability for matching twig answers
that satisfy the probabilistic value constraint.

Region-based encoding[14, 15] and prefix encoding are two kinds of encoding
schemes for ordinary XML documents. Both encoding schemes support the struc-
tural relationships and keep the document order, and these two requirements are
essential for evaluating queries against ordinary XML documents. As to the as-
pect of encoding elements in probabilistic XML, a new requirement needs to be
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met, that is how to record the probability values of elements on different levels.
Depending on different kinds of processing, the probability value of the current
element which is under a distribution node in PXML (node-prob for short) needs
to be recorded, and so does the probability value of the path from the root to
the current element (path-prob for short). Ning et al.[13] conclude that both
node-prob and path-prob in twig pattern matching against PXML are needed,
and property for supporting ancestor vision and ancestor probability vision are
also needed. The prefix encoding scheme naturally have the properties above,
therefore it is better to encode PXML elements by a prefix encoding scheme.

For efficiently processing twig matching against ordinary XML, Lu et al. pro-
posed a prefix encoding scheme named extended Dewey [16]. Extended Dewey
is a kind of Dewey encoding, which uses the modulus operation to create a map-
ping from an integer to an element name, so that given a sequence of integers,
it can be converted into the sequence of element names. This characteristic pro-
vides extended Dewey encoding the tag name vision of ancestor, that makes the
evaluation of twig join efficiently.

For the purpose of supporting twig pattern matching against probabilistic
XML, Ning et al.[13] extend Lu’s encoding scheme[16] by adding the properties
of the probability vision and the ancestor probability vision, and propose a new
encoding scheme called PEDewey. Compared with Extended Dewey, PEDewey
takes the distribution node into account and assigns a float vector to each ele-
ment, which records the probabilistic value information.

3 Improvement of the PEDewey Encoding

In this paper, we improve the float vector part of PEDewey for the efficient
calculation of twig answers’ probabilistic values.

In PEDewey, an additional float vector is assigned to each element. The length
of the vector is equal to that of a normal Dewey encoding, and each component
holds the node probability value of the element. Given the vector v and each
component nodei in v, the path probability value can be calculated by the fol-
lowing equation:

prob(path) = Πnodei∈vprob(nodei);

We can see from the equation that there are lots of multiplication operations
for calculating a path probability value, and it is not efficient, so we improve
the float vector by recording the natural logarithm of probability value in each
component. After that, the path probability value can be calculated by equation:

probln(path) = Σnodei∈vprobln(nodei);

During the processing of finding top-k twig answers, the probability values are
in the form of natural logarithm, and when the final answers are found, we
calculate the probability value by the equation prob(t) = eprobln(t). Notice that
the components for elements of ordinary, ind and mux are all assigned to 0 which
is the natural logarithm of 1.
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Fig. 2. Example of PEDewey encoding

We redefine the operations on the float vector. (1) Given element e, function
pathProbln(e) returns the path-prob of element e in natural logarithm form,
which is calculated by adding the node-prob values of all ancestors of e in the float
vector (2) Given element e and its ancestor ea, function ancPathProbln(e, ea)
returns the path-prob of ea in natural logarithm form by adding those compo-
nents from the root to ea in e’s float vector. (3) Given element e and its ancestor
ea, function leafPathProbln(e, ea) returns the path-prob of the path from ea to
e in form of natural logarithm by adding those components from ea to e in e’s
float vector. (4) Given elements ei and ej , function twigProbln(ei, ej) returns
the probability of the twig whose leaves are ei and ej. Assume ei and ej have
common prefix ec, and the probability of twig answer containing ei and ej is:

twigProbln(ei, ej) = pathProbln(ei) + pathProbln(ej) − ancPathProbln(ei, ec);

For the PXML shown in Figure 2(a), the encodings of its elements are shown in
Figure 2(b). For example, pathProbln(c1)=-0.462 (0+(-0.10536)+0+(-0.35667)),
ancPathProbln(c1, a1)= -0.10536 (0+(-0.10536)+0), leafPathProbln (c1, a1) =
-0.35667(0+(-0.35667)) and twigProbln(c1,d1)=pathProbln(c1)+pathProbln(d1)
- ancPathProbln(c1,a1) = -0.6852, where a1 is the common prefix of c1 and d1.
At last we can get the probability value of this twig answer is 0.504 ( e−0.6852).

4 HyTopKTwig : A Hybrid Algorithm

In this part, we propose an algorithm for finding top-k twig answers against
the probabilistic XML directly. Firstly, we analyze the characteristics of the
problem that finding top-k twig answers, then we propose the algorithm. At
last, we discuss the correctness of our algorithm.

4.1 Analysis of the Problem

When matching twig pattern against the ordinary XML documents, the only
consideration is the structural relationships of query. That means the answers
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only need to satisfy the structural relationships of twig pattern. However the
problem we are going to deal with is to find not only the answers that match
the twig pattern, but also the k answers that have the largest probability values
among all the twig answers. Therefore how to find top-k answers quickly without
large amount of useless intermediate results is the challenge of the problem.

Most of the algorithms for matching twig pattern against the ordinary XML
use elements streams ordered by the document order as the input data. Although
those algorithms can be easily adjusted to solve the top-k answers problem
against probabilistic XML, the efficiency is very low. That is because all the twig
answers need to be found out no matter how small their probabilistic values are.
Many useless intermediate results are computed, and the algorithm ProTJFast
is in this case. The algorithm ProTJFast uses the elements streams ordered by
document order, and the document order is good for matching the structural
relationships, and makes the twig matching algorithm holistic. However, at the
background of our problem, the document order limits the efficiency.

Intuitively the element with larger path probability value will more likely con-
tribute to the twig answers with larger twig probability values. Based on this
idea, algorithm using the elements streams ordered by probability values is pro-
posed, for example the algorithm PTopKTwig, to deal with the top-k matching
of twig queries against probabilistic XML. The algorithm PTopKTwig mainly
takes the probability value order into account, and ignores the characteristics
of the structural relationships constraints. It needs to compare whether the two
leaf elements of leaf nodes in query can be joined to contribute to a final an-
swers lots of times. Although the use of enhanced lower bound makes algorithm
PTopKTwig efficient, without the documents order, the merge-joins can not be
performed, that leads to the low efficiency because lots of comparisons can not
be avoided.

From above we can see that there are structural relationships constraint and
largest probabilistic values constraint in our problem, and it is a tradeoff between
finding top-k probability values and satisfying the structural relationships. So we
intend to design a hybrid algorithm which takes both constraints into account,
and in our algorithm, the intermediate path answers which do not satisfy the
structural constraint and probabilistic value constraint can be filtered rapidly.

4.2 Data Structures and Notations

Firstly we give the definition of skeleton pattern, which is the key point to
balance the tradeoff between finding top-k probability values and satisfying the
structural relationships.

Definition 1. The skeleton pattern s is a subtree of twig pattern q, and it can
be obtained by deleting all the subtrees of twig pattern which do not contain any
branching node.

For example, the skeleton pattern of A[//E]//B[//D]//C is A//B.
In our algorithm, we associate each leaf node f in a twig pattern q with a

stream Tf , which contains encoding of all elements that match the leaf node f .
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The elements in the stream are sorted by their path-prob values. It is very fast
to sort those elements by using the float vector in our encodings. Notice that
in our encoding scheme, the component of float vector is in the form of natural
logarithm, so the order of those natural logarithm floating numbers should be
ascending, so that the order of real probability values is descending. We maintain
cursorList, a list pointing to the head elements of all leaf node streams. Using
the function cursor(f), we can get the position of the head element in Tf .

A list Lc for keeping top-k candidates is allocated for q. A set Sb is associated
with skeleton pattern of query q. Each element cached in Sb are the skeleton part
of the candidate answers. Initially set Sb is empty. For each element stream, we
assign a signature list. The signature for an element represents whether the
current element is a descendant of any skeleton result in set Sb. Initially, all the
signatures are zero.

4.3 Algorithm HyTopKTwig

There are three phases in main algorithm of HyTopKTwig(Algorithm 1). The
first phase (Lines 2-6) is to find the initial answers so that we can have k skeleton
results in Sb. In the second phase(Lines 7-10), we use the signature list to identify
the descendants of skeleton results in set Sb in corresponding element streams
of leaf node in query q. The function of signature list is to filter the elements
that can not contribute to the final answers. So in third phase(Line 11), we
run algorithm ProTJFast against the document ordered element streams where
useless elements have been filtered in phase two.

In the first phase, we intend to find the answers whose probability values are as
large as possible, so we use the element streams ordered by probability value. The
processing of this phase is just like that of algorithm PTopKTwig. Algorithm 1
firstly proceeds in the probability order of all the leaf nodes in query q, by calling
the function getNextP(). This function returns the tag name of the leaf node
stream which has the biggest probability value in its head element among all leaf
node streams. So that, each processed element will not be processed repetitively.
After function getNextP() returns a tag qact, we may find the twig answers
which the head element in stream Tqact contributes to, by invoking function
matchTwig(). In function matchTwig(), the twig answers containing eqact can
all be found. During the process of finding other elements that contribute to
the twig answers with eqact , there is no duplicated computation of comparing
the prefixes, due to the order of probability values and the use of cursorList.
The cursorList records the head elements in respective streams which is next
to be processed. The elements before the head elements have been compared
with elements in other streams, and the twig answers that these elements might
contribute to have been considered. Therefore we only compare eqact with the
elements after the head elements in the related streams (Lines 3-4 in Algorithm
2). Once a twig answer are found, we add the skeleton result of this answer to
the set Sb, until the size of the Sb equals to k (Line 5 in Algorithm 1). So we
can see that the task of phase 1 is to find k skeleton results.
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Algorithm 1. HyTopkTwig(q)
Data: Twig query q, and streams Tf of the leaf node in q.
Result: The matchings of twig pattern q with top-k probabilities.
begin1

while Sizeof(Sb) < k ∧ ¬ end(q) do2

qact=getNextP (q);3

tempTwigResults=matchTwig(qact, q);4

addSkeletonResults(Sb, tempTwigResults);5

advanceCursor(cursor(qact));6

foreach qi ∈ leafNodes(q) do7

foreach ej ∈ Tqi do8

if ∃sk ∈ Sb, sk is the prefix of ej then9

ej .signature = 1;10

ProTJFastBySignature(q);11

end12

Function end(q)13

begin14

Return ∀f ∈ leafNodes(q) → eof(Tf );15

end16

Function getNextP (n)17

begin18

foreach qi ∈ leafNodes(q) do19

ei = get(Tqi);20

max = maxargi(ei);21

return nmax22

end23

Function ProTJFastBySignature(q)24

begin25

Sort the elements whose signature equals to 1 in respective element streams26

by document order.
By using algorithm ProTJFast, output the k answers with largest27

probability values.
end28

In the second phase of Algorithm 1(Lines 7-10), we update the signature lists
of element streams by assigning the signature of element below any skeleton
result in set Sb to 1. As such, we can get a subtree of original probabilistic XML
document by the signature lists. We can prove that the final top-k twig answers
against the original XML can be found in the subtree.

In the last phase of Algorithm 1(Line 11), we firstly sort the elements whose
signatures equal to 1 in respective element streams by document order. And
then we can perform the algorithm ProTJFast to output the k answers with
largest probability values. Notice that if the k of top-k query is small, we can
use algorithm TJFast at the third phase directly, because the number of elements
under the k skeleton results is also small, therefore there is no need to use the
more complex algorithm ProTJFast.
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Algorithm 2. matchTwig(qact, q)
begin1

for any tags pair [Tqa ,Tqb ] (qa,qa ∈ leafNodes(q) ∧ qa, qb �= qact) do2

Advance head element in Tqa to the position of cursor(qa);3

Advance head element in Tqb to the position of cursor(qb);4

while ¬ end(q) do5

if elements eqa ,eqa match the common path pattern with eqact in6

query q, and the common prefix of eqa ,eqa match the common path
pattern which is from the root to the branching node qbran of qa and
qb in query q, and the common prefix is not a element of mux node.
then

add eqa ,eqa to the set of intermediate results.7

return twig answers from the intermediate set.8

end9

For the twig query (a) in Figure 3: S[//C]//D against probabilistic XML (b),
assume that the answers for top-2 probabilities are required. In the first phase
of Algorithm 1, streams TC and TD are scanned, and the elements in streams
are sorted by path-prob values shown in Figure 3 (c). The processing order of
elements in streams are marked by dotted arrow line in Figure 3(c), which is
obtained by invoking the getNextP () function. Firstly, getNextP () returns c3

because its probability value is largest among the elements in respective streams,
and c3 start to join the element in TD, and find a match (c3, d3), next the
Algorithm 1 add the skeleton result s2 of (c3, d3) to set Sb. Then getNextP ()
returns the element c1, and an answer (c1, d1) is found, also the skeleton result
s1 is added to set sb. At this moment, the size of set sb equals to the value of k,
so the first phase ends. In the second phase, Algorithm 1 marks the signatures of
elements that are the descendants of skeleton results in set Sb, so the signatures
of elements c1, d1, c2, d2, c3 and d3 are updated. In the last phase, the elements
of respective element streams are ordered by document order (In Figure (d)),
and then the Algorithm ProTJFast can be performed on them. So the final top-2
twig answers is (c1,d1) with probability value 0.576 and (c2,d2) with probability
value 0.512. Notice that, the temporal results (c3,d3) in phase one is not the
final answer, by the skeleton result s2 generated from temporal results (c3,d3),
we can bring the elements c2 and d2 to the final phase, and finally they can be
merge-joined to be a final answer.

4.4 Analysis of Algorithm

We can see that in the first phase of Algorithm HyTopKTwig, the element
streams are ordered by probability value, so that we can find the answers whose
probability value are as potentially large as possible, while in the last phase,
we use Algorithm ProTJFast against the element streams ordered by document
order, therefore Algorithm HyTopKTwig is a hybrid algorithm that takes both
probability value constraint and structure constraint into account.
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Fig. 3. Example of HyTopKTwig

However, are those temporary results in phase one the final answers? In Al-
gorithm PTopKTwig, an enhanced lower bound is proposed to get the final
answer quickly and to ensure the correctness of algorithm. The HyTopKTwig
algorithm also needs to ensure the correctness and trys to find other candidate
answers which may be the final answers, so we use the skeleton results to bound
the structural region of those candidate answers. The correctness of Algorithm
HyTopKTwig is proved below:

Theorem 1. Given a twig query q and an probabilistic XML database PD,
Algorithm HyTopKTwig correctly returns all the answers for q with top-k prob-
abilities on PD.

Proof. If the k skeleton results in set Sb can bound the final answers, then we
can prove the correctness of algorithm HyTopKTwig, so we change the problem
to prove that there is no element, which is not the descendant of any skeleton
results in set Sb, can contribute to the final answers.
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Assuming that there is an element e which is not the descendant of any
skeleton results in set Sb, and can match a twig answer with element ex whose
probability value is larger than the k-th twig answer (merge-joined by ek1 and
ek2). So we can get the inequations:

pathProb(ek1) ∗ preProb(ek2) < pathProb(ex) ∗ preProb(e) (1)

equation (1) can be deduced to equation (2)

pathProb(ex) > pathProb(ek1) ∗ preProb(ek2)/preProb(e) (2)

In phase one, once the function getNextP() returns a tag t, algorithm will regard
the tag t as main path and find matching with other element streams ordered
by predicate probability value, so preProb(ek2)/preProb(e) must be larger than
one because the path answer with larger predicate probability value has been
scanned, we can conclude that pathProb(ex) is larger than pathProb(ek1), this
is contradictory with that the processed main path has larger path probabil-
ity value than the unprocessed ones. Or if the pathProb(ex) is really larger than
pathProb(ek1), it means element ex has been processed before ek1, and the skele-
ton result of ex has existed in set Sb. Because the element e can be merge-joined
with ex, the element e must be the descendant of skeleton result of ex. It means
element e will be dealt with in phase three of algorithm HyTopKTwig. Therefore
we can conclude that there is no element which is not the descendant of any
skeleton results in set Sb, and can match a twig answer whose probability value
is larger than the k-th twig answer. So the correctness of algorithm HyTopKTwig
is proved.

5 Experiments

5.1 Experimental Setup

The algorithms HyTopKTwig, ProTJFast and PTopKTwig were implemented in
JDK 1.4. Both real-world data set DBLP and synthetic data are used to test the
performance of algorithm above, and the synthetic data set was generated by
IBM XML generator and a synthetic DTD. We made the corresponding proba-
bilistic XML documents from ordinary ones by inserting distribution nodes and
assigning probability values to the child elements of distribution nodes. Table 1
lists the used queries. We take the metrics elapsed time and processed element
rate rateproc =numproc/numall to compare the performance among those algo-
rithms, where numproc is the number of processed elements, and numall is the
number of all elements.

5.2 Performance Study

Influence of Document Size We evaluated Q1 against the DBLP data set
of different sizes, ranging from 20MB to 110MB, and the answers with top-20
probability values were returned. From Figure 4, we can see that the elapsed time
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Table 1. Queries

ID queries
Q1 dblp//article[//author]//title
Q2 S//[//B]//A
Q3 S//[//B][//C]//A
Q4 S//[//B][//C][//D]//A
Q5 S//[//B][//C][//D][//E]//A

Fig. 4. Varying size Fig. 5. Varying size

Fig. 6. Varying K Fig. 7. Varying K

of ProTJFast is linear to the size of documents, while varying size of documents
has almost no impact on HyTopKTwig and PTopKTwig, and the algorithm
HyTopKTwig performs better than PTopKTwig.

Influence of Number of Answers. Query Q1 was evaluated against the
DBLP data set. From Figures 6 and 7, we can see that by varying k from 10
to 50, the elapsed time and the rate of processed elements of those algorithms
increase, the algorithm HyTopKTwig performs best, and algorithm ProTJFast
performs worst. When k is small, the performance of HyTopKTwig is much
better than ProTJFast and is better than PTopKTwig.

Influence of Multiple Predicates. To test the influence of multiple predi-
cates, the queries Q2 to Q5 were evaluated on the synthetic data set. By varying
the fan-out of query from 2 to 5, from Figures 8 and 9, we can see that the
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Fig. 8. Varying pred Fig. 9. Varying pred

elapsed times of algorithm PTopKTwig increases rapidly. The situation is simi-
lar in Figure 9 when testing the rate of processed elements. The increasing speed
of algorithm HyTopKTwig is steady and is slower than the other two, especially
when the query’s fan-out is large.

6 Conclusions

In this paper, we addressed the problem of finding top-k matching of a twig pat-
tern against probabilistic XML data. Firstly, we improved the float vector part
of PEDewey encoding, then we proposed a hybrid algorithm named HyTopK-
Twig that has three phases. The element streams in first phase are ordered by
probabilistic value, and the element streams in third phase are ordered by docu-
ment order, therefore the algorithm HyTopKTwig considers both the probability
value constraint and structural relationship constraint. Finally we presented ex-
perimental results on a range of real and synthetic data.
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Abstract. Graph-structured databases have numerous recent applica-
tions including the Semantic Web, biological databases and XML, among
many others. In this paper, we study the maintenance problem of a popu-
lar structural index, namely bisimulation, of a possibly cyclic data graph.
In comparison, previous work mainly focuses on acyclic graphs. In the
context of database applications, it is natural to compute minimal bisim-
ulation with merging algorithms. First, we propose a maintenance algo-
rithm for a minimal bisimulation of a cyclic graph, in the style of merging.
Second, to prune the computation on non-bisimilar SCCs, we propose a
feature-based optimization. The features are designed to be constructed
and used more efficiently than bisimulation minimization. Third, we con-
duct an experimental study that verifies the effectiveness and efficiency
of our algorithm. Our features-based optimization pruned 50% (on av-
erage) unnecessary bisimulation computation. Our experiment verifies
that we extend the current state-of-the-art with a capability on handling
cyclic graphs in maintenance of minimal bisimulation.

1 Introduction

Graph-structured databases have a wide range of recent applications, e.g., the
Semantic Web, biological databases, XML and network topologies. To optimize
the query evaluation in graph-structured databases, indexes have been proposed
to summarize the paths of a data graph. In particular, many indexing techniques,
e.g., [3,4,11,17,19,23], have been derived from the notion of bisimulation equiv-
alence. In addition to indexing, bisimulation has been adopted for selectivity
estimation [14, 20] and schemas for semi-structured data [2].

To illustrate the applications of bisimulation in graph-structured databases,
we present a simplified sketch of a popular graph used in XML research, shown
in the left hand side of Figure 1, namely XMark. XMark is a synthetic auction
dataset: open auction contains an author, a seller and a list of bidders, whose
information is stored in persons; person in turn watches a few open auctions. To
model the bidding and watching relationships, open auctions reference persons
and vice versa. The references are encoded by IDREFs and represented by the
dotted arrows in the figure. Two nodes in a data graph are bisimilar if they

J.X. Yu, M.H. Kim, and R. Unland (Eds.): DASFAA 2011, Part I, LNCS 6587, pp. 543–557, 2011.
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Fig. 1. Illustration – A sketch of XMark and its bisimulation

have the same set of incoming paths. A sketch of the bisimulation graph of
XMark is shown in the right hand side of Figure 1. In the bisimulation graph,
bisimilar data nodes are placed in a partition, denoted as Ii. Consider a query
q /site//open auction//seller that selects all sellers of open auctions. We can
evaluate q on the partitions and simply retrieve the data nodes in I3. Therefore,
it is crucial to minimize the bisimulation graph for efficient index to reduce I/O.

In practice, many data graphs are cyclic (e.g., [1]) and subject to updates.
Therefore, different from other applications of bisimulation, its maintenance
problem is much more important in database applications [12,21]. Furthermore,
previous work [12, 21] on maintenance of bisimulation of graphs mainly focuses
on directed acyclic graphs. In contrast, this paper focuses on the maintenance
problem of bisimulation of possibly cyclic graphs.

In this paper, we take the first step to systematically and comprehensively
investigate incremental maintenance of minimal bisimulation of cyclic graphs.
There are two key challenges in the maintenance problem. Firstly, merging algo-
rithms for bisimulation as opposed to partition refinement are more natural for
incremental maintenance of bisimulation. However, it is known [12] that merg-
ing algorithms fail to determine the minimum bisimulation of cyclic graphs. The
main reason is that nodes of SCCs must be considered together, which is not the
case in merging algorithms.

The first contribution is a maintenance algorithm for minimal bisimulation of
cyclic graphs (Section 5), in the style of merging algorithms. Our algorithm con-
sists of a split and a merge phase. In the split phase, we split and mark the index
updated nodes (i.e., the equivalence partitions) into a correct but non-minimal
bisimulation. In the merge phase, we apply a (partial) bisimulation minimization
algorithm on the marked index nodes. Our algorithm has an explicit handling
of bisimulation between SCCs, when compared to previous work. As such, our
algorithm always produces smaller (if not the same) bisimulation graphs when
compared to previous work. In case of acyclic graphs, our algorithm and the
previous work will produce the same bisimulation.

The second contribution is on a feature-based optimization for determining
bisimulation between two SCCs (Section 6). On one hand, the computation of
bisimulation between two SCCs can be costly. On the other hand, there may not
be many bisimilar SCCs, in practice. We aim at deriving structural features from
SCCs such that two SCCs are bisimilar only if they have the same or bisimilar
features. Specifically, we explore label- or edge-based, path-based, tree-based
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and circuit-based features. With these, the merging algorithm has a more global
information of SCCs and may prune computation on non-bisimilar SCCs early.

Third, we conduct an experimental study that verifies the effectiveness and
efficiency of our algorithm. In particular, our feature-based optimization prunes
an average of 50% unnecessary bisimulation computation. The results validate
the practical feasibility of extending the current state-of-the-art with a capability
of maintaining minimal bisimulation on cyclic graphs.

2 Related Work

Previous work on maintaining bisimulation can be categorized into two: merging
and partition-refinement algorithms. There have been two previous merging algo-
rithms [12,21] for incremental maintenance of bisimulation of cyclic graphs. The
algorithm proposed in [12] contains a split and a merge phase. Upon an update
on the data graph, the bisimulation graph is split to a correct but non-minimal
bisimulation of the updated graph. Next, the bisimulation graph is minimized
in the merge phase. For acyclic graphs, [12] produces the minimum bisimulation
of the updated graph. If the graph is cyclic, [12] returns a minimal bisimulation
only. Thus, to support cyclic graphs, the minimum bisimulation is occasionally
re-computed from scratch. [21] proposes a split-merge-split algorithm with a
rank flag for SCCs, which is originally proposed in [6]. [21] also returns a minimal
bisimulation in response to an update of a cyclic graph. However, there is neither
experimental evaluation [21] nor implementation for us to perform comparisons.
A difference between our work and the previous work is that we introduce explicit
handling of SCCs and propose features to optimize bisimulation maintenance.

A recent partition-refinement algorithm [10] can be considered as a variant of
Paige and Tarjan’s algorithm [18] – a construction algorithm for the minimum
bisimulation. The algorithm proposes its own split to handle edge changes. It
has been extended to support maintenance of k-bisimulation. Their experiment
shows that [10] produces a bisimulation that is always within 5% of the minimum
bisimulation. It is shown, through a later experiment, that [12] may produce even
smaller bisimulations, which we compared via experiments in Section 7.

Bisimulation (relation) [16] has its root at symbolic model checking, state
transition systems and concurrency theories. In a nutshell, two state transition
systems are bisimilar if and only if they behave the same from an observer’s
point of view. Bisimulation minimization has been extensively studied through
experiments in [7], in the context of modeling checking. A conclusion of [7] is
that minimization may not be worthwhile for model checking as it may easily be
more costly than checking invariance properties of systems. In comparison, when
bisimulation is used as an index structure for query processing, bisimulation
minimization and therefore its maintenance are far more important.

3 Background

This section presents the background and the notations of this paper.
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Definition 3.1. A graph-structured database (or data graph) is a rooted di-
rected labeled graph G(V , E, r, ρ, Σ), where V is a set of nodes and E: V × V
is a set of edges, r ∈ V is a root node and ρ : V → Σ is a function that maps a
vertex to a label, and Σ is a finite set of labels.

For clarity, we may often denote a data graph as G(V, E) when r, ρ and Σ are
irrelevant to our discussions. Since our work focuses on cyclic graphs, we recall
some relevant definitions below.

Cyclic graphs. A strongly connected component (SCC) in a graph G(V , E) is a
subgraph G′(V ′, E′) whose nodes are a subset of nodes V ′ ⊆ V where the nodes
in V ′ can reach each other. The SCCs of a graph can be determined by classical
graph contraction algorithms, e.g., Gabow’s algorithm, in O(|V |+|E|), where
each SCC is reduced to a supernode. The resulting graph is a directed acyclic
graph DAG, which is often called the reduced graph. In subsequent discussions, we
use SCCs to refer to non-trivial SCCs (SCCs with more than one node) only. In the
definition below, we highlight two special kinds of nodes in SCCs, namely, exit
and entry nodes.

Definition 3.2. A node n of an SCC G′(V ′, E′) of a graph G(V , E) is an exit
node if there exists an edge (n, n1) where n ∈ V ′ and n1 �∈ V ′. Similarly, n is
an entry node if there exists an edge (n0, n) where n0 �∈ V ′ and n ∈ V ′.

Bisimulation. Next, we recall the relevant definitions of bisimulation.

Definition 3.3. Given two graphs G1(V1, E1, r1, ρ1) and G2(V2, E2, r2, ρ2),
an upward bisimulation ∼ is a binary relation between V1 and V2:

∀ v1 ∈ V1, v2 ∈ V2 . v1 ∼ v2 →
∀ (v′

1, v1) ∈ E1 ∃ (v′
2, v2) ∈ E2 . v′

1 ∼ v′
2 ∧ ρ1(v′

1) = ρ2(v′
2) ∧

∀ (v′′
2 , v2) ∈ E2 ∃ (v′′

1 , v1) ∈ E1 . v′′
1 ∼ v′′

2 ∧ ρ1(v′′
1 ) = ρ2(v′′

2 ).

Two graphs G1 and G2 are upward bisimilar if an upward bisimulation ∼ can
be established between G1 and G2.

Examples of bisimilar nodes can be found in Figure 1, where the bisimilar nodes
are placed in the same rounded rectangle. Definition 3.3 presents upward bisim-
ulation in the sense that two nodes can be bisimilar only if their parents are
bisimilar. The definition can be paraphrased in terms of paths, which is often
convenient to simplify our discussions1 .

Proposition 3.1: Two nodes are upward bisimilar if and only if the incoming
path set of the two nodes are the same. 	

A set of bisimilar nodes is often referred to as an equivalence partition of nodes,
or simply partitions. Hence, a bisimulation of a graph can be described as a
partition graph. In the context of indexing, the partitions are sometimes referred

1 We should remark that there have been other notions of bisimulation, such as down-
ward bisimulation and k-bisimulation, that have been applied in indexing/selectivity
estimation but have not been the focus of this paper. Our techniques can be extended
to support them with minor modifications.
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Fig. 2. (a) A cyclic data graph; (b) the minimal bisimulation graph; (c) the split
bisimulation graph; and (d) an updated minimal bisimulation graph

to as index nodes, or simply Inodes, whereas the nodes of the data graph are
referred to as data nodes, or simply nodes.

In this work, we consider the notion of bisimulation minimality defined in
Definition 3.5. First, we recall the notion of stability.

Definition 3.4. Given two partitions of nodes X and I, X is stable with respect
to I if either (i) X is contained in the children of the nodes in the partition I
or (ii) X and the children of the nodes in I are disjoint.
Definition 3.5. Given a bisimulation B of a graph G, B is minimal if for any
two partitions I, J ∈ B, either (i) the nodes in I and J have different labels, or
(ii) merging I and J results in some partition K ∈ B unstable.
Definition 3.6. A bisimulation B of a graph G is the minimum bisimulation
if B contains the minimum number of partitions, among all bisimulations of G.
According to [12], the minimum bisimulation of a graph is unique.

Bisimulation minimization. Next, we illustrate the intuitions of merging al-
gorithm for bisimulation minimization with a brief example shown in Figure 2.
Assume the nodes of the data graph shown in Figure 2(a) have the same label.
The node id is shown next to each node. We use {} to denote an Inode. A merg-
ing algorithm initially places each node in a single partition. Assume that the
algorithm merges pairs of partitions top-down, which attempts to merge Nodes
2 and 7. However, the algorithm has not yet determined Nodes 5 and 10. Hence,
the algorithm terminates and fails to return the minimum bisimulation shown
in Figure 2(b), unless it memorizes the SCCs containing Nodes 2 and 7 together.

4 Bisimulation of Cyclic Graphs

This section presents a minimization algorithm for bisimulation of cyclic graphs,
shown in Figure 3, which is a component of the maintenance algorithm. We focus
on the logic of handling SCCs during the minimization.

The algorithm can be divided into two parts. First, Lines 01-06, if n1 and
n2 are not both in some SCCs, we compute bisimulation between n1 and n2 in
the style of any merging algorithm. We assume the existence of a procedure
next nodes top order(G) of a node n which returns the next n’s child in topo-
logical order in G. Then, we recursively invoke bisimilar cyclic.
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Procedure bisimilar cyclic

Input: Nodes n1 and n2 where ρ(n1) = ρ(n2); B, the current bisimulation
Output: An updated bisimulation relation B′

01 if n1 and n2 are not both in some SCC

02 if ∀p1 ∈ n1.parent ∃p2 ∈ n2.parent s.t. p1 ∼ p2 then
03 add (n1, n2) to B
04 for all c1 in n1.next nodes top order(G1)
05 for all c2 in n2.next nodes top order(G2)
06 B = bisimilar cyclic(c1, c2, B)

07 else /* check bisimulation of the two SCCs */
08 assume n1 and n2 are in SCCs S1 and S2, respectively

if feature pruning(S1, S2) return B /* Sec. 6*/

09 clone S1 to S′
1; create an artificial node n′

1 for n1

10 for all (n, n1) ∈ S′
1.E

11 replace (n, n1) with (n, n′
1) ∈ S′

1

12 clone S2 to S′
2; create an artificial node n′

2 for n2

13 for all (n, n2) ∈ S′
2.E

14 replace (n, n2) with (n, n′
2) ∈ S′

2

15 clone B to B′; add (n1, n2) to B′ /* assume n1 ∼ n2 */

16 for all c1 in n1.next nodes top order(S′
1)

17 for all c2 in n2.next nodes top order(S′
2)

18 B′ = bisimilar cyclic(c1, c2, B′)
19 if (n′

1, n′
2) in B′ then B = B ∪ B′ /* S1 ∼ S2 */

20 return B

Fig. 3. Bisimulation minimization of cyclic graphs

Second, if both n1 and n2 are in some SCCs, Lines 07-20 check if S1 and S2,
as opposed to simply n1 and n2, can be bisimilar. We prune non-bisimilar SCCs
by using the feature-based optimization presented in Section 6, in Line 08. For
presentation clarity, we assume that n1 and n2 are in two different SCCs. Then,
we break the SCCs and check bisimulation recursively, in Lines 09-15. The main
idea is illustrated with Figure 4. Specifically, we redirect the incoming edges
of n1 in SCC (Lines 09-11) to an artificial node n′

1. Similarly, we redirect the
incoming edges of n2 to n′

2 (Lines 12-14). We clone the current bisimulation
relation determined thus far (Line 15). Assuming that n1 and n2 are bisimilar,
we check the possible bisimulation between the children of n1 and n2 by call-
ing bisimilar cyclic recursively (Lines 16-18). If we can construct a possible
bisimulation between n′

1 and n′
2 (Line 19), then S1 and S2 are bisimilar.

The main idea of bisimilar cyclic on handling SCCs is that bisimilar
cyclic explicitly breaks a cycle, whereas previous work overlooks cycles.
bisimilar cyclic may be recursively called due to nested SCCs (Line 18).
Without breaking a cycle in each call, bisimilar cyclic may not terminate
and the feature-based optimization (Line 07) may always derive features of the
“topmost” SCC.
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Analysis. For presentation clarity, bisimilar cyclic did not incorporate with
classical indexing techniques. bisimilar cyclic runs in O(|E|2) due to the for
loops at Lines 04-06 and Lines 16-18, assuming that feature pruning can be
performed more efficiently than O(|E2|).

5 Maintenance of Bisimulation

In this section, we present the overall maintenance algorithm. For simplicity,
we present an edge insertion algorithm insert in Figure 5. Edge deletions are
discussed at the end of this section. Our algorithm consists of a split phase and
a merge phase. In the following, we focus on the split phase, as the merge phase
is essentially bisimilar cyclic.

The split phase. The split phase is presented in Lines 05-20. We maintain
two variables to record two kinds of nodes that are needed to be split. More
specifically, we use S to record the nodes of SCCs needed to be split and Q to
record the nodes that are not in any SCCs but needed to be split. In the split
phase, we mark the affected Inodes, which will be examined in the merge phase.

Suppose the insertion makes the Inode of n2 unstable. To initialize S (Line
03), we set S to the Inode of n2 and n2, i.e., {(In2 , n2)}, if n2 is in an SCC.
Otherwise, S is empty. Similarly, we initialize Q to In2 if n2 is not in any SCC
and Q is empty otherwise (Line 04). Next, we split the Inodes in S and Q
recursively until they are empty (Line 05).

(1) We process the nodes in S as follows (Lines 06-12): We select a node n from
S and retrieve its Inode In. We split n from In as the SCC of n is potentially
non-bisimilar to the SCC of other nodes in In (Line 09). We mark the split Inodes
so that they will be checked in the merge phase (Line 10). In Lines 11-12, we
insert the children of the split Inode to S and Q, similar to Lines 03-04.

(2) The handling of Q is shown in Lines 13-20. We select an Inode In from Q
(Line 14). If In is not stable, we split In into a set of stable Inodes I, as in the
pervious work [12] for acyclic graphs (Lines 15-16). We mark Inodes in I in Line
18. In Lines 19-20, we update the affected nodes S and Q, similar to Lines 03-04.

The split phase essentially traverses the bisimulation graph B and SCCs in the
data graph to spilt and collect the Inodes that are affected by the update. SCCs
themselves may be affected by an update. In Line 21, we call Gabow’s algorithm
to update SCC information of a graph, which is needed in the merge phase.

The merge phase. The merge phase can be done by applying the minimization
algorithm presented in Section 4 (Figure 3). An optimization is that we apply
merging on only the Inodes that are marked in the split phase.
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Procedure insert

Input: an insertion of an edge (n1, n2) to a graph G; its minimal bisimulation B
Output: An updated graph G′ and its updated minimal bisimulation B′

01 G′ = insert (n1, n2) into G
02 if n2 is new

then create a new Inode In2 ; insert In2 into B; mark In2

else if In2 is not stable
03 S = {(In2 , n2) | n2 is in an SCC}
04 Q = {In2 | n2 is not in any SCC}
05 while Q �= ∅ or S �= ∅
06 if S �= ∅ then /* split the relevant SCC */
07 pick a node (In, n) from S ; remove (In, n) from S
08 while In is not stable or a singleton
09 split In into I1 = In - {n} and I2 = {n}
10 mark I1 and I2

11 S = S ∪ {(Ins ,ns) | ns is ni’s child, ni ∈ I2 and ns in the SCC of n}
12 Q = Q ∪ {Inq | nq is a child of ni, ni ∈ I2 and nq not in any SCCs}
13 if Q �= ∅ then /* split nodes not related to SCCs */
14 pick a node In ∈ Q; remove In from Q
15 if In is not stable or a singleton
16 split In into a stable set I /* [12] */
17 for each I in I
18 mark I
19 S = S ∪ {(Ins ,ns) | ns is ni’s child, ni ∈ I and ns in the SCC of n}
20 Q = Q ∪ { Inq | nq ∈ child of ni, ni ∈ I and nq not in any SCCs}
21 Gabow(G′) /* update the SCC information in G′ */

22 (G′, B′) = bisimilar cyclic marked(G, B) /* merging the marked Inodes */
23 return (G′, B′)

Fig. 5. Insertion for minimal bisimulation of cyclic graphs

Example 5.1. We illustrate Algorithm insert with an example. Reconsider the
cyclic data graph that is shown in Figure 2(a). Its minimal bisimulation is shown
in Figure 2(b). Assume that we insert an edge (20,17) into the data graph.
Algorithm insert initially puts {12,17} into Q (Line 04). Then, in Line 16,
Node 17 is split from {12,17}. The split Inodes are marked, with a “*” sign in
the figure. The split phase proceeds recursively and finally produces the graph
in Figure 2(c). Then, we update the SCC information of the data graph. By
bisimilar cyclic marked, we obtain the bisimulation at Figure 2(d).

While the previous work [12] produces the same split graph (Figure 2(c)), it
returns the bisimulation in Figure 2(c), due to the lack of the handling on SCCs.
Subsequently, any subgraphs that are connected to the SCC (Nodes 17-20), e.g.,
Node 21, are not merged, as the SCCs are not merged.

Analysis. The recursive procedure in Lines 05-20 traverses the graph O(|E|).
With optimization in [18], stablizing a set can be done in O(log(|V |)). Hence.
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the split phase runs in O(|E|log(|V |). Gabow’s algorithm in Line 21 runs in
O(|V | + |E|). The merge phase with optimization runs in O(|E|2). Thus, the
overall runtime of Algorithm insert is O(|E|2).
Edge deletions. While our discussions focused on insertions, our technique can
be generalized to support edge deletions with the following modifications. (i) In
Line 01, we delete the edge from the data graph. (ii) If n2 is connected after the
deletion, we check the stability of In2 in Line 02, initialize S and Q and then
invoke the split phase as before.

6 Feature-Based Optimization

The maintenance algorithm presented in Section 5 involves splitting the up-
dated bisimulation into a non-minimal bisimulation followed by bisimulation
minimization. As discussed, determining if two SCCs are bisimilar can be com-
putationally costly, O(|E|2). In practice, SCCs may often be non-bisimilar. This
motivates us to optimize the minimization of cyclic graphs by proposing features
to prune computations on non-bisimilar SCCs. The main idea is to derive features
of SCCs such that two SCCs can be bisimilar only if their features are the same or
bisimilar. Ideally, the features are discriminative enough and can be efficiently
constructed and used. Furthermore, features may be efficiently maintainable so
that they are constructed once and maintained with the bisimulation.

6.1 Properties of Bisimulation of Cyclic Graphs

Prior to the discussions on features, we list some properties of bisimulation of
cyclic graphs. These properties show that a number of classic properties of graphs
are not suitable for our feature-based optimization. Due to space constraints, we
omitted the proofs, which are established by simple proof by contradictions [5].

Property 1. Two SCCs with the same cycle height may not be bisimilar. Two
SCCs with different cycle heights can be bisimilar.

Property 2. Two SCCs with the same number of simple cycles may not be bisim-
ilar. Two bisimilar SCCs may have different number of simple cycles.

Property 3. Two SCCs with different numbers of entry nodes can be bisimilar.

The design of features exploits the following proposition on bisimulation of SCCs.
The intuition is that as long as we find a node in a SCC that is not bisimilar to
any node in another SCC, the two SCCs will not be bisimilar.

Proposition 6.2: An SCC G1(V1, E1) is not bisimilar to another SCC G2(V2,
E2) if and only if there is a node v in V1 such that it is not bisimilar to any
node in V2. 	
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6.2 Features of SCCs

Merging algorithms for bisimulation minimization are iterative in nature. The
current merging step of a SCC may not have sufficient information for determining
bisimulation between SCCs. Hence, we propose some features that give merging
algorithms some “lookahead” of SCCs to check Proposition 6.2.

1. Label-based or edge-based features. We begin with the label-based and
edge-based features, which are straightforward, and have many alterative imple-
mentations. For example, we may use all label and edge types that appeared in
an SCC as an SCC feature. Two bisimilar graphs must contain the same type of
labels and edges. In our experiments, we found that the incoming label or edge
sets of an entry node are relatively concise and effective in distinguishing non-
bisimilar SCCs. For example, in Figure 1, the incoming label set of the entry node
open auction is {open auction, watch} and that of the entry node watches
is {person, bidder}. The construction and maintenance of such labels can be
efficiently supported by hashtables.

2. Path-based features. Regarding path-based features, one may be tempted
to use all simple paths in an SCC. However, determining all simple paths of a
cyclic graph is a problem in PSPACE [15].

Proposition 6.3: Two SCCs are bisimilar only if they have the same set of
simple path(s) from their entry node(s). 	

Next, the longest paths of a cyclic graph are not appropriate for our problem
either, as they cannot be determined in PTIME.

In this work, we propose to use the set of incoming paths with a length at
most k (or simply k-paths) as a feature of the entry nodes, where k is a user
parameter. The value of k may be increased when maintenance of bisimulation
spends substantial time on bisimulation computation. From Proposition 3.1,
two bisimilar graphs must have the same set of k-paths. Contrarily, two graphs
with different sets of k-paths are non-bisimilar. Hence, k-paths can be used
as a feature. It is straightforward that k-paths can be efficiently constructed.
However, since k-paths is local, k-paths may not contain a node that is not
bisimilar to any nodes in any other SCCs. Another simple remark is that a node
in an SCC may appear in a k-path set multiple times.

3. Feature of canonical spanning tree. We further explore more complex
structural features of SCCs. First, we define the weight used in determining the
canonical spanning tree. The weight of an edge (n1, n2) is directly proportional
to the count of (ρ(n1), ρ(n2))-edges in the graph. We exploit a popular trick to
perturb the edge’s weight such that each kind of edges has a unique weight.

Given the weight defined above, we can compute a minimum spanning tree, in
the style of a greedy breath first traversal in O(|V |+|E|). As the weight is defined
to be directly proportional to the edge count, a minimum spanning contains
more infrequent edge kinds of a graph. However, minimum spanning trees of
a directed graph are often difficult to maintain. In comparison, maintenance of
spanning trees of an undirected graph is much simpler, e.g., in amortized time
O(|V |1/3log(|V |)) [9]. Hence, we perform some simple tricks on the data graph
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Fig. 6. The construction of the canonical spanning tree from a simplified open auction

when constructing the spanning tree. First, we ignore the direction of the edges.
Second, we adopt Prim’s algorithm to construct the minimum spanning tree of
the undirected graph. From the root of the minimum spanning tree, we derive
the edge direction, which gives us the canonical spanning tree. Note that the edge
direction is simply needed for checking bisimulation between canonical spanning
trees and the direction of the edges in the canonical spanning tree may differ
from that of the edges in the original graph.

Proposition 6.4: Two SCCs are bisimilar only if their minimum canonical span-
ning trees returned by Prim’s algorithm are bisimilar. 	

It should be remarked that SCCs are often nested. In the worst case, the total size
of the spanning trees of all possible entry nodes of an SCC is O((|V |+ |E|)2). In
addition, computing bisimulation between large canonical spanning trees can be
costly. Therefore, we introduce a termination condition to the Prim’s algorithm
– we do not expand the spanning tree further from a node n when there is an
ancestor of n having the same label as n. The total size of the canonical spanning
trees is then O(|V | × |E|).
Example 6.2. We illustrate the construction of a canonical spanning discussed
above with an example shown in Figure 6. Figure 6(a) shows a simplified SCC of
open auction from XMark with a scaling factor 0.1. The count of each edge type
is shown on the edge. We perturb the weight to make each weight in the SCC
unique. We ignore the direction of the edges, shown in Figure 6(b). Then, it is
straightforward to compute the spanning tree (shown in Figure 6(c), where the
number on an edge shows the order of the edge returned by Prim’s algorithm).
Finally, the direction of the edges are derived from the root of the spanning tree
open auction.

4. Circuit-based features. While the time for checking bisimulation between
minimum spanning trees is very close to that between SCCs, one may be tempted
to explore structural features further. Here, we illustrate that complicated struc-
tural features can lead to inefficient maintenance. For example, circuit bases con-
tain much more structural information than spanning trees. It has been shown
that the minimum circuit bases of directed graphs is unique [8]. However, de-
termining the circuit bases is O(|V |3). It is therefore more efficient to simply
compute the bisimulation of two SCCs than using the feature of circuit bases.

Proposition 6.5: Two SCCs are bisimilar if their circuit bases are bisimilar. 	
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6.3 Offline versus Online Feature Construction

Since the proposed features can be constructed relatively efficiently, they may
be constructed and used during bisimulation computation, i.e., runtime. Then,
during runtime, we may incorporate the features with not only the labels but
also the partial bisimulation constructed so far. Specifically, some nodes in SCCs
have been associated with Inode. The ids of Inodes together with the labels, as
opposed to the labels alone, are used in online feature construction.

In comparison, the features may be built offline and maintained with each
update of the graph. However, given a cyclic graph, we may determine features
for each entry node, in the worst case, to build all possible features offline.
However, this size requirement may sometimes be prohibitive, in practice.

7 Experimental Evaluation

This section presents an experimental study that verifies the efficiency of our
algorithms. Our implementation is written in JDK building on top of Ke et
al. [12]. It is available at http://code.google.com/p/minimal-bisimulation-cyclic-
graphs/. The experiments were run on a laptop computer with a dual CPU at 2.0
GHz and 2GB RAM running Ubuntu hardy.

Datasets. We used both synthetic and real-life graph data to test various aspects
of our algorithms. (i) XMark is a synthetic XML dataset provided by the XMark
Benchmark Projects [22]. The cycles in XMark is essentially composed by IDREFs
of open auction to person and vice versa. We ran Gabow’s algorithm on XMark.
We note that there are few very large SCCs. It is easy to verify that very few,
or none, of the SCCs are bisimilar. Hence, we randomly decompose SCCs into
smaller SCCs as follows: We define a parameter s to set the average number
of open auction nodes and another parameter r to define the ratio between
open auction and person nodes in an SCC. For example, when s and r are set
to 10 and 1.2, respectively, an SCC contains approximately 10 open auctions
and 12 persons. In our experiment, the dataset generated directly from XMark
is referred to Large and the decomposed Large is refered to Cyclic.

In the experiment on Algorithm insert, we generated a dataset Base to test
the performance difference between insert and Ke et al. The performance differ-
ence can hardly be shown because Large only contains few large SCCs and Cyclic
contains numerous random non-bisimilar SCCs. Therefore, we constructed Base
by connecting two XMark graphs with the same scaling factor (s.f.) and remov-
ing a number of edges from the graph. When the edges are inserted by Algo-
rithm insert, the bisimilar SCCs will be recovered and merged.

We tested insert over real-life data Cite. Cite is a citation graph extracted
from papers on high energy physics [13]. It covers those papers in the period
from Jan. 1993 to Apr. 2003 and contains 35k papers in total. Cite represents
each paper as a data node and a citation in paper i to paper j as an edge. We
removed self-citing edges, for simplicity. Cite is highly cyclic. Similar to Cyclic,
we removed citation edges randomly and used them for insertions.
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Fig. 7. Performance results on bisimilar cyclic with and without feature optimiza-
tion on Large and Cyclic and insert performance on Base and Cite

Performance analysis. To test the runtime of bisimilar cyclicwith feature-
based optimization, we ran 100 random Large and Cyclic for each s.f. ranging
from 0.01 to 0.1 (i.e., 17k nodes to 168k nodes). Figures 7(a) and 7(b) show that
the runtimes are roughly linear to s.f.. At the same s.f., the runtimes for Large
are longer than those for Cyclic. The reason is that Cyclic contains are more
smaller random SCCs, which are often non-bisimilar, and bisimilar cyclic
identifies them relatively earlier. In comparison, bisimilar cyclic in Large
may spend more time in checking sub-SCCs inside a large SCC.

Next, we verified the effectiveness of the features by using each feature on 100
Cyclic graphs for each s.f.. The features were computed in runtime and k in the
path-based feature is 4. We skipped the edge-based feature as its performance
is similar to the label-based feature, in Cyclic. The pruning of each feature is
plotted in Figures 7(c), 7(d) and 7(e). The y-axis is the percentage of pruned
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non-bisimilar SCCs. In all, the label-based, path-based and canonical-tree feature
pruned (on average) 14%, 62% and 73%, respectively. Figure 7(f) shows the
runtime of bisimilar cyclic with all feature optimization. On average, it is
4% faster than the one without optimization (Figure 7(b)). We remark that on
average, 7.7% of the runtime was due to online feature construction.

Lastly, we conducted an experiment on Algorithm insert over Base and Cite.
The results are shown in Figures 7(g),(h) and (i). Figure 7(g) shows the size of
the minimal bisimulation produced by insert and Ke et al. [12]. We did not
show the minimum bisimulation as insert always produces a bisimulation that
is within 2% of the minimum. Initially, both insert and [12] are very close. After
some number of insertions, the two bisimilar SCCs in the Base were recovered.
We ran this experiment multiple times and found that the drop occurs randomly
between 100th and 120th insertion. As illustrated in Figure 7(g), the difference
in the size of bisimulation returned by insert and [12] depends on the number
and the size of bisimilar SCCs in a graph. In this particular graph, insert returns
a bisimulation graph that is 100% smaller than that by [12].

The accumulative runtime of insert over Base is shown in Figure 7(h). The
accumulative runtime increases as we insert more edges into Base. After some
insertions, insert ran slower because the two SCCs in Base became similar.
bisimilar cyclic checked many nodes before it declared the SCCs were not
bisimilar. The runtime of [12] is close to 0s as it does not process SCCs, as the
minimal bisimulation remains the same.

The accumulative runtime of insert over Cite is shown in Figure 7(i). As
expected, the runtime increases as more edges are inserted. Between the 30th
and 40th insertion, the largest SCC in Cite was involved and insert ran slower.
In most of the cases, the runtime of insert is close to 0s when it did not process
the SCCs. The average runtime for one insertion is around 10s. However, there is
no bisimilar SCCs in Cite and insert and [12] returned the same bisimulation.

8 Conclusions

In this paper, we studied the optimization in maintaining the minimal bisim-
ulation of cyclic graphs. Our first contribution is a bisimulation minimization
algorithm that explicitly handles SCCs and a maintenance algorithm for minimal
bisimulation of cyclic graphs. Second, we propose a feature-based optimization
to avoid computing non-bisimilar SCCs. Third, we presented an experiment to
verify the effectiveness and efficiency of our algorithms. Our experimental results
show that the features can prune unnecessary bisimulation computation and our
maintenance algorithm can return smaller bisimulation graphs than previous
work, depending on the size and number of bisimilar SCCs in the data graph. As
for future work, we plan to refine the selection of discriminative features to fur-
ther reduce the maintenance time. We are studying on maintenance algorithms
that can produce either the minimum bisimulation or one whose size is bounded
by a theoretical guarantee.
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Abstract. Graphs provide a natural data representation for analyzing
the relationships among entities in many application areas. Since the
analysis algorithms perform memory intensive operations, it is impor-
tant that the graph layout is adapted to take advantage of the memory
hierarchy.

Here, we propose layout strategies based on community detection to
improve the in-memory data locality of generic graph algorithms. We
conclude that the detection of communities in a graph provides a layout
strategy that improves the performance of graph algorithms consistently
over other state of the art strategies.

Keywords: graph mining, performance, community detection.

1 Introduction

The number of application and research areas where data can be intuitively cast
into relationship networks (i.e. graphs) is huge [2]. Just to cite a few examples,
Internet is represented by the web sites and the links among these sites [24], social
networks are represented by the individuals and their friendship or professional
connections [24], protein interaction networks are represented by the proteins
and how they are linked to perform particular biological functions [7] and bibli-
ographic networks represent how the authors are linked by their co-authorship
relationships [17]. In all these cases, the graphs are large and querying them
requires significant computational effort to meet specific time restrictions.

Graph based applications query their data periodically in order to extract
information about the relationships among nodes, or about their topology. For
instance, computing routes in navigation systems [11], getting information from
recommendation systems [6], analyzing the security of computer networks [33],
visualizing proteins [7], designing drugs [20] or analyzing the relevance of par-
ticular users in social networks [21] are applications where computing connected
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components, looking for the minimum distance between pairs of nodes and
computing cycles, forests, minimum spanning trees and centrality have been
proven to be very important. All those operations require graph traversals,
which are typically variants of Breadth First Search (BFS) and Depth First
Search (DFS) and can be accelerated if the graph layout exploits the cache
architecture.1

There has been an effort to improve the locality for some specific graph op-
erations by means of designing compact structures for storing the graph [27] or
by changing the way that specific algorithms access the data set [32, 36]. How-
ever, the issue of creating generic strategies that benefit different types of graph
algorithms is still to be investigated. Leskovec et al. showed that typical large
graphs coming not only from social relations but other fields such as citations
networks, web graphs, authorship relations or data file sharing in peer to peer
networks, have their nodes clustered into communities [24]. We have used this
result to derive cache-aware graph layouts, which target social networks, but
which in fact are flexible to target many other data sets.

This paper has three main contributions. The first one is the proposal of a
new method for laying out a graph in order to improve data locality. These
method is called COM, and is based on the conjecture that the nodes that
belong to a community are spatially related and are likely to be traversed to-
gether. However, community detection techniques are difficult to scale to huge
graphs because of their computational complexity. Thus, our second contribu-
tion is the proposal of COM(x). COM(x), which is based on COM, restricts
the search of communities to sets of “x” nodes that are connected by BFS,
reducing the cost of laying out the data while improving the performance of
traversals. Finally, the third contribution of this paper is to provide a compar-
ison of state of the art techniques for laying out social graphs. These strategies
are BFSL [1] (from Breadth First Search Layout), a sparse matrix reordering
strategy, i.e. the Cuthill-McKee reordering scheme [9] (referred to as CUTHILL
from now on), Multilevel Spectral Bisection [3] (referred to as SPECTRAL), and
GPART [18].

We conclude that laying out the graphs following the community structure
(COM) not only allows for better performance of traversals than the state of the
art strategies due to higher hit rates in the L1 and L2 caches, but also reduces
the sparseness of the graph and leads to more compact memory layouts.

This paper is structured as follows. First, we present the related work in
Section 2. Then, we propose communities as a data layout and its variations
in Section 3. In Section 4, we describe the computational environment and the
characteristics of the benchmarks generated. Section 5 describes the experiments
we have performed to prove the goodness of community based layouts, and in
Section 6 we perform a profiling of BFS traversal to understand the impact of
the layouts on the memory hierarchy. Finally, in Section 7, we summarize our
conclusions and give directions for future work.

1 In this paper, we focus on the BFS. For the DFS there is an extended version of this
work in [34].
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2 Related Work

The memory hierarchy of the computer has a very important impact in applica-
tions that work with large data sets. The research literature has published many
cache-aware solutions for different data structures such as lists [5], heaps [37],
etc. However, most solutions for graphs are oriented towards data structures
for storing them in external memory [36], assume a certain simple distribution
(such as a uniform distribution, which is not typical for social networks) of the
nodes and edges in the graph [4] or optimize certain expensive computing graph
algorithms [32]. Our approach contrasts with them because we target irregular
graphs that emerge naturally in social networks and we focus on the data layout
but not on the final algorithm.

Given that graphs are typically represented as matrices, the first proposals
of graph reorganization techniques correspond to matrix manipulation, which
exchange the rows and columns of the matrix in order to move all the non-zero
values in the matrix towards the diagonal. Social graphs correspond to very
sparse matrices, in other words, they contain more zeroes than connections in
a matrix representation of nodes and edges, thus the exchange of rows allow
for increasing the density of non-zeroes in certain parts of the matrix. This
diagonalization operation is known as the the bandwidth minimization problem
(BMP), which is NP-complete [31]. The most popular solution to this problem
was presented by Cuthill and McKee in [9], which performs a BFS traversal with
a heuristic to select the nodes in decreasing order of degree. Other approaches
for matrix manipulation, such as the algorithm proposed by Gibbs et al. [15],
achieve faster execution time than CUTHILL but not better quality. Alternative
approaches to matrix reorganization are spectral methods [35] such as Multilevel
Spectral Bisection (SPECTRAL), which compute certain eigenvectors of the
matrix that indicate the closeness between nodes.

Regarding the optimization of large graphs, Al-Furaih and Ranka proposed
several reorganization methods to obtain better memory performance for particle
interaction problems arising from physics in [1]. Among these methods, they
concluded that layouts based on BFS (BFSL from now on) performed the best,
with a low preprocessing overhead. Some other hierarchical methods which are
used to reshape graphs are METIS [22], and GPART [18], which are based on
locating graph partitions.

Finally, we find a survey of graph algorithms that encourage algorithm access
patterns with a high locality in [36]. This approach is different from ours, where
we do a generic optimization of the graph data structure based on the data
relations, not on the particular algorithm. We believe that the combination of our
graph layout with cache conscious algorithms would increase the performance.

3 Community Based Data Layouts

The analysis real world graphs (which are typically neither uniform nor completely
random) has found that graphs are characterized by probability distribution
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laws that model the inhomogeneities of the graph, and the overall organization
of the edges among nodes [23]. The distribution of edges reveal the presence of
communities [13], which are groups of nodes with high densities of edges and low
densities of edges between nodes of other groups.

Communities are groups of vertices which probably share common proper-
ties and/or play similar roles within the graph. Communities may correspond to
groups of pages of the World Wide Web dealing with related topics [14], func-
tional modules such as cycles and pathways in metabolic networks [30], groups of
related individuals in social networks [16], etc. The vertices within a community
are highly connected, so the probability for an edge to exist between pairs of
vertices that belong to a community is high.

The rationale behind the use of communities to layout the data of a graph is
as follows. In general, graph traversals such as BFS and DFS, visit the graphs
in a way where topologically close nodes are visited in nearby iterations. Thus,
intuitively, if we put those nodes that belong to the same community close in
memory, we will achieve higher spatial locality, because those nodes will be
topologically close.

Although the problem of community detection is intuitively clear, there is
not a standard formal definition for communities. Thus, several methods have
been proposed [13,10,19,29]. We will base our work on the community detection
method for large networks proposed by Clauset et al. in [8], because it has been
classified as one of the most efficient methods for detecting non overlapping
communities on large networks. In the next section, we explain the algorithm
that we use to layout the graph using communities.

3.1 Community Layout - COM

We propose Community Layout (COM) as an algorithm to arrange the layout
of graph data, following the topology of the communities. In order to detect the
communities, we take the community detection procedure proposed by Clauset
et al., which is widely used in the literature [8, 26]. Clauset et al. propose a
greedy algorithm, which uses a metric called modularity. Modularity measures
the quality of a partition of the network into non overlapping communities. At
the beginning of the algorithm, each node is a community. At each step, the al-
gorithm merges the two most related communities until the modularity does not
increase. In other words, for every pair of communities, the algorithm searches
for those that improve the modularity maximally if merged. The algorithm is
executed until no improvement on the modularity can be reached.

After the communities have been detected, COM arranges the layout of the
graph. For each community found, COM labels all the nodes with consecutive
node identifiers and stores them contiguously in memory.

3.2 Truncated Community Layout - COM(x)

Since applying COM over huge graphs may be very time consuming due to the
complexity of the community extracting algorithm (O(md log(n)), where m is the
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number of edges, n the number of nodes and d is the depth of the “dendogram”
describing the network’s community structure), we propose a faster alternative
that we call Truncated Community layout COM(x).

Although some communities in the graph are very large, there are typically
many smaller communities. Since it is not necessary to consider the whole graph
topology to locate such small communities. COM(x) simplifies the community
detection problem, exploring the graphs in chunks of x connected nodes. COM(x)
is an iterative algorithm that, at each step, selects an unvisited node n from the
graph and builds a subgraph following a BFS traversal of unvisited nodes start-
ing from n. Once COM(x) finds x connected unvisited nodes (or the connected
component has no more nodes to visit), it applies COM on this subset of nodes
to build the layout of the graph. This procedure is repeated until all the nodes
in the graph have been visited once.

In general, COM(x) detects a larger number of communities than COM. For
instance, if a community is larger than x or if a community is not fully included in
the subset of x nodes, COM(x) takes them as two separate communities. Thus,
if our conjecture that the arrangement of the graph in communities improves
the data locality is true, then the layout generated by COM(x) will not be as
efficient as for COM. Nevertheless, we will see in the experimental section that
for most of the graphs, COM(x) achieves speedups not very far from COM with
a significantly shorter preprocessing time.

4 Experimental Setup

In this section, we present the experimental setup used to test how the graph
layout affects the performance of the application. We implement the graphs
with the aid of DEX, which is a very compact and efficient graph representation
library [25]. DEX stores the adjacency lists of nodes and edges in bitmaps, which
are more cache-friendly and more suitable for large graphs than the standard
adjacency lists. DEX stores the adjacency lists in a B-Tree that maps the ids
of the nodes to compressed bitmaps, which are a compact implementation of
an adjacency list. BFS is implemented using a queue and a visited node vector
which helps in the backtracking procedure.

The computer used to execute the experiments has the following character-
istics. It has an Intel Xeon processor at 2.83 Ghz, with 32 KB of L1 cache for
instructions and 32 KB for data, 2x6 MB of L2 shared cache and 64 GB of main
memory. The algorithms compared are the following:

1. BFSL [1] , CUTHILL [9], SPECTRAL [3] and GPART [18], which correspond
to the state of the art.

2. BFSL(x) which we propose as the simplest way to find community like struc-
tures. It consists in performing several BFS traversals of a graph. Each
traversal starts from a different node selected at random. Once x nodes from
the graph have been visited, the traversal stops and a new one is started.
The process continues until all the nodes of the graph have been visited.

3. COM and COM(x) which are described in section 3.
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Table 1. Different graphs created for the experiments

Num.
nodes

Max.
degree

Avg.

degree

Min.
community

size

Max.
community

size

100K 500 40 20 500
500K 100 8 4 100
500K 500 40 20 500
500K 1000 80 40 1000
500K 2000 160 80 2000

1,000K 500 40 20 500

4.1 Social Network Generation

We generated several graphs with the aid of the graph generator proposed by
Lancichinetti et al. [23]. This tool generates graphs that have the character-
istics of social network graphs and allows us to compare the performance of
the strategies for different graph sizes and densities. The seven parameters used
to configure the graphs are the following: the number of nodes, the maximum
degree, the average degree, the minimum community size, the maximum com-
munity size, the degree distribution exponent, the community size distribution
exponent and the mixing factor.

Table 1 shows the different graphs we have created for the experiments and
the values for the parameters used to generate them. We have used six different
graphs in our experiments. Four of them have the same size, 500K nodes, and we
increase the number of edges by increasing the maximum and average degree, and
the minimum and maximum community sizes. The degree distribution exponent
was set to 2, the community size distribution exponent was set to 1 and the
mixing factor which was set to 0.2. All of them are set by default in the software
to make the graphs adapt to the characteristics of social data graphs [23].

In the experiments we refer to the layout output by the graph generator
as RANDOM. It becomes the baseline of our testing workbench. Additionally,
the graph generator provides information about the communities created, i.e.
nodes that belong to the same community. We use this information to know the
communities created by the graph generator for the 1,000K node graph, to avoid
using the community detection algorithm, which is computationally expensive.

5 Experiments

5.1 Comparison of Layout Methods

In this section, we compare the different methods previously described, for the
social network with 500K nodes and an average of 160 nodes per edge. Each
observation is obtained as follows: we execute ten series of ten executions of
the BFS traversal algorithm for a fixed graph layout, starting each series from
a different node selected at random. Our reported observation is the average
execution time of the 100 measurements. The results for the execution of the
DFS traversal follow a similar trend as the BFS, and can be found in [34].
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Fig. 1. Average execution time of BFS for different layouts. The graph has 500K nodes
and 160 edges per node on average.

In Figure 5.1(a), we show the average execution time for the previously de-
scribed BFS traversal experiment. The leftmost bar in each plot corresponds to
the original graph with the nodes laid out in the order given by the network data
generator. We observe that all the reorganization techniques under test provide
a significant reduction of the execution time because of a better spatial locality.

Among all the techniques that we are testing, COM is the best layout in
terms of performance. It improves the performance of the second best algorithm
by 18% and over the basic layout by 58%. Regarding the previously published
techniques, BFSL, CUTHILL, SPECTRAL and GPART, we observe that reduce
the execution time by a similar amount of time, approximately 28%, which is
not as good as for COM.

CUTHILL reorganizes the data in the matrix in blocks of nodes that have
a high connectivity, and therefore the execution time is reduced. On the other
hand, BFSL is effective because it groups the nodes that are accessed in sequence
in a BFS traversal. However, this locality is better for the first nodes of the
traversal than for the rest. If the BFS traversal started from a different node
than the one selected to build the layout, then the nodes would be accessed in
a very different order, and thus it would not get such a good locality. In order
to deal with this problem, BFSL(x) clusters the groups of nodes with a depth
limit. BFSL(x) detects groups of x nodes with spatial locality. This intuition is
confirmed by Figure 5.1, which shows that BFSL(128) is better than the BFSL.
We note that BFSL(x) resembles a simple community detection algorithm of
fixed size, and thus it seems natural that COM, which is more precise setting
the communities, performs better.

5.2 Scalability Analysis

The scalability of the algorithms is very important because we aim at arranging
layouts for arbitrarily large or dense graphs. In this experiment, we test the
speedup trends of the different layout techniques with respect to the size of the
graph. We vary the two dimensions of the graph size: the number of edges, and
the number of nodes.

Figure 2 shows the performance of BFS for graphs with a variable number of
edges. According to previous studies, typical graphs have an average number of
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Fig. 2. Speedup of BFS for graphs with
different edge densities. The number of
nodes is fixed to 500K.

Fig. 3. Speedup of BFS for graphs with
different number of nodes. The average
number of edges per node is 40.

edges that range from a few units to a few hundred units [24, 12]. We observe
that all the techniques improve their locality on denser graphs because graphs
with more edges have matrices where more nodes can be clustered together. We
see that COM is the algorithm with the best performance for all the tested edge
densities. The detection of communities is flexible to locate groups of nodes that
are very connected with respect to the density of the rest of the graph, which is
independent of the average edge degree.

Figure 3 shows the evolution of the performance for varying numbers of nodes
using BFS. We observe that state of the art approaches are stable with an
approximate speedup of 1.20. However, COM is able to obtain speedups of at
least 1.30, and up to 1.37. This happens because if the number of nodes is
larger but the average number of edges is constant, then the probability that
two random nodes are connected is smaller, and thus the graph is sparser. COM
detects these clusters of nodes and groups them in nearby regions of memory.
For the rest of layouts, the arrangement improves the speedup over RANDOM
but below COM.

Overall, BFSL, BFSL(x), SPECTRAL and GPART did not prove better than
CUTHILL. So, in the following sections, we will use CUTHILL as the baseline.

5.3 Community Size Discussion

In our previous experiments, we showed that COM is the best algorithm in terms
of performance and scalability. However, as already mentioned in Section 3, the
detection of communities is an expensive computing operation. Thus, we propose
COM(x), which is discussed in this section.

Figure 4 depicts the preprocessing time to generate the layout of a 100K
and 1,000K node graph in logarithmic scale. We were not able to compute the
communities for the largest graph because it exceed three computing days. For
this particular configuration, we used the communities provided by the graph
generator for estimating the speedup of COM. In Figure 4, we see that COM(x)
reduces the search space to find the community to a subset of x nodes, which is
very effective to reduce the preprocessing time. For example, COM(2048) has a
preprocessing time comparable to CUTHILL.
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Fig. 4. Preprocessing time for arranging
the graph layout for 100K and 1000K
nodes and 160 edges per node

Fig. 5. Speed up of BFS for different lay-
outs for 100K and 1000K nodes and 160
edges per node

Fig. 6. Number of L1 misses of BFS for
500K nodes and 160 edges per node

Fig. 7. Number of L2 misses of BFS for
500K nodes and 160 edges per node

In Figure 5, we show the speedup of the BFS traversal for the graphs of 100K
and 1,000K nodes. We observe that CUTHILL and COM(2048) behave similarly
with respect to the traversal speedup. Nevertheless, the values between 2048 and
the full graph show a progressive increase in the speedup for COM(x) which is far
above CUTHILL. Large values of x provide better overall performance because
larger subsets of nodes are more likely to contain the large communities.

Given that for very large graphs the larger communities tend to increase too,
it is necessary to set large values of x in order to detect these communities. Al-
though the computational time for COM(2048) is still comparable to CUTHILL,
we obtained a performance speedup slightly worse for this configuration. Nev-
ertheless, if we set the limit higher to ease the location of large communities,
such as COM(32768), the speedup is over CUTHILL. All in all, COM(x) is an
efficient approach that addapts to the necessities of the graph application by
adjusting the value of the parameter x.

6 Profiling

In this section, we evaluate the behavior of the architecture at hand with a profile
of the execution of BFS. We repeated the experiments reported in Section 5.1
with the Oprofile daemon activated [28]. We measure the main factors that
determine the memory performance of an application, which are the number
of misses in the memory hierarchy of the processor (the number of misses in
the L1 and L2 caches). We report our observations in Figures 6-7. For each of
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the executions, we divided the measure into the accesses to the two main data
structures of the traversals: (a) the boolean vector that indicate whether a node
is visited or not and (b) the adjacency lists.

Regarding the cache hierarchy, in Figure 6 we observe that the number of
misses in the L1 cache diminishes with any rearrangement of the graph under
study. However, we observe that the reduction is not homogeneous between the
accesses to the two data structures. We observe that the number of misses to
the vector is up to one order of magnitude larger than to the adjacency lists.
Each time a node is visited, the traversal checks whether its neighbors have been
visited or not in order to continue the exploration. Since COM arranges the nodes
by dense regions and there are more edges inside the community than outside,
then it is more likely that the neighboring nodes in the graph lay contiguous in
memory. We also find that the number of misses to the adjacency lists by COM
is smaller and thus, performs better. Although the volume of cache misses is
smaller than for the visited vector, we find it is less relevant fo the execution
time.

When we turn to the analysis of the L2, in Figure 7 we observe that the
behavior is different. The fraction of misses to the boolean vector is one order of
magnitude smaller than to the adjacency lists. This is because the boolean vector
fits in the L2 cache but not in the L1. Therefore, the data structure to optimize is
the adjacency lists in contrast to the boolean vector for L1. Nevertheless, COM
is also the algorithm that reduces more the misses to the adjacency lists.

The profiling of the traversals demonstrates that our performance improve-
ment comes from a smaller number of misses in when accessing both caches,
specially for L1 which produces the largest benefit.

7 Conclusions and Future Work

The research described in this paper has the objective to improve the perfor-
mance of graph algorithms by improving the spatial locality of the in-memory
graph representation. We have departed from the conjecture that the nodes that
belong to a community are spatially related and have a significant importance
in shaping the traversals of graph algorithms. Our first important result shows
that layouts based on communities like the one we propose, COM, improves the
performance of common graph algorithms more significantly than other state
of the art layouts because of a better usage of the cache hierarchy. Moreover,
for graph traversals, COM works better in laying out the graphs than the same
traversal algorithms used as a layout strategy.

Our second important result is related to the cost of community detection in
large graphs. Given that this is a very expensive procedure, we propose trun-
cated approaches to layout the graph based on community detection. This new
technique, called COM(x), is able to preprocess data at a comparable speed to
previous state of the art proposals and gets results comparable to COM. Further-
more, the quality of the layout is proportional to the value of the parameter “x”
while the preprocessing speed is inversely proportional. This behaviour allows
the user to adjust the value of the parameter “x” according to his necessities.
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The future of our research will go towards the adaptation of community based
techniques to environments where graphs have additional information besides the
graph structure. Our main focus goes towards the reorganization of attributed
and labeled graphs (i.e. typed graphs) where the nodes and edges have associated
information that can be taken into account for improving the speed and quality
to find communities in the graph.
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Abstract. The graphs that arise from concrete applications seem to
correspond to models with prescribed degree sequences. We present two
algorithms for the uniform random generation of graphic sequences. We
prove their correctness. We empirically evaluate their performance. To
our knowledge these algorithms are the first non trivial algorithms pro-
posed for this task. The algorithms that we propose are Markov chain
Monte Carlo algorithms. Our contribution is the original design of the
Markov chain and the empirical evaluation of mixing time.

1 Introduction

In this paper we are interested in the random generation of graphic sequences.
The problem is trivial if one wishes to generate graphic sequences according to
the underlying graph distribution. The problem is particularly difficult if one
wishes to generate graphic sequences uniformly at random.

There is evidence that useful graphs in most applications domains follow a
prescribed degree sequence or degree law (typically the power law). Numerous
algorithms have been developed that generate graphs from prescribed degree se-
quences [1–3] and laws [4] or that evaluate their structure and dynamics [5]. The
latter example mines and evaluates the interestingness of motifs in all kinds of
graphs such as transcription networks, ecological food webs and neuron synaptic
connection networks.

It is therefore necessary to provide algorithms that generate graphic sequences
(realizable degree sequences), in particular uniformly at random, in order to eval-
uate these algorithms. Using random graphs or graphic sequence with an under-
lying distribution of random graphs would neglect rare but possibly significant
graphic sequences.

The rest of the paper is organized as follows. Section 2 introduces preliminary
definitions and results as well overviews the relevant related work. Section 3
presents two algorithms for the uniform generation of random graphic sequences.
Section 4 presents an empirical evaluation of the effectiveness and efficiency of
the algorithms proposed. Finally, we conclude in Section 5.

Further discussions, results and detailed proofs are available in [28].
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2 Background and Related Work

2.1 Degree Sequences

Without loss of generality and for the sake of simplicity of exposition we consider
simple graphs, that is undirected graphs without self-loops and multiple edges.
The degree sequence of a graph [26] is the non-increasing sequence of natural
numbers corresponding to the degrees of vertices in G.

For a variety of applications, authors have considers the realizability, construc-
tion, enumeration and, less so, counting and generation of graphs with prescribed
degree sequences. The list of applications is long and increasing. For instance, the
authors of [14] assess the interest of data mining results by comparing them with
the results obtained from mining random graphs with the same degree sequence.
Interesting patterns and rules are those who are specific to the original graph
rather than those frequently appearing in graphs with the same degree sequence.
The authors of [10] propose a notion of k -degree anonymity and anonymization
algorithms for privacy preservation in graphs in general and in social networks
in particular. In this approach, identity disclosure and its prevention depend and
rely on degree sequence.

One particularly interesting problem is the random generation of graphs with
prescribed degree sequences. The authors of [1] present and compare three
mainstream algorithms: a näıve configuration algorithm that is painstakingly
matching stubs under the prescribed sequence constraints, a local optimization
algorithm and a Markov Chain Monte Carlo algorithm called the switching algo-
rithm. Recently, the authors of [3] have proposed a polynomial time algorithm
that avoids the drawbacks of backtracking and uncontrolled rejection of the three
approaches above. The exact problem statement may vary depending on the na-
ture of the graph and on additional constraints. For instance, the authors of
[2] consider the uniform generation of random simple connected graphs with a
prescribed degree sequence.

Other applications need to determine the structure and dynamics of graphs
with prescribed degree sequences. For instance, the authors of [5] mine and
evaluate the significance of motifs in transcription networks, ecological food webs
and neuron synaptic connection networks. The authors of [6] investigate the
number of vertices and the number of cycles in the largest component of random
graphs with a given degree sequence. Connected components [8] and Hamilton
cycles [7] are also investigated in the graphs with prescribed degree sequences.

2.2 Graphic Sequences

Therefore it is important to consider, upstream from the problems of graphs
with prescribed degree sequences, the realizability, construction, enumeration,
counting and generation of degree sequences themselves.

However, not every non-increasing sequence of natural numbers is a degree se-
quence. Non-increasing sequence of natural numbers that is the degree sequence
of a graph is called a graphic sequence [26] or a realizable degree sequence.



572 X. Lu and S. Bressan

The realizability of degree sequences is first investigated by Havel [17]. Hakimi
[16] then complements the work and obtains a sufficient and necessary condition
for a degree sequence to be graphic. The authors of [22] shows the equivalence
of seven previously proposed necessary and sufficient criteria for a sequence of
integers to be graphic.

The original construction problem is trivial since a sequence of zeros is graphic.
We shall use this trivial graphic sequence as a starting state in the Markov Chain
Monte Carlo method that we devise in this paper.

As remarked by the Ruskey of [9] the enumeration of graphic sequences has
been largely overlooked. They propose an algorithm that enumerates graphic
sequences with prescribed length. The algorithm leverages Havel and Hakimi
condition [17]. The authors conjecture and verify experimentally that their al-
gorithm is running in constant amortized time, i.e. in time proportional to the
size of the output. Nevertheless its worst case complexity remains exponential
(see [23] and the following discussion about counting.)

Barnes and Savage propose in [24] an algorithm for the enumeration of graphic
sequences with prescribed sum.

There is no known analytical formula for the counting of graphic sequences
with prescribed length. Burns [23] gives a upper bound of 4n/(log n)C

√
n and a

lower bound of 4n/Cn.
Other authors have addressed related but different problems. Barnes, in [19],

proposes a recurrence and a polynomial-time algorithm for counting graphic
sequences with prescribed sum. Stanley, in [20] and Peled, in [21], count the
number of ordered graphic sequences (as opposed to graphic sequences which
are multi-sets) as a (exponential) function of the number of odd cycles in the
corresponding forest.

While the construction problem, without or with further constraints, is rather
simple, the counting problem seems difficult. This apparent paradox makes the
problem of counting, and the problem of generating graphic sequences uniformly
at random, interesting and challenging. To our knowledge, we are the first to
address the random generation of graphic sequences with prescribed length.

2.3 Random Walks on Markov Chains

Markov chain Monte Carlo (MCMC) algorithms are random walks on Markov
chains. They stem from the Monte Carlo methods used in applied statistics where
they were used for simulation and sampling [11]. Sinclair, in his monograph [12],
has formalized and popularized their use for random generation and counting.

An MCMC algorithm (see [12]) builds and randomly walks on a Markov chain
whose states correspond to the objects being sampled. If the Markov chain is
carefully designed, if it is finite and ergodic (irreducible and aperiodic), then
it has a stationary distribution. Namely, the stationary probability vector of
the Markov chain is π = πP , where P is the transition matrix of the Markov
chain. For instance, the stationary distribution is uniform if the Markov chain’s
graph is regular. It is not necessary that all the states of the Markov chain
correspond to object being sampled as a rejection mechanism can filter out those
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undesirable objects. The mixing time of the Markov chain is the number of steps
t required to reach the stationary distribution. A sufficiently long random walk,
longer than the mixing time of the chain, will reach states at random according
approximately to the stationary distribution.

For a given generation problem the challenge is to devise a rapidly mixing
ergodic Markov chain whose states are the objects to be generated with the
desired stationary distribution. For example, the authors of [1] and those of [14],
among others, use MCMC algorithms to generate random graphs with prescribed
degree sequences. The authors of [15] use it to sample graph patterns. As their
Markov chain is not a regular graph, they modify the weights of certain edges,
as suggested by Sinclair in [12], to obtained the wished stationary distribution.
In this paper, we devise MCMC algorithms to generate graphic sequences with
prescribed length and graphic sequences with prescribed length and sum. Our
contribution is the design of the corresponding Markov Chains and the empirical
evaluation of the (rapid) mixing times.

3 Generating Random Graphic Sequences

We now present algorithms for the random generation of graphic sequences. It is
straightfoward to generate random graphic sequences with prescribed length, and
prescribed length and sum, according to the underlying distribution of graphs.
This is done by generating the corresponding random graph (see [13]) and ob-
serving its degree sequence. However generating graphic sequences uniformly at
random is more challenging. We propose two algorithms to generate uniformly
at random graphic sequences with prescribed length, and prescribed length and
sum, respectively. We contribute the first non trivial algorithms for these tasks
and study their effectiveness and efficiency. We also discuss practical optimiza-
tion of the algorithms.

3.1 Uniformly Random Graphic Sequence with Prescribed Length

We consider graphic sequences with prescribed length uniformly at random. We
call this model Du(n).

Here a näıve algorithm to generate sequences in the model Du(n) consists in
enumerating the different graphic sequences (for instance using the algorithm of
[9]) and then choosing one at random among the different ones. This approach
runs in exponential time.

A Markov chain Monte Carlo approach may be able to give us acceptable
approximations (almost uniform) algorithms in polynomial time. The two issues
at hand are the construction of the Markov chain and the evaluation of its mixing
time.

We can now present the construction of the Markov chain for the algorithm
Du(n) that we advocate. We consider a chain that contains both graphic and
non-graphic sequences. The initial state1 is the zero sequence as it is graphic. At
1 The initial state could be any other state and we use the words “state”and “sequence”

indistinctively.
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each transition, we increment or decrement by 1 one element in the sequence.
We only consider a new state if its elements are in the [0, n − 1] interval. We
only consider the new state if it is in non-increasing order. We do not consider
states that are non-graphic (This is tested using one of the available necessary
and sufficient conditions [16–18].) and whose sum is even. However the Markov
chain contains both graphic and non-graphic sequences. We call this Markov
chain MC, We call P its transition matrix.

We consider the Markov chain MC′ with transition matrix P 2. We cannot
directly construct and walk on MC′. Rather we will walk on MC and consider
even numbers of steps.

We remark that two adjacent states in MC cannot be both graphic or both
non-graphic. Therefore MC has the interesting property that states that cor-
respond to graphic sequences can only be reached in an even number of steps
(from a graphic state). This may look as if compromised the aperiodicity of the
Markov chain but it does not as far as we are concerned since we will walk even
numbers of steps and are only interested in graphic states.

Furthermore, because we have not included in MC the non-graphic states
whose sum is even, only graphic states can be reached in an even number of steps
(from a graphic state). We show in [28] that MC′ is irreducible and aperiodic,
therefore ergodic, and that all graphic states are included in MC′.

Unfortunately different states have different stationary probabilities. It is pos-
sible to modify the weight to make the stationary distribution uniform. We use
a technique suggested by Sinclair in [12] and used by the authors of [15], that
consists in allocating appropriate weights to the transitions. The result that au-
thorizes and justifies these changes is given by Cover and Thomas in [25]. Namely
the stationary probability of each state is proportional to the sum of the weights
of its incident transitions, with the following transition matrix P .

p(i,j) =

{
w(i,j)∑

l∈adj(i) w(i,l)
if j ∈ adj(i)

0 if j �∈ adj(i),
(1)

where w(i, j) is the weight of edge corresponding to the transition from state i
to j.

We show in [28] that the stationary probability of graphic state in MC′ is pro-
portional to the total weight incident to that state and the stationary probability
for a non-graphic state is zero for the transition Matrix P 2.

For state i and j where i and j are adjacent, the weight w(i, j) is assigned as
per Equation 2 where di is the degree of state i. Remember that i and j cannot
be both graphic or both non-graphic.

w(i, j) =

{
1
di

if i is a graphic state and j is a non-graphic state
1
dj

if i is a non-graphic state and j is a graphic state. (2)

Note that w(i, j) = w(j, i). Consequently, the sum of weights of every graphic
state is 1. We have shown that the stationary distribution of graphic states is
uniform.
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In summary, Du(n) is an algorithm that builds and randomly walks in the
Markov chain MC with transition matrix P , yet outputs only evenly (or oddly,
depending on the initial state) reachable states. It simulates the ergodic Markov
chain MC′ with transition matrix P 2 which has a uniform stationary distribution
thanks to a modification of the weights in MC. The algorithm is illustrated in
Algorithm 1. The parity of t depends on the initial state.

Algorithm 1. Algorithm Du(n)
Input: n : the length of the sequence; t : the steps of random walk
Output: DS : a graphic sequence generated from uniform distribution

1 Start from any initial state S0 of non-increasing sequence;
2 i = 1;
3 while i ≤ t do
4 Compute locally the transition matrix P ;
5 Transfer from state Si−1 to Si according to P ;
6 i = i + 1;
7 end
8 DS = St;

3.2 Uniformly Random Graphic Sequence with Prescribed Length
and Sum

We consider random graphic sequences with prescribed length and sum uniformly
at random. We call this model Du(n, s).

We propose an algorithm, which we call Du(n, s). It is also a Markov chain
Monte Carlo algorithm. The Markov chain in which Du(n, s) is walking is similar
to the one in which Du(n) is walking. However Du(n, s) considers less states
than Du(n) since the graphic sequences of the model Du(n, s) are only those
with prescribed sum s. The states in the Markov chain in which Du(n, s) is
walking are restricted to those that correspond to sequences with sum s , for
graphic states and s − 1 and s + 1, for non-graphic states. We do not illustrate
the algorithm as it is a simple variation of Algorithm 1.

3.3 Practical Optimization for Du(n)

A practical optimization for Du(n) is based on the observation that complement
graphs have related graphic sequences. We define the complement sequence of a
graphic sequence (d1, d2, . . . , dn) as (n − 1 − dn, n − 1 − dn−1, . . . , n − 1 − d1).
In [28] we prove that the complement sequence of a graphic sequence is graphic.
The proof uses Erdös-Gallai Lemma [18].

The number of states that Algorithm 1 visits can then be reduced to half.
The Markov chain only includes states that correspond to sequences with sum of
degrees less than or equal to n(n− 1)/2. For every random sequence generated,
we then further toss a coin to decide whether we output the sequence or its
complement (or keep the sequence or discard it for those sequences who equal
their complement.)
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4 Performance Evaluation

In this section, we empirically evaluate the effectiveness and efficiency of the
proposed algorithms. We implement the algorithms and run the experiments on
a Microsoft Windows 7 machine with an Intel Core 2 Quad 2.83G CPU and 3GB
memory. All the algorithms are implemented using Visual C++ 9.0.

The effectiveness and efficiency of Du(n) and Du(n, s) are evaluated by mea-
suring the fitness of a sample generated by the algorithm to the uniform dis-
tribution after each transition. We use for that purpose the standard deviation.
We have verified and confirmed the results and the conclusions below with other
tests of fitness such as χ2 and Jensen-Shannon divergence. We evaluate the ef-
ficiency, that is the number of steps, needed to achieve a desired effectiveness,
measured by the test of fitness.

4.1 Performance of Du(n)

We vary the length n of the sequences from 3 to 11 for Du(n). We measure
the standard deviation for number of steps in MC varying from n × (n + 1) to
10 × n × (n + 1) (there are half this number of steps in MC′) in increments of
n × (n + 1).

Figure 1 illustrates the standard deviation for varying number of steps for
Du(n). For each n the number of generated graphic sequences is k × d(n) where
d(n) is the number of distinct graphic sequences of length n and k = 100 in the
experiments. The numbers of distinct graphic sequences of some lengths can be
found in A004251 of Sloane and Plouffe’s encyclopedia [27]. We observe from
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Figure 1 that the algorithm is quickly reaching a minimum standard deviation
(which is not 0 because of the parameter k). We can also see that this empirical
mixing time increases with n. Empirically, we conservatively estimate the mixing
time to be n3 number of steps. Figure 2 shows the average running time for the
generation of 10 graphic sequences of Du(n) for n varying from 10 to 100 in
increments of 10. The curve is expected to be of the order of n3 by construction.
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It however reveals the actual value of a high constant which is the cost of one
step in the Markov chain. We further notice that this constant depends on n.
Therefore the actual complexity of the algorithm should combine the number of
steps with the processing at each step. We can generate a graphic sequence of
100 elements uniformly at random in 340 seconds.

The mixing time and the running time can be effectively divided by 2 using
the practical optimization that we have proposed. Figure 3 and Figure 4 show
the mixing and running performance of Du(n) with the practical optimization.
We can generate a graphic sequence of 100 elements uniformly at random in 160
seconds.
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4.2 Performance of Du(n, s)

We vary the length n of the sequences from 3 to 13 for Du(n, s). We fix the
value of s to 2×�n×(n−1)

4 . With this value of s, the number of distinct graphic
sequences is the largest for length n. We measure the standard deviation for
number of steps in MC varying from 2 to 20 in increments of 2.

Figure 5 illustrates the standard deviation for varying number of steps for
Du(n, s). For each n the number of generated graphic sequences is k × d(n, s)
(k = 100 in the experiments) where d(n, s) is the number of distinct graphic
sequences of length n and sum s = 2 × �n×(n−1)

4 . The standard deviation for
n = 3 and s = 4 is always 0 because the graphical sequence can only be (2, 1, 1).
The standard deviations for lower values of n and s are not stable because of
the small numbers of distinct graphic sequences. Empirically, we conservatively
estimate the mixing time to be n number of steps. Figure 6 shows the average
running time for the generation of 10 graphic sequences of Du(n, s) for n varying
from 1000 to 10000 in increments of 1000. The curves are expected to be of the
order of n by construction. Similarly to Du(n), they reveal the cost of each step
in the Markov chain. We can generate a graphic sequence of 10000 elements with
sum 49, 995, 000 uniformly at random in 4200 seconds.
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5 Conclusion

We have presented two new algorithms for the uniform random generation of
graphic sequences. We have proved their correctness. We have empirically eval-
uated their performance. To our knowledge these algorithms are the first non
trivial algorithms proposed for this task. There is strong evidence that the prob-
lem, if not #P-complete, is intrinsically difficult. The algorithms that we propose
are Markov chain Monte Carlo algorithms. Our contribution is the original design
of the Markov chain and the empirical evaluation of its mixing time. Neverthe-
less the practical problem of generating graphic sequences uniformly at random
remains open for large lengths. We are currently investigating alternative ap-
proaches such as local optimization approaches.
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