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Preface

ACIIDS 2011 was the third event of the series of international scientific con-
ferences for research and applications in the field of intelligent information and
database systems. The aim of ACIIDS 2011 was to provide an international
forum for scientific research in the technologies and applications of intelligent
information, database systems and their applications. ACIIDS 2011 was co-
organized by Yeungnam University (Korea) and Wroclaw University of Tech-
nology (Poland) and took place in Deagu (Korea) during April 20–22, 2011. The
first two events, ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi city
and Hue city in Vietnam, respectively.

We received more than 310 papers from 27 countries over the world. Each
paper was peer reviewed by at least two members of the International Program
Committee and International Reviewer Board. Only 110 papers with the highest
quality were selected for oral presentation and publication in the two volumes of
ACIIDS 2011 proceedings.

The papers included in the proceedings cover the following topics: intelligent
database systems, data warehouses and data mining, natural language processing
and computational linguistics, Semantic Web, social networks and recommenda-
tion systems, collaborative systems and applications, e-bussiness and e-commerce
systems, e-learning systems, information modeling and requirements engineering,
information retrieval systems, intelligent agents and multi-agent systems, intel-
ligent information systems, intelligent Internet systems, intelligent optimization
techniques, object-relational DBMS, ontologies and knowledge sharing, semi-
structured and XML database systems, unified modeling language and unified
processes, Web services and Semantic Web, computer networks and communi-
cation systems.

Accepted and presented papers highlight the new trends and challenges of
intelligent information and database systems. The presenters showed how new
research could lead to new and innovative applications. We hope you will find
these results useful and inspiring for your future research.

We would like to express our sincere thanks to the Honorary Chairs, Tadeusz
Wi ↪eckowski (Rector of Wroclaw University of Technology, Poland), Makoto
Nagao (President of National Diet Library, Japan), and Key-Sun Choi (KAIST,
Korea) for their support.

Our special thanks go to the Program Co-chairs, all Program and Reviewer
Committee members and all the additional reviewers for their valuable efforts
in the review process which helped us to guarantee the highest quality of the
selected papers for the conference. We cordially thank the organizers and chairs
of special sessions, who essentially contribute to the success of the conference.



VI Preface

We also would like to express our thanks to the keynote speakers (Hamido
Fujita, Halina Kwaśnicka, Yong-Woo Lee and Eugene Santos Jr.) for their inter-
esting and informative talks of world-class standard.

We cordially thank our main sponsors, Yeungnam University (Korea), Wro-
claw University of Technology (Poland) and University of Information Technol-
ogy (Vietnam). Our special thanks are due also to Springer for publishing the
proceedings, and the other sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their very
substantial work, especially those who played essential roles: Jason J. Jung,
Rados�law Katarzyniak (Organizing Chairs) and the members of the Local
Organizing Committee for their excellent work.

We cordially thank all the authors for their valuable contributions and other
participants of this conference. The conference would not have been possible
without them.

Thanks are also due to many experts who contributed to making the event
a success.

April 2011 Ngoc Thanh Nguyen
Chong-Gun Kim

Adam Janiak
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Bogdan Trawiński Wroc�law University of Technology, Poland
Olgierd Unold Wroc�law University of Technology, Poland
Micha�l Wozniak Wroc�law University of Technology, Poland
Zhongwei Zhang University of Southern Queensland, Australia
Zhi-Hua Zhou Nanjing University, China

The Third International Workshop on Intelligent Management and
e-Business (IMeB 2011)

Chang E. Koh University of North Texas, USA
Bomil Suh Sookmyung Women’s University, Korea
Hee-Woong Kim Yonsei University, Korea
Vijay Sugumaran Oakland University, USA
Angsana

Techatassanasoontorn Pennsylvania State University, USA
Yong Kim Utah State University, USA
Shu-Chun Ho National Kaohsiung Normal University, Taiwan
Jae-Nam Lee Korea University, Korea
Namho Chung Kyung Hee University, Korea
Joon Koh Chonnam National University, Korea



Conference Organization XIII

Sang-Jun Lee Chonnam National University, Korea
Kichan Nam Sogang University, Korea
Bo Choi Vanderbilt University, USA
GeeWoo Bock SungKyungwan University, Korea
Dahui Li University of Minnesota Duluth, USA
Jahyun Goo Florida Atlantic University, USA
Shane Tombline Marshall University, USA
Dale Shao Marshall University, USA
Jae-Kwon Bae Dongyang University, Korea
Hyunsoo Byun Backsuk Art University, Korea
Jaeki Song Texas Tech University, USA
Yongjin Kim Sogang University, Korea

The Special Session on Intelligent Cloud Computing and Security
(ICCS 2011)

Jemal. H. Abawajy Deakin University, Australia
Ahmet Koltuksuz Izmir Institute of Technology, Turkey
Brian King Indiana University Purdue University

Indianapolis, USA
Tatsuya Akutsu Kyoto University, Japan
Minjeong Kim University of North Carolina, USA
Hae Sang Song Seowon University, Korea
Won Whoi Huh Sungkyul University, Korea
Jong Sik Lee Inha University, Korea
Chungman Seo University of Arizona, USA
Il-Chul Moon KAIST, Korea
Hyun Suk Cho ETRI, Korea
JI Young Park Ewha Women’s University, Korea
Tae-Hoon Kim Hannam University, Korea
Hee Suk Suh Korea University of Technology, Korea
Lei SHU Osaka University, Japan
Mukaddim Pathan CSIRO, Australia
Al-Sakib Khan Pathan International Islamic University Malaysia

Recent Advances in Modeling and Optimization Techniques for
Intelligent Computing in Information Systems and Industrial
Engineering (MOT-ISIE)

El-Houssaine Aghezzaf Ghent University, Belgium
Le Thi Hoai An Paul Verlaine University of Metz, France
Lydie Boudjeloud-Assala Paul Verlaine University of Metz, France
Brieu Conan-Guez Paul Verlaine University of Metz, France
Alain Gely Paul Verlaine University of Metz, France



XIV Conference Organization

Jin-Kao Hao University of Angers, France
Proth Jean-Marie INRIA-Metz, France
Francois-Xavier Jollois University of Paris V, France
Marie Luong University of Paris 13, France
Do Thanh Nghi Enst Brest, France
Vincent Nguyen The University of New South Wales, Australia
Ibrahima Sakho Paul Verlaine University of Metz, France
Daniel Singer Paul Verlaine University of Metz, France
Pham Dinh Tao Insa of Rouen, France
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Abstract. Base station (BS) placement has a significant impact on the perform-
ance of mobile networks. Currently several algorithms are in use, differing in 
their complexity, task allocation time, and memory usage. In this paper, base 
station placement is automatically determined using two algorithms: a genetic, 
one and a hybrid algorithm, which combines both genetic and tabu search meta-
heuristics. Both designed algorithms are described, and compared with each 
other. For the positioning of the base station, both the power of the BS, and the 
size (location) of the subscriber group (SG) were considered factors. Addition-
ally, the question of how the algorithms' parameters influence the solution was 
investigated. In order to conduct the investigation, a special application was 
created that runs both algorithms. Simulation tests prove that the hybrid algo-
rithm outperforms the genetic algorithm in most cases. The hybrid algorithm 
delivers near-optimal solutions. 

Keywords: mobile network, base station placement, optimization, evolutionary 
algorithm, experimental system. 

1   Introduction 

The question of base stations placement is one of the most important in the area of 
designing mobile networks. There exist algorithms for base station placement in wire-
less networks based on various approaches described in [1], [2], [3], and [4].  Some of 
them are based on the ideas of evolutionary algorithms [5], [6], and [7]. In the paper, 
we focus on the design and implementation of our own hybrid evolutionary algorithm. 
The evaluation of this algorithm and the comparison with an implementation of a ge-
netic algorithm is made using our own experimental system  described in the paper.  

The rest of the paper is organized as follows: Problem statement is in Section 2, 
with definition of input, and output parameters of the problem, cost function and the 
criterion for comparing the algorithms. In Section 3, the implemented algorithms for 
BS placement are described, including genetic algorithm (GA), tabu search (TS), and 
hybrid (HA). Application overview in Section 4 presents our created experimental 
system, which can simulate the process of positioning base stations, with the possibil-
ity of specifying the inputs, and displaying complete output statistics. Some results of 
research with introduction to the statistical comparison of the algorithms are in 
Section 5. Conclusions and perspectives appear in Section 6. 
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2   Problem Statement 

The main subject of this paper is the positioning of a BS in a three-dimensional ser-
vice area. The service area is divided into a large number of pixels. Each pixel is a 
potential position for new  BS. The positioning of a new BS takes into consideration 
factors such as: the power and position of other existing BS, as well as the sizes (total 
number in the area and quantities within groups) and locations of the subscriber 
groups (SG) lying in the service area. The problem parameters are listed in Table 1. 

Table 1. Parameters in Base Station Placement problem 

Symbol Parameter 

k Number of existing BS 

Pi Power of Existing BSi  

Pn Power of the New BS  

(qi,ji,li) Position of existing BSi 

(wi,zi,ni) Position of existing SGi 

s Number of SG 

Ni Quantity of members in SGi 

m Number of new BS  

(xi,yi,hi) Coordinates of new base stations 
(position of new BS) 

ri Distance between new, and  
existing BS 

 
The proposed algorithms are verified by a cost function. An ideal positioning 
algorithm would result in selecting appropriate new-allocated BSs location 
(configuration). It means a new BS should be placed close to its SG, and as far away 
as possible from existing BS. In the paper, an introduced cost function is based on this 
interpretation and is expressed as a sum of p coefficients (1). 

                             (1) 
 
Coefficient p is calculated for each new BS, regardless of the position of any other BS 
 

 

                                                                     
                   (2) 

where:  

                              (3) 

                               (4) 
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The greater the value of the cost function, the better is the BS configuration. Fig. 1 
illustrates a graphic representation of a typical service area. Existing BSs are marked 
in white color, whereas new BSs in green. Some exemplary parameters (power and 
position) are written below for every BS.  

 

Fig. 1. Service area – an example 

3   Algorithms  

The objective of this research is to optimize BS placement. The problem has a very 
large solution space, so the only practical way to find good solutions to search for 
them using metaheuristic algorithms.  BS placement problems cannot be solved in 
polynomial time. So, in this paper, BS placement is achieved using genetic, and tabu 
search algorithms. These algorithms are useful for solving NP-hard problems. Both 
algorithms are described in details below. 

Genetic algorithm (GA). Genetic algorithms are evolutionary optimization 
approaches (e.g. [8] and [9]) that are an alternative to traditional optimization 
algorithms. GAs find solutions by exploiting dynamic principles governing natural 
selection and genetic processes, e.g. recombination and mutation. Implementation of a 
GA is highly dependent on the type of problem considered. Therefore, for the BS 
location problem the following assumptions have been made: 

 chromosomes ( creatures) correspond to the positions of all the new BS.  
 the fitness (adaptation) function (required to evaluate the solution domain) 

corresponds to the cost function described in the previous Section. 

Initially, a GA randomly generates a population of random creatures. Each creature 
represents a potential solution to the positioning problem. The implemented algorithm 
consists of the following steps: 
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Step 1. Evaluate creature, and assign an adaptation score to it. Creatures with 
higher scores (evaluated by the adaptation function) have a greater 
probability of being selected. 
Step 2.  Select a new population from the current population, by the roulette 
wheel method. 
Step 3. Crossover selected creatures. Below is shown the procedure of 
crossover operation used in the implementation of GA algorithm. 
     
  Dad     (2,3,2),   (3,4,3),    (1,3,1),    (7,8,6) 
  Mom   (3,4,2),   (5,7,3),    (5,3,1),     (8,2,6)  

 

       - randomize MinPoz, and MaxPoz, 
 
                            MinPoz                 MaxPoz 
                   0             1               2              3           
             (2,3,2),  |  (3,4,3),    (1,3,1),    (7,8,6),  
             (3,4,2),  |  (5,7,3),    (5,3,1),    (8,2,6) 
 
        - crossover appropriate BS. 
  
             (2,3,2),  |  (5,7,3),    (5,3,1),   (8,2,6) 
             (3,4,2),  |  (3,4,3),    (1,3,1),   (7,8,6) 

 
 
Step 4. Select (with probability Pmut) creatures for a mutation procedure from 
the current population, by the roulette wheel method. Randomize BS 
coordinates of selected creatures. 
Step 5. Repeat Step 1 to Step 4 for N times (the user defines N). 

The parameters for the implemented genetic algorithm are listed in Table 2. 

Table 2.  Parameters in the implementation of genetic algorithm 

Symbol Parameter 

S Population size 

G Number of generations 

Pcro Probability of Crossover 

Pmut Probability of Mutation 

Tabu Search (TS). Tabu search is an intelligent metaheuristic algorithm (e.g. [10] 
and [11]). Its main objective is to avoid searches that repeatedly explore the same 
parts of the solution space. It does this by forbidding or penalizing moves that lead to 
places already visited. Before describing the actual algorithm, we must clarify how 
some of the features of  TS are implemented. 
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The Neighborhood of a point, in which BS is located, is defined as a sphere around 
that point, with radius defined by the parameter called Neighborhood Range. A tabu 
list is a list of points which were already visited. To avoid going to the same locations, 
the algorithm checks if a new neighboring point is not located near one of the points 
saved in the tabu list (the distance must be less than a defined variable – tabu range). 
The tabu list length is limited, and when its capacity is reached then new points will 
replace the old ones. The algorithm implemented for our specific problem is described 
as follows: 

Step 1. Choose an initial solution from the solution space,  namely a vector 
of selected points from a defined area. 

Step 2. For each specified BS position  defined by the current solution, 
find new, candidate positions within the BS Neighborhood. 

Step 3. Check the cost function for solutions, which include the new BS 
positions. Find the best neighbor not listed on the tabu list. 

Step 4. Add previously (in Step 3) checked (but not ‘best neighbor’) can-
didates to solutions to a tabu list, and modify the current solution by includ-
ing best neighbor as one of the points in solution vector. 

Step 5. Check, via the cost function, if the current solution is better than all 
previously-obtained ‘best solutions’. 

Step 6.  Go back to step 1, unless the current best solution is acceptable. 

Remark: To avoid congestion, the implemented TS algorithm has an additional 
mechanism which exceptionally (if all current neighbors are included in tabu list) 
permits the use of a point belonging to tabu list. Additionally, the implemented tabu 
search algorithm includes an accelerator which ‘dramatically’ increases the speed of 
computing the cost function for all the neighbors in Step 3.  

Hybrid Algorithm (HA). Our hybrid algorithm combines both the genetic and the 
tabu search approaches in order to improve search performance. Since the genetic 
algorithm works better in the initial phase of the search, we use it to create a popula-
tion and identify a good starting solution for tabu search. Once it is found, TS begins 
with it. These both algorithms work separately, but what really makes our algorithm a 
hybrid one is  that the mutation process from the genetic algorithm are embedded in 
the tabu search diversification system enhancing its capabilities. A normal TS lacks a 
mechanism that radically changes the searching area (i.e. beyond the neighborhood 
range). Mutation processes introduce an element of randomness to this algorithm. In 
each iteration, TS has a small chance of mutating its current solution, so it can then 
start searching in a completely different part of the solution space.  

To make the mutation process really efficient, in the hybrid algorithm, the prob-
ability of mutating the current solution in our modified TS phase depends on the 
search results themselves. If the algorithm  finds solutions having similar optimization 
scores, the probability of mutation increases. If the algorithm consistently finds better 
solutions, the probability of mutation is set to its small, original value. This way muta-
tion will not interrupt a trend of consistently finding ever better solutions, or an opti-
mal solution. Similarly,  increasing the probability of mutation prevents the algorithm 
from getting into the state of searching stagnation by changing the searching area 
drastically. Our hybrid algorithm also works much faster than the genetic one,  
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because it uses a speed accelerator which relies on the fact that solutions created in 
two consecutive iterations are very similar to each other, so our algorithm stores some 
more information about previous solutions gaining more speed from calculation proc-
ess reduction. All parameters for hybrid algorithm are listed in Tab. 3. 

Table 3. Parameters in the implementation of Hybrid Algorithm 

Symbol Parameter 

I Number of iterations 

NN Number of Neighbors 

NR Neighbourhood Rangę 
TR Tabu Range 

SSGM Starting Solution Generating Method 

S Population size 

Pmut Probability of Mutation 

4   Experimental System 

Fig. 2 displays the logical model of the investigations, i.e. the experimentation system 
as input-output system designed for the purposes of this paper. It shows types of 
input, and output data, as well algorithm and system parameters (the notation is as 
described in Tab. 1, Tab. 2 and Tab. 3).  

 
 

 

 
 
 
 
 
 
 

   (qi,jj,li) 

   (wi,zi,ni) 

    Ni   s    Pi    k   Pn    m 

New BS’s 
position 

(xi,yi,hi) 

      Problem Parameters 
     

S G Pcro Pmut I, NN, NR, TR, SSGM, S, Pm 

Hybrid Genetic 

 

Fig. 2.  Input-Output experimentation system 

In order to test the considered algorithms, a special application was designed and 
implemented. The application simulates the performance of TS, GA, and HA as 
described in Section 3. The application has been created using Microsoft Visual 
Studio 2010 and C# language using concepts presented in [12] and [13]. Fig. 3(a) 
illustrates the screenshot of the application window. The generated location of BSs is 
presented on the left side of the window in Fig. 3(b). 
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Fig. 3. Application – (a) the application window (left) and (b) the Map tab window (right) 

The application menu provides access to four options: (i) Save or load problem 
instance, (ii) Load image used as a background of service area, (iii) Show graph for 
algorithm steps, (iv) Request help. Below the application menu there appears a special 
tabbed menu. The Main tab allows the user to select different ways of initializing the 
problem instance. If Generate Random Instance is selected, other, special parameters 
may be set: Number of existing and new BS, as well as maximum BS power, and 
Number and Quantity of SG. The Genetic tab allows the user to customize the 
parameters of the GA (e.g. Population size or Number of generations). Similarly the 
Hybrid tab allows the user to customize the parameters of the HA (e.g. Iteration 
number or Number of Neighbors). In the Map tab, the user can observe action of each 
algorithm.  

5    Trial Test Results 

Experiment #1. In the first part of the research we investigated fluctuations in the 
optimization score during tests. Fig. 4 illustrates the variation of optimization score 
(vertical axis) for HA (i.e. TS but with initialization with GA), while Fig. 5 for GA.  
 

     
 

Fig. 4. Variation of optimization scores for HA   Fig. 5. Variation of optimization score for GA 
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Experiment #2. The next part of the  investigations was a comparison of HA and GA, 
depending on service area parameters: Number of existing BS (Fig. 6); Number of 
new BS (Fig. 7); Number of SG (Fig. 8); and Quantity of SG (Fig. 9). 

 

       

Fig. 6. Optim. score and Number of existing BS    Fig. 7. Optim. score and Number of newBS 

      

Fig. 8. Optim. score and Number of SG                Fig. 9. Optim. score and Quantity of SG 

In the figures above (where Optim. score means the value of cost function), it is 
apparent, that HA significantly outperforms GA. This observation was confirmed for 
all the tested problem instances, and for every considered set of parameter values.  

Experiment #3. The investigations focus on parameters which define the neighbor-
hood  range and the  range of the tabu list. The search was conducted for values be-
tween 20-50 pixels for Neighborhood range and values of 10-40 pixels for tabu range. 
The obtained results (Optim. score values) for these distinct cases are shown in Fig. 
10, Fig. 11, Fig. 12, and Fig. 13. It may be observed, that for both (Neighborhood and 
tabu) ranges,  their small values can not lead to better scores.  

A low Neighborhood range (see Fig. 10) means that we check the solution space 
more  precisely,  which  might give good  result.  However, a low range  may also 
require more  iterations  to  get  satisfying  result.  It is clearly depicted by the blue 
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line in Fig. 11, where the graph initially attains mediocre values, but consistently 
finds better solutions, after a critical number of iterations.  

The graph in Fig. 12 shows the influence of  the Tabu  range  parameter. Setting  
this  parameter with  a  high  value  results in  algorithm  behavior  no  different  from 
standard  random  search. Moreover, a big tabu  range may cause needs for using ne-
glected tabu search mode.   

 

       

Fig. 10. Optim. score depending  on                       Fig. 11. Optim.  score depending on 
       Neighborhood Range                                               Neighborhood Range (trends lines)           

       
 

 Fig. 12. Optim. score depending on                          Fig. 13. Optim. score depending on 
        Tabu Range                                                              Tabu Range (trends lines) 

6    Conclusions  

In this paper, two algorithms to base station placement in mobile network were de-
signed and implemented, including the genetic algorithm (GA) and hybrid algorithm 
(HA) being a composition of elements of GA and TS. The hybrid algorithm is charac-
terized by a smart search method, with intelligent diversification. Both algorithms 
have been evaluated using specially prepared experimentation system following au-
thor’s ideas described in [14]. The obtained results of investigations justify the state-
ment that HA significantly outperforms GA, in all cases.  
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In conclusion, this paper shows that our hybrid algorithm has truly large potential, 
most particularly for base station positioning. 

A particularly important aspect of the designed experimentation system is the possibil-
ity to enter a lot of input data and to examine their impact on the cost function. Recently, 
the system is serving as a tool to aid teaching students and preparing projects in computer 
science and telecommunications areas in Wroclaw University of Technology. 

In the further research in this area we are planning to develop testing environment by 
implementing ideas of multistage experiment [15] and by implementing more algorithms, 
including  those described in [16]. Moreover, we are planning to create a hybrid algorithm 
developed by applying some operations from  simulated annealing algorithm [9]. 
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Abstract. This paper describes a system, called eTransport to solve a transpor-
tation problem. The system was applied in experiments that test meta-heuristic 
algorithms for solving such optimization task. The engine of this system is 
based on a bee behavior based algorithm, called KAPI, designed by the authors. 
In order to make a comparison of the results obtained by KAPI, the Ants Col-
ony System and Tabu Search algorithms were also applied. The eTransport 
simulator can generate real-life scenarios on Google Maps, while configuring 
and running tested algorithms, and finally, displaying the solutions found. Some 
illustrative examples of experiments are presented and discussed. The analysis 
of results of multi-scenario simulations shows the advantages of the KAPI algo-
rithm, and justifies the conclusion that KAPI is much better and more effective 
at finding solutions to problems of this kind than other known algorithms. 

Keywords: transportation problem, evolutionary algorithm, experimentation 
system. 

1   Introduction 

This paper focuses on a transportation problem described in [1] and relevant to logis-
tics companies. Our formulation of this problem differs slightly from the Modified 
Vehicle Routing Problem (MVRP) defined in [2] and [3], by taking into consideration 
that: (i), the cost of production can vary depending on the factory,  (ii) each factory is 
able to use vehicles (trucks) of different types (with different capacities),  (iii) every 
single vehicle may deliver goods not only to one customer. The total cost defined to 
characterize the quality of a solution, is strongly related to the chosen route and the 
types of vehicles (trucks) to be used. 

In the paper, an improved algorithm based on bee behavior (its first draft was pre-
sented in [4]) has been evaluated by comparing with other meta-heuristic algorithms, 
including  an implementation of the Ants Colony System (ACS) – a description of 
ACS ideas may be found in [5], [6], [7], and [8], and an implementation of Tabu 
Search algorithm (TS) - a description of ACS ideas may be found in [4], [6], and [9]. 
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Basic concepts and mathematical aspects of the problem are briefly described in 
Section 2. A concise description of algorithms used to solve a transportation problem 
is given in Section 3. A description of the experimentation system can be found in 
Section 4., and  a design of the experiments in Section 5. Results of investigations are 
presented in Section 6. Some conclusions and final remarks appear in Section 7.  
Suggestions for the further research in the considered area are given in Section 8. 

2   Problem Statement 

A transportation problem can be described in the following way: a logistics company 
has [M] factories supplying products to [O] customers in a certain area. Each factory 
produces, depending on its size,  homogeneous goods [T] to be delivered to recipients 
according to their demands [Z]. In each factory, there is a specified quantity of vehi-
cles [S] of different types [R]. The cost of production [K] of each goods item depends 
on the factory where it was made. The cost of transportation depends on the distance 
of the routes [D], the size and load level of vehicle [Ps], and the driver's salary [W]. 
The following constraints are taken into consideration: 

- in each factory, there must be sufficient number of vehicles to be able to take out 
the whole production from warehouse: 

∑
=

≤
S

i
sitotal PT

1                                                                   (1) 

where:  Psi-capacity of i-th truck, S-the total number of trucks, Ttotal -the total quantity 
of goods;  
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where:  Ti - quantity of goods in i- th factory, Zj-demand for the goods by the recipi-
ent, O-the number of customers.  

The total cost is expressed by formula (3): 
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where: Kwi-the cost of production in i-th factory, Iw-the quantity of exported goods 
from i-th factory, Sused-the number of vehicles to be used for transport, IT-the number 
of paths travelled byvehicle between the origin and destination nodes, D – the dis-
tance ridden by j-th vehicle, Zs- the vehicle load level, R-the capacity of vehicle, W - 
driver’s salary (with fixed value), F-the number of factories.  

The considered transportation problem consists in minimization (3), i.e. determin-
ing the load of any vehicle and its route such that the total cost of transportation goods 
from factories to customers is minimum. 
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For the purposes of this paper, the problem’s input data is a map in the form of a 
graph, which consists of distinct points (nodes) in which are located customers and 
factories. Every single link between two nodes has a specified known length. Facto-
ries, in which goods are produced, have a defined cost of production, a number of 
vehicles and a quantity of goods in warehouses. Vehicles have known but possibly 
different load capacities.  

3   Algorithms  

Ant Colony System (ACS). The detailed description of the idea and the classic  
version of algorithm based on ant behavior are presented in details in [8], [9]. Our 
implementation of ACS consists of three stages: (i) the path stage with finding the 
shortest path from factories to customers, (ii) the auction stage, at which ants (repre-
senting a type of vehicles) declare the estimated costs of transport to the chosen cus-
tomer (recipient) and, all tasks are allocated to ants, (iii) the final stage consisting in 
finding the best way to the customer for ants selected at the auction stage. 

The input parameters for ACS are: the number of cycles for stages, the quantity of 
deposited pheromone; the pheromone evaporation rate; and a factor which represents 
the strength of the impact of the pheromone. 

Tabu Search (TS). The specific of the considered problem caused that adaptation of 
Tabu Search concept (see e.g. [4], [9]) required making some modifications in classic 
version of this algorithm. The basic modification consists in creating two collections 
of data (variable and fixed data). The fixed collection contains all customers while the 
variable collection contains all vehicles from all the factories. The order of vehicles in 
the variable collection defines a solution. The vehicle on the first position in the vari-
able collection provides the customers as long as it has goods on board.  Then, next 
vehicle are sent, supplying other customers in the same way, until satisfying demands 
of all customers. The shortest route between the factory and the customers is to be 
found by applying well-known Dijkstra algorithm [15]. To find a new member of 
neighborhood the successive trucks from the variable collection are swapped. The 
function for evaluating the quality of solutions is the total cost expressed by (3). The 
parameters that may be adjusted and may control the performance of the implemented 
TS algorithm are: the size of tabu list, and the number of cycles. 

Conceptual Algorithm based on Bees Intelligence (KAPI). The idea of a KAPI 
algorithm has its origin in [10] which describes the behavior of a bees’ swarm when 
they look for the best place for a settlement. Special bees are selected from swarm, 
and fly out in different directions looking for the  best location to make a wild bee-
hive. After finding it, they go back to the rest of the bees and perform a specific 
dance. Energy and commitment are features of the dance: the extent to which these 
features are displayed in the dance is proportional to the level of satisfaction with the 
discovered location. The more bees that dance vigorously, pointing in one direction, 
the greater are the chances that the whole swarm would decide to go there. It was  
observed that just fifteen bees are needed to persuade the whole swarm acceptance of 
the location of hive. 
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In order to solve the MVRP, the bee-hive methodology was adapted [11]. It may be 
distinct several stages, which are shown in Fig. 1.  

 

 

Fig. 1. Block-diagram of modified KAPI algorithm 

First, the types of available vehicles are defined. Bees are sent to each of these 
types. They go carrying a virtual basket that represents the capacity of the vehicle. 
Each basket is filled with virtual goods, which represent a homogeneous product that 
can be transported by a vehicle Bees begin their flight from factories, in which there 
are available the selected types of vehicles. At first, bees are starting with baskets 
which represent the recently largest-capacity vehicles. Bees fly until the moment 
when in each recipient node there will be a determined number of bees. At this point, 
bees with slightly smaller baskets set out on their journey. These steps are repeated 
until the all available load capacities of the vehicles are exhausted. After the flights, 
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an analysis of the proposed solutions begins. Each bee has to determine how  satisfied 
it is with the solutions it has found. As a measure of bee satisfaction, we take the cost 
of sending vehicle to the given recipient using the route founded.  

At each customer node, the average satisfaction level is computed. Analysis begins 
at the place where this average value is the lowest. The analysis consists in answering 
the following questions (checking conditions): 

- whether a bee is sufficiently satisfied (the satisfaction level has to be higher than 
the minimum required), 

-  whether there is still demand for supplied goods,  
- whether in the factory, from which the bee has begun its flight, there is a suffi-

cient quantity of goods, 
If all these conditions are met, an update is made of customers’ demands; of the  
number of goods suppliers in warehouses; and concerning vehicle availability. If no 
complete solution has been found by this stage, all the previous steps are repeated, but 
only after firstly reducing the minimum level of required satisfaction. The final solu-
tion consists of the chosen vehicles, the specified route for each vehicle, and the de-
termined set of customers which have to be visited. 

4   Experimentation System 

A new simulation system, called eTransport, was designed and implemented in order 
to test the performances of meta-heuristic algorithms dedicated to solving a  transpor-
tation problem. The user interface of eTransport is shown in Fig. 2. The eTransport 
system is implemented via technologies used to create Web applications, i.e. HTML, 
CSS, PHP, MySql, Javascript and AJAX. [12].  

 

Fig. 2. The interface of eTransport simulator 

The application is divided into two autonomous parts. The first is the engine, which 
consists of two algorithms (KAPI and ACS), written in PHP language. The second part 
is a component responsible for data presentation. It consists of several parts, exploiting 
html with cascading style sheets, maps supported by Google maps API [13]. The con-
trol mechanism is written in JavaScript and AJAX. The following input data defines 
MVRP: (i) Localization of customers and factories, (ii) Number and type of vehicles, 
(iii) Quantity and the cost of goods in each factory, (iv) Customer demands. 
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5   Design of Experiment 

The aim of this study was to determine which of the considered algorithms is better at 
solving the MVRP. Algorithms were tested in many different situations, for different 
input parameters. The main criteria for evaluating the quality of results was the total 
cost defined by (3), and the computational time needed to find the solution. The in-
vestigations consisted of a series of experiments which were carried out on various  
types of maps (notion ‘map’ is defined in [4]) created specially for the purpose of this 
work. Maps differ in the number of factories and customers, in the distances between 
them, in the cost of production, and in the ratio of factories to customers. The com-
plex experiment was divided into two parts: Parts I for comparison of KAPI and ACS 
and Part II for comparison of KAPI and TS.  

In Part I, three scenarios (Case 1, Case 2, and Case 3) were designed and exam-
ined. The scenarios differ in the quantity and type of vehicles available, and in the 
ratio between the number of demanded goods and the number of available goods. 
Such experiment design has followed idea of multistage experiments [14]. Both algo-
rithms, KAPI and ACS were activated for the same designs of experiments.  

In Part II, input problem parameters were the same for KAPI and TS, including the 
number of factories equal to 10 and the number of customers equal to 10, either. The 
different algorithm’s parameters were taken into consideration. Each series of ex-
periment consisted of 10 single simulations. 

6   Investigations 

Case 1. The map contains 12 distinct locations. The number of factories is the same 
as the number of customers. The company has its factories in a relatively small area. 
It is assumed that the factories produce goods with the averaged cost of 2380 Polish  
currency.  

 

Fig. 3. Results of KAPI and ACS for three scenarios of map 12 

Tests performed in Case 1 show that ACS achieves similar results (Fig. 3) with 
shorter time of execution (Fig. 4). 
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Fig. 4. Time of generating the best results [s] for three scenarios (map 12) 

Case 2.  The company in Spain has a few factories, but the market is much larger. 
Distances between points on the map are very long. The average distance between 
points is more than 500km. The unit price of goods is low: it can be assumed as 2.5 
euro. There are no great concentrations of users. In Spain, roads are organized as a 
cobweb. All the main roads run toward a central point, which is Madrid.   

 

    

Fig. 5. Comparison KAPI and ACS (map 29) 

Now, it can be observed that KAPI works better. It gives better results in compari-
son to ACS (Fig. 5). The computational time depends on the scenario.   

    
Fig. 6. Time of generating the best results [s] for three  scenarios (map 29) 
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Solving the first scenario with KAPI took 4 times less time than using ACS (Fig. 6). 

Case 3. The company has a very large market. On the map there were 60 placed 
points, (55 customers and 5 factories). Customers’ nodes are located in the 55 major 
cities in Poland (almost 25 percent of them is located in the Upper Silesia region). 
The average distance between points on the map is less than it was in previous case 
(in this case it is less than 320 km). The average cost of production was set at 2.7. 
Factories were placed in large cities, which were selected to minimize their distances 
to the largest possible groups of customers. The road network in the third map is 
rather regular. It does not exhibit any characteristic structure. 

   

Fig. 7. Results of KAPI and ACS algorithm for the map 60, (a) cost, (b) time 

Analyzing the obtained results, it may be observed, that KAPI worked very well. 
Both, the costs expressed by the formula (4) and shown in Fig. 7 (a), and the compu-
tational times (Fig. 7 (b)) are much better in comparison to ACS algorithm. 

Summary. Fig. 8. presents the best solutions found by the KAPI and ACS for each of 
the investigated maps (denoted by 12, 29, 60). The results are expressed as a percent-
age instead of an average. For map 12 the results are more or less the same. It is due 
to the fact that the cost of a unit of goods is very high, and it has the greatest impact 
on the final cost (the transport cost is very low, relatively). 

 

 

Fig. 8. Comparison of KAPI and ACS [%] for various cases and scenarios 
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Discussion. The study shows that the KAPI algorithm is more effective in almost all 
of the tested scenarios. ACS performed slightly better when solving map 12, in par-
ticular in a special situation where the number of factories is equal to the number of 
customers (recipients). In the situations where there are many vehicles of the same 
type, KAPI can solve the problem much faster than the ACS. Once the company has 
plenty of vehicles of different load capacities, then it is better to use ACS. 

Case 4. The obtained results are shown in special format where points represent the 
average ‘score’ for series of experiments while lower ends of lines, which are coming 
from those points, show the best found result. 
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Fig. 9. Results of (a) KAPI algorithm and (b) TS algorithm 

Summary. We can already spot the big difference in results given by KAPI algorithm 
just by changing its parameters. Analyzing Fig. 9 (a) it can be easily concluded that 
increasing the length of step adversely (KAPI parameter) affects the quality of solu-
tions. For this map best solutions were obtained for the 'the maximum number of bees 
in the node' (KAPI parameter) set to 5 or 15. The best solution was found with the 
parameter set to 15. 

Discussion. In theory, TS should return the best result when running with high value 
of parameters (e.g. a large number of cycles as well as the size of a tabu list), yet in 
this case the best result was found with the number of cycles set to 100  and the same 
size of tabu list (Fig. 9 (b)). 

7    Conclusions  

In this paper, we have focused on a some category of transportation problem. For this 
purpose, a new version of KAPI algorithm was proposed by the authors. The KAPI 
seems to be very promising, e.g. when comparing KAPI with ACS, we obtained better 
solution for KAPI in 7 series out of 9 series of experiments.   

The designed and implemented experimentation system, in particular its module 
eTransport simulator, may be used for aiding the solution of the considered  category 
of transportation problem. Moreover, it is possible to visualize every individual  
solution, thus the user can estimate, really quickly, how good the solution is. A par-
ticularly important aspect of this experimentation system is the possibility to work on 
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real-life problems. Recently, the system is serving as a tool to aid teaching students in 
control engineering, computer science and telecommunications areas in Wroclaw 
University of Technology.  

8    Perspectives  

On the basis of the results of experiments, the authors suggest some improvements 
such as the following could be made: 

 Limitation of the length of a route which a driver can choose, 
 Introduction another cost functions [15] (the current version of eTransport re-

lies on a predetermined formula for calculating the cost of transportation). 
 More features of the vehicles can be taken into consideration (e.g. fuel com-

bustion, maximum speed, etc). 
 Flexible definition of drivers’ salary. 
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Abstract. In a nuclear power plant (NPP), periodic sensor calibrations are re-
quired to assure sensors are operating correctly. However, only a few faulty 
sensors are found to be calibrated. For the safe operation of an NPP and the re-
duction of unnecessary calibration, on-line calibration monitoring is needed. 
Most researches have been focused on improving only the accuracy of the sys-
tem although sensitivity is another important performance index. This paper 
presents multi-response optimization for an on-line sensor drift monitoring sys-
tem to detect drift and estimate sensor signal effectively. Accuracy and sensitiv-
ity of the principal component-based auto-associative support vector regression 
(PCSVR) were optimized at the same time by desirability function approach. 
Response surface methodology (RSM) is employed to efficiently determine the 
optimal values of SVR hyperparameters. The proposed optimization method 
was confirmed with actual plant data of Kori NPP Unit 3. The results show the 
trade-off between the accuracy and sensitivity of the model as we expected.  

Keywords: PCA, SVR, Multi-Response, RSM, NPP. 

1   Introduction 

For the past two decades, the nuclear industry has attempted to move toward a condi-
tion-based maintenance philosophy using new technologies developed to monitor the 
condition of plant equipment during operation. The traditional periodic maintenance 
method can lead to equipment damage, incorrect calibrations due to adjustments made 
under non-service conditions, increased radiation exposure to maintenance personnel, 
and possibly, increased downtime. In fact, recent studies have shown that less than 
5% of the process instruments are found in degraded condition that require mainte-
nance. Therefore, plant operators are interested in finding ways to monitor sensor 
performance during operation and to manually calibrate only the sensors that require 
correction.  

Considerable research efforts have been made to develop on-line calibration moni-
toring algorithms. The application of artificial intelligence techniques to nuclear 
power plants were investigated for instrument condition monitoring [1]. The Multi-
variate State Estimation Technique (MSET) was developed in the late 1980s [2], and 
the Plant Evaluation and Analysis by Neural Operators (PEANO) was developed in 
[3] by using auto-associative neural networks. The SVR algorithm that was developed 
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by Vapnik [4] is based on the statistical learning theory. The SVM method was ap-
plied for the data-based state estimation in nuclear power reactors [5]. 

The use of support vector regression (SVR) for on-line monitoring and signal vali-
dation was developed by Korea Electric Power Research Institute (KEPRI) and re-
ported in NUCLEAR ENGINEERING AND TECHNOLOGY [6, 7]. The research 
presented in this paper primarily focuses on multi-response optimization for an on-
line sensor drift monitoring. Accuracy and sensitivity of the PCSVR model were 
optimized at the same time by desirability function approach. The proposed optimiza-
tion method was confirmed with actual plant data of Kori NPP Unit 3. 

2   PC- Based AASVR 

The outputs of an auto-associative model are trained to emulate its inputs over an 
appropriate dynamic range. An auto-associative model will estimate the correct input 
values using the correlations embedded in the model during its training. The estimated 
correct value from the auto-associative model can then be compared to the actual 
process parameter to determine if a sensor has drifted or has been degraded by an-
other fault type. Fig. 1 shows the schematic diagram of the proposed PCSVR method 
for modeling measurements in an NPP. 
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Fig. 1. The schematic diagram of PCSVR 

2.1   AASVR Based upon Principal Components 

In this paper, an SVM regression method is used for signal validation of the meas-
urements in NPPs. The SVM regression is to nonlinearly map the original data into a 
higher dimensional feature space. Hence, given a set of data ( ){ } mmn

iii RRyX ×∈=1,  where xi 
is the input vector to support vector machines, yi is the actual output vector and n is 
the total number of data patterns. The multivariate regression function for each output 
signal is approximated by the following function, 

k
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sensor measurements. Also, the function )(xiφ  is called the feature. Equation (1) is a  
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nonlinear regression model because the resulting hyper-surface is a nonlinear surface 
hanging over the m-dimensional input space. The parameters w and b are a support 
vector weight and a bias that are calculated by minimizing the following regularized 
risk function: 
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Fig. 2. The Parameters for the AASVR Models 

The first term of Equation (2) characterizes the complexity of the SVR models. 

kC and kε are user-specified parameters and         is called the ε -insensitive loss 

function [8]. The loss equals zero if the estimated value is within an error level, and 
for all other estimated points outside the error level, the loss is equal to the magnitude 
of the difference between the estimated value and the error level. That is, minimizing 
the regularized risk function is equivalent to minimizing the following constrained 
risk function: 
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where the constant C determines the trade-off between the flatness of )( xf and the 

amount up to which deviations larger than ε  are tolerated, and ξ  and ∗ξ  are slack 

variables representing upper and lower constraints on the outputs of the system and 
are positive values. 
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The constrained optimization problem can be solved by applying the Lagrange 
multiplier technique to (4) and (5), and then by using a standard quadratic program-
ming technique. Finally, the regression function of (1) becomes 
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where )()(),( xxxxK φφ i
T

i = is called the kernel function. 

By using different kernel functions for inner product evaluations, various types of 
nonlinear models in the original space could be constructed. It has been shown that, in 
general, radial-basis function (RBF) is a reasonable first choice of kernel functions 
since it equips with more flexibility and less parameters. The RBF kernel function 
used in this paper is expressed as 
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where σ  is the kernel function parameter. The bias, b, is calculated as follows: 
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where xr and xs are called support vectors (SVs) and are data points positioned at the 
boundary of the ε -insensitivity zone. By replacing principal component θ  with x, we 
can combine PC and AASVR as follows: 
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The three most relevant design parameters for the AASVR model are the insensitivity 
zone, ε, the regularization parameter, C, and the kernel function parameter, σ . An 
increase in the insensitivity zone, ε , reduces the accuracy requirements of the ap-
proximation and allows a decrease in the number of SVs. In addition, an increase in 
the regularization parameter, C, reduces larger errors, thereby minimizing the ap-
proximation error. The kernel function parameter, σ , determines the sharpness of the 
radial basis kernel function. 

2.2   Desirability Function Approach for the Multi-response Optimization 

Experimental design, especially Response Surface Methodology (RSM) is widely 
used in off-line quality improvement. For most products and processes, quality is  
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multi-dimensional, it’s common to observe multiple responses on experimental units 
and optimize these responses simultaneously. And the desirability function approach 
is widely used in practice and in many commercial software packages such as Minitab 
and JMP. 

This experiment was performed with PCSVR model using the NPP operation data. 
A central composite design is used with two independent (or uncorrelated) responses: 
accuracy (y1), and auto-sensitivity (y2). For the auto-sensitivity experiments we added 
artificial drift to each sensor signal which linearly increases with time from 0 % to 
4 % of its nominal value at the end point. The goal here is to determine the optimal 
setting of sigma (x1), epsilon (x2), and C (x3) to minimize the y1 and y2 simultaneously. 
Based on the engineering requirements, y1 which is measured by the natural logarithm 
of MSE should be in the range of -5.0 to -3.5 and y2 in 0.3 to 0.45. The data of this 
experiment are shown in Table 1. 

Table 1. Central composite design with three variables and two responses 

Uncoded Variables Responses 

Standard 
Order 

Sigma 

( 1x ) 

Epsilon 

( 2x ) 

C 

( 3x ) 

Accuracy 

( 1y ) 

Auto 
Sensitivity 

( 2y ) 

1 0.5649 0.0105 2.1067 -4.1174 0.4598 
2 1.6351 0.0105 2.1067 -4.3767 0.5266 
3 0.5649 0.0400 2.1067 -3.2843 0.3019 
4 1.6351 0.0400 2.1067 -3.3081 0.4038 
5 0.5649 0.0105 7.9933 -4.1393 0.4660 
6 1.6351 0.0105 7.9933 -4.4404 0.5395 
7 0.5649 0.0400 7.9933 -3.2843 0.3019 
8 1.6351 0.0400 7.9933 -3.3108 0.4142 
9 0.2000 0.0253 5.0500 -2.9201 0.3437 
10 2.0000 0.0253 5.0500 -3.6982 0.4832 
11 1.1000 0.0005 5.0500 -5.0443 0.5902 
12 1.1000 0.0500 5.0500 -3.1095 0.3408 
13 1.1000 0.0253 0.1000 -3.3083 0.3077 
14 1.1000 0.0253 10.000 -3.6820 0.4221 
15 1.1000 0.0253 5.0500 -3.6820 0.4221 
16 1.1000 0.0253 5.0500 -3.6888 0.4224 
17 1.1000 0.0253 5.0500 -3.6669 0.4218 

 
Simultaneous consideration of several responses involves first building an appropriate 
response surface model for each response. The fitted full second-order response sur-
face models for the two responses are given respectively as follows: 
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    Fig. 3. Response surface plot of accuracy       Fig. 4. Response surface plot of auto sensitivity 

 
To calculate individual desirability for each response, we employ traditional desirabil-
ity function method proposed by Derringer and Suich [9]. Let di be the ith individual 
desirability function, Li and Ui be the lower and upper specification limit respectively. 
If the target Ti for the response yi a minimum value (smaller the- better), 
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where r denotes the weight, the change of the value of r will influence the individual 
desirability function. 

Here, we assumed there are no interactions between control variables. To make use 
of desirability function, we might formulate this problem as 
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where D represents composite desirability or overall desirability, di is the individual 
desirability for the ith response, wi is the importance of the ith response, and 

∑
=
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m

i
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m is the number of responses. 

Because the multi-response optimization highly depends on the importance ratio, 
we tested the desirability at 10 importance ratio (w1/w2) points as shown in Fig.5. The 
desirability for auto-sensitivity (w2) was fixed to 1 and the desirability for accuracy 
(w1) was changed from 0.1 to 10. From the Fig. 5 we determined the importance ratio 
of 4 for the optimal solution by engineering knowledge, which can improve the sensi-
tivity while not decreasing the accuracy much.  
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Fig. 5. Accuracy and auto-sensitivity in terms of Importance Ratio 

Fig. 6 shows the response surface of desirability function when importance ratio is 4. 
We can notice that the optimal solution is 

)0.2,0005.0,0.2(),,( =Cεσ                                                   (12) 

at which the composite desirability becomes maximum. 

 

Fig. 6. Response surface of Desirability Function 

3   Application to the NPP Measurements 

3.1. Experimental Data 

The proposed algorithm was confirmed with the real plant startup data of the Kori 
Nuclear Power Plant Unit 3. These data are the values measured from the primary and 
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secondary systems of the NPP. The data is derived from the following 11 types of 
measured signals: the reactor power (the ex-core neutron detector signal, Sensor 1); 
the pressurizer water level (Sensor 2); the SG steam flow rate (Sensor 3); the SG 
narrow range level (Sensor 4); the SG pressure (Sensor 5); the SG wide-range level 
(Sensor 6); the SG main feedwater flow rate (Sensor 7); the turbine power (Sensor 8); 
the charging flow rate (Sensor 9); residual heat removal flow rate (Sensor 10); and the 
reactor head coolant temperature (Sensor 11).  

The data were sampled at a rate of 1 minute for about 38 hours. The total observa-
tion number of measurement data is 2,290 and this data set was normalized in each 
dimension. The data set was divided into five subsets of equal size, i.e., one training 
subset, one test subset and three optimization subsets. Total data set was indexed 
using Arabic numerals, i.e., i = 1,2,. . ., 2,290. 458 patterns with the indices, i=5j+3, 
j=0,1,…,457, named z3 were used to train SVR to capture the quantitative relation 
between 11 inputs and outputs. z1 which has indices of 5j+1, j=0,1,…,457, used  
for the test of the model, while the remaining three subsets (z2, z4, z5) for the  
optimization. 

Let ),,,( 1121 θθθ  denote principal components (PCs) obtained by applying PCA to 

the above plant data. As mentioned earlier, variance is used in selecting dominant 
PCs. We found that 1θ  is the most dominant PC and explains about 84.12% of total 

variation in the original data. However, in order to minimize loss of information, the 
first seven PCs are considered in this study. The selected PCs explain more than 
99.98% of total variation. The loss of information is less than 0.1%. 

3.2   Test Results 

Empirical model building is done using PCSVR hyperparameters derived in (12). The 
numbers of support vectors needed for each SVR are 377 (82.3%), 286 (62.4%), 388 
(84.7%), 182 (39.7%), 358 (78.1%), 266 (58.1%), 421 (91.9%), 378 (82.5%), 229 
(50.0%), 85 (18.5%), and 421 (91.9%). The average number of support vectors is 
308.2 (67.3%) which is a little bigger than that of in [7]. 
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                 Fig. 7. Accuracy comparison                                Fig. 8. Averaged accuracy 
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Fig. 7 shows accuracies of each sensor for the test data. Bars in right-hand side 
(PCSVR-s) in Fig.7 are accuracies using the multi-response optimization. The aver-
aged accuracies for several models are shown in Fig. 8. From this figure we can no-
tice that the accuracy by using multi-response optimization is a little bit degraded. 

In order to test the sensitivity, we artificially degraded the SG main feed water 
flow rate signal in normalized test data z1 which is shown with a straight line in  
Fig. 11. Fig. 9 shows sensitivities of each sensor for the test data. Bars in right-hand 
side in Fig.9 are sensitivities using the multi-response optimization. The averaged 
sensitivities for several models are shown in Fig. 10. Note that the sensitivity by using 
multi-response optimization is slightly improved. 
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             Fig. 9. Sensitivity comparison                             Fig. 10. Averaged sensitivity 
 
Fig. 11 represents residuals of predicted feedwater flow signal when artificially de-

graded signal was inputted to the PCSVR model which tuned by the multi-response 
optimization method. From the figure we can know that this model easily detect the 
sensor drift. 
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Fig. 11. Detected residuals for the drifted signal 
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4   Conclusions 

In this paper, multi-response optimization for an on-line sensor drift monitoring sys-
tem is presented to detect drift and estimate of sensor signal effectively. Accuracy and 
sensitivity of the principal component-based Auto-Associative support vector regres-
sion were optimized at the same time by desirability function approach. Response 
surface methodology is employed to efficiently determine the optimal values of SVR 
hyperparameters. The proposed optimization method was confirmed with actual plant 
data of Kori NPP Unit 3. The results show the trade-off between the accuracy and 
sensitivity of the model as we expected. 
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Abstract. During the last decade, the use of parallel and distributed
systems has become more common. Dividing data is one of the challenges
in this type of systems. Divisible Load Theory (DLT) is one of the pro-
posed method for scheduling data distribution in parallel or distributed
systems. Many researches have been done in this field but scheduling a
multi-installment heterogeneous system in which communication mode is
blocking has not been addressed. In this paper, we present some closed-
form formulas for the different steps of scheduling jobs in this type of
systems. The results of our experiments show the proposed method gave
better performances than the Hsu et al.’s method.

1 Introduction

Different models were investigated in DLT researches [1,2], each of which is made
by some assumptions. One installment system with blocking and non-blocking
mode communication [3], multi-installment system by non-blocking communica-
tion modes [4], system with different processor available time (SDPAT) [5], non-
dedicated systems [6], and others are some examples of the investigated models.
However no closed-form formula has yet been presented for multi-installment
system with blocking mode communication yet.

In this paper, we will try to schedule jobs in a multi-installment system with
high communication speed. The proposed method considers all four steps in
scheduling a multi-installment system.

The remainder of this paper is organized as detailed below. Section 2 presents
related works. Our model and notations are introduced in the third section.
In section 4, a proposed method which includes closed-form formula for find-
ing the proper number of processors, for finding the proper number of install-
ments, scheduling internal installments, and scheduling the last installment, is
presented. The results of experiments and their analysis are appeared in section
5. In the last section, the conclusion is obtainable.
� The author is also an associate researcher at the Lab of Computational Science

and Informatics, Institute of Mathematical Research (INSPEM), Universiti Putra
Malaysia.
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2 Related Works

One of the first studies that presented a closed-form formula for scheduling
multi-installment system was done by Yang et al. [7]. In this research, size of
installments were not equal. They also used non-blocking communication mode.
The authors presented a closed-form formula for scheduling jobs in a homo-
geneous and heterogeneous multi-installment system. After this research, some
articles were published for improving this method by using different technique
such as parallel communication [8], resizing chunk size of each installment inre-
spects of to the negative effect of performance prediction errors at the end of
execution[7], and attending to other system parameters [9].

Hsu et al. presented a new idea for multi-installment scheduling jobs in a
heterogeneous environment in [10]. Their article includes two algorithms, ESCR
and SCR. ESCR is an extension of SCR which has some problems for scheduling
the last installment. They did not attend to communication and computation
overheads and the size of each installment is also independent of job size. There-
fore, for large job sizes, the increased number of installments results in making
some problems for systems with overhead.

3 Preliminaries

Throughout this paper, the following notations and their definitions are used
and stated in Table 1.

In this research, we used client-server topology for network, while all proces-
sors are connected to a root called P0. The root does not do any computation
and only schedules tasks and distributes chunks among workers. Communica-
tion type is blocking mode; it means communication and computation cannot
be overlapped. This model consists of a heterogeneous environment which in-
cludes communication and computation overheads.

Table 1. Notations

Notation Description
W Total size of data
V Size of each installment
n Number of installments
m Number of processors
αi The size of allocated fraction to processor Pi in each internal installment
βi The size of allocated fraction to processor Pi in the last installment
wi Ratio of the time taken by processor Pi, to compute a given load, to the

time taken by a standard processor, to compute the same load
zi Ratio of the time taken by link li, to communicate a given load, to the

time taken by a standard link, to communicate the same load
si Computation overhead for processor Pi
oi Communication overhead for processor Pi
T (αi) The required time for transferring and computing data in processor Pi.
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4 Proposed Method

In this research, we assume that the size of all installments is equal and call it
V . We claim that the calculated proper number of installment is the optimum.
Hence, we cannot change the size of each installment because if we change the
size of installments and increase the size, the idle time for each processor between
each installment is increased because the summation of transferring data to the
previous processors is increased but the computation time this processor is static
and finished before the finishing previous processors transferring data. If we de-
crease the size installments, summation of time transferring data to the previous
processor is decreased and when the root should send the data to the current
processor, it is busy because the computation time of previous installment is
larger than summation of communication time of the other processors.

4.1 Internal Installments Scheduling

In each internal installment, we want to have equal values for the total time
taken for communication and computation time for all processors (Fig. 1). In
other words, we determine the size of task for each processor so that the total
time taken for communication and computation for each processor is equal to the
total of communication time of all the other processors. For example, when P1
finishes its computation, the root is ready to send the data of the next installment
to it. As a result,

α1V (z1 + w1) + o1 + s1 = α2V (z2 + w2) + o2 + s2 = . . .
= αmV (zm + wm) + om + sm

(1)

α2 =
α1V (z1 + w1) + o1 + s1 − o2 − s2

V (z2 + w2) (2)

Fig. 1. Time Diagram for a Multi-Installment System
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We know that α1 + α2 + . . .+ αm = 1. Hence, we have

α1 +
α1V (z1 + w1) + o1 + s1 − o2 − s2

V (z2 + w2)

+ α1V (z1 + w1) + o1 + s1 − o3 − s3
V (z3 + w3)

+ . . .

+ α1V (z1 + w1) + o1 + s1 − om − sm
V (zm + wm)

= 1

(3)

Two new variables are defined, Δi = z1+w1
zi+wi and Φi = o1+s1−oi−si

zi+wi . Now Eq.(3)
can be rewritten as

α1(1 +
m∑

i=2
Δi) + 1

V

m∑

i=2
Φi = 1 (4)

Finally, we find these closed-form formula as
⎧
⎨

⎩
α1 =

1− 1
V

∑m

i=2
Φi

1+
∑m

i=2
Δi

αi = α1Δi + 1
V Φi, i = 2, . . . ,m

(5)

4.2 Last Installment Scheduling

The last installment in Fig. 1 shows the time diagram for a blocking mode
communication system in which all the processors finish their tasks at the same
time. Hence, we have

T (β1) = o1 + z1β1V + s1 + w1β1V (6)

T (βi) =
i−1∑

j=1
(oj + zjβjV ) + oi + ziβiV + si + wiβiV (7)

Processing time for all processors is the same, T (βm) = T (βm+1), hence

si + wiβiV = oi+1 + zi+1βi+1V + si+1 + wi+1βi+1V (8)

βi+1 =
si − (si+1 + oi+1)
V (wi+1 + zi+1)

+
wi

wi+1 + zi+1
βi (9)
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Again, we define two new symbols, δi+1 = si−(si+1+oi+1)
wi+1+zi+1

and εi+1 = wi
wi+1+zi+1

.
Eq.(9) is rewritten as

βi+1 = 1
V
δi+1 + εi+1βi (10)

We assume δi ≥ 0. This assumption is true when size of job is large enough that
all the processors participate in the job. After solving Eq.(10), we have Ei =∏i
j=2 εj and Γi =

∑i
j=2(δj

∏i
k=j+1 εk). We know that

∑m
i=1 βi = 1. Therefore,

⎧
⎨

⎩

βi = Eiβ1 + 1
V Γi, i = 2, . . . ,m

β1 =
1− 1

V

∑m

i=2
Γi

1+
∑m

i=2
Ei

(11)

By using Eq.(11), we can easily schedule a task in a heterogeneous environment
with blocking mode communication which includes communication and compu-
tation overheads.

4.3 The Proper Number of Processors

The number of processors is important for a good scheduling. If the number of
processors is increased, the waiting time for getting a task is increased for each
processor.

As mentioned, we should decrease idle time for each processor. We should,
therefore, try to have the same time for computing a task in a processor and
total time taken for transferring data to the others. Since we have a Computation
Based system, we should not delay computation but we can have waiting time
before transferring data. Therefore, we have,

α1V w1 + s1 ≥
m∑

j=2
αjV zj + oj (12)

This means that computation time for the first processor should be larger or
equal to the sum of all other processors’ communication time in each installment.
The best state to achieve is when they are equal because the system does not
have any idle time due to computation. In this equation, the unknown parameter
is m, the proper number of processors. With Eq.(5), we rewrite Eq.(12) as

α1V w1 + s1 ≥
m∑

j=2
[(α1Δi + 1

V
Φi)V zj + oj ] (13)
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α1V (w1 −
m∑

j=2
Δjzj) ≥

m∑

j=2
(Φjzj + oj)− s1 (14)

We replace α1 with its equation in Eq.(5)

V (w1 −
m∑

j=2
Δjzj) ≥(1 +

m∑

i=2
Δi)

⎡

⎣
m∑

j=2
(Φjzj + oj)− s1

⎤

⎦

+
m∑

i=2
Φi(w1 −

m∑

j=2
Δjzj)

(15)

The proper number of installments is called n+ 1. Since we have stated that the
size for all installments is the same, the size of task for each internal installment
is V = W

n+1 . Thus,

W

n+ 1
(w1 −

m∑

j=2
Δjzj) ≥(1 +

m∑

i=2
Δi)

⎡

⎣
m∑

j=2
(Φjzj + oj)− s1

⎤

⎦+

m∑

i=2
Φi(w1 −

m∑

j=2
Δjzj)

(16)

W ≥
⎡

⎣
(1 +
∑m
i=2Δi)

[∑m
j=2(Φjzj + oj)− s1

]

(w1 −
∑m
j=2Δjzj)

+
m∑

i=2
Φi

⎤

⎦ (n+ 1) (17)

From Eq.(17), we find that the proper number of processors is related to the
number of installments. Therefore, before solving Eq.(17), we should calculate
the proper number of installments. In the remainder of this paper, we use m to
show the proper number of processors.

4.4 The Proper Number of Installments

Finding the proper number of installments is one of the main parts of scheduling
heterogeneous multi-installment systems.

With reference to Fig. 1, by using Eq.(5) and Eq.(11), we arrive at Eq.(18)
to find the response time of the job (T (W )).

T (W ) = n(α1V (w1 + z1) + o1 + s1) + β1V (w1 + z1) + o1 + s1 (18)
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We replace α1 and β1 with their values in Eq.(5) and Eq.(11) respectively.

T (W ) =n
V −∑mi=2 Φi
1 +
∑m
i=2Δi

(z1 + w1) + n(o1 + s1)+

V −∑m−1
i=2 Γi

1 +
∑m−1
i=2 Ei

(z1 + w1) + (o1 + s1)
(19)

Therefore, with reference to V = W
n+1 , we rewrite Eq.(19) as

T (W ) =n
W
n+1 −

∑m
i=2 Φi

1 +
∑m
i=2Δi

(z1 + w1) + n(o1 + s1)+

W
n+1 −

∑m−1
i=2 Γi

1 +
∑m−1
i=2 Ei

(z1 + w1) + (o1 + s1)
(20)

One of the known methods for finding the minimum or maximum value of an
equation is derivation. We calculate the derivative of Eq.(20) based on n.

T ′(W ) =
−(z1 + w1)

∑m
i=2 Φi

1 +
∑m
i=2Δi

+
−W (z1 + w1)

(n+ 1)2(1 +
∑m−1
i=2 Ei)

+ (o1 + s1)+

W (z1 + w1)(n+ 1)(1 +
∑m
i=2Δi)− nW (1 +

∑m
i=2Δi)(z1 + w1)

(n+ 1)2(1 +
∑m
i=2Δi)2

(21)

Now we set the equation to equal to zero and calculate n.

W (z1 + w1)(
∑m−1
i=2 Ei −

∑m
i=2Δi)

(1 +
∑m−1
i=2 Ei)[(z1 + w1)

∑m
i=2 Φi − (1 +

∑m
i=2Δi)(o1 + s1)]

= (n+ 1)2
(22)

Using Eq.(22), the proper number of installments can easily be found; n is the
number of internal installments and 1 refers to the last installment.

Using Eq.(17) and Eq.(22), the proper number of processors can be found by

W ≥
[

(1 +
∑m
i=2Δi)(

∑m
j=2 Φjzj + oj − s1)

(w1 −
∑m
j=2Δjzj)

+
m∑

i=2
Φi

]2

.

(z1 + w1)(
∑m−1
i=2 Ei −

∑m
i=2Δi)

(1 +
∑m−1
i=2 Ei)[(z1 + w1)

∑m
i=2 Φi − (1 +

∑m
i=2Δi)(o1 + s1)]

(23)

To find the proper number of processors,m, we should calculate the right side of
the non-equation for differentm, from the first to the last of available processors.
When the right side of the equation is larger than total size of data (job size)
for the first time, we select m − 1 as the proper number of processors and call
it m.



38 A. Shokripour et al.

5 Experiment

A set of 50 processors with randomly produced attributes was used. The value
of w is 20 times as large as the z value for all processors. This means that
communication speed is much faster than computation speed.

5.1 Order of Processors

In heterogeneous multi-installment systems, the order of data distribution is very
important because a bad ordering leads to more General Idle Time which causes
response time to increase. Therefore, we repeated experiments with different
ordering algorithms (increasing zi, increasing wi, and Hsu’s ordering algorithm
which is introduced in the next section). The results of these experiments can
be seen in Fig. 2.

According to the graph scale, although the response time for ordering by zi
and wi looks the same, there are some differences and ordering by zi is better
than ordering by wi.

5.2 Evaluating the Proposed Method

We attempted to prove that the proposed formula to find the proper number of
installments is true. Therefore, we manually increased and decreased the proper
number of installments. The results of this experiment for four different sizes of
job can be seen in Fig. 3a.

In this experiment, we both increase and decrease one to four units from the
proper number of installments for each job size. Zero shows the calculated proper
number of installments using our formula. It is clear that the response time, for
each job, at this zero point is less than others. Thus, our formula for calculating
the proper number of installments is true.

Fig. 2. Response Time vs Job Size for Different Ordering Methods



A Method for Scheduling Heterogeneous Multi-Installment Systems 39

(a) (b)

Fig. 3. Response Time vs Difference with The Proper Number of Installments and
Processors for Different Job Sizes

We did the same experiment to show that the proposed formula for finding the
proper number of processors is true. The results of this experiment, presented
in Fig. 3b, show that the proposed formula for calculating the proper number of
processors is true.

5.3 The Proposed Methods vs Hsu’s Method

We did some experiments to compare the proposed method to the presented
method by Hsu et al. [10]. Hsu’s method does not have any mechanism for
restricting the number of used processors and it use all available processors.
Therefore we did two different experiments, one experiment with all available
processors (50 processors) and one experiment with the only first 16 processors,

Fig. 4. Response Time vs Job Size for The Proposed Method and Hsu’s Method
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the calculated proper number of processors by Eq.(23), after sorting all proces-
sors with Hsu’s mechanism for sorting processors. Hsu’s method used a specific
order of processor. They calculate zi

zi+wi for all processors and order processors
by increasing this parameter.

In Fig. 4, a comparison between the proposed method for and Hsu’s method
can be seen. It is clear that the proposed method’s response time is much better
than Hsu’s. One of the problems of Hsu’s method is that simultaneously finishing
tasks in all processors is not controlled. Another problem is the unsuitable order
of processors.

6 Conclusion

Scheduling a job in a heterogeneous system which includes overheads and us-
ing multi-installment method is complex. In this paper we present a method
for scheduling jobs in a multi-installment heterogeneous system which includes
overheads with blocking mode communication. This method consists of four
closed-form formulas for calculating the proper number of processors, the proper
number of installments, chunk sizes for internal installments and chunk sizes
for the last installment. We showed that ordering by decreasing communica-
tion speed. Comparing the proposed method with Hsu’s method showed that
response time by the proposed method is smaller than Hsu’s method.
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Abstract. Dynamic increase in development of data analysis techniques
that has been strengthened and accompanied by recent advances
witnessed during widespread development of information systems that de-
pend upon detailed data analysis, require more sophisticated data analysis
procedures and algorithms. In the last decades, deeper insight into data
structure has been more many innovative data analysis approaches have
been devised in order to make possible.

In the paper, in the Rough Extended Framework, SEM - a new family
of the rough entropy based image descriptors has been introduced. The
introduced rough entropy based image descriptors are created by means
of introduced k -Subspace notion. The Subspace Entropy Maps analysis
seems to present potentially robust medium during detailed data anal-
ysis. The material has been presented by examples of the introduced
solutions as image descriptors.

1 Introduction

In the incoming development period in computer science the problem of integra-
tion of new data analysis techniques seems to be of high priority. In computer
science, Recent advances witnessed during widespread development of informa-
tion systems that depend upon detailed data analysis, require more sophisticated
data analysis procedures and algorithms. In the last decades, deeper insight into
data structure has been more many innovative data analysis approaches have
been devised in order to make possible.

Data analysis based on the fuzzy sets depends primarily on the assumption,
stating that data objects may belong in some degree not only to one concept
or class but may partially participate in other classes. Rough set theory on the
other hand assigns objects to class lower and upper approximations on the base
of complete certainty about object belongingness to the class lower approxima-
tion and on the determination of the possible belongingness to the class upper
approximation. Probabilistic approaches have been developed in several rough
set settings, including decision-theoretic analysis, variable precision analysis, and
information-theoretic analysis. Most often, probabilistic data interpretation de-
pends upon rough membership functions and rough inclusion functions.

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 42–51, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The theory of rough sets [7] has proved to be advantageously useful in man-
aging uncertainty that arises from granularity in the domain of analysed data
spaces. The practical effectiveness of the theory has been investigated in the
areas of artificial and computational intelligence, for data representation and
reasoning with imprecise knowledge, data classification and analysis.

Rough Extended Framework presents extensively developed method of data
analysis. In the paper, a new family of k -Subspaces has been introduced. k -
Subspaces appear to create a robust mathematical tool designed for implemen-
tation of the rough entropy based image descriptors. The introduced rough en-
tropy based image descriptors are created by means of introduced k -Subspace
notion. The Subspace Entropy Maps analysis seems to present potentially robust
medium during detailed data analysis.

The paper has been structured in the following way. In Section 2 C-REF
framework description has been given. In Section 3 distance and membership
measures in C-REF framework have been presented. In Section 3 REF, RECA
and SEM concepts have been described. In Section 4 an generalization of the
SEM concept in the form of aggregate SEM has been described. The paper has
been concluded by remarks on future research.

2 Rough Extended Clustering Framework - C-REF

2.1 Rough Set Theory Essentials

An information system is a pair (U, A) where U represents a non-empty finite
set called the universe and A a non-empty finite set of attributes. Let B ⊆ A
and X ⊆ U . Taking into account these two sets, it is possible to approximate the
set X making only the use of the information contained in B by the process of
construction of the lower and upper approximations of X and further to express
numerically the roughness R(ASB, X) of a set X with respect to B by assignment

R(ASB, X) = 1− card(LOW (ASB , X))
card(UPP (ASB , X))

. (1)

In this way, the value of the roughness of the set X equal 0 means that X is crisp
with respect to B, and conversely if R(ASB , X) > 0 then X is rough (i.e., X is
vague with respect to B). Detailed information on rough set theory is provided
in [8,10]. During last decades, rough set theory has been developed, examined
and extended in many innovative probabilistic frameworks as presented in [11].
Variable precision rough set model VPRS improves upon rough set theory by
the change of the subset operator definition, designed to analysis and recogni-
tion of statistical data patterns. In the variable precision rough set setting, the
objects are allowed to be classified within an error not greater than a predefined
threshold. Other probabilistic extensions include decision-theoretic framework
and Bayesian rough set model.

In general Rough Extended Framework data object properties and structures
are analyzed by means of their relation to the selected set of data objects from
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the data space. This reference set of data objects performs as the set of thresholds
or the set of cluster centers.

Rough Extended Entropy Framework in image segmentation has been pri-
marily introduced in [6] in the domains of image thresholding routines, it means
forming Rough Extended Entropy Thresholding Framework. In [6], rough set
notions - lower and upper approximations have been applied into image thresh-
olding. This thresholding method has been extended into multilevel thresholding
for one-dimensional and two-dimensional domains - [3] rough entropy notion have
been extended into multilevel granular rough entropy evolutionary thresholding
of 1D data in the form of 2D-GMRET-GD algorithm. Additionally, in [1] the
authors extend this algorithm into 2D-GMRET-GD thresholding routine of 2D
image data. Further, rough entropy measures have been employed in image data
clustering setting in [2], [4] described as Rough Entropy Clustering Algorithm.

In this context, Rough Extended Framework basically consists of two
interrelated approaches, namely thresholding approach as Rough Extended
Thresholding Framework - F-RET and clustering approach as Rough Extended
Clustering Framework - C-REF. Each of these approaches gives way develop-
ment and calculation of rough measures. Rough measures based upon entropy
notion are further referred to as rough entropy measures. Cluster centers are
regarded as representatives of the clusters. The main assumption made during
REF and C-REF based analysis consists on the remark that the way data ob-
jects are distributed in the clusters determines internal data structure. In the
process of the inspection of the data assignment patterns in different parametric
settings it is possible to reveal or describe properly data properties.

2.2 General REF and RECA Concepts - Rough Entropy Measures

Rough (entropy) measures, considered as a measure of quality for data clustering
gives possibility and theoretical background for development of robust clustering
schemes. These clustering algorithms incorporate rough set theory, fuzzy set
theory and entropy measure. Three basic rough properties that are applied in
clustering scheme include

1. selection of the threshold metrics (crisp, fuzzy, probabilistic, fuzzified prob-
abilistic) - tm,

2. the threshold type (thresholded or difference based) - tt,
3. the measure for lower and the upper approximations - crisp, fuzzy, proba-

bilistic, fuzzified probabilistic - ma.

Data objects are assigned to lower and upper approximation on the base of the
following criteria:

1. assignment performed on the basis of the distance to cluster centers within
given threshold value,

2. assignment performed on the basis of the difference of distances to the cluster
centers within given threshold value.
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In general Rough Entropy Framework data object are analyzed by means of their
relation to the selected number of cluster centers. Cluster centers are regarded
as representatives of the clusters. The main assumption made during REF based
analysis consists on the remark that the way data objects are distributed in the
clusters determines internal data structure. In the process of the inspection of
the data assignment patterns in different parametric settings it is possible to
reveal or describe properly data properties. In the REF approach, the following
properties are included during calculations

1. data objects, selected number of cluster centers
2. threshold type: difference, difference
3. threshold metric: crisp, fuzzy, probabilistic, fuzzified probabilistic
4. approximation measure: crisp, fuzzy, probabilistic, fuzzified probabilistic

In crisp setting, RECA measures are calculated on the base of the crisp metric.
In rough clustering approaches, data points closest to the given cluster center
or sufficiently close relative to the selected threshold type, are assigned to this
cluster lower and upper approximations. The upper approximations are calcu-
lated in the specific, dependant upon threshold type and measure way presented
in the subsequent paragraphs. Standard crisp distance most often applied in
many working software data analysis systems depends upon Euclidean distance
or Minkowsky distance, calculated as follows

dcr(xi, Cm) =
(
Σd

j=1(xij − Cmj)p
) 1

p (2)

Fuzzy membership value μCl
(xi) ∈ [0, 1] for the data point xi ∈ U in cluster Cl

is given as

dfz(xi, Cm) = μCl
(xi) =

d(xi, Cl)−2/(μ−1)∑k
j=1 d(xi, Cj)−2/(μ−1)

(3)

where a real number μ > 1 represents fuzzifier value and d(xi, Cl) denotes dis-
tance between data object xi and cluster (center) Cl.

Probability distributions in RECA measures are required during measure cal-
culations of probabilistic distance between data objects and cluster centers.
Gauss distribution has been selected as probabilistic distance metric for data
point xi ∈ U to cluster center Cm calculated as follows

dpr(xi, Cm) = (2π)−d/2|Σm|−1/2exp

(
−1

2
(xi − μm)T Σ−1

m (xi − μm)
)

(4)

where |Σm| is the determinant of the covariance matrix Σm and the inverse
covariance matrix for the Cm cluster is denoted as Σ−1

m . Data dimensionality is
denoted as d. In this way, for standard color RGB images d = 3, for gray scale
images d = 1. Mean value for Gauss distribution of the cluster Cm has been
denoted as μm.
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In fuzzified probabilistic RECA measures, the probabilistic distances to all
clusters are fuzzified by means of the following formulae applied to the d1, . . . , dn

distances. Fuzzified membership value of probabilistic distance μ(pr)Cl
(xi) ∈

[0, 1] for the data point xi ∈ U in cluster Cl is given as

Cl(xi) =
dpr(xi, Cl)−2/(μ−1)∑k

j=1 dpr(xi, Cj)−2/(μ−1)
(5)

2.3 RECA Component - RECA-C

The RECA component RECA-C in the clustering setting presents the set of
the RECA cluster centers Creca = Cr together with the points assigned to each
of the cluster.

1. the universe of discourse, U,
2. the input data, in image analysis setting, image points in image space - pixels

- I,
3. the set of clusters Creca = Cr,
4. the influence areas - crisp and fuzzy influence areas thet create data attribute

partitions,
5. parameters for the RECA rough measures - C, F, P, FP − T, D −RECA
6. clusters and covariance matrices, new partitions, new cluster centers,
7. the set of the random cluster assignments C(a)r

i = {x0, x1, . . . , xs},
8. the set of the new clusters after reassignment Re− Creca = Cr,
9. transformations (C, F, P, FP ) − (T, D)RECAp,

RECA− C = {U, I, Creca, C(a)r}

Additionally, the following blocks may be appended

RECA− C = {U, I, Creca, C(a)r, . . . , IA}

3 Subspace Entropy Maps

3.1 Image Data Representation

Universe of Discourse for Image Data. As an universe of discourse U in
image setting, the space of all possible data objects is taken into consideration.
Image universe of discourse is represented as Rd dimensional data. Each dimen-
sion of the image data represents one of the bands or the channels of the image.
Most often, contemporary data attribute resolution is equal to 8 bits. The at-
tribute set is denoted as A = {A0, . . . , AN} and refers to the set of the bands
or channels of the image.
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Image data. In general notion, the image space may be defined as

IA(A = {A0, . . . , AN}) = I0(A), I1(A), . . . , Ik(A)

In the detailed form, the image space is described as

IA(A = {A0, . . . , AN}) = I0({A0, . . . , AN}),
I1({A0, . . . , AN}), . . . , Ik({A0, . . . , AN})

In case of color RGB images A = {R, G, B} or A = {r, g, b}, the following image
representation is possible

I(R, G, B) = {I0(r, g, b), I1(r, g, b), . . . , Ik(r, g, b)}
or equivalently

I(r, g, b) = {x0(r, g, b), x1(r, g, b), . . . , xk(r, g, b)}

3.2 k-Subspace Definition

In the introduced k -Subspaces, as an possible input space an image space in
attribute domain is considered or cluster centers of RECA clusters.

k0 -Subspace Definition
Data space after transformation of setting to 0 value of selected bit - p - of each
data object.

b0(p, U)

k1 -Subspace Definition
Data space after transformation of seting to 1 value of selected bit - p - of each
data object.

b1(p, U)

3.3 Examples of k-Subspaces

In this context, the following k -Subspaces are considered

1. image attribute space IAS,
2. RECA cluster centers space - CCS, for example RECA-CCS.

Image data space after transformation of setting to 0 value of selected bit - p -
of each image data object.

I(R, G, B) = I0(r, g, b), I1(r, g, b), . . . , Ik(r, g, b)

Cluster centers k-Subspace Definition
Cluster center space after transformation of seting to 0 value of selected bit - p
- of each cluster center.
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3.4 REF - SEM Algorithm

The SEM algorithm presents the method of generation of the entropy subspace
maps. For the given image data, and RECA set, most often composed of RECA
block, the following operations are performed

1. for each possible k -Subspace IkS , generate the associated:
(a) image k -Subspace,
(b) cluster k -Subspace,

2. perform rough entropy k -Subspace Ei = E(kSi) calculations,
3. calculate Entropy Maps (on the basis of the remembered L, U).

Algorithm 1. Subspace Entropy Map calculation

for j = 0, . . . , k do
foreach Data object xi = Ii do

Image(i, j) = b0(j, Ii(r, g, b))

Determine the closest cluster Cl for xi

Increment Lower(Cl) and Upper(Cl) by 1
foreach Cluster Cm �= Cl with μCm (xi) ≥ εfuzz do

Increment Upper(Cm) by 1
end
Calculate (Subspace) Rough Entropy(i,j)

Algorithm 2. Entropy Map calculation

for i = 0, . . . , k do
for j = 0, . . . , l do

Calculate Subspace Entropy Maps RE(i,j)

Calculate Entropy Map = Σi,j = RE(i, j)

4 Aggregate Subspace Entropy Maps

4.1 RECA k-Subspaces Transformations

In k-Subspaces setting, it also possible to introduce the so called aggregate k -
Subspaces consisted of multiple k -Subspaces, where the K set is created from:
K=k1, .., kN separate k -Subspaces. In case of RECA k -Subspaces, the following
operations during aggregate k-Subspace Entropy Maps are performed

1. prepare input images IMG1. . .N and their parameters
(a) cluster centers CS
(b) BD27059-RGB,0GB
(c) RECA-S together with RECA-P, RECA parameters. RECA-P are given

as (C, F, P, FP) - (D, T) - RECA for the selected RECA algorithm type
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– P1 parameter set
– P2 parameter set

2. perform the following operations
(a) calculate image k-Subspace for k1 = 0, 1, . . ., 7 (or N-bits), k1 -images,
(b) take image standard space k -image,
(c) calculate cluster center k-Subspace for k2 = 0, 1, . . ., 7 (or N-bits), k2 -

clusters,
(d) take standard clusters (centers) , k-clusters,
(e) calculate RECA-S for the following sets

i. k -image, k2 -clusters, RECA-S (parameters),
ii. k1 -images, k -clusters, RECA-S (parameters),
iii. k -image, k -clusters, RECA-S (parameters),
iv. (a) k1, k1=0,1,. . .,7
v. (b) k2, k2=0,1,. . .,7
vi. (c) P1, P2,. . ., PN

3. create the following entropy maps
(a) k1, k1=0,1,. . .,7, P1. Calculate the RECA-S (RECA-AS)(cluster assign-

ment) in the form of power set (or approximation set), la(k), ua(k),
(b) perform the same with the parameters

i. all a) parameters with P1
ii. all a) parameters with P1,. . .,PN
iii. all b) parameters with P1,. . .,PN.

For the above approximations, or power sets, take them to be the lower and
upper approximations. Calculate rough entropies the RECA(RE) for the above
roughness, than calculate the entropy maps and subspace entropy maps. All
calculated Subspace Entropy Maps present images IMG1 . . . N descriptors.

4.2 Examples of RECA Entropy Maps

a b c

Fig. 1. Entropy maps for CFD-RECA εfz = 0.15-0.45, map size 20x20 - in gray-scale,
(a) EM with partition 5 - 15, (b) EM with partition 10 - 10, (c) EM with partition
15 - 5
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a b c

Fig. 2. Entropy maps for FFD-RECA εfz = 0.15-0.45, map size 20x20 - in gray-scale,
(a) EM with partition 5 - 15, (b) EM with partition 10 - 10, (c) EM with partition 15
- 5

5 Conclusions and Future Research

In the study, the definition, detailed analysis and presentation material of the
subspace entropy maps have been presented. The combination of crisp, fuzzy,
probabilistic and fuzzified probabilistic rough measures together with applica-
tion of different k -Subspaces presents suitable tool for image segmentation and
analysis. In this context, further research directed into extension and incorpo-
ration of the introduced k -Subspaces and rough (entropy) measures in the area
of image descriptors for image analysis multimedia applications seems to be a
promising area for development of modern inteligent information systems.
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Abstract. Rough logic and rough sets theory are mainly devoted to analysis of 
incomplete, uncertain, and inconsistent data. An exploited in the article result of 
the theory is the so-called rough information system that gives a model for deal-
ing with the situation in which some real objects are represented ambiguously 
via defined approximation (alternatives of values of the objects attributes). The 
proposed rough system opens a way to process such information and moreover 
is equipped with a powerful query language and possibility to classify real ob-
jects based on their stored rough characteristics. The implemented RoughCast 
system and, especially prepared for the case, knowledge base for steel casting 
defects form such the rough information system. They can be successfully ap-
plied in the process of knowledge integration concerning  production of steel 
castings and, in consequence, as a tool in solving technological problems in op-
erating foundries. 

Keywords: uncertain knowledge representation, rough logic (sets), rough in-
formation systems, classification, casting defects, steel castings, computerized 
supporting tools. 

1   Introduction 

Research carried out at Foundry Research Institute in Cracow in collaboration with 
team from Faculty of Metals Engineering and Industrial Computer Science at AGH 
University of Science and Technology in Cracow on development of Information Sys-
tems for Foundry Industry [1] embraces exploration of a wide spectrum of knowledge 
representation methods in order to evaluate their usability and capability to be a core 
for specialized software tools in the field. 

Although rough sets theory was invented over 20 years ago [2], it has not cause 
such avalanche of application attempts and real applications as e.g. fuzzy sets theory 
or artificial neural networks. Nevertheless, it can be noticed that the rough sets create 
a sound base for acquisition, processing and interpretation of incomplete, uncertain, 
and inconsistent knowledge. So-called engineering knowledge, dealing with engineer-
ing practice especially, has such characteristic very often. Rough sets theory [2] opens 
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perspective for employing rough - in the sense characterized above - technological da-
ta into decision-making and classifying systems. 

As a pilot implementation, RoughCast system has been built, which is a tool for 
classification of casting defects basing on the values of their observed attributes. The 
observation is confronted by the system with general and thus rough knowledge about 
the defects stored in the rough information system under consideration. In the re-
ported case the knowledge about cast steel defects extracted from various standards 
published in different countries (Polish, Czech, French) is applied.  

The additional goal of the report work is to prove that The Pawlak’s rough sets 
theory can be applied in industry information systems and its application produces 
new capabilities in processing and interpretation of rough knowledge. 

The article is organized as follows. The next section provides a reader with some 
definitions and ideas of rough sets theory necessary to show (in section 3) how know-
ledge included in the standards can be translated into a rough information system. As 
such system is armed with a powerful query language, the knowledge structuralized 
this way can be flexible viewed, what can produce semi-products for various kinds of 
the experts' activities. Section 4 presents some elements of the prototype RoughCast 
which is built to do the thing. The whole is illustrated with examples how the queries 
are formulated, calculated and evaluated (query results are obviously rough and the 
“roughness” is calculated also). 

2   Query Language in Information Systems  

Information systems use the language of mathematical logic in describing the reality 
to which they relate. In this respect, the rough logic uses the same semantics as the 
first-order logic. Largely based on the language of the set theory, in description of re-
ality it uses terms, i.e. formal expressions, which consist of:  

− descriptors, i.e. pairs (aj, vij) ascribing certain value to the jth attribute of object xi; 
− constants 0,1 (false, true); 

− symbols of operators of the upper and lower approximation SS , ; 

− symbols of logical operators: negation, conjunction, alternative, implication and 
equivalence ( ↔→+⋅¬ ,,,, ). 

The query language in information systems consists of a set of rules determining the 
construction of queries to enable the extraction of information contained in the sys-
tem.  Queries may assume the following forms:    

− intersectional – the result is the set of items that meet the predetermined condi-
tions; 

− digital – the result is the number of elements in the set of responses; 
− relational – the result is the set of objects that remain in a preset relationship with 

each other; 
− numerical – the result of a query is the result of a computational task done on at-

tributes; 
− logical – the result may be either true or false. 
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If the system represents information which is a generalization of the database in 
which each tuple is the embodiment of a relationship regarded as a subset of the Car-
tesian product (data patterns or templates), the semantics of each record is defined 
with a logical formula [6]:  

φi =[A1=vi,1] ∧ [A2=vi,2] ∧ … ∧ [An=vi,n]
  (1) 

The notation Aj=vi,j means that the formula i is true for all values that belong to the 
set vi,j . Hence, if vi,j={v1, v2, v3},   Aj=vi,j  means that Ai=v1 ∨ Ai=v2 ∨ Ai=v3, while the 
array has a corresponding counterpart in the formula:   

Ψ= φ1 ∨  φ2 ∨ .. ∨ φm
  

 (2) 

If the array represents some rules, the semantics of each line is defined as a formula: 

ρi=[A1=vi,1] ∧ [A2=vi,2] ∧ … ∧ [An=vi,n] ⇒ [H=hi]  (3) 

On the other hand, to the array of rules is corresponding a conjunction of formulas de-
scribing the lines.   

3   Knowledge of Casting Defects as an Information System  

The research carried out by a Knowledge Engineering Group in the Section of Com-
puter Science at the Faculty of Metals Engineering and Industrial Computer Science 
helped develop a methodology applied in the formation of decision-making tables for 
the knowledge of casting defects [3,4,7]. Using the developed methodology, a decision 
table was created for selected defects in steel castings. A fragment of the array is 
shown in Table 1.  

Table 1. Fragment of decision table for defects in steel castings 

 

The decision table comprises a set of conditional attributes  
C={a4, a5, a6, a7, a8, a9} and a set of decision attributes D= {a1, a2, a3 }. Their sum 
forms a complete set of attributes  DCA ∪= . Applying the rough set theory, it is 
possible to determine the elementary sets in this table. For example, for attribute a4 
(damage type), the elementary sets will assume the form of: 

− E wrinkles = {Ø}; E scratch = { Ø }; E erosion scab = { Ø }; E fissure = { Ø }; 
− E wrinkles, scratch, erosion scab = { x1 }; 
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− E cold shots = {x3}; 
− E fissure, scratch = {x2}; 
− E discontinuity = { x5 }; 
− E discontinuity, fissure = { x4 }; 
− E wrinkles, scratch, erosion scab, fissure = {Ø}; E wrinkles, scratch, erosion scab, fissure, cold shots = {Ø};  
− E wrinkles, scratch, erosion scab, cold shots = {Ø}; E discontinuity, fissure, cold shots = {Ø};  
− E discontinuity, fissure, wrinkles, scratch, erosion scab  = {Ø}; 
− etc. 

Thus determined sets represent a partition of the universe done in respect of the rela-
tionship of indistinguishability for an attribute “distribution”. This example shows 
one of the steps in the mechanism of reasoning with application of approximate logic. 
Further step is determination of the upper and lower approximation in the form of a 
pair of precise sets. Abstract class is the smallest unit in the calculation of rough sets. 
Depending on the query, the upper and lower approximation is calculated by sum-
ming up the appropriate elementary sets.   

Example: Let us determine an approximation for the query (set): X= {discontinuity, 
fissure}. The lower approximation for the set X is the sum of all elementary sets, the 
descriptors of which assume the form of (a, X’) where X’ ⊆ X. The lower approxima-
tion for the set X= {discontinuity, fissure} is the sum of all elementary sets, the de-
scriptors of which contain all subsets of the set X: 

− descriptor: (damage type, {discontinuity, fissure}) is  corresponding to an elemen-
tary set Ediscontinuity, fissure   

− descriptor: (damage type, {discontinuity}) is corresponding to an elementary set 
Ediscontinuity  

− descriptor: (damage type,{fissure}) is corresponding to an elementary set Efissure  
The sum of the above sets forms the lower approximation: 

S  (damage type, X) = Ediscontinuity, fissure ∪  Ediscontinuity ∪ E fissure
 

S  (damage type, X) = { x4, x5} 

(4) 

The upper approximation for the set X is the sum of all elementary sets, the descrip-
tors of which assume the form of (a, X’) where X’ ∩ X ≠ Ø: 

− descriptor: (damage type, {discontinuity, fissure}) is  corresponding to an elemen-
tary set Ediscontinuity, fissure   

− descriptor: (damage type, {discontinuity}) is corresponding to an elementary set 
Ediscontinuity  

− descriptor: (damage type,{fissure}) is corresponding to an elementary set Efissure  
− descriptor: (damage type, {discontinuity, fissure}) is  corresponding to an elemen-

tary set Ediscontinuity, fissure   
− descriptor: (damage type, {discontinuity}) is corresponding to an elementary set 

Ediscontinuity  
− descriptor: (damage type,{fissure}) is corresponding to an elementary set Efissure  
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− descriptor: (damage type, {fissure, scratch}) is  corresponding to an elementary set 
Efissure, scratch  

− descriptor: (damage type,{ fissure, cold shots}) is  corresponding to an elementary 
set Efissure, cold shots  

− etc.  

The sum of the above sets forms the upper approximation: 

S (damage type, X) = Ediscontinuity, fissure 
∪  Ediscontinuity 

∪ E fissure 
∪ Efissure,scratch ∪ Efissure, cold shots

∪ Ediscontinuity, cold shots
∪ Ediscontinuity, scratch … 

S (damage type, X) = {x2, x4, x5} 

(5) 

For a set of attributes of size larger than 1, the calculation of upper and lower ap-
proximations can be represented in the following way: two families of elementary sets 
for attributes damage type and distribution are chosen by analogy to the above exam-
ple. These are for the attribute damage type: 

− E discontinuity, fissure = {x4} 
− E discontinuity = {x5} 
− E fissure = { Ø }; 
for the attribute distribution: 
− E local = {x1,  x2,  x5} 
− E widespread= {x4} 
− E local, widespread= { Ø }; 

The third family of elementary sets is obtained for the set of attributes B = (damage 
type, distribution), resulting from the Cartesian product of both attributes. To simplify 
the computational complexity, only non-empty, elementary sets are considered for the 
attribute damage type: 

− Ediscontinuity, fissure = {x4} 
− Ediscontinuity = {x5} 
for the attribute distribution: 
− Elocal = {x1,  x2,  x5} 
− Ewidespread= {x4} 

The elementary sets for a set of attributes B are formed in the following way: 

− E discontinuity, local = E discontinuity ∩  E local = {x5} 
− E discontinuity, widespread = E discontinuity ∩  E widespread = { Ø } 
− E discontinuity, fissure, local = E discontinuity, fissure ∩  E  local = { Ø } 
− E discontinuity, fissure, widespread = E discontinuity, fissure ∩  E widespread  = { x4} 
 
Obtained  from the Cartesian product sets can be reduced to the existing elementary 
sets for B. 

Query example: t1= (damage type, {discontinuity, fissure}) ⋅  (distribution, {local}) 
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When calculating the lower approximation, it is necessary to sum up all the elemen-
tary sets for the sets of attribute values which form possible subsets of sets in a query: 

S (t1) = (damage type, {discontinuity, fissure}) ⋅  (distribution, {local}) + (damage 

type, {discontinuity})] ⋅  (distribution, { local}) 

The result is a sum of elementary sets forming the lower approximation:  

E discontinuity, local  ∪  E discontinuity, fissure, local  = {x5} 

The upper approximation for the submitted query is: 

S (t1) = (damage type, {discontinuity, fissure}) ⋅  (distribution, {local}) + (damage 

type, {discontinuity})] ⋅  (distribution, {local}) + (damage type, {discontinuity, 

scratch})] ⋅  (distribution, {local}) 

The result is a sum of elementary sets forming the upper approximation:  

Ediscontinuity,local ∪  Efissure,scratch,local ∪  Ediscontinuity,fissure,local   = { x2, x5, } 
 
Where the accuracy of approximations is: 

2

1
)( 1 ==

Scard

Scard
tμ  (6) 

4   Implementation of Reasoning in Rough Logic for the Diagnosis 
of Defects in Castings - A RoughCast System  

Within the application of Pawlak rough set theory, a pilot implementation in the form 
of a diagnostic RoughCast system was performed  [5]. The system is web-based ap-
plication accessible by the browser, which offers the functionality of an expert sys-
tem, in particular the ability to classify objects based on their attributes.  

The system operates on decision-making tables - this data structure enables the use 
of inference engine based on rough logic. The system maintains a dialogue with the 
user asking questions about the successive attributes. The user can select the answer 
(the required attribute) in an intuitive form. Owing to this system of query formation, 
the user does not need to know the syntax and semantics of the queries in rough logic. 
However, to make such dialogue possible, without the need for a user to build a query 
in the language of logic, the system was equipped with an interpreter of queries in a 
semantics much more narrow than the original Pawlak semantics. It has been assumed 
that the most convenient way to build queries in the case of casting defects is a selec-
tion from the list of attributes required for a given object (defect). User selects what 
features (attributes) the defect has. This approach is consistent with cases of the daily 
use when user has to deal with specific cases of defects, and not with hypothetical tu-
ples. Thus set up queries are limited to conjunctions of attributes, and for this reason 
the query interpreter has been equipped with only this logical operator. 
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4.1   Knowledge Base for the RoughCast System 

The knowledge base created for the RoughCast system is an embodiment of Pawlak 
information system in the form of a decision-making table. It contains tabulated 
knowledge on the characteristics of defects in steel castings taken from the Polish 
Standards, Czech studies, French catalogue and German manual of casting defects. A 
fragment of the decision-making table for cast steel is shown in Table 2.        

In its original layout of a spreadsheet edition, the decision-making table for cast 
steel assumes the following form: 

Table 2. Fragment of decision-making table for cast steel 

 

The RoughCast system enables the exchange of knowledge bases. While working 
with the system, user has the option to download the current knowledge base in the 
form of a spreadsheet, edit this base locally on his terminal, and update it in the system.  

  

Fig. 1. Updating the knowledge base in RoughCast 
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The way the dialogue is carried out is directly dependent on the structure of deci-
sion table and, consequently, the system allows reasoning using tables with any 
knowledge, not only the one related with casting. 

4.2   Dialogue with User and Reasoning in the RoughCast System  

Dialogue with user in the RoughCast system starts with a form containing the indi-
vidual limit values for the first conditional attribute from the decision-making table. 
User approves the selected attributes, owing to which the system is able to calculate 
the upper and lower approximation for thus formed query (fig. 1).  

Based on user selection, for the successive attributes, the system creates queries as 
a conjunction of attributes, such as: 

t1= (damage type,{discontinuity, fissure}) ⋅  (distribution, {local}) 

The computed approximations are presented to the user each time an attribute is pre-
set, due to which the user can interrupt the dialogue any time he considers that the re-
sult satisfies him.   

The system in successive steps calculates the dependency relationship for the at-
tribute currently analysed and for the next attribute in the decision-making table. In 
this way, the system limits the number of questions the user is being asked, and 
checks whether in the selection of the next attribute to a subset of attributes, the same 
division of objects into decision classes is preserved as in the case of the currently ex-
amined attribute. If the partition of the universe is equivalent, the next attribute can be 
reduced thereby bypassing the question.  

In this way, for better computational efficiency, the system of reducts known from 
Pawlak’s theory has been simplified. Such simplification is possible because of the 
way in which the decision-making table is prepared.  The dialogue is carried out until  
 

 

Fig. 2. Forms selecting attribute values in the RoughCast system 



60 S. Kluska-Nawarecka et al. 

all the queries (conditional attributes) have been used, or until the user finishes his 
dialogue, feeling that the result he has obtained with approximations is already satis-
factory. At each stage of the reasoning, user can check the importance of each attrib-
ute referring to a “help” manual implemented in the system. 

 

Fig. 3. Upper and lower approximations calculated in a single step of reasoning and the final 
result of dialogue for the example of "cold lap" defect according to the Czech classification  
system 

The system was tested in experiments [5], which have proved that: 

− final result in the form of upper and lower approximation contains the searched de-
fect, what was confirmed by experts of the domain, 

− large part of the queries was reduced and the number of attributes was limited for 
each query, what assures usability of the system,  

− the resulting set of lower approximations contains only the searched defect, what 
was a main indicator of correct calculation in system tests. 

5   Summary 

An attempt was made to demonstrate that the rough logic as a formalism of knowl-
edge representation, enabling solving the problem of uncertainty and incomplete in-
formation, is a convenient tool, especially in classification tasks. 

The use of this formalism allows solving a number of difficulties arising from the 
granularity of knowledge about castings in the form of indistinguishable descriptions 
created with attributes and inconsistent classifications from different sources (as in the 
case of standards for steel castings). 

The implemented RoughCast system as well as the knowledge base about steel 
casting defects prove that the adopted assumptions are correct, and Pawlak rough set 
theory can be successfully applied in the process of knowledge integration regarding 
the manufacture of steel castings. 
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Abstract. Rough Extended Framework - REF - presents recently de-
vised algorithmic approach to data analysis based upon inspection of
the data object relation to predefined number of clusters or thresholds
areas. Clusters most often are represented by the cluster center, and
the cluster centers are viewed as cluster representitives. In the paper, in
the Rough Extended Clustering Framework, the basic RECA (Rough
Entropy Clustering Algorithms) construction blocks or components have
been introduced and presented on illustrative examples. The introduced
RECA components create starting point into data analysis performed on
the REF and C-REF framework.

1 Introduction

In incoming years the role and impact of robust and high-quality data analysis
techniques seems to become prominent. In this context, research subjects focus-
ing on the development, performance, optimalization and speeding up of data
analysis tools become one of the more important topics. In order to make data
analysis methods more robust and adequate for incorporation into modern infor-
mation systems development of more sophisticated systems is required. Modern
data processing and analysis requires development of novel methodologies, al-
gorithms and approaches. Furthermore, in addition to the introduction of new
techniques and algorithms, most often in order to obtain better performance and
it is required to combine different techniques into one coherent and more robust
system.

In general Rough Extended Framework data object properties and structures
are analyzed by means of their relation to the selected set of data objects from
the data space [1], [3]. This reference set of data objects performs as the set of
thresholds or the set of cluster centers. In the process of the inspection of the
data assignment patterns in different parametric settings it is possible to reveal
or describe properly data properties. In this rough framework an assumption
is made that metric and other relation between data objects and cluster (most
often represented by cluster centers) is informative of the internal data structure.
On the other hand, by inspecting internal data structure, detailed and precise

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 62–71, 2011.
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insight into data object relations, exploration of the dependencies is made more
robust.

In the present research state of the art, main REF domains are - T-REF -
rough analysis based upon examining of the data object assignment and dis-
tance relation relative to thresholds, see [4] for details. The other REF domain
consists of C-REF - rough sets based data analysis that performs insight into
data structure by examining data metric relation relative to selected number of
clusters. RECA analysis depends upon interpretation of the data object distance
relation to the selected set of the clusters. Most often as a distance of the cluster
to the data object is the distance of the object to the cluster center. The main
area of application of REF based theories and methodologies is targeted into

– data classification algorithms,
– image data segmentation algorithms,
– robust image descriptors,
– uncertainty handling by means of incorporation of rough, fuzzy and proba-

bilistic notions into integrated and uniform data analysis setting.

This paper has been structured in the following way. The basic notions of C-REF
Framework have been presented in Section 2. In Section 3 the information about
distance and membership measures in C-REF Framework has been presented.
In Section 4 the idea and notions of the RECA components have been described.
The operations on C-REF components have been described in Section 5 followed
by concluding remarks.

2 Rough Extended Clustering Framework Concepts

In C-REF framework, data analysis is performed on the inspection of the data
objects to the predefined number of clusters. Each cluster has assigned its data
centers that represent this cluster. The data objects are assigned to the cluster
on the base of some selected criteria mainly based on the distance to the closest
clusters. The distance of the data point to the cluster most often is calculated on
the basis of the distance of the data point to the closest cluster center or cluster
centers. Most often this kind of procedures requires selection of the proper dis-
tance metric and further on the assumption of the distance type, it means crisp
distance, fuzzy distance, probabilistic distance, fuzzy probabilistic distance. This
clustering based data analysis procedures require the definition of the distance
between data objects and cluster centers. In the REF framework, a new family
of distance measures in the form of the hypersphere d -metric has been intro-
duced. The hypersphere d -metric has been introduced and presented in [2]. The
hypersphere d -metric, in case of taking standard distance and Voronoi distance
performs as standard distance during k -means based clustering routines.

RECA sets are devised in order to make more advantageous benefits from
combining of rough, fuzzy and probabilistic approaches in clustering methodol-
ogy of data analysis. RECA sets are primarily introduced in REF framework
that aims at making data analysis on the basis of rough approach. RECA part of
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REF framework deals with application of clustering techniques into data analy-
sis algorithms. In the subsequent material, the following definition of the RECA
cluster component has been proposed and introduced

Table 1. RECA-Components

The term Description
RECA-C clusters, especially with selected RECA-CC cluster centers
RECA-P parameters
RECA-AS assignment strategy to clusters
RECA-IA area, region determined by the set of RECA-AS
RECA-R area, region determined by the set of RECA-AS
RECA-S RECA-C, RECA-P and RECA-A
RECA-B combination of predefined number of RECA-S sets

referred to as RECA-B blocks, especially RECA-N-Blocks
RECA-ST understood as operation on RECA-S or RECA-B

Rough measures, considered as a measure of quality for data clustering gives
possibility and theoretical background for development of robust clustering
schemes. These clustering algorithms incorporate rough set theory, fuzzy set
theory and entropy measure. The three basic rough operations that are ap-
plied during rough clustering based data analysis scheme include the following
operations

1. Assignment to the RECA-S Set by the means of
(a) selection of the threshold metrics (crisp, fuzzy, probabilistic, fuzzified

probabilistic) - tm,
(b) the threshold type (thresholded or difference based) - tt,
(c) Data objects are assigned to RECA-S (lower and upper approximations)

on the base of the following criteria (see Table 2)
i. assignment performed on the basis of the distance to cluster centers

within given threshold value,
ii. assignment performed on the basis of the difference of distances to

the cluster centers within the given threshold value.
2. Calculation of the RECA-S measure by the means of selection of the following

membership measures (see Table 3 for detailed information)
(a) crisp,
(b) fuzzy,
(c) probabilistic,
(d) fuzzified probabilistic,

3. Operations on RECA-S Sets (described in Section 5).

3 The Distance and Membership Measures in C-REF
Framework

3.1 Generalized Hypersphere d-Metric in C-REF Framework

In the paper, the definition of the notion of the generalized hypersphere d -metric
- or cluster in standard setting - has been accommodated as presented in [2].
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Let ⊕ = {φ1, . . . , φn} denotes a set of so-called generalized (Mobius) sites of Rd

with φi meaning

Ch
i = φi = (pi, λi, μi, r, s, Mi) (1)

that is formed of a point pi of Rd, and four real numbers λi, μi, r and s. Addi-
tionally, M represents matrix. For a point x ∈ Rd, the distance δi(x, φi) from x
to the generalized (Mobius) site φi is defined as

δi(x, φi) = δi(x, Ch
i ) = λi [(x− pi)

r]T Mi(x− pi)s − μi (2)

For r = s = 1.0 the formulae is

δi(x, φi) = δi(x, Ch
i ) = λi (x− pi)

T Mi(x− pi)− μi (3)

The data point x is the closest to the Mobius site δi that the distance δi(x, φi)
is the lowest.

3.2 RECA-S Membership Measures in C-REF Framework

Crisp RECA Measures - In crisp setting, RECA measures are calculated on
the base of the crisp metric. In rough clustering approaches, data points closest
to the given cluster center or sufficiently close relative to the selected threshold
type, are assigned to this cluster lower and upper approximations. The upper
approximations are calculated in the specific, dependant upon threshold type and
measure way presented in the subsequent paragraphs. Standard crisp distance
most often applied in many working software data analysis systems depends
upon Euclidean distance (p=2) or Minkowsky distance (p ¿ 0), calculated as
follows

dcr(xi, Cm) =
(
Σd

j=1(xij − Cmj)p
) 1

p (4)

Fuzzy RECA Measures - Fuzzy membership value μCl
(xi) ∈ [0, 1] for the

data point xi ∈ U in cluster Cl is given as

dfz(xi, Cm) = μCl
(xi) =

d(xi, Cl)−2/(μ−1)∑k
j=1 d(xi, Cj)−2/(μ−1)

(5)

where a real number μ > 1 represents fuzzifier value and d(xi, Cl) denotes dis-
tance between data object xi and cluster (center) Cl.

Probabilistic RECA Measures - Probability distributions in RECA mea-
sures are required during measure calculations of probabilistic distance between
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data objects and cluster centers. Gauss distribution has been selected as proba-
bilistic distance metric for data point xi ∈ U to cluster center Cm calculated as
follows

dpr(xi, Cm) = (2π)−d/2|Σm|−1/2exp

(
−1

2
(xi − μm)T Σ−1

m (xi − μm)
)

(6)

where |Σm| is the determinant of the covariance matrix Σm and the inverse
covariance matrix for the Cm cluster is denoted as Σ−1

m . Data dimensionality is
denoted as d. The mean value for Gauss distribution of the cluster Cm has been
denoted as μm.

Fuzzified Probabilistic RECA Measures - In fuzzified probabilistic RECA
measures, the probabilistic distances to all clusters are fuzzified by means of
the following formulae applied to the d1, . . . , dn distances. Fuzzified membership
value of probabilistic distance μ(pr)Cl

(xi) ∈ [0, 1] for the data point xi ∈ U in
cluster Cl is given as

Cl(xi) =
dpr(xi, Cl)−2/(μ−1)∑k

j=1 dpr(xi, Cj)−2/(μ−1)
(7)

Table 2. Threshold distance metric and Difference metric

Difference metric Symbol Condition
CD dcr(xi, Cm) |dcr(xi, Cm) − dcr(xi, Cl) ≤ εcr

FD dfz(xi, Cm) |(μCm(xi) − μCl(xi)| ≤ εfz

PD dpr(xi, Cm) |dpr(xi, Cm) − dpr(xi, Cl)| ≤ εpr

FPD dfp(xi, Cm) |dfp(xi, Cm) − dfp(xi, Cl)| ≤ εfp

Distance metric Symbol Condition
CT dcr(xi, Cm) dcr(xi, Cm) ≤ εcr

FT dfz(xi, Cm) (μCm(xi) ≥ εfz

PT dpr(xi, Cm) dpr(xi, Cm) ≥ εpr

FPT dfp(xi, Cm) dfp(xi, Cm) ≥ εfp

4 Components in C-REF Framework

In the subsequent material, the following definition of the RECA cluster com-
ponent has been proposed and introduced. Additionally, RECA components,
most often are defined and performed with the following sets are considered as
RECA discourse and RECA image space. The detailed description and informa-
tion about the above-mentioned RECA components has been presented in the
subsequent sections.
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Table 3. The measures for RECA-S sets (for example for RECA-S sets that represent
the lower and upper approximations)

Approximation Distance Value
Cr mcr(xi, Cm) 1
Fz mfz(xi, Cm) μCm

Pr mpr(xi, Cm) |dpr(xi, Cm)
FP mfp(xi, Cm) |dfpr(xi, Cm)

4.1 RECA-C Clusters

The RECA cluster RECA-C presents the set of the RECA cluster centers in the
form

Ch
i = φi = (pi, λi, μi, r, s, Mi) (8)

The REF or RECA set of clusters presents the set of the RECA cluster referred
to as

Creca = Cr = {Cr
0 , Cr

1 , . . . , Cr
n} (9)

where n denotes number of clusters. In this way, each hypersphere cluster center
Cr

i is represented as

Ch
i = φi = (pi, λi, μi, r, s, Mi) (10)

In case of standard clusters, with Voronoi distance, the cluster is referred to as

Cr
i = φi = (pi, λi, μi, r, s, Mi) (11)

Data points assigned to the cluster Cr
i are denoted as C(a)r

i = {x0, x1, . . . , xs}.
The parameters denoted as RECA-P determine the component properties

such as RECA-S set properties.

4.2 Influence Areas - RECA-IA

Definition - influence areas describe data objects or attribute values that are
assigned to the given clusters. Taking into account the fact that clusters always
should be considered as the one entity with the following factors

1. crisp and fuzzy influence areas - Cr-IA, Fz-IA,
2. probabilistic influence areas - Pr-IA, P-IA,
3. fuzzified probabilistic influence areas - FzPr-IA, FP-IA.

Both influence areas calculated on the basis both crisp (Eq. 6) and fuzzy distance
(Eq. 7) metrics are the same. This fact is straightforwardly deduced from the



68 D. Ma�lyszko and J. Stepaniuk

definition of influence areas and the crisp and the properties of the fuzzy sets.
On the other hand, probabilistic influence areas depend upon initial data crisp
or fuzzy partition - the same for the given clusters, but additionally - the other
probability parameters - mean values and covariances depend upon the selected
data distribution and for this reason, probabilistic influence areas are different
for different distribution of data objects.

4.3 RECA-S Set

The RECA-S set in the clustering setting presents the set of the RECA
cluster centers Creca = Cr together with the points assigned to each of the
cluster and RECA parameters RECA-P. RECA Set elements: RECA param-
eters - RECA-P, RECA cluster set - RECA-C. RECA-S may be obtained
by the procedures of uniform RECA transformations and RECA-S data object
assignment.

Definition - RECA N-Blocks - RECA-S in this context is understood as a set
of objects assigned to the RECA-C clusters according to the given parameters
set RECA-S. Given two different RECA-S with the same number of clusters
and the same cluster centers RECA-C, it is possible to perform the selected
set-theoretic operations as described in the next section.

Assignment strategy to RECA clusters. Data points assigned to the clus-
ter Cr

i according to selected assignment strategy S are denoted as C(a, S)r
i =

{x0, x1, . . . , xs}. Possible assignment strategies S include arbitrary data objects
assignments to RECA components - RECA-C. The RECA component in the
clustering setting presents the set of the RECA-CC (cluster centers) together
with RECA-CA (the points assigned to each of the cluster).

Algorithm 1
1. RECA-CC cluster centers obtained during calculation of crisp and fuzzy

partitions,
2. RECA-CC cluster centers obtained during calculation of probabilistic and

fuzzified probabilistic partitions,
(a) RECA-P parameters - (C, P, F, FP)(C, P, F, FP)-TD-RECA,
(b) N cluster centers and covariance matrices, new partitions, new cluster centers,

3. the set of random cluster assignments, new cluster centers RECA-CS,
4. uniform RECA transformations (C, F, P, FP )(TD)RECAp.

. Different RECA-AS cluster assignment strategies

The example of RECA-IA is presented in Figure 1. In Figure 1 (a) crisp (fuzzy)
influence areas have been displayed, in Figure 1 (b) probabilistic influence areas
have been displayed.
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a b

Fig. 1. The color 0GB space with selected (a) crisp (fuzzy) influence areas (b) proba-
bilistic influence areas

5 Set-Theoretic Operations on C-REF Components

5.1 The Procedure of RECA Set Calculation

In standard RECA component N cluster centers with points are assigned to each
cluster. For each cluster center Cm there are n points assigned to this cluster.
RECA-R - region determined by the set of RECA-P parameters and RECA-C
clusters in crisp and fuzzy setting. RECA-R - region in probabilistic setting is
determined by the set of RECA-P paramters, RECA-C clusters RECA-S.

Algorithm 2
1. perform the data point assignment, arbitrary or RECA-S based point assignment,
2. calculate cluster centers,
3. recalculate point assignment in RECA-AS way.

. RECA-CAS

With each cluster, the corresponding RECA-A assigned data object set is
defined. RECA-AS consists of the objects that belong to that cluster. Most
often RECA-AS is defined by the means of the following criteria.

5.2 RECA Components Operations

The introduction of the notion of the RECA component makes possible to per-
form operations on RECA components. Given two different RECA-S with the
same number of clusters and the same cluster centers RECA-C, it is possible to
perform the following set-theoretic operations RECA-S = RECA-S1, RECA-S2
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Algorithm 3. RECA-AS

1. objects in the influence areas of the cluster, crisp or fuzzy IA
2. objects in the influence areas of the RECA-S, RECA-P
3. objects after c(RECA-S)

– recalculation of cluster centers from RECA-S
– re-assignment to new c(RECA-S)

1. sum, RECA(S1 ∪ S2)
2. difference, RECA(S1 - S2), RECA(S2 - S1)
3. section, RECA(S1 ∩ S2)
4. symmetric difference, RECA(S1, S2)

The way, the operations are performed in case of the above mentioned definitions,
from set-theoretic point of view, it is possible to perform the following steps

1. insert in the result set only data objects with no duplicates,
2. allow to insert duplicate objects in the resultant set, each duplicate object

is considered to be unique sum(S1+S2 ) object,
3. allow to insert duplicate objects in the resultant set, each duplicates are

considered to be one object, but this object measure is summed up.

a b

Fig. 2. The color 0GB space with selected influence areas (a) of the cluster set RECA-S
with the cluster centers RECA-CC given in (b)

The example of RECA-IA is presented in Figure 2. The color 0GB space with
selected influence areas (a) of the cluster set RECA-S with the cluster centers
RECA-CC given in (b).
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6 Conclusions and Future Research

In the study, the new algorithmic and analysis clustering framework C-REF has
been introduced, presented and explained in the setting of image segmentation
approach. The introduced RECA components create the first starting point for
the detailed data analysis routines. The RECA components are designed for
robust data analysis on the base of crisp, fuzzy, probabilistic and fuzzified prob-
abilistic approaches. The combination of crisp, fuzzy, probabilistic and fuzzified
probabilistic rough measures together with application of different distance hy-
persphere d -metrics seems to be suitable for image segmentation and analysis.
Further research directed into extension and incorporation of the introduced
RECA components in C-REF setting in the area of theoretical insight as well
as practical applications, for example image analysis routines seems to be a
reasonable and fruitful task.

Acknowledgments

The research is supported by the Rector’s grant of Biaystok University of
Technology.

References

1. Malyszko, D., Stepaniuk, J.: Granular Multilevel Rough Entropy Thresholding in
2D Domain. In: 16th International Conference Intelligent Information Systems, IIS
2008, Zakopane, Poland, June 16-18, pp. 151–160 (2008)

2. Malyszko, D., Stepaniuk, J.: Generalized Hypersphere d-Metric in Rough Measures
and Image Analysis. Lectures Notes in Computer Science

3. Ma�lyszko, D., Stepaniuk, J.: Standard and Fuzzy Rough Entropy Clustering Al-
gorithms in Image Segmentation. In: Chan, C.-C., Grzymala-Busse, J.W., Ziarko,
W.P. (eds.) RSCTC 2008. LNCS (LNAI), vol. 5306, pp. 409–418. Springer, Heidel-
berg (2008)

4. Malyszko, D., Stepaniuk, J.: Adaptive multilevel rough entropy evolutionary
thresholding. Information Sciences 180(7), 1138–1158 (2010)

5. Malyszko, D., Stepaniuk, J.: Adaptive Rough Entropy Clustering Algorithms in
Image Segmentation. Fundamenta Informaticae 98(2-3), 199–231 (2010)

6. Martin, D., Fowlkes, C., Tal, D., Malik, J.: A database of human segmented natural
images and its application to evaluating segmentation algorithms and measuring
ecological statistics. In: ICCV 2001, vol. (2), pp. 416–423. IEEE Computer Society,
Los Alamitos (2001)

7. Pal, S.K., Shankar, B.U., Mitra, P.: Granular computing, rough entropy and object
extraction. Pattern Recognition Letters 26(16), 2509–2517 (2005)

8. Pawlak, Z., Skowron, A.: Rudiments of rough sets. Information Sciences 177(1),
3–27 (2007)

9. Pedrycz, W., Skowron, A., Kreinovich, V. (eds.): Handbook of Granular Comput-
ing. John Wiley & Sons, New York (2008)

10. Skowron, A., Stepaniuk, J.: Tolerance Approximation Spaces. Fundamenta Infor-
maticae 27(2-3), 245–253 (1996)

11. Stepaniuk, J.: Rough–Granular Computing in Knowledge Discovery and Data Min-
ing. Springer, Heidelberg (2008)



Granular Representation of Temporal Signals
Using Differential Quadratures

Micha�l Momot1, Alina Momot2, Krzysztof Horoba1, and Janusz Jeżewski1
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Abstract. This article presents the general idea of granular represen-
tation of temporal data, particularly signal sampled with constant fre-
quency. The core of presented method is based on using fuzzy numbers
as information granules. Three types of fuzzy numbers are considered,
as interval numbers, triangular numbers and Gaussian numbers. The in-
put space contains values of first few derivatives of underlying signal,
which are computed using certain numerical differentiation algorithms,
including polynomial interpolation as well as polynomial approximation.
Data granules are constructed using the optimization method according
to objective function based on two criteria: high description ability and
compactness of fuzzy numbers.

The data granules are subject to the clustering process, namely fuzzy
c-means. The centroids of created clusters form a granular vocabulary.
Quality of description is quantitatively assessed by reconstruction crite-
rion. Results of numerical experiments are presented, which incorporate
exemplary biomedical signal, namely electrocardiographic signal.

1 Introduction

The human-centric approach to data processing [1] includes many cases of gran-
ular computing application. Fuzzy sets and fuzzy numbers, in particular, play
important role in constructing the data granules for the purpose of temporal sig-
nal processing. Certain semantics of descriptors can be built using specific forms
of fuzzy numbers, namely interval, triangular or Gaussian ones. The parameters
of such fuzzy numbers are determined according to optimization criterion which
is based on maximizing objective function. The granulation procedure results in
a linguistic description of temporal signals, such as biomedical signal, in a digital
form together with quantitative assessment of description quality. The input sig-
nals are differentiated in order to capture the changes of signal level, instead of
absolute values. However, the differentiating of temporal signal usually leads to
amplifying the level of distortion (because of the presence of noise). Various dif-
ferentiation schemes can be applied there, which allow to estimate derivatives of
the underlying function (even up to higher levels) based on a limited knowledge,
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i.e. values of function in a finite set of arguments (samples). Two contradictory
objectives are applied to construct such algorithms. One of them provides high
robustness to input errors (noises), which usually accompany a useful part of
signal. The second objective is to minimize computational complexity (regarded
as time and memory consumption). This enables the numerical differentiation
algorithm to operate in a real-time regime.

The aim of this paper is to present method of transforming temporal data,
particularly biomedical signal, into data granules set. The presented approach
is similar to one previously presented in [4]. However, significant modifications
have been made, such as using only changes of signal values (which was achieved
by using first few derivatives of underlying signal), using numerical quadratures
based on interpolation or approximation polynomial (for the purpose of higher
robustness to noise). Also, the assumption has been made, as to avoidance of
dependence on any prior information about underlying signal, such as knowledge
about temporal or amplitude markers (characteristic points).

The latter part of article is organized as follows. Section 2 contains description
of numerical differentiation methods (differential quadratures) in both interpola-
tion and approximation cases. Section 3 presents the main idea of data granules
constructing for interval, triangular and Gaussian fuzzy number models. Sec-
tion 4 presents method of creating granular vocabulary by using fuzzy clustering
algorithm together with definition of reconstruction quality measure. Section 5
contains description of numerical experiments and discussion of results obtained.
Section 6 contains some implementation remarks. The article ends with a dis-
cussion of possible future plans for the development of the presented method.

2 Numerical Differentiation Scheme

Using the signal value changes instead of the values of samples is motivated
by a need of making the analysis independent on constant or slowly varying
component of signal. This enables the granules to capture the actual nature
of analyzed data segments (in non-overlapping time windows). For example,
in electrocardiographic signal there is well recognized phenomenon of baseline
wander (slow changes of isoelectric line). Several approaches to this problem
exist, including base-line shifting, normalization (with constant or adaptively
varying scaling factors) [9] or using derivatives of observed signal.

The simple methods of numerical differentiation, such as one-step difference,
are usually highly sensitive to the presence of signal disturbances, especially
high-frequency noise. This problem could be solved by using more sophisticated
algorithms [2][3], including differential quadratures based on polynomial inter-
polation or approximation [11].

2.1 Differential Quadrature Using Polynomial Interpolation

The proposed signal differentiation method exploits Lagrange polynomial inter-
polation with equidistant nodes within symmetric fixed-width window. The first
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derivative of such polynomial, which can be calculated in an analytical manner,
is taken as an estimate of signal derivative. The algorithm of computing this
value is briefly described below.

Let R denotes the fixed radius of time window around the Nth sample of
signal. The values of interpolated function within this window constitute a vec-
tor s = [sN−R, . . . , sN , . . . , sN+R], the degree of polynomial g is determined by
number of samples and it is equal to 2R, therefore g(x) =

∑2R
j=0 aj xj and it

is equivalent to vector [a0, a1, . . . , a2R−1, a2R]. The nodes of interpolation are
equidistant and each node is equivalent to one sample index. This leads to as-
sumption, which can be made without loss of generality, that nodes are of the
form:

xN−R = −R, . . . , xN−1 = −1, xN = 0, xN+1 = 1, . . . , xN+R = R (1)

and the interpolation method is time-invariant and takes into account only the
values of interpolated function in fixed-radius neighborhood. Vector of polyno-
mial coefficients can be easily obtained by solving the system of linear equations
Va = s, where (V)i,j = ij for i = −R, . . . , R, j = 0, . . . , 2R. Non-singularity of
matrix V leads to solution in the form a = V−1s. Moreover, the primary objec-
tive of this procedure, being the estimating of function derivative in a center of
time window, does not require to determine all polynomial coefficients explicitly,
since

g′(0) = a1 = dT V−1s, (2)

where d = [0, 1, 0, . . . , 0]T .The differentiation algorithm may be seen as high-
pass filter using FIR filter with constant coefficients from the vector dT V−1. To
calculate the higher order derivatives the above described procedure is repeated
iteratively.

2.2 Differential Quadrature Using Polynomial Approximation

Another approach to estimate the value of derivative based on a finite sample set
within R radius time window is to choose the polynomial with the degree D <
2R. As opposed to the previous case, usually there is no polynomial which takes
exact sample values in every nodes. This constitutes an idea of approximating
the polynomial coefficients according to some optimality criterion. Using sum of
squared differences leads to following objective function:

G(a) =
R∑

j=−R

(
sj −

D∑
i=0

aij
i,

)2

(3)

which after differentiating leads to following formula:

∂ Gk(a)
∂ an

= −2
R∑

j=−R

(
sj −

D∑
i=0

aij
i

)
jn. (4)
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In order to minimize the objective function the following system of linear equa-
tions need to be solved:

D∑
i=0

ai

⎛⎝ R∑
j=−R

jn+i

⎞⎠ =
R∑

j=−R

jnsj for n = 0, . . . , D. (5)

Similarly as in the case of polynomial interpolation, the estimate of function
derivative may be obtained from formula

g′(0) = dTJ−1y = dTJ−1Hs, (6)

where (J)i,j =
∑R

k=−R ki+j for i, j = 0, . . . , D, (H)i,j = ji for i = 0, . . . , D,
j = −R, . . . , R and d = [0, 1, 0, . . . , 0]T .

3 Determining Parameters of Data Granules

The general idea of proposed granulation methods consists in splitting tempo-
ral signal s into non-overlapping segments [siL, siL+1, . . . , s(i+1)L−1] with fixed
length L. For ith segment the data granule is constructed as a fuzzy number
based on the values of signal amplitude changes (expressed in its derivatives).
The choice of symmetric fuzzy number models (interval, triangular and Gaus-
sian) was motivated by their unimodal membership functions:

μc,r(t) =
{

1 if t ∈ (c− r, c + r)
0 if t /∈ (c− r, c + r) (interval memb. func.), (7)

μc,r(t) =
{

1− |t− c|
r

, 0
}

(triang. memb. func.), (8)

μc,r(t) = exp
{
− (t− c)2

r

}
(Gauss. memb. func.), (9)

where c is the center of fuzzy number and r is radius parameter, determining the
support of its membership function (in case of interval and triangular models) or
the dispersion parameter (in case of Gaussian model the support is unbounded).
The center of fuzzy number is equal to median of values in corresponding data
segment. The choice of median as a location parameter was justified by its ro-
bustness to outliers in the input data. Assuming the length of data window to
be an odd number

c
(k)
i = s̃

(k)
iL+ L−1

2
, (10)

where c
(k)
i denotes center of fuzzy number, [s̃iL, s̃iL+1, . . . , s̃(i+1)L−1] is ith seg-

ment of kth order data derivatives sorted in ascending order. The choice of ra-
dius (or dispersion) parameters is determined by two contradictory requirements:
maximizing the empirical evidence of the input data while making the granule
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most specific. The first criterion leads to maximizing the overall membership for
data segment:

L−1∑
j=0

j �=iL+ L−1
2

μck
i ,r(s̃

(k)
iL+j), (11)

excluding the membership value for the central sample (median), because it
does not add any significant information. The second criterion calls for maxi-
mum specificity of fuzzy number, which is expressed by minimizing radius (or
dispersion) parameter r. These two opposing criteria lead to following objective
function:

G(r) = r−1
L−1∑
j=0

j �=iL+ L−1
2

μck
i ,r(s̃

(k)
iL+j). (12)

Parameters of fuzzy numbers, being centers and radii (or dispersion parameters),
are determined for every segment and for signal derivatives up to previously fixed
order K, which leads to following granular description: [c(1)

i , r
(1)
i , . . . , c

(K)
i , r

(K)
i ].

4 Granular Vocabulary Construction

The granular representation of data segments, being collection of 2K-dimensional
vectors is subject to clustering process, which leads to determining the descrip-
tors that reflects the structure of whole set of granules. In proposed approach the
well known fuzzy c-means (FCM) method is used [2][7]. The main idea of FCM
is to determine, given the collection of N input data in form of D-dimensional
vectors, the membership values that minimize the following objective function

Q =
c∑

i=1

N∑
k=1

um
i,k‖zk − vi‖2, (13)

where vi are cluster prototypes (centroids), ‖ · ‖ denotes some norm in D-
dimensional space (usually Euclidean norm) and m > 1 is fuzziness param-
eter controlling impact of the membership grades on individual clusters. The
clustering procedure is performed in an iterative manner, alternating between
computing the membership values and updating cluster prototypes, until some
termination condition is fulfilled. After determining the cluster prototypes coor-
dinates, the following formula enables to reconstruct input data vector based on
obtained granular vocabulary:

h(z) =

c∑
i=1

(ui(z))
m vi

c∑
i=1

(ui(z))
m

, (14)
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where ui(z) is the degree of membership in ith cluster for the given input vector
z. This leads to the reconstruction criterion

V =
1
N

N∑
k=1

‖zk − h(zk)‖2 (15)

5 Numerical Experiments

The numerical experiments were performed in order to evaluate the perfor-
mance of proposed method empirically. The input data were a part of MIT-BIH
database [8][9]. This set of data contains excerpts from two-channel ambulatory
electrocardiographic recordings. For the purpose of this study over 10 minutes
signal has been considered (the recordings came from different patients). Only
single channel signal was taken into account and the tests did not incorporate
any prior information, like human- or computer-readable annotations. Deriva-
tives of first and second order were calculated (K = 2) with the approximation
window radius R = 4 and degree of polynomial D = 3 (on the basis of visual as-
sessment of the quality of the signal derivative). The granulation window length
L varied from 5 to 11 (only odd numbers) and the maximum number of clusters
was set to 6. The input values of signal, as well as results of computation were
expressed in μV . The procedure was repeated for all considered types of fuzzy
numbers. In all cases the clustering was performed and the reconstruction ability
was empirically evaluated. For every pair of L and c the empirical reconstruction
error was presented as a function of fuzziness parameter m (in range 1-3). The
optimal values mopt of parameter m was determined, which resulted in mini-
mal reconstruction error Vopt. In general, increasing c and L resulted in better
reconstruction ability. There is also the interesting phenomenon: in most cases
the reconstruction error increases rapidly for m exceeding some threshold value
mthresh. However, for L > 7 and c > 3 the functions become more smooth and
the point of rapid change moves to the right (mthresh > 2). The general shape
of reconstruction error as a function of m was the same for all types of fuzzy
numbers (interval, triangular and Gaussian). It suggests that the method will
work stable for selected values of parameter m, namely in a range 1.0 < m < 2.0.
Table 1 presents exact empirical values of mopt, Vopt and mthresh for selected
values of c and L in case of triangular fuzzy numbers.

6 Implementation Remarks

It is worth making a mention about how the described method has been im-
plemented. Since the presented algorithms have high computational complexity,
there is a need for techniques to reduce computation time. It can be easily
observed that processes of constructing data granules in separate granulation
windows are performed independently from each other, therefore they can be
performed concurrently. The use of technology CUDA (Compute Unified Device
Architecture, [5]) at this stage made it possible to significantly reduce computa-
tion time.
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Table 1. Optimal empirical values of reconstruction criterion and corresponding
parameters in case of triangular fuzzy number

L c Vopt mopt mthresh

5 2 1569.15 1.150 1.225
3 533.28 1.650 1.650
4 484.26 1.050 1.725
5 374.97 1.350 1.975
6 350.20 1.625 2.050

7 2 944.37 1.175 1.325
3 311.03 1.775 1.775
4 285.93 1.725 2.000
5 235.96 1.500 2.100
6 209.52 1.325 2.200

9 2 432.81 1.300 1.900
3 201.48 1.900 1.925
4 167.19 1.225 2.575
5 148.65 1.150 2.750
6 116.89 1.450 2.875

11 2 166.63 1.575 -
3 102.27 1.700 1.525
4 87.16 1.625 2.175
5 70.89 1.550 2.350
6 58.13 1.550 2.425

7 Conclusion

The issues described in this article will be the subject of further investigation. It
is planned to develop a modified and extended version of the presented method,
especially considering modified optimality criteria for the construction of data
granules, as well as other clustering algorithms. Some other plans relate to ap-
plications of presented method. Since, as has been mentioned previously, the
granulation method itself does not assume knowledge about any characteristic
points of analyzed signal, it is possible to apply it to determine the linguistic
description function of temporal signals.
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Abstract. Research on soft set based decision making has received much 
attention in recent years. Feng et al. presented an adjustable approach to fuzzy 
soft sets based decision making by using level soft set, and subsequently 
extended the approach to interval-valued fuzzy soft set based decision making. 
Jiang et al. generalize the approach to solve intuitionistic fuzzy soft sets based 
decision making. In this paper, we further generalize the approaches introduced 
by Feng et al. and Jiang et al. Using reduct intuitionistic fuzzy soft sets and 
level soft sets of intuitionistic fuzzy soft sets, an adjustable approach to interval-
valued intuitionistic fuzzy soft set based decision making is presented. Some 
illustrative example is employed to show the feasibility of our approach in 
practical applications. 

Keywords: Soft sets, Interval-valued intuitionistic fuzzy soft sets, Decision 
making, Level soft sets. 

1   Introduction 

In 1999, Molodtsov [1] proposed soft set theory as a new mathematical tool for 
dealing with vagueness and uncertainties. At present, work on the soft set theory is 
progressing rapidly and many important theoretic results have been achieved [2-8].  

The research on fuzzy soft set has also received much attention since its 
introduction by Maji et al. [9]. Majumdar and Samanta [10] have further generalized 
the concept of fuzzy soft sets. Maji et al. [11-13] extended soft sets to intuitionistic 
fuzzy soft sets. Yang et al. [14] proposed the concept of the interval-valued fuzzy soft 
sets. Jiang et al. [15] proposed a more general soft set model called interval-valued 
intuitionistic fuzzy soft set by combining the interval-valued intuitionistic fuzzy sets 
and soft sets. 

At the same time, there has been some progress concerning practical applications 
of soft set theory, especially the use of soft sets in decision making [16-21]. Maji et al. 
[16] first applied soft sets to solve the decision making problem. Roy and Maji [17] 
presented a novel method to cope with fuzzy soft sets based decision making 
problems. Kong et al. [18] pointed out that the Roy-Maji method [17] was incorrect 
and they presented a revised algorithm. Feng et al. [19] discussed the validity of the 
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Roy-Maji method [17] and presented an adjustable approach to fuzzy soft sets based 
decision making by means of level soft sets. Yang et al. [14] applied the interval-
valued fuzzy soft sets to analyze a decision making problem. The method they used is 
based on fuzzy choice value. Feng et al. [20] gave deeper insights into decision 
making involving interval-valued fuzzy soft sets. They analyzed the inherent 
drawbacks of fuzzy choice value based method and proposed a flexible scheme by 
using reduct fuzzy soft sets and level soft sets. Similarly, Jiang et al. [21] presented an 
adjustable approach to intuitionistic fuzzy soft sets based decision making by using 
level soft sets of intuitionistic fuzzy soft sets. 

In this paper, we further generalize the approaches introduced by Feng et al. [20] 
and Jiang et al. [21]. Concretely, we define the notion of reduct intuitionistic fuzzy 
soft sets and present an adjustable approach to interval-valued intuitionistic fuzzy soft 
set based decision making by using reduct intuitionistic fuzzy soft sets and level soft 
sets of intuitionistic fuzzy soft sets. Firstly, by computing the reduct intuitionistic 
fuzzy soft set, an interval-valued intuitionistic fuzzy soft set is converted into an 
intuitionistic fuzzy soft set, and then the intuitionistic fuzzy soft set is further 
converted into a crisp soft set by using level soft sets of intuitionistic fuzzy soft sets. 
Finally, decision making is performed on the crisp soft set.  

The rest of this paper is organized as follows. The following section briefly 
reviews some basic notions of soft sets. Section 3.1 defines the concept of reduct 
intuitionistic fuzzy soft sets. Section 3.2 recalls the level soft sets. We present our 
algorithm to interval-valued intuitionistic fuzzy soft set based decision making 
problems and illustrate example in Section 3.3. Finally, conclusions are given in 
Section 4. 

2   Preliminaries 

In this section, we recall the basic notions of soft sets, interval-valued fuzzy soft sets 
and interval-valued intuitionistic fuzzy soft sets.  

LetU be an initial universe of objects, E be the set of parameters in relation to 
objects inU , P )(U  denote the power set ofU and EA ⊆ . The definition of soft set is 

given as follows. 
  

Definition 2.1 ([1]). A pair ),( AF is called a soft set overU , where F is a mapping 

given by  

→AF : P )(U . 

From definition, a soft set ),( AF  over the universeU is a parameterized family of 

subsets of the universeU , which gives an approximate description of the objects 
inU . Before introduce the notion of the interval-valued fuzzy soft sets, let us give the 
concept of the interval-valued fuzzy sets [22]. 

An interval-valued fuzzy setY on an universeU is a mapping such 
that ])1,0([: IntUY → , where ])1,0([Int  stands for the set of all closed subintervals of 

[0, 1], the set of all interval-valued fuzzy sets on U is denoted by I )(U . Suppose that 
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∈Y I )(U , Ux ∈∀ , )](),([)( xYxYxY +−=  is called the degree of membership an 

element x toY . )(xY − and )(xY + are referred to as the lower and upper degrees of 

membership x toY , where 1)()(0 ≤≤≤ +− xYxY . 
 

Definition 2.2 ([14]). LetU be an initial universe and E be a set of parameters, 
EA ⊆ , a pair ),( AF is called an interval-valued fuzzy soft set overU , where F is a 

mapping given by 

→AF : I  )(U . 

An interval-valued fuzzy soft set is a parameterized family of interval-valued  
fuzzy subsets ofU . A∈∀ε , )(εF is referred as the interval fuzzy value set of 

paramete ε . Clearly, )(εF can be written as }:)()(),()(,{)( UxxFxFxF ∈〉〈= +− εεε , 

where )()( xF −ε and )()( xF +ε be the lower and upper degrees of membership 

of x to )(εF respectively.  

Finally, we will introduce the concepts of interval-valued intuitionistic fuzzy set 
[23] and interval-valued intuitionistic fuzzy soft set. 

An interval-valued intuitionistic fuzzy set on a universe Y is an object of the form 
}|)(),(,{ YxxxxA AA ∈〉〈= γμ , ])1,0([:)( IntYxA →μ  and ])1,0([:)( IntYxA →γ  

satisfy the following condition: Yx ∈∀ , sup )(xAμ + sup 1)( ≤xAγ . 
 

Definition 2.3 ([15]). LetU be a universe set, E be a set of parameters, E )(U denotes 

the set of all interval-valued intuitionistic fuzzy sets ofU and EA ⊆ . A pair ),( AF is 

called an interval-valued intuitionistic fuzzy soft set overU , where F is a mapping 
given by 

→AF :  E )(U . 

A∈∀ε , )(εF is an interval-valued intuitionistic fuzzy set ofU . )(εF can be written 

as: }:)(),(,{)( )()( UxxxxF FF ∈〉〈= εε γμε , where )()( xF εμ is the interval-valued 

fuzzy membership degree, )()( xF εγ is the interval-valued fuzzy non-membership 

degree. For illustration, we consider the following house example. 
 

Example 1. Consider an interval-valued intuitionistic fuzzy soft set ),( AF which 

describes the “attractiveness of houses” that Mr. X is considering for purchase. 
Suppose that there are six houses under consideration, namely the universes 

},,,,,{ 654321 hhhhhhU = , and the parameter set },,,,{ 54321 eeeeeA = , where 
i

e stand 

for “beautiful”, “large”, “cheap”, “modern” and “in green surroundings” respectively.  
The tabular representation of ),( AF is shown in Table 1. Obviously, we can see that 

the precise evaluation for each object on each parameter is unknown while the lower 
and upper limits of such an evaluation are given. For example, we cannot present the 
precise membership degree and non-membership degree of how beautiful house 1h is, 
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however, house 1h is at least beautiful on the membership degree of 0.7 and it is at 

most beautiful on the membership degree of 0.8; house 1h is not at least beautiful on 

the non-membership degree of 0.1 and it is not at most beautiful on the non- 
membership degree of 0.2. 

Table 1. Interval-valued intuitionistic fuzzy soft set ),( AF  

U  1e  2e  3e  4e  5e  

1h  [0.7,0.8], 
[0.1,0.2] 

[0.82,0.84], 
[0.05,0.15] 

[0.52,0.72], 
[0.18,0.25] 

[0.55,0.6], 
[0.3,0.35] 

[0.7,0.8], 
[0.1,0.2] 

2h  [0.85,0.9], 
[0.05,0.1] 

[0.7,0.74], 
[0.17,0.25] 

[0.7,0.75], 
[0.1,0.23] 

[0.7,0.75], 
[0.15,0.25] 

[0.75,0.9], 
[0.05,0.1] 

3h  [0.5,0.7], 
[0.2,0.3] 

[0.86,0.9], 
[0.04,0.1] 

[0.6,0.7], 
[0.2,0.28] 

[0.2,0.3], 
[0.5,0.6] 

[0.65,0.8], 
[0.15,0.2] 

4h  [0.4,0.6], 
[0.3,0.4] 

[0.52,0.64], 
[0.23,0.35] 

[0.72,0.78], 
[0.11,0.21] 

[0.3,0.5], 
[0.4,0.5] 

[0.8,0.9], 
[0.05,0.1] 

5h  [0.6,0.8], 
[0.15,0.2] 

[0.3,0.35], 
[0.5,0.65] 

[0.58,0.68], 
[0.18,0.3] 

[0.68,0.77], 
[0.1,0.2] 

[0.72,0.85], 
[0.1,0.15] 

6h  [0.3,0.5], 
[0.3,0.45] 

[0.5,0.68], 
[0.25,0.3] 

[0.33,0.43], 
[0.5,0.55] 

[0.62,0.65], 
[0.15,0.35] 

[0.84,0.93], 
[0.04,0.07] 

3   An Adjustable Approach to Interval-Valued Intuitionistic Fuzzy 
Soft Set Based Decision Making 

In this section we present an adjustable approach to interval-valued intuitionistic 
fuzzy soft set based decision making problems by combining the reduct intuitionistic 
fuzzy soft sets and level soft sets of intuitionistic fuzzy soft sets. First we define the 
concept of reduct intuitionistic fuzzy soft sets, and then recall the level soft sets, 
finally present our algorithm and illustrate example. 

3.1   Reduct Intuitionistic Fuzzy Soft Sets 

The concept of reduct fuzzy soft set is proposed in [20]. By adjusting the value of 
opinion weighting vector, an interval-valued fuzzy soft set can be converted into a 
fuzzy soft set, which makes the making decision based on interval-valued fuzzy soft 
set much easier.  

Similarly, we can introduce the idea to making decision based on interval-valued 
intuitionistic fuzzy soft set, that is, convert both interval-valued membership degree 
and interval-valued non-membership degree into one fuzzy value. As a result, an 
interval-valued intuitionistic fuzzy soft set will be transformed to an intuitionistic 
fuzzy soft set, which will facilitate the making decision based on interval-valued 
intuitionistic fuzzy soft set. We define the notion of reduct intuitionistic fuzzy soft set 
as follows to illustrate the idea.  
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LetU be a universe set, E be a set of parameters and EA ⊆ . Let ),( AF be an 

interval-valued intuitionistic fuzzy soft set overU such that A∈∀ε , )(εF is an 

interval-valued intuitionistic fuzzy set with }:)(),(,{)( )()( UxxxxF FF ∈〉〈= εε γμε , 

Ux ∈∀ .  
 

Definition 3.1. Let ]1,0[,,, ∈ϕφβα , 1=+ βα , 1=+ ϕφ .The vector ),,,( ϕφβα=W  

is called an opinion weighting vector. The intuitionistic fuzzy soft set ),( AFW over 

U such that 

AUxxxxxxF FFFFW ∈∀∈++= +−+− εϕγφγβμαμε εεεε },:))()(),()(,{()( )()()()( , 

is called the weighted reduct intuitionistic fuzzy soft set of the interval-valued 
intuitionistic fuzzy soft set ),( AF with respect to the opinion weighting vectorW .  

By adjusting the value ofα , β ,φ andϕ , an interval-valued intuitionistic fuzzy 

soft set can be converted into any reduct intuitionistic fuzzy soft set decision maker 
desired. Specially, let 1=α , 0=β , 0=φ and 1=ϕ , we have the pessimistic-

pessimistic reduct intuitionistic fuzzy soft set (PPRIFS), denoted by ),( AF +− and 

defined by 

AUxxxxF FF ∈∀∈= +−
+− εγμε εε },:))(),(,{()( )()( . 

Let 0=α , 1=β , 1=φ and 0=ϕ , we have the optimistic-optimistic reduct 

intuitionistic fuzzy soft set (OORIFS), denoted by ),( AF −+ and defined by 

AUxxxxF FF ∈∀∈= −+
−+ εγμε εε },:))(),(,{()( )()( . 

Let 5.0=α , 5.0=β , 5.0=φ and 5.0=ϕ , we have the neutral-neutral reduct 

intuitionistic fuzzy soft set (NNRIFS), denoted by ),( AFNN and defined by 

AUxxxxxxF FFFFNN ∈∀∈++= +−+− εγγμμε εεεε },:)2/))()((,2/))()((,{()( )()()()( . 

 
Example 2. Compute the PPRIFS ),( AF +− , OORIFS ),( AF −+ and NNRIFS ),( AFNN  

of the interval- valued intuitionistic fuzzy soft set ),( AF shown in Table 1. The 

results are shown in Table 2, 3 and 4 respectively. 

Table 2. Pessimistic-pessimistic reduct intuitionistic fuzzy soft set of ),( AF  

U     1e      2e      3e     4e      5e  

1h  [0.7, 0.2]  [0.82, 0.15]  [0.52, 0.25]    [0.55, 0.35]  [0.7,0.2] 

2h  [0.85, 0.1]  [0.7, 0.25]  [0.7, 0.23]    [0.7, 0.25]  [0.75, 0.1] 
3h  [0.5, 0.3]  [0.86, 0.1]  [0.6, 0.28]    [0.2, 0.6]  [0.65, 0.2] 
4h  [0.4, 0.4]  [0.52,0.35]  [0.72,0.21]    [0.3, 0.5]  [0.8, 0.1] 
5h  [0.6, 0.2]  [0.3, 0.65]  [0.58, 0.3]    [0.68, 0.2]  [0.72, 0.15] 
6h  [0.3, 0.45]  [0.5, 0.3]  [0.33, 0.55]    [0.62, 0.35]  [0.84, 0.07] 



 An Adjustable Approach to Interval-Valued Intuitionistic Fuzzy Soft Sets 85 

Table 3. Optimistic-optimistic reduct intuitionistic fuzzy soft set of ),( AF  

U     1e      2e      3e     4e      5e  

1h   [0.8, 0.1]  [0.84, 0.05]   [0.72, 0.18]    [0.6, 0.3]  [0.8,0.1] 

2h   [0.9, 0.05]  [0.74, 0.17]   [0.75, 0.1]    [0.75, 0.15]  [0.9, 0.05] 
3h   [0.7, 0.2]  [0.9, 0.04]   [0.7, 0.2]    [0.3, 0.5]  [0.8, 0.15] 
4h   [0.6, 0.3]  [0.64,0.23]   [0.78,0.11]    [0.5, 0.4]  [0.9, 0.05] 
5h   [0.8, 0.15]  [0.35, 0.5]   [0.68, 0.18]    [0.77, 0.1]  [0.85, 0.1] 
6h   [0.5, 0.3]  [0.68, 0.25]   [0.43, 0.5]    [0.65, 0.15]  [0.93, 0.04] 

Table 4. Neutral-neutral reduct intuitionistic fuzzy soft set of ),( AF  

U     1e      2e      3e     4e      5e  

1h  [0.75, 0.15] [0.83, 0.1] [0.62, 0.22] [0.58, 0.33] [0.75,0.15] 

2h  [0.88, 0.08] [0.72, 0.21] [0.73, 0.17] [0.73, 0.2] [0.83, 0.08] 
3h  [0.6, 0.25] [0.88, 0.07] [0.65, 0.24] [0.25, 0.55] [0.73, 0.18] 
4h  [0.5, 0.35] [0.58,0.29] [0.75,0.16] [0.4, 0.45] [0.85, 0.08] 
5h  [0.7, 0.18] [0.33, 0.58] [0.63, 0.24] [0.73, 0.15] [0.79, 0.13] 
6h  [0.4, 0.38] [0.59, 0.28] [0.38, 0.53] [0.64, 0.25] [0.89, 0.06] 

3.2   Level Soft Sets 

Feng et al. [19] initiated the concept of level soft set to solve fuzzy soft set based 
decision making problem. Subsequently, the same author applied level soft set to 
solve interval-valued fuzzy soft sets based decision making problem [20]. Jiang et al. 
[21] further generalize the approach introduced in [19] by applying level soft set to 
solve intuitionistic fuzzy soft sets based decision making. Level soft set of 
intuitionistic fuzzy soft set is defined as follows. 

 
Definition 3.2 ([21]). Let ),( AF=ϖ be an intuitionistic fuzzy soft set overU , 

where EA ⊆ and E  is a set of parameters. Let ]1,0[]1,0[: ×→Aλ be an intuitionistic 

fuzzy set in A which is called a threshold intuitionistic fuzzy set. The level soft set of 
ϖ with respect to λ is a crisp soft set ),();( AFL λλϖ = defined by 

.)}()(     and)()(|{))();(()( )()( AxxUxFLF FF ∈∀≤≥∈== εεγγεμμελεε λελελ 　　  

According to the definition, four types of special level soft set are also defined in 
[21], which are called Mid-level soft set ),( ϖϖ midL , Top-Bottom-level soft 

set ),( ϖϖ topbottomL , Top-Top-level soft set ),( ϖϖ toptopL and Bottom-bottom-level 

soft set ),( ϖϖ ombottombottL .  

3.3   Our Algorithm for Decision Making Based on Interval-Valued Intuitionistic 
Fuzzy Soft Sets  

In this section we present our algorithm for decision making based on interval-valued 
intuitionistic fuzzy soft sets. By considering appropriate reduct intuitionistic fuzzy 
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soft sets and level soft sets of intuitionistic fuzzy soft sets, interval-valued 
intuitionistic fuzzy soft sets based decision making can be converted into only crisp 
soft sets based decision making. Firstly, by computing the reduct intuitionistic fuzzy 
soft set, an interval-valued intuitionistic fuzzy soft set is converted into an 
intuitionistic fuzzy soft set, and then the intuitionistic fuzzy soft set is further 
converted into a crisp soft set by using level soft sets of intuitionistic fuzzy soft sets. 
Finally, decision making is performed on the crisp soft set. The details of our 
algorithm are listed below. 

 
Algorithm 1. 
1. Input the interval-valued intuitionistic fuzzy soft set ),( AF . 

2. Input an opinion weighting vector ),,,( ϕφβα=W  and compute the weighted reduct intuitionistic   

fuzzy soft set ),( AFW=ϖ of the interval-valued intuitionistic fuzzy soft set ),( AF with respect to 

the opinion weighting vector W (or choose =ϖ PPRIFS ),( AF +− , OORIFS ),( AF −+ or 

NNRIFS ),( AFNN of ),( AF ).  

3. Input a threshold intuitionistic fuzzy set ]1,0[]1,0[: ×→Aλ (or give a threshold value pair 

]1,0[]1,0[),( ×∈ts ); or choose the mid-level decision rule; or choose the top-bottom-level decision 

rule; or choose the top-top-level decision rule; or choose the bottom-bottom-level decision rule) for 
decision making. 

4. Compute the level soft set );( λϖL  with regard to the threshold intuitionistic fuzzy set λ (or the ),( ts -

level soft set ),;( tsL ϖ ; or the mid-level soft set ),( ϖϖ midL ;or the top-bottom-level soft set 

),( ϖϖ topbottomL ;or the top-top-level soft set ),( ϖϖ toptopL ; or the bottom-bottom-level soft 

set ),( ϖϖ ombottombottL ). 

5. Present the level soft set );( λϖL (or ),;( tsL ϖ ; or ),( ϖϖ midL ; or ),( ϖϖ topbottomL ; or 

),( ϖϖ toptopL ; or ),( ϖϖ ombottombottL )in tabular form and compute the choice value ic of 

io , i∀ . 

6. The optimal decision is to select ko if iik cc max= . 

7. If k has more than one value then any one of ko may be chosen. 

 
There are two remarks here. 

Firstly, reader is referred to [16] for more details regarding the method of 
computing the choice value in the fifth step of the above algorithm,  

Secondly, in the last step of Algorithm 1, one may go back to the step 2 or step 3 to 
modify opinion weighting vector or the threshold so as to adjust the final optimal 
decision when there are too many “optimal choices” to be chosen. 

The advantages of Algorithm 1 are mainly twofold.    
Firstly, we need not treat interval-valued intuitionistic fuzzy soft sets directly in 

decision making but only deal with the related reduct intuitionistic soft sets and 
finally the crisp level soft sets after choosing certain opinion weighting vectors and 
thresholds. This makes our algorithm simpler and easier for application in practical 
problems.  

Secondly, there are a large variety of opinion weighting vectors and thresholds that 
can be used to find the optimal choices, hence our algorithm has great flexibility and 
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adjustable capability. Table 5 gives some typical schemes that arise from Algorithm 1 
by combining reduct intuitionistic soft set PPRIFS ),( AF +− and several typical level 

soft sets. As pointed out in [19], many decision making problems are essentially 
humanistic and subjective in nature; hence there actually does not exist a unique or 
uniform criterion for decision making in an imprecise environment. This adjustable 
feature makes Algorithm 1 not only efficient but more appropriate for many practical 
applications.   

To illustrate the basic idea of Algorithm 1, let us consider the following example. 
 

Example 3. Let us reconsider the decision making problem based on the interval-
valued intuitionistic fuzzy soft sets ),( AF as in Table 1.  

If we select the first scheme “Pes-Mid” in Table 5 to solve the problem, at first we 
compute the reduct intuitionistic fuzzy soft set PPRIFS ),( AF +−=ϖ as in Table 2 

and then use the mid-level decision rule on ),( AF +−=ϖ and obtain the mid-level soft 

set );( midL ϖ with choice values as in Table 6.   

From Table 6, it is clear that the maximum choice value is 52 =c , so the optimal 

decision is to select
2h . 

Table 5. Typical schemes for interval-valued intuitionistic fuzzy soft set based decision making 

Table 6. Tabular representation of the mid-level soft set );( midL ϖ with choice values 

4   Conclusion 

In this paper, we present an adjustable approach to interval-valued intuitionistic fuzzy 
soft set based decision making by using reduct intuitionistic fuzzy soft sets and level 

  Scheme  
Reduct intuitionistic 
fuzzy soft set 

 Level soft set 

Pes-Topbot PPRIFS ),( AF +−=ϖ  );( topbottomL ϖ  

Pes-Toptop PPRIFS ),( AF +−=ϖ  );( toptopL ϖ  

Pes-Mid PPRIFS ),( AF +−=ϖ  );( midL ϖ  

Pes-Botbot PPRIFS ),( AF +−=ϖ  );( ombottombottL ϖ  

U   1e      2e      3e        4e      5e  Choice value( ic ) 

1h  1 1 0 1 0 31 =c  

2h  1 1 1 1 1 52 =c  

3h  0 1 1 0 0 23 =c  

4h  0 0 1 0 1 24 =c  

5h  1 0 1 1 0 35 =c  

6h  0 0 0 1 1 26 =c  
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soft sets of intuitionistic fuzzy soft sets, which further generalize the approaches 
introduced by Feng et al. [20] and Jiang et al. [21]. An interval-valued intuitionistic 
fuzzy soft set based decision making problem is converted into a crisp soft set based 
decision making problem after choosing certain opinion weighting vectors and 
thresholds. This makes our algorithm simpler and easier for application in practical 
problems. In addition, a large variety of opinion weighting vectors and thresholds that 
can be used to find the optimal alternatives make our algorithm more flexible and 
adjustable.  
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Abstract. A complex-fuzzy approach using complex fuzzy sets is proposed in 
the paper to deal with the problem of adaptive image noise cancelling. A image 
may be corrupted by noise, resulting in the degradation of valuable image 
information. Complex fuzzy set (CFS) is in contrast with traditional fuzzy set in 
membership description. A CFS has the membership state within the complex-
valued unit disc of the complex plane. Based on the membership property of 
CFS, we design a complex neural fuzzy system (CNFS), so that the functional 
mapping ability by the CNFS can be augmented. A hybrid learning method is 
devised for training of the proposed CNFS, including the artificial bee colony 
(ABC) method and the recursive least square estimator (RLSE) algorithm. Two 
cases for image restoration are used to test the proposed approach. 
Experimental results are shown with good restoration quality. 

Keywords: complex fuzzy set (CFS), complex neuro-fuzzy system (CNFS), 
artificial bee colony (ABC), recursive least square estimator (RLSE), image 
restoration. 

1   Introduction 

Although images can contain much useful information, image corruption by interfering 
signal happens in transmitting, receiving or transforming process. Interfering signal is 
called noise, which can be from natural environment, wireless transmission equipments, 
defected electronic devices, or others. Noise from interfering source may be transformed 
further by some unknown channel or mechanism to become another type of noise. Such 
a transformed noise is the interfering signal, called the attacking noise, that can attack 
and corrupt images into degraded quality. And, noise channel or mechanism is usually 
unknown and changing in real world. To solve the problem of image corruption, 
researchers have developed a number of different filters [1],[7],[14],[21]-[24] for noise 
cancelling. In this paper, we propose an artificial-intelligence-based approach to the 
problem of adaptive image noise cancelling (AINC). The proposed approach utilizes 
the theory of complex fuzzy set (CFS), the methodology of neuro-fuzzy computing, and 
the optimization methods of both the artificial bee colony (ABC) algorithm and  
the recursive least squares estimator (RLSE) algorithm. Neural networks (NN)  
have excellent performance in functional mapping capability, but they are lack of 
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interpretation transparency to human and are usually viewed as black-box adaptive 
systems. In contrast, fuzzy inference systems (FIS) can be used to describe the human’s 
experiences and knowledge in terms of If-Then rules. Moreover, both of NN and FIS 
are with the property of being universal approximator which can approximate any 
function to any degree of accuracy in theory. Thus, it is natural to combine them 
together to form a neuro-fuzzy system (NFS) [9], which takes the advantages of the 
learning capability by NN and the inference ability by FIS and still keep the universal 
approximation property. The NFS theory [8]-[10],[18] has been used in various system 
modeling problems and real world applications. 

In this paper, we propose a complex neuro-fuzzy system (CNFS), using complex 
fuzzy sets, for the problem of adaptive image noise cancelling. The concept of CFS is 
distinct from traditional fuzzy set whose membership state is characterized in a real-
valued interval between 0 and 1. In contrast, the membership state of a CFS is 
characterized in the complex-valued unit disc of the complex plan [6],[19]. The 
property of CFS [6],[17],[19] can be used to expand the capability of the function 
mapping by a NFS. For the training of the proposed CNFS, we devise a hybrid self-
learning method, called the ABC-RLSE method, combining the ABC algorithm [12] 
and the RLSE algorithm [10]. The ABC algorithm is used to update the premise 
parameters of the CNFS and the RLSE algorithm is used to adjust the consequent 
parameters. The hybrid learning scheme is based on the concept of divide-and 
conquer, with which fast training for the CNFS can be achieved. 

In Section 2, we introduce the theory of complex fuzzy set, the methodology of 
NFS computing, and the method of the proposed ABC-RLSE algorithm. In Section 3, 
the CNFS-based research architecture for the AINC study is specified. In Section 4, 
two cases for image restoration are given to test the proposed approach. Finally, the 
paper is concluded. 

2   Methodology of the Proposed Approach 

Based on the theory of complex fuzzy set (CFS) [6],[19]-[20] the membership state of 
a CFS is within a complex-valued unit disc of the complex plane. Complex fuzzy sets 
are different from fuzzy complex numbers [2]-[5]. The membership function of CFS 
is consists of an amplitude function and a phase function. For a complex fuzzy set A, 
the membership function μA(h) is defined as follows. exp                   Re   Im ) 

                                    cos sin  

(1) 

where √ 1, h is the base variable, rA (h) is the amplitude function and wA (h) is 
the phase function. We design a Gaussian-type complex fuzzy set as follows. , ,  , , exp , , (2a) 
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where  , , exp 2 2 exp 2  (2b) 

In (2a) to (2b), {h,m,σ} are the base variable, mean, spread for the Gaussian type CFS. 

In this paper, we use the Gaussian type complex fuzzy sets to design the proposed 
the complex neuro-fuzzy system (CNFS). We suppose the CNFS consists of K first-
order Takagi-Sugeno (T-S) fuzzy rules, each of which has M inputs and one output, 
given as follows. Rule  IF is  and is and is   

     Then ∑  
(3) 

for i =1,2,...,K, where xj is the j-th linguistic variable, hj is the j-th input base variables, 
 is the j-th premise complex fuzzy set of the i-th rule, zi is the output of the i-th 

rule, and { , j=0,1,…,M} are consequent parameters of the i-th rule. The complex 
fuzzy inference procedure of the CNFS is cast into six-layered neural-net structure, 
specified as follows. Layer 0: This layer receives the inputs and transmits them to the 
layer 1 directly. The input vector at time t is given as follows. H , , … , (4) 

Layer 1: The layer is called the fuzzy-set layer. Each node in the layer represents a 
linguistic value characterized by a complex fuzzy set. The Gaussian type of complex 
fuzzy set given as (2a) to (2b) is used for the design of complex fuzzy sets. Layer 2: 
This layer is for the firing-strengths of fuzzy rules. The firing strength of the i-th rule 
is calculated as follows.  ∧ , ,         ∏ exp …  

(5) 

where ∧ represents the fuzzy-and operation, for which the product operator is used in 
the study;  is the amplitude of complex membership for the j-th fuzzy set of the i-th 
rule; …  is the phase of the firing strength. Layer 3: This layer is for the 

normalization of the firing strengths. The normalized firing strength for the i-th rule is 
represented as follows. 

∑ ∏ exp …∑ ∏ exp …  (6) 

Layer 4: The layer called the consequent layer. The normalized consequent of the i-th 
rule is represented as follows. 
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                    ∏ exp …∑ ∏ exp …  

(7) 

Layer 5: This layer is called the output layer. The normalized consequents from 
Layer 4 are congregated into the layer to produce the CNFS output, given as follows.             

      = ∑ ∏ …∑ ∏ … ∑  

(8) 

The output of the CNFS is complex-valued, which can be expressed as follows. 

             | | exp                                            | | cos j| | sin  

(9) 

where ξRe(t) is the real part of the output of the CNFS, and ξIm (t) is the imaginary 
part. Based on (9), the complex inference system can be viewed as a complex 
function, expressed as follows. F , F , F ,  (10) 

where FRe(.) is the real part of the CNFS output, FIm(.) is the imaginary part of the 
output, H(t) is the input vector to the CNFS, W denotes the parameter set of the 
CNFS, which is divided into the subset of the premise parameters and the subset of 
the consequent parameters, denoted as WIf and WThen, respectively. W W W  (11) 

For the training of the proposed CNFS, we devise a hybrid learning method, 
containing the artificial bee colony (ABC) optimization method and the recursive 
least squares estimator (RLSE) method. Both methods cooperate each other in hybrid 
way to become the ABC-RLSE learning method. The WIf and WThen are updated by 
the ABC and RLSE, respectively.  

Artificial bee colony (ABC) algorithm is a novel optimization method [11]-[13], 
[15]-[16] to simulate the search behavior by honey bees for nectar. For a swarm of 
bees, according to the nature of work, foraging bees are classified into employed bees, 
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onlooker bees and scout bees. Employed bees are flying to the food sources they 
visited previously to bring back food, and they can reveal the information of food 
sources by dancing while they are back at the hive. Onlooker bees are waiting on the 
dancing information concerning the food sources by the employed bees for making 
decision to select a food source. This selection is dependent on the nectar amount of 
each food source. Scout bees are flying randomly in the search area to find other new 
food sources. The nectar amount of a food source corresponds to the fitness value of 
the specific optimization problem, and the location of a food source represents a 
candidate solution to the optimization problem. Assume there are S food sources in 
total, where the location of the i-th food source is expressed as Xi=[ xi1, xi2, …, xiQ] for 
i=1,2,…,S. In the ABC algorithm, the location of the i-th food source is updated by 
the following equation.  

xij(t+1)= xij(t)+φij (xij(t)- xkj(t)) (12) 

for i=1,2,…,S and j=1,2,…,Q, where xij(t) is the j-the dimensional coordinate of the i-
th food source at iteration t, k is a random integer in the set of {1,2,…,S} with the 
constraint of i≠k, and φij in a uniform number randomly distributed in [-1, 1]. An 
onlooker bee goes the vicinity around Xi by the probability given below. 

∑  
(13) 

where .  is the fitness function. In the ABC, if the fitness of a food source is 
not improved further through a predetermined number of cycles, called limit, then that 
food source is assumed to be abandoned. The operation of the ABC is specified in 
steps. Step1: initialize necessary settings for the ABC. Step 2: send employed bees to 
food sources and compute their fitness values. Step 3: send onlooker bees to the food 
sources with the probability in (13) and compute their fitness values. Step 4: send 
scout bees for other new food sources. Step 5: update the locations of food sources 
and save the best so far. Step 6: if termination condition is met, stop; otherwise 
increase the iteration index and go to Step 2 to continue the procedure.  

The least squares estimation (LSE) problem can be specified with a linear model, 
given as follows. 

 (14) 

where y is the target, u is the input to model, {fi(u), i=1,2,..,m} are known functions of 
u, {θi , i=1,2,…,m} are the unknown parameters to be estimated, and ε is the model 
error. Note that the parameters {θi, i=1,2,…,m} can be viewed as the consequent 
parameters of the proposed CNFS. The observed samples are collected to use as 
training data for the proposed CNFS. The training data (TD) is denoted as follows. TD , , 1,2, … ,  (15) 

where (ui, yi) is the i-th data pair in the form of (input, target). With (15), the LSE 
model can be expressed in matrix form, y=Aθ+ε. 
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The optimal estimation for θ=[θ1, θ2,…θm]T can be calculated using the following 
recursive least squares estimator (RLSE) equations recursively. 

1 (16a) 

    (16b) 

for k = 0,1,2,…,(N-1), where θk is the estimator at the k-th iteration and ,  is 
the k-th row of [A, y]. To implement the RLSE in (16a) and (16b), we initialize θ0 
with the zero vector and P0=αI, where α is a large positive number and I is the 
identity matrix. 

3   Strategy of Image Noise Cancelling by the Proposed Approach 

Based on the famous adaptive noise cancelling (ANC) method [24], we propose the 
complex fuzzy approach to the problem of adaptive image noise cancelling (AINC). 
The strategy for the AINC is given in diagrammatic way, shown in Fig. 1, where the 
CNFS given previously is used as an adaptive filter, and a median filter is involved in 
the diagram as well. The motivation of the usage of the median filter is that we try to get 
information of noise in any way from the difference of the median filter output and the 
corrupted image pixels, so that the CNFS filter can be trained to mimic the dynamic 
behavior of the noise channel. The proposed AINC procedure is given as follows.  

Step 1.  Initialize the CNFS design and the settings for ABC-RLSE learning method. 
Step 2.  Calculate the average gray level of the corrupted image, as follows. ∑ ∑ ,

(17) 

where z(i,j) indicates the gray level of the image; P × Q represents the 
dimensions of the image.  Change the corrupted image to its zero-mean 
version, using (17). 

Step 3.  Compute the difference between the median filter output and the corrupted 
image pixel in gray level. The difference becomes input to the CNFS. 

Step 4.  Calculate the CNFS output pixel by pixel, with which the cost is computed as 
follows.  

MSE  1
(18) 

Step 5.  Apply the ABC-RLSE learning method to the CNFS filter, where the subset 
of the premise parameters is updated by the ABC and the subset of the 
consequent parameters is updated by the RLSE. Repeat Step 4 until stop 
condition is met. 

Step 6.  Perform image restoration. 
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Fig. 1. Image noise cancelling by the proposed CNFS approach 

4   Experimentation for the Proposed Approach 

There are nine T-S fuzzy rules designed for the CNFS, including 12 premise 
parameters and 27 consequent parameters. The cost function in MSE is designed, as 
given in (18). And operator windows of mean and median filter are 3 × 3 in the 

experimentation. The peak signal to noise ratio (PSNR), PSNR 10log MSE , is 

used as the performance index for restoration. The input vector to the CNFS is given as  
H(t)=[ d(k-1), d(k)]T, where d(k) is the difference between the median filter output and 
the corrupted image pixel gray level at time k. The settings for the ABC-RLSE 
learning algorithm are shown in Table 1 and the predetermined limit for the ABC is 
set as 100. The “football” image is used in the experimentation, which has image 
resolution of 256 × 320. The first 600 pixels are involved to the training of the CNFS 
filter. To test the proposed approach, we use two different nonlinear transfer functions 
for the noise channel, 1 .  and 2 .  , given below. 

Table 1. Settings for the ABC-RLSE hybrid learning method 

ABC settings RLSE settings 
Number of premise 
parameters  

12 
Number of consequent

  parameters  
27 

Bee swarm size 10 θ 27×1 
Employed bees 5 P0 Αi
Onlooker bees 5 α 108 
Scout bees 1 I  27×27identity matrix 

 Restored 

image (R) 

Corrupted 

image (Z) 

Original 

image (S) 

R[i,j](t) mean (Z) 
+ 

+ 

+ 

μz
+ μz

- 
Noise channel 

fnc(.) 

+ + 

- 
N[i,j](t) 

X[i,j](t) G[i,j](t) Z[i,j](t) 

Cost function in 

MSE 
Corrupted 

image (Z) 

d [i,j](t) 
CNFS filter 

ξ[i,j](t)

ABC-RLSE 

Learning Method Median 

filter 

+ 
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  1   10 5 cos 2 π 1.5 10 (19) 

          2   10 5 π (20) 

where N is Gaussian random. The original and corrupted images are shown in Figs. 2 
and 3, respectively. The proposed approach is compared to the median filtering 
approach and the mean filtering approach. For the case of noise channel with f1nc(.), 
the restored image by the proposed approach is shown in Figure 4, and the curve of 
the corresponding pixel levels (shown first 1000 pixels) is given in Figure 5. 
Similarly, for the case of noise channel with f2nc(.), the results are shown in Figures 6 
and 7. The performance comparison in PSNR is given in Table 2.  

Table 2. Performance comparison in PSNR 

Noise channel Mean filtering Median filtering Proposed approach 1 .  25.491 25.362 29.352 2 .  26.202 26.977 29.575 

 
 

 

Fig. 2. Original “football” image 

 

Fig. 3. Corrupted image 

  

Fig. 4. Restored image by the proposed
approach, (the f1nc(.) case) 

 

Fig. 5. First 1000 pixel-level curve of the 
restored image by the proposed approach, 
compared to the original image, (the f1nc(.) 
case) 
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Fig. 6. Restored image by the proposed
approach, (the f2nc(.) case) 

 

Fig. 7. First 1000 pixel-level curve of the 
restored image by the proposed approach,
compared to the original image, (the f2nc(.) case) 

5   Discussion and Conclusion 

We have presented the proposed CNFS approach to the problem of adaptive image 
noise cancelling, using the theory of complex fuzzy set, the neuro-fuzzy computing 
rationale, and the hybrid learning method which includes the bee-swarm-intelligence 
optimization method and recursive least squares estimator method for the training of 
the CNFS. For performance comparison, the proposed approach has been compared to 
the mean filtering approach and the median filtering approach, as shown in Table 2, 
where the proposed approach outperforms the compares approaches. With the ABC-
RLSE hybrid learning algorithm, the parameters of the CNFS filter is separated into 
two smaller subsets WIf and WThen, based on the concept of divide-and-conquer. The 
parameters of WIf and WThen are updated by the ABC and the RLSE, respectively, so 
that the optimal solution to the parameters of the CNFS can be found easier and 
faster. According to experimental results, the proposed approach has shown good 
performance for adaptive image restoration. 
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Abstract. Fuzzy Rule-Based System (FRB) in the form of human com-
prehensible IF-THEN rules can be extracted from Support Vector Ma-
chine (SVM) which is regarded as a black-boxed system. We first prove
that SVM decision network and the zero-ordered Sugeno FRB type of
the Adaptive Network Fuzzy Inference System (ANFIS) are equivalent
indicating that SVM’s decision can actually be represented by fuzzy IF-
THEN rules. We then propose a rule extraction method based on kernel
function firing strength and unbounded support vector space expansion.
An advantage of our method is the guarantee that the number of final
fuzzy IF-THEN rules is equal or less than the number of support vectors
in SVM, and it may reveal human comprehensible patterns. We compare
our method against SVM using popular benchmark data sets, and the
results are comparable.

Keywords: Rule extraction, fuzzy IF-THEN rules, Support Vector Ma-
chine, pattern classification.

1 Introduction

Support Vector Machine (SVM) is a great tool to approximate functions, rec-
ognize patterns, or predict outcomes [13], [17]. Despite its great performance,
it suffers from its black-boxed characteristics [2], [4]. To make it white-boxed,
rule extraction is needed [12]. A limited number of studies of rule extraction
from SVM have been conducted to obtain more understandable rules in order to
explain how a decision was made. Techniques specifically intended as SVM rule
extraction techniques are based on translucency and scope. Translucency can be
either pedagogical or decompositional, and scope can be either classification or
regression. Pedagogical techniques are those that try to relate inputs with out-
puts without making use of system structure, but decompositional techniques
do make use of structure of the system. Classification techniques are the ones
trying to differentiate input patterns, but regression techniques are trying to
approximate function values.

Previous studies on rule extraction techniques for SVM using decompositional
techniques are SVM + Prototype [15] which uses input clustering to obtain

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 100–109, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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prototype vectors and geometrical formulas to obtain ranges for IF-THEN rules,
tree related method [3] which uses a tree technique on support vectors to obtain
IF-THEN rules, and cubes and separating hyperplane related [6] which uses
cubes extending from separating hyperplane and can be used only in linear SVM,
while the ones using pedagogical techniques are Iter [8] which uses randomly
generated vectors in input space to cover entire input vectors and Minerva [9]
which is similar to Iter but uses Sequential Covering method additionally.

None of the previous studies uses kernel function strength in rule extraction.
Our study makes use of the kernel function strength similar to the way SVM
makes decisions to extract rules; therefore, the decision rules obtained are closer
to SVM decisions. Moreover, our technique guarantees that the number of final
rules is less than the number of support vectors obtained by SVM. The technique
used in our study is considered decompositional in translucency and classification
in scope. Our technique looks for unbounded support vectors, which are the
data points used as base locations to define separating hyperplane, to build
trained SVM decision network to classify testing data. We can prove that SVM
and a type of FRB, called Adaptive Network Fuzzy Inference System (ANFIS),
are equivalent which means fuzzy IF-THEN rules can represent SVM decisions
without loss of functionality. We also compare our method with SVM classifier
using popular benchmark data sets as a validation.

2 Method

2.1 Finding Unbounded Support Vectors

We go through standard procedure of SVM using input data and Gaussian kernel
to get unbounded support vectors [13].

2.2 Constructing Trained SVM Decision Network

We can use the unbounded support vectors obtained in the previous step to
construct a trained SVM decision network. Graphical representation of trained
SVM decision network, which can be used to classify input data, is shown in
Fig. 1.

2.3 Proof of Functional Equivalence of SVM and FRB

The purpose of this part is to formally prove that SVM decision network is equiv-
alent to fuzzy IF-THEN rules which means SVM decision can be represented by
fuzzy IF-THEN rules without loss in functionality.

Fuzzy IF-THEN Rules and Fuzzy Inference System Functions. There
are two well-known types of fuzzy inference method. Mamdani’s fuzzy inference
method and Takagi-Sugeno (TS) method [11]. TS method can be further divided
into zero-ordered and first-ordered type. The zero-ordered type contains only
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Fig. 1. A graphical representation of an SVM decision network is shown, where the
leftmost Xi is input vector, Si is unbounded support vector, K(X, Si) is Gaussian kernel
function where X is each input vector, Wi is weight, and y(X) is output decision

constant in its consequent, but the first-ordered type contains linear equation
with variables from the antecedent part.

There is a layered network system called Adaptive Network-Based Fuzzy In-
ference System (ANFIS) [11] which can be made functionally equivalent to Ar-
tificial Neural Networks (ANN). ANFIS is based on Adaptive Network which
contains layers of functional nodes with connectors; square nodes are dynamic
nodes which depend on node parameters, and circle nodes are fixed nodes which
have empty set of parameters (Fig. 2). We can obtain fuzzy IF-THEN rules from
the ANFIS which is derived from ANN [10]. In this study, instead of making AN-
FIS equivalent to ANN, we make the ANFIS equivalent to SVM.

Fuzzy inference system is composed of a set of fuzzy IF-THEN rules, a
database containing membership functions of linguistic labels, and an inference
mechanism called fuzzy reasoning. Only zero-ordered TS FRB will be shown to
be equivalent to SVM using the following example model as an illustration.

Suppose we have a rule base consisting of two fuzzy IF-THEN rules of TS
type:

Rule 1: If x1 is A1 and x2 is B1 then f1 = a1x1 + b1x2 + c1
Rule 2: If x1 is A2 and x2 is B2 then f1 = a2x1 + b2x2 + c2

then the fuzzy reasoning mechanism can be illustrated in Fig. 2, where the firing
strength of ith rule is obtained as the T-norm (usually minimum or multiplica-
tion operator) of the membership values on the premise part. In our case, we
only use multiplication operator in T-norm step. Strength after T-norm with
multiplication operator is:
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Mi = μAi(X1)μBi(X2) . (1)

Note that overall output can be chosen as the weighted sum of each rule’s output:

f(X) =
R∑

i=1

Mi.wi (2)

where R is the number of fuzzy IF-THEN rules. And the decision equation is:

y(X) = sign(f(X) + b) . (3)

Required Conditions for Functional Equivalence. The functional equiva-
lence between a trained SVM decision network (Fig. 1) and ANFIS (Fig. 2) can
be established if the following are true:

– The number of input patterns is equal to the number of fuzzy IF-THEN
rules.

– The output of each fuzzy IF-THEN rule is composed of a constant.
– The membership functions within each rule are chosen as Gaussian functions

with the same variance.
– The T-norm operator used to compute each rule’s firing strength is multi-

plication.
– Both the SVM decision network and the fuzzy inference system under con-

sideration use the weighted sum method to derive their overall outputs.
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Fig. 2. An example of ANFIS equivalent to SVM, which uses Gaussian kernel function
with two input vectors
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Functions in SVM decision network. Let P be a set of functions:

P = {f1, f2, f3, f4} .

Let X be a set of input vectors:

X = {X1, X2, X3, . . . , Xn} where n is the total number of input vectors.

Let S be a set of unbounded support vectors:

S = {S1, S2, S3, . . . , SN} where N is the total number of unbounded support
vectors.
Let f1(x, y) be Gaussian kernel function; we obtain

f1(X, Si) = exp

[−(‖ X − Si ‖)2)
σ2

]
, i = 1, . . . , N . (4)

Let f2(x, y) be multiplication function; we obtain

f2(f1(X, Si), wi) = wi.f1(X, Si) . (5)

Let f3(x) =
∑N

i=1 xi, we obtain

f3(X) =
N∑

i=1

f2i(X) . (6)

Let f4(x) = sign(x + a), we obtain

f4 = sign(f3 + a) . (7)

Let y be the output; we obtain

y = f4(f3(f2(f1(X, Si)))) = f4 ◦ f3 ◦ f2 ◦ f1(X, Si) . (8)

Functions in ANFIS. Let Q be a set of functions in ANFIS:

Q = {g1, g2, g3, g4} .

Let X be a set of input vectors:

X = {X1, X2, X3, . . . , Xn} where n is the total number of input vectors.

Let S be a set of unbounded support vectors:

S = {S1, S2, S3, . . . , SN} where N is the total number of unbounded support
vectors.
Let g1(X, Si) be Gaussian membership function with T-norm operation

μA1(x1) = exp

[−(x1 − cA1)2

σ2
1

]
(9)

where μA1(x1) is membership function

Mi = μAi(x1)μBi(x2) (10)
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where Mi is result of T-norm operation at i.
We obtain

g1(X, Si) = exp

[−(‖ X − Si ‖)2
σ2

]
, i = 1, . . . , N . (11)

Let g2(x, y) be multiplication function; we obtain

g2(g1(X, Si), wi) = wi.g1(X, Si) . (12)

Let g3(x) =
∑N

i=1 xi, we obtain

g3(X) =
N∑

i=1

g2i(X) . (13)

Let g4(x) = sign(x + a), we obtain

g4 = sign(g3 + a) . (14)

Let z be the output; we obtain

z = g4(g3(g2(g1(X, Si)))) = g4 ◦ g3 ◦ g2 ◦ g1(X, Si) . (15)

The Proof of the Equivalence of SVM and ANFIS

Proof. Since f1 = g1, f2 = g2, f3 = g3, and f4 = g4, then y = z, and X and Si
are the same input in both systems; therefore, the two systems are functionally
equivalent.

2.4 Rules Extraction Based on Firing Strength

The purpose of this step is to extract rules based on the strongest firing signals
associated with unbounded support vectors in high dimensional space.

In Fig. 3, all input patterns are entered into system one at a time. Gaussian
kernel function as a membership function is calculated between current input
and each of the support vectors with the class label we want to identify ignoring
the support vectors of the other class, and the highest value is considered the
strongest signal which will be the only one fired, and the rest will be ignored.
The fired row then stores cumulative min and max value which will be replaced
by new min or new max if it occurs. After all input patterns have been entered,
min and max values in each row will be used as a range in conditional of each
IF-THEN rule.

Schematic diagram of ANFIS implementing rule generation from unbounded
support vectors found from previous step is shown in Fig. 3; Xi is input vec-
tor, and Ai is Gaussian kernel function of unbounded support vector and input
vector.
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Fig. 3. Rule extraction algorithm based on kernel firing strength

The final min and max values of each row are used as a range of the newly
generated IF-THEN rules. The range conditional IF-THEN statements are in
the form:
Rule 1: If (x11 > a11− AND x11 < a11+) AND (x12 > a12− AND x12 < a12+)
AND . . . (x1n > a1n− AND x1n < a1n+) THEN y = v1
Rule 2: If (x21 > a21− AND x21 < a21+) AND (x22 > a22− AND x22 < a22+)
AND . . . (x2n > a2n− AND x2n < a2n+) THEN y = v2
Rule 3: If (x31 > a31− AND x31 < a31+) AND (x32 > a32− AND x32 < a32+)
AND . . . (x3n > a3n− AND x3n < a3n+) THEN y = v3
.
.
.
Rule N: If (xN1 > aN1− AND xN1 < aN1+) AND (xN2 > aN2− AND xN2 <
aN2+) AND . . . (xNn > aNn− AND xNn < aNn+) THEN y = vN

where aij− are lower range values (cumulative min) and aij+ are upper range
values (cumulative max) in 	. N is the total number of unbounded support
vectors, and n is the dimension of input vectors.

2.5 Refining Rules by Unbounded Support Vector Space Expansion

The purpose of this step is to reduce generated rules and refine rule extraction in
low dimensional space. We can combine many range conditional IF-THEN state-
ments from previous step together as long as it does not cause misclassification.
Algorithms pseudo code for input space expansion is:

[Pre-loop condition: Total number of IF-THEN rules equal to total number of
support vectors]
FOR i = 1 TO N
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[N = total number of generated rules]
IF rule i was eliminated THEN NEXT i

DO WHILE (no class overlap from another class) or (maximum value or
minimum value of the input data set reached)

Expand ranges of IF-THEN conditional at i by a small value (e.g., less
than 10% of min value of an attribute)

IF there is class overlap GOTO END WHILE
END IF

END WHILE
END IF

NEXT i
FOR i = 1 TO N

DO WHILE (there are still rules to merge for this i)
IF two ranges coincide then merge the two rules by retaining the larger

ranges
END IF

END WHILE
NEXT i
[Post-loop condition: Number of IF-THEN rules are the same or less than rules
in pre-condition]

We can use set membership symbol in place of greater than and less than
signs as our final form of rules.

IF x11 ∈ [a11−, a11+] AND x12 ∈ [a12−, a12+] AND . . . x1n ∈ [a1n−, a1n+]
THEN y = v1

3 Experimental Results

We perform classification using both SVM and our fuzzy IF-THEN rules on
six benchmark data sets which can be downloaded from UCI Machine Learning
Repository at http://www.ics.uci.edu. The six data sets are Iris [5], Wine [1],
Wisconsin Breast Cancer [18], Habermans Survival Data [7], Ionosphere [16],
and Spect Heart [14]. These data sets are chosen to represent different number
of instances, number of classes, input data types, and number of attributes. Data
Characteristics are data set name (Data Set), number of instances (N), number
of classes (Class), data type (Type) which can be real (R), integer (I), or binary
(B), and number of attributes (Attribute). Each data set is randomly split into
ten parts. In rotation, nine parts are the training data and the remaining part is
the testing data in a ten-fold cross validation technique except the Spect Heart
which contains its own training and testing data separately. Procedures in the
method section are then applied to these data.

Results from each data set are average number of unsigned support vectors
(Avg USV), average percent error (Avg %Error) from SVM, average number of
rules (Avg Rules) from our method, and average percent error from our method,
and the classification results are shown in Table 1. SVM performs classification
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Table 1. Comparison of Errors from SVM and Rules

Data Characteristics SVM Rules
Data Set Na Class Type Attribute Avg USV Avg %Error Avg Rules Avg %Error

Iris 150 3 R 4 37.07 2.89 7.27 6.22
Wine 178 3 R 13 157.57 14.04 52.53 8.99

Wisconsin 699 2 I 10 300.6 5.27 67.5 4.83
Haberman 306 2 I 4 105.7 29.08 63.7 46.41
Ionosphere 351 2 I, R 34 278.0 37.04 165.4 6.84
Spect Heart 187 2 B 22 73.0 10.16 20.0 36.36
a Number of instances.

with less error in Iris, Haberman, and Spect Heart data sets than our method, but
our method performs better in Wine, Wisconsin Breast Cancer, and Ionosphere
data sets. Average number of rules in each data set is lower than number of
unsigned support vectors as claimed by our method.

4 Conclusion

The proposed method is shown to be a good alternative method for rule ex-
traction from SVM and has an advantage over the decision method of SVM by
revealing reasons behind the decision. And this makes it more attractive to be
used in classification or prediction whenever we want to have insight into the
way classification decision is made plus the fuzzy IF-THEN rules obtained can
be easily incorporated into computer program.

The results of our experiments have shown that our method can outperform
SVM decisions in some data sets, but most percent errors of the two methods
are not far apart. It can be stated that the results of the errors from the two
methods are comparable. Another advantage of our method compared to others
is the guarantee that the number of rules in the final set will not exceed the
number of support vectors.

One of the suggestions for future study would be to use clustering algorithm
in high noise data sets. In data sets with high noise, performance of IF-THEN
rules by our algorithm may not perform well in classification. Also if there are
large number of input data, scalability will suffer. K means clustering may be
used in these cases to handle noisy data and also help scalability. After k means
clustering is run, our algorithm can be implemented to obtain IF-THEN rules
from SVM. Another suggestion for future study would be a modification of our
method to handle data sets with a categorical data type.
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Abstract. In the paper, in the Rough Extended Framework, a new
generalization of the concept of the rough transformation has been pre-
sented. The introduced solution seems to present promising area of data
analysis, particulary suited in the area of image properties analysis.
The uniform RECA transformation as a generalization of clustering ap-
proaches contains three standard rough transformations - standard
k -means transformation, fuzzy k -means transformation and EM k -means
transformation. The concept of the RECA transformations has been illus-
trated with its application in the procedure of calculation of the entropy
of the RECA transformation paths. In this way, uniform RECA transfor-
mations give both the theoretical ground for three most prominent data
clustering schemes and at the same time present starting point in the
new data analysis methodology based upon the new introduced concept
of RECA paths.

1 Introduction

Data clustering routines have emerged as most prominent and important data
analysis methods that are primarily applied in unsupervised learning and classi-
fication problems. Most often data clustering presents descriptive data grouping
that identifies homogenous groups of data objects on the basis of the feature
attributes assigned to clustered data objects. In this context, a cluster is con-
sidered as a collection of similar objects according to predefined criteria and
dissimilar to the objects belonging to other clusters.

Data analysis based on the fuzzy sets depends primarily on the assumption,
stating that data objects may belong in some degree not only to one concept or
class but may partially participate in other classes.

Rough set theory [6], [9] on the other hand assigns objects to class lower and
upper approximations on the base of complete certainty about object belonging-
ness to the class lower approximation and on the determination of the possible
belongingness to the class upper approximation. In this way, rough set based
data analysis approaches seem to be advantageous during managing uncertainty
and extracting knowledge form uncertain or incomplete data sources.
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Probabilistic approaches have been developed in several rough set settings,
including decision-theoretic analysis, variable precision analysis, and information-
theoretic analysis. Most often, probabilistic data interpretation depends upon
rough membership functions and rough inclusion functions.

Rough Extended (Entropy) Framework presents extensively developed hybrid
method of data analysis that combines the best elements from all the above
mentioned theories.

In the paper, a new generalization of the concept of the rough transformation
has been presented as uniform RECA transformations. The introduced solution
presents emerging promising area of data analysis, particulary suited in the area
of image properties analysis. The uniform RECA transformation as a generaliza-
tion of clustering approaches contains standard k-means transformation, fuzzy
k -means transformation and EM k -means transformation. Additionally, the uni-
form RECA transformations give a medium for the introduction of the RECA
transformation paths and the entropy of RECA transformation paths. This lat-
ter notion seems to be potentially robust approach for detailed data properties
analysis.

This paper has been structured in the following way. In Section 2 the introduc-
tory information about rough sets in the context of developed Rough Extended
Clustering Framework has been presented. In Section 3 the concepts of uniform
RECA transformations have been introduced and further detailed described in
Section 4. The algorithmic material has been followed by concluding remarks.

2 Rough Extended Clustering Framework

2.1 Rough Set Theory Essentials

An information system is a pair (U,A) where U represents a non-empty finite
set called the universe and A a non-empty finite set of attributes [6]. Let B ⊆ A
and X ⊆ U . Taking into account these two sets, it is possible to approximate the
set X making only the use of the information contained in B by the process of
construction of the lower and upper approximations of X and further to express
numerically the roughness R(ASB, X) of a set X with respect to B by assignment

R(ASB, X) = 1− card(LOW (ASB , X))
card(UPP (ASB , X))

. (1)

The value of the roughness of the set X equal 0 means that X is crisp with
respect to B, and conversely if R(ASB, X) > 0 then X is rough (i.e., X is vague
with respect to B). Detailed information on rough set theory is provided in [7,9].
During the last decades, the rough set theory has been developed, examined and
extended independently in many innovative fuzzy, probabilistic [10] and hybrid
frameworks [8], [9] that combine different data analysis approaches.

Rough Extended Framework presents data analysis system based upon merg-
ing new data analysis tools into rough set theory, see [5], [1], [2], [4]. In REF
framework data object properties and structures are analyzed by means of their
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relation to the selected set of data objects from the data space. This refer-
ence set of data objects performs as the set of thresholds or the set of clus-
ter centers. In this context, Rough Extended Framework basically consists of
two interrelated approaches, namely Rough Extended Thresholding Framework
(T-REF) [3] and Rough Extended Clustering Framework (C-REF). Each of these
approaches gives way development and calculation of rough measures. Rough
measures based upon entropy notion are further referred to as rough entropy
measures.

The subject of this paper consists in the application of the clustering notions
of C-REF platform in the form of uniform RECA transformations.

2.2 General Concepts of Rough Extended Clustering Framework

In general Rough Extended Clustering Framework data object are analyzed by
means of their relation to the selected number of cluster centers. Cluster centers
are regarded as representatives of the clusters. The main assumption made dur-
ing REF based analysis consists on the remark that the way data objects are
distributed in the clusters determines internal data structure. In the process of
the inspection of the data assignment patterns in different parametric settings
it is possible to reveal or describe properly data properties.

Data objects are assigned to lower and upper approximation on the base of
the criteria given in Table 1 for difference based thresholds and in Table 2 for
distance based thresholds. The calculation of the RECA-S sets gives, for ex-
ample the lower and upper approximations, gives the possibility and theoretical
background for development of robust clustering schemes. After the measures for

Table 1. Difference based RECA-S, approximations and related measures

Difference metric based measures
Algorithm Measure Threshold Condition

CC-DRECA mcr(xi, Cm) C |dcr(xi, Cm) − dcr(xi, Cl)| ≤ εcr

CF-DRECA mcr(xi, Cm) F |dfz(xi, Cm) − dfz(xi, Cl)| ≤ εfz

CP-DRECA mcr(xi, Cm) P |dpr(xi, Cm) − dpr(xi, Cl)| ≤ εpr

C-FP-DRECA mcr(xi, Cm) FP |dfp(xi, Cm) − dfp(xi, Cl)| ≤ εfp

FC-DRECA mfz(xi, Cm) C |dcr(xi, Cm) − dcr(xi, Cl)| ≤ εcr

FF-DRECA mfz(xi, Cm) F |dfz(xi, Cm) − dfz(xi, Cl)| ≤ εfz

FP-DRECA mfz(xi, Cm) P |dpr(xi, Cm) − dpr(xi, Cl)| ≤ εpr

F-FP-DRECA mfz(xi, Cm) FP |dfp(xi, Cm) − dfp(xi, Cl)| ≤ εfp

PC-DRECA mpr(xi, Cm) C |dcr(xi, Cm) − dpr(xi, Cl)| ≤ εcr

PF-DRECA mpr(xi, Cm) F |dfz(xi, Cm) − dfz(xi, Cl)| ≤ εfz

PP-DRECA mpr(xi, Cm) P |dpr(xi, Cm) − dpr(xi, Cl)| ≤ εpr

P-FP-DRECA mpr(xi, Cm) FP |dfp(xi, Cm) − dfp(xi, Cl)| ≤ εfp

FP-C-DRECA mfp(xi, Cm) C |dcr(xi, Cm) − dcr(xi, Cl)| ≤ εcr

FP-F-DRECA mfp(xi, Cm) F |dfz(xi, Cm) − dfz(xi, Cl)| ≤ εfz

FP-P-DRECA mfp(xi, Cm) P |dpr(xi, Cm) − dpr(xi, Cl)| ≤ εpr

FP–FP-DRECA mfp(xi, Cm) FP |dfp(xi, Cm) − dfp(xi, Cl)| ≤ εfp
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Table 2. Distance threshold based RECA-S, approximations and related measures

Threshold metric based measures
Algorithm Measure Threshold Condition

CC-TRECA mcr(xi, Cm) C dcr(xi, Cm) ≤ εcr

CF-TRECA mcr(xi, Cm) F dfz(xi, Cm) ≥ εfz

CP-TRECA mcr(xi, Cm) P dpr(xi, Cm) ≥ εpr

C-FP-TRECA mcr(xi, Cm) FP dfp(xi, Cm) ≥ εfp

FC-TRECA mfz(xi, Cm) C dcr(xi, Cm) ≤ εcr

FF-TRECA mfz(xi, Cm) F dfz(xi, Cm) ≥ εfz

FP-TRECA mfz(xi, Cm) P dpr(xi, Cm) ≥ εpr

F-FP-TRECA mfz(xi, Cm) FP dfp(xi, Cm) ≥ εfp

PC-TRECA mpr(xi, Cm) C dcr(xi, Cm) ≤ εcr

PF-TRECA mpr(xi, Cm) F dfz(xi, Cm) ≥ εfz

PP-TRECA mpr(xi, Cm) P dpr(xi, Cm) ≥ εpr

P-FP-TRECA mpr(xi, Cm) FP dfp(xi, Cm) ≥ εfp

FP-C-TRECA mfp(xi, Cm) C dcr(xi, Cm) ≤ εcr

FP-F-TRECA mfp(xi, Cm) F dfz(xi, Cm) ≥ εfz

FP-P-TRECA mfp(xi, Cm) P dpr(xi, Cm) ≥ εpr

FP-FP-TRECA mfp(xi, Cm) FP dfp(xi, Cm) ≥ εfp

Table 3. The measures for RECA-S, for example for the lower and upper approximations

Approximation Distance Value
Cr mcr(xi, Cm) 1
Fz mfz(xi, Cm) μCm

Pr mpr(xi, Cm) |dpr(xi, Cm)
FP mfp(xi, Cm) |dfpr(xi, Cm)

the lower and upper approximations have been calculated, the data objects it is
possible to assign data objects to the clusters in the procedure of cluster centers
recalculation. The measures for the lower and upper approximations have been
presented in Table 3.

The example of the RECA-S set, RECA-CS cluster set and RECA-IA influ-
ence areas has been given in Fig. 1 (a) that are described by the cluster centers
RECA-CC given in Fig. 1 (b).

2.3 The Distance Measures in Rough Extended Framework

Crisp RECA Measures. In crisp setting, RECA measures are calculated on
the base of the crisp metric. Standard crisp distance most often applied in many
working software data analysis systems depends upon Euclidean distance (p = 2)
or arbitrary Minkowsky distance (p > 0), calculated as follows

dcr(xi, Cm) =
(
Σd

j=1(xij − Cmj)p
) 1

p (2)

Fuzzy RECA Measures. Fuzzy membership value μCl
(xi) ∈ [0, 1] for the data

point xi ∈ U in cluster Cl is given as
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a b

Fig. 1. The color 0GB space with selected influence areas (a) of the cluster set RECA-S
with the cluster centers RECA-CC given in (b)

dfz(xi, Cm) = μCl
(xi) =

d(xi, Cl)−2/(μ−1)∑k
j=1 d(xi, Cj)−2/(μ−1)

(3)

where a real number μ > 1 represents fuzzifier value and d(xi, Cl) denotes
distance between data object xi and cluster (center) Cl.

Probabilistic RECA Measures. Probability distributions in RECA measures
are required during measure calculations of probabilistic distance between data
objects and cluster centers. Gauss distribution has been selected as probabilistic
distance metric for data point xi ∈ U to cluster center Cm calculated as follows

dpr(xi, Cm) = (2π)−d/2|Σm|−1/2exp

(
−1

2
(xi − μm)T Σ−1

m (xi − μm)
)

(4)

where |Σm| is the determinant of the covariance matrix Σm and the inverse
covariance matrix for the Cm cluster is denoted as Σ−1

m . Data dimensionality is
denoted as d. In this way, for standard color RGB images d = 3, for gray scale
images d = 1. Mean value for Gauss distribution of the cluster Cm has been
denoted as μm.

Fuzzified Probabilistic RECA Measures. In fuzzified probabilistic RECA
measures, the probabilistic distances to all clusters are fuzzified by means of
the following formulae applied to the d1, . . . , dn distances. Fuzzified membership
value of probabilistic distance dfp(xi, Cl) ∈ [0, 1] for the data point xi ∈ U in
cluster Cl is given as

dfp(xi, Cl) =
dpr(xi, Cl)−2/(μ−1)∑k

j=1 dpr(xi, Cj)−2/(μ−1)
(5)
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3 General Uniform RECA Transformations

In the present publication, a new generalized crisp RECA transform operator
has been introduced in the domain of RECA measures denoted as TR(RECA).
The general RECA uniform transformation requires input image data RECA-I,
arbitrary RECA-S set and RECA transform parameters - RECA-Pcr,fz,pr,fp. In
this general case, cluster recalculation RECA-CR formulae is given as

Cm = Σn
i=0

xi ∗mr(xi, Cm)
Σk

j=0Σ
n
p=0mr(xp, Ck)

(6)

In this context, RECA parameter set most often is denoted as

(C, F, P, FP ) − (C, F, P, FP ) − (T, D)−RECA (7)

where Cr-C (crisp), Fz-F (fuzzy), P-Pr (probabilistic), FzPr-FP (fuzzified prob-
abilistic) are used interchangeably. The uniform RECA-TR transformation is
performed as the procedure given in Algorithm 1.

Algorithm 1. RECA-TR transformation

1. Take parameters for RECA-TR(P, C, I, S)
(a) Calculate the following sets: RECA-CS, RECA-S, RECA-CA
(b) For each data object xi, calculate the membership value mr in the following

form

mr = {mcr, mfz, mpr, mfp, }
(c) Recalculate cluster centers

Cm = Σn
i=0

xi ∗ mr(xi, Cm)
Σk

j=0Σ
n
p=0xp ∗ mr(xp, Ck)

(8)

2. Perform data object re-assignment to clusters
3. Calculate the RECA-TR(P, C, I, S)
4. Repeat calculation of the RECA-TR(P, C, I, S) for the required number of

iterations.

The term uniform in the context of RECA transformations means that the
source transformed RECA-S set has the same type as resultant RECA-S. In this
way, the four uniform transformations are possible

1. RECA(CrCr-TD)(CrCr-TD)
2. RECA(FzFz-TD)(FzFz-TD)
3. RECA(PrPr-TD)(PrPr-TD)
4. RECA(FzFz-TD)(FzFz-TD)

The detailed description of the all above-mentioned types of uniform RECA
transformations has been given in the next Section.
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Table 4. The parameters RECA-P

RECA-S Type RECA-S Parameters Name
Pcr εcr crisp threshold
Pfz εfz fuzzy threshold

μ fuzzifier
Ppr εpr probabilistic threshold

dist probabilistic distribution
Pfp εfp probabilistic threshold

dist probabilistic distribution
μ fuzzifier

4 Uniform RECA Transformations

4.1 RECAcr - Uniform RECA Crisp Transformation

In the present publication, a new generalized crisp RECA transform operator
has been introduced in the domain of RECA measures denoted as

RECA(CrCr − TD)(CrCr − TD)

according to the notation in the Equ. 7. The first element (CrCr-TD) describes
the crisp RECA-S set before the transformation. It means the Cr-TD describes
the crisp threshold type in determining approximations and the first Cr describes
the crisp approximation measure as described in Table 3. The second element
(CrCr-TD) has the same description but denotes the resultant RECA-S set. The
crisp RECA uniform transformation requires input image data RECA-I, crisp
RECA-S set and crisp RECA transform parameters RECA− P cr. In this case,
the measure mr = mcr, calculated as in Equ. 2, RECA-CR formulae is given as

Cm = Σn
i=0

xi ∗mr(xi, Cm)
Σk

j=0Σ
n
p=0mr(xp, Ck)

(9)

The parameters crisp RECA− P cr= {εcr} as given in Table 4.

4.2 RECAfz - Uniform RECA Fuzzy Transformation

In the present publication, a new generalized fuzzy RECA transform operator
has been introduced in the domain of RECA measures denoted as

RECA(FzFz − TD)(FzFz − TD)

according to the notation in the Equ. 7. The first element (FzFz-TD) describes
the crisp RECA-S set before the transformation. It means the Fz-TD describes
the fuzzy threshold type in determining approximations and the first Fz describes
the fuzzy approximation measure as described in Table 3. The second element
(FzFz-TD) has the same description but denotes the resultant RECA-S set.The
fuzzy RECAuniform transformation requires input image data RECA-I, fuzzy
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RECA-S set and fuzzy RECA transform parameters RECA− P fz . In this case,
the measure mr = mfz, calculated as in Equ. 3, RECA-CR formulae is given as

Cm = Σn
i=0

xi ∗mfz(xi, Cm)
Σk

j=0Σ
n
p=0mfz(xp, Ck)

(10)

The parameters fuzzy RECA− P fz= {εfz, μ} are given in Table 4.

4.3 RECApr - Uniform RECA Probabilistic Transformation

In the present publication, a new probabilistic operator has been introduced in
the domain of RECA measures denoted as

RECA(PrPr − TD)(PrPr − TD)

according to the notation in the Equ. 7. The first element (PrPr-TD) describes
the crisp RECA-S set before the transformation. It means the Pr-TD describes
the probabilistic threshold type in determining approximations and the first Pr
describes the probabilistic approximation measure as described in Table 3. The
second element (PrPr-TD) has the same description but denotes the resultant
RECA-S set. The probabilistic RECA uniform transformation requires input im-
age data RECA-I, probabilistic RECA-S set and probabilistic RECA transform
parameters RECA− P pr. In this case, the measure mr = mpr, calculated as in
Equ. 4, RECA-CR formulae is given as

Cm = Σn
i=0

xi ∗mpr(xi, Cm)
Σk

j=0Σ
n
p=0mpr(xp, Ck)

(11)

The parameters probabilistic RECA− P pr= {εpr, dist} are given in Table 4.

4.4 RECAfp - Uniform RECA Fuzzified Probabilistic
Transformation

In the present publication, a new fuzzified probabilistic operator has been intro-
duced in the domain of RECA measures denoted as

RECA(FPFP − TD)(FPFP − TD)

according to the notation in the Equ. 7. The first element (FPFP-TD) describes
the crisp RECA-S set before the transformation. It means the FP-TD describes
the probabilistic threshold type in determining approximations and the first FP
describes the fuzzified probabilistic approximation measure as described in Ta-
ble 3. The second element (FPFP-TD) has the same description but denotes the
resultant RECA-S set. The fuzzified probabilistic RECA uniform transforma-
tion requires input image data RECA-I, probabilistic RECA-S set and fuzzified
probabilistic RECA transform parameters RECA-Pfp. In this case, the measure
mr = mfp, calculated as in Equ. 5, RECA-CR formulae is given as
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Cm = Σn
i=0

xi ∗mfp(xi, Cm)
Σk

j=0Σ
n
p=0mfp(xp, Ck)

(12)

The parameters fuzzified probabilistic RECA-Pfp= {εfp, dist, μ} are given in
Table 4.

4.5 Uniform RECA Transformation Path

The concept of different properties of uniform RECA transformations has been
the starting point in definition of the concept of RECA-paths. The RECA-paths
is a new notion of transformation path geometrical properties and the rough
properties such as entropies of the resultant RECA-S sets.

5 Conclusions and Future Research

In the study, the definition, detailed analysis and presentation material of the
uniform RECA transformations have been presented. The RECA transforma-
tions are the part of the Rough Extended Clustering Framework designed into
the unification of rough set theory in the clustering setting. The introduced so-
lution seems to incorporate the main three k -means based clustering algorithms:
standard k -means, fuzzy k -means and EM k -means clustering into one cluster-
ing framework. These three basic clustering algorithms seem to be a special case
of Uniform RECA transformations.

The combination of the crisp, fuzzy, probabilistic and fuzzified probabilistic
rough measures together with application of different notions based upon rough
sets theory created robust theoretical framework in design, implementation and
application of algorithmic procedures capable of high quality data segmenta-
tion. The application of rough approximations based upon rough transformations
seems to be novel emerging approach in data analysis.
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Abstract. Principal component analysis (PCA) is a well-known method
for dimensionality reduction and feature extraction. PCA has been ap-
plied in many areas successfully, however, one of its problems is noise
sensitivity due to the use of sum-square-error. Several variants of PCA
have been proposed to resolve the problem and, among the variants, im-
proved robust fuzzy PCA (RF-PCA2) demonstrated promising results.
RF-PCA2, however, still can be affected by noise due to equal initial
membership values for all data points. The fact that RF-PCA2 is still
based on sum-square-error is another reason for noise sensitivity.

In this paper, a variant of RF-PCA2 called RF-PCA3 is proposed.
The proposed algorithm modifies the objective function of RF-PCA2 to
allow some increase of sum-square-error and calculates initial member-
ship values using data distribution. RF-PCA3 outperforms RF-PCA2,
which is supported by experimental results.

Keywords: principal component analysis, noise sensitivity, membership
initialization, nearest neighbor, KD-tree.

1 Introduction

Principal component analysis (PCA) is a well-known and widely used method,
which is optimal in the sense that it is an orthogonal transformation minimiz-
ing the sum of squared errors or reconstruction errors [1]. Although PCA has
been used successfully in many applications, it has some problems and noise
sensitivity is one of them. There have been several approaches to resolve noise
sensitivity and they can be divided roughly into two groups: subset-based meth-
ods and fuzzy methods. Subset-based methods utilize one or more subsets of
data to robustly estimate principal components (PCs) [2][3][4]. Although they
showed successful results, they tend to suffer the small sample size problem and
instability in calculating PCs.

To find robust PCs, fuzzy variants of PCA adopt fuzzy memberships to reduce
the effect of outliers. Most fuzzy methods except robust fuzzy PCA (RF-PCA)
consist of two steps, (1) estimating memberships and (2) finding PCs by build-
ing a fuzzy covariance matrix, and they put a focus on the first step [5][6].
Fuzzy methods estimate memberships by formulating objective functions and

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 120–129, 2011.
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optimizing them, however, the basic limitation is that only the first PC is used
to estimate memberships. Although the first PC retains the largest portion of
data variance, it can be easily affected by noise. Another problem is that the
quantity optimized, memberships from fuzzy clustering for example, does not
have a direct relationship with PCA.

RF-PCA, also belongs to the second group, extended previous methods by
using k(k ≥ 1) PCs simultaneously and minimizing the sum of reconstruction
errors in the estimation of memberships [7]. PCA minimizes the sum of recon-
struction errors, therefore, it is natural to minimize the sum of reconstruction
errors in the estimation of memberships. By iteratively optimizing memberships
and PCs, RF-PCA demonstrated better result than other methods. However,
using two different objective functions for memberships and PCs results in the
lack of convergence property. The difference between two objective functions also
slows the convergence and deteriorates the solutions of RF-PCA.

Improved robust fuzzy PCA (RF-PCA2) is a variant of RF-PCA in which
the two objective functions are integrated to form a common objective function
for memberships and PCs [8]. RF-PCA2 converges faster than RF-PCA and the
solutions are closer to the desired ones than those of RF-PCA. However, RF-
PCA2 still can be affected by outliers. The noise sensitivity comes from several
reasons and assigning equal initial memberships for all data points is one of
them. Another reason is that RF-PCA2 is still based on sum-square-error.

In this paper, a variant of RF-PCA2 called RF-PCA3 is introduced, which
initializes memberships using Gaussian distribution and allows some increase
of sum-square-error by introducing a new term to the objective function RF-
PCA2. There are numerous available methods to estimate initial memberships
[9], however, a simple method which assigns small membership values to outliers
is used in this paper for a computational reason. Although small membership
values may be assigned to some typical points, it can be corrected during the
iterative optimization. By changing the initial memberships from equal values to
data-dependent ones, RF-PCA3 has more chance to converge on a local optimum
better than others.

As PCA comes from the minimization of sum-square-error, the dependence
on sum-square-error cannot be overcome completely. By adding a term corre-
sponding to the objective of PCA, however, the dependence can be relaxed. As
the new term allows the objective function of RF-PCA3 can accommodate some
increase of sum-square-error, RF-PCA3 can effectively reduce noise sensitivity.

In the next section, RF-PCA2 is briefly reviewed and RF-PCA3 is formulated
in Section 3. Experimental results are given in Section 4 followed by a discussion.

2 RF-PCA2

RF-PCA2 is an iterative algorithm which tries to find k orthonormal basis vec-
tors corresponding to robust PCs. Let X = {x1, x2, · · · , xN} be a sample set
and N is the number of data points. The objective function of RF-PCA2 can be
written as
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arg min
W

J =
N∑

i=1

ui||(xi − μR)−WWT (xi − μR)||2

+ σ2
N∑

i=1

(ui log ui − ui),

=
N∑

i=1

uie(xi) + σ2
N∑

i=1

(ui log ui − ui),

s.t. WT W = I,

(1)

where ui is the membership of xi, μR is a weighted mean, σ is a regulariza-
tion constant, W is a matrix having k basis vectors as columns, I is an identity
matrix, and e(xi) is a reconstruction error. The first term measures the sum of
membership-weighted reconstruction errors and the second one is a regulariza-
tion term to make estimated PCs noise-robust.

Alternating optimization can be used to find an optimal W , in which U =
[u1, u2, · · · , uN ]T and W are updated iteratively. By taking a partial derivative of
Eq. (1) with respect to ui, one can obtain the update equation of memberships:

ui = exp
(
−e(xi)

σ2

)
. (2)

Similarly, by taking a partial derivative with respect to μR, one can obtain the
update equation of a weighted mean:

μR =

N∑
i=1

uixi

N∑
i=1

ui

. (3)

Basis matrix W minimizing Eq. (1) under the constraint WT W = I can be
obtained by finding k eigenvectors having k largest eigenvalues of a weighted
covariance matrix, which is defined as

1: Initialize a membership vector U0 = [u1, . . . , uN ]T = [1, . . ., 1]T and a counter
t = 0.

2: repeat
3: t ← t + 1.
4: Calculate a weighted mean vector μR and a weighted covariance matrix CR

(Eqs. (3) and (4)).
5: Build an orthonormal basis matrix Wt using the eigenvectors of CR.
6: Calculate the memberships Ut using Eq. (2).
7: until Jt−1 − Jt < ε or t > tmax

8: return

Fig. 1. RF-PCA2 algorithm
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CR =
1
N

N∑
i=1

ui(xi − μR)(xi − μR)T . (4)

The detailed derivation can be found in [8]. The RF-PCA2 algorithm is sum-
marized in Fig. 1, where ε is a predefined constant and tmax is the maximum
number of iterations.

3 RF-PCA3

Although RF-PCA2 outperformed previous methods, it still has some problems.
First of all, as RF-PCA2 is based on sum-square-error, the result of RF-PCA2
still can be affected by outliers. This can be relaxed by adding a term corre-
sponding to the objective of PCA, which results in another variant of robust
fuzzy PCA called RF-PCA3. The new objective function can be written as

arg min
W

J =
N∑

i=1

ui||(xi − μR)−WWT (xi − μR)||2

+ σ2
N∑

i=1

(ui log ui − ui)

− α

N∑
i=1

||(xi − μR)−WWT (xi − μR)||2,

=
N∑

i=1

(ui − α)e(xi) + σ2
N∑

i=1

(ui log ui − ui),

s.t. WT W = I,

(5)

where α(α > 0) is a weighting constant. The third term in Eq. (5) allows data
points to have large reconstruction errors, which helps RF-PCA3 to reduce noise
sensitivity due to the use of sum-square-error. The constant α balances the first
and third term of Eq. (5) and, in this paper, the value of it was set as α = 0.5
experimentally.

The update equations of RF-PCA3 can be obtained using the derivation in the
previous section. RF-PCA3 also uses Eq. (2) to update memberships, however,
basis matrix W is built using different weighted mean and weighted covariance
matrix, which can be written as

μR =

N∑
i=1

(ui − α)xi

N∑
i=1

(ui − α)
, (6)

CR =
1
N

N∑
i=1

(ui − α)(xi − μR)(xi − μR)T . (7)
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Table 1. Sum of neighbor distances

SND NN A

D1 N I Euclidean distance
D2 N cov(X) Mahalanobis distance
D3 K I K nearest neighbor, Euclidean distance

Another reason for noise sensitivity in RF-PCA2 is Step 1, initialization step
in Fig. 1. RF-PCA2 uses uniform initialization, whereas, in this paper, we pro-
pose to use another membership initialization method that considers data dis-
tribution. As PCA assumes data follow a Gaussian distribution, a typical point
is the one that lies in a dense region. In other words, a point that has a small
sum of distances to its neighbors can be considered as typical and should have
a large membership value. Equation (8) represents the sum of distances of xi to
its neighbors, called sum of neighbor distances (SND):

di =
NN∑
j=1

||xi − x(j)||2A, 1 ≤ i ≤ N, (8)

where NN(NN ≤ N) is the number of neighbors, x(j) is the jth nearest neighbor
of xi, and A is a covariance matrix. In this paper, three SNDs using different
NN and A are considered. When NN = N , all the data points participate in
the calculation of SND and only a proper subset of X is used when NN < N .
When A = I, Euclidean distance is used as a distance measure and Mahalanobis
distance is used when A is a data covariance matrix of {x(j)|j = 1, · · · , NN}.
Table 1 summarizes the differences among SNDs used in this paper. In Table 1,
D3 is the only local SND considering K nearest neighbors and the other two are
global SNDs with Euclidean and Mahalanobis distance, respectively. Although
D1 is a simple and well-motivated measure for calculating initial memberships, it
requires O(N2) time complexity, which is infeasible for large data. Therefore, D3
was also considered because finding nearest neighbors can be done efficiently with
KD-tree [10][11]. D2 is considered because Mahalanobis distance as a generalized
Euclidean distance is better in handling Gaussian distributions than Euclidean
distance in spite of its computational burden. However, Mahalanobis distance
and K nearest neighbors was not considered in this paper because calculating
N local covariance matrices requires too much computation.

Using Eq. (8), the initial membership in Step 1 of Fig. 2 can be calculated as

ui = exp
(
− d′i

σd

)
, (9)

where σd is standard deviation of di. The value d′i in Eq. (9) is a mapped distance
defined as

d′i = max(di − d̄, 0), (10)

where d̄ is an average of di. The RF-PCA3 algorithm is summarized in Fig. 2,
which is different from RF-PCA2 in Step 1 and Step 4. In Step 1, a different



Another Variant of Robust Fuzzy PCA 125

1: Initialize a membership vector U0 using Eq. (9) and a counter t = 0.
2: repeat
3: t ← t + 1.
4: Calculate a weighted mean vector μR and a weighted covariance matrix CR

(Eqs. (6) and (7)).
5: Build an orthonormal basis matrix Wt using the eigenvectors of CR.
6: Calculate the memberships Ut using Eq. (2).
7: until Jt−1 − Jt < ε or t > tmax

8: return

Fig. 2. RF-PCA3 algorithm

initialization method is adopted and in Step 4, weighted mean and weighted
covariance are different from those of RF-PCA2.

4 Experimental Results

To investigate the effectiveness of the proposed method, RF-PCA2 and RF-
PCA3 were implemented and tested using Matlab. Figure 3 shows a data set and
the first PCs found by PCA and RF-PCA3. The data consist of 110 randomly
generated points, 100 points from a Gaussian distribution and 10 noise points
from another Gaussian distribution. The centers of two Gaussian distributions
were given as [0, 0]T and [4, 3]T , respectively, and the covariance matrices were

Σdata =
[

4 −4
−4 4

]
and Σnoise =

[
0.33 0
0 0.33

]
. This data set will be referred to as

G1. As is clear from Fig. 3, PCA found a skewed PC due to noise, but RF-PCA3
found an unskewed one because the noise points have small membership values
and are negligible in the calculation of the first PC.

The first PC found by RF-PCA2 is not depicted in Fig. 3 but it was a little
different from that of RF-PCA3. The first experiment was, therefore, to compare
the quality of PCs. The performance of each algorithm can be estimated by the
angle between a PC from noise-free data and the corresponding PC from noisy
data. Let w0 be the first PC found by PCA using a noise-free data set that is

PCA
RF−PCA3

Fig. 3. Principal components found by PCA and RF-PCA3
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Fig. 4. Angle histograms on G1 using (a) RF-PCA2 and (b) RF-PCA3

equal to the data used in Fig. 3 without noise points. The vectors w1 and w2
are the first PCs found by RF-PCA2 and RF-PCA3 using a noisy data set, i.e.,
G1. Figure 4 represents the histograms of angles between pairs of vectors – w0
vs. w1 and w0 vs. w2 – over 1,000 runs. The average angle between w0 and w1
is 1.357o and that between w0 and w2 is 0.886o, which means that PCs found
by RF-PCA3 are more similar to the desired PCs than those of RF-PCA2 and
that RF-PCA3 is more noise resistant than RF-PCA2. Even more, RF-PCA3
converges faster than RF-PCA2. The average number of iterations was 5.531 for
RF-PCA3 and 6.623 for RF-PCA2.

In the previous experiments, RF-PCA2 also showed reasonable results. When
the center of a noise distribution was moved from [4, 3]T to [7, 7]T (this data
set will be referred to as G2), however, RF-PCA2 fell into a local optimum as
shown in Fig. 5. This is mainly from the uniform initialization in RF-PCA2. RF-
PCA3, however, initializes memberships in a data-dependent way, which makes
RF-PCA3 not to fall into a local optimum. Figure 6 summarizes experimental
results on G2. As is clear from Fig. 6, RF-PCA2 falls into a local optimum most
of the time, whereas RF-PCA3 rarely falls into a local optimum.

RF-PCA2 and RF-PCA3 were also compared using another type of noise.
Previous experiments used a Gaussian distribution to generate noise points,
whereas, in this experiment, uniform distribution was used to sample noise,
which will be referred to as G3. Figure 7 shows the data and the first PCs found

Fig. 5. Local optimum in RF-PCA2
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Fig. 6. Angle histograms on G2 using (a) RF-PCA2 and (b) RF-PCA3

by RF-PCA2 and RF-PCA3. Noise ratio, the number of noise points divided by
the number of data points, represents the degree of noise and the noise ratio
in Fig. 7 is 0.7. Figure 8 summarizes the experimental results on G3 with noise
ratio ranging from 0.1 to 1.0. As is clear from Figs. 7 and 8, RF-PCA3 is better
than RF-PCA2 under uniform noise condition and the difference increases as

RF−PCA2
RF−PCA3

Fig. 7. Principal components found by RF-PCA2 and RF-PCA3
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Fig. 8. Average angles with respect to noise ratio
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noise ratio increases. This experiments also used the procedure described above
except that the number of runs is 300 for each noise level. To calculate initial
membership values D1 was used up to here.

The last experiment was designed to compare the SNDs described in Table 1.
Three SNDs were tested using both of the noise types. In this experiment, noise
ratio was set as 0.6, however, experimental results with different noise ratio were
almost identical to those presented here. Table 2 summarizes the experimental
results with different SNDs. From this experiment, it is hard to say which one is
better between D1 and D2 because none of the two consistently outperformed the
other. However, D3 outperformed the others in accuracy and speed all the time.

One problem in using D3 lies in deciding K, the number of neighbors. When
K is too small, the calculated value can be easily affected by noise. Whereas we
cannot benefit from the fast nearest neighbor finding when K is too large. In
this paper, K was set as 20 experimentally.

Table 2. Average angles and iteration numbers with respect to SND

Gaussian blob noise Uniform noise
Angle Iteration Number Angle Iteration Number

D1 2.3361 5.531 2.2226 6.950
D2 2.2533 6.263 2.2257 6.534
D3 2.1548 5.214 2.1788 6.370

5 Conclusions

PCA is a simple but effective method for dimensionality reduction and feature
extraction. However, noise sensitivity originating from the objective of PCA is
one of the problems in PCA. RF-PCA2 was the most promising one that uses
fuzzy memberships and iterative optimization to mitigate noise sensitivity. RF-
PCA2, however, is still affected by noise, which comes from two facts: uniform
initialization and use of sum-square-error. In this paper, we proposed a variant
RF-PCA2 which uses data-dependent initialization and modifies the objective
function to allow some increase of sum-square-error. Experimental results using
some artificial data sets showed that RF-PCA3 is more noise robust than RF-
PCA2 although real-world applications will provide more thorough validation.
We also tested three different initialization methods and a local SND considering
some nearest neighbors was the best in speed and accuracy. However, deciding
the number of neighbors is an unanswered question which is under investigation.
Another problem in RF-PCA3 is its computational complexity. As RF-PCA3
is an iterative algorithm, it requires more computation than other methods.
Another membership calculation method may reduces the computational com-
plexity by accelerating the convergence without sacrificing performance, which
is left for further research.
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Abstract. With the increasing interest in multimedia annotation, emotion 
annotation is being recognized as an essential resource which can be applied for 
a variety of purposes, including video information retrieval and dialogue 
systems. Here we introduce an automatic emotion annotation schema for 
dialogues, which could be used for the retrieval of specific scenes in film. 
Distinguished from previous works, we apply a new approach using the 
hypernym/hyponym relations and synonyms of WordNet, which enables us to 
organize a novel set of emotional concepts and to automatically detect whether 
a specific emotional word is associated with a specified emotional concept 
through measuring the conceptual distance between them. 

Keywords: emotion annotation; WordNet; conceptual distance; emotional 
concept; emotion state. 

1   Introduction 

Since enormous volumes of multimedia contents are produced and distributed due to 
web development and advances in multimedia technology, users require quick and 
easy access to desired information. Therefore, annotating multimedia contents, which 
include a variety of semantic information, is indispensable for improving video 
information retrieval performance. Multimedia contents contain diverse significant 
features, from objective features such as visual objects to subjective features such as 
emotions. Most studies have concentrated on the recognition of objective features 
such as face recognition or audio pitch. However, since annotating subjective 
information has recently become available for multimedia retrieval and multimedia 
abstraction, advanced emotion annotation approaches have been researched. 

In this paper, we describe an automatic emotion annotation schema for use in video 
information retrieval and video abstraction. As mentioned earlier, annotation plays an 
important role in advanced information retrieval applications. For example, emotion 
annotation in dialogues could be used to query specific sections in films [1]. People 
could search for particularly frequent or impressive scenes whenever necessary. 
Scenes in a film can be annotated by different emotion concepts such as ‘happiness’, 
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‘sadness’, and ‘anger’, as actors and actresses express various emotions throughout 
the story.  For example, a scene where the two main characters have a dispute can be 
labeled as ‘anger’ based on the use of words such as ‘angry’ and ‘hate’. 

To date, there has been considerable research on the relation between speech and 
emotion. The main issues are concentrated on the labeling of emotions and their 
recognition or detection based on choosing from lists of emotion concepts proposed in 
different disciplines. 

The problems exposed by related works can be summarized as follows: 

• No definitive taxonomy of emotion: There is no definitive taxonomy of 
emotions that is widely recognized by researchers though numerous emotion 
categories have been suggested in diverse fields from a minimal set of emotions 
such as Positive/Negative [4] to the big six categories (anger, fear, happiness, 
sadness, surprise, and disgust) [2, 3]. Therefore selecting a specific emotional 
label is difficult task. Besides, employing specific emotional labels lead to 
unsatisfactory coverage, because a great number of dialogues could be missed. 

• Manual annotation: Manual annotation has a limitation. If a group of people 
annotate manually, they will achieve little consensus in determining and naming 
emotions [2, 3, 4, 5]. 

In order to overcome these problems, our work deals with the challenges of two main 
tasks: 

• New emotional concepts based on WordNet: We propose a suitable large scale 
emotion taxonomy which allows the majority of dialogues to be annotated instead 
of existing emotion labels. To achieve this, we extracted 43 emotional concepts 
from WordNet, which are hyponyms of three emotional concepts, ‘feeling’, 
‘emotion’, and ‘emotional state’. In order to group these 43 emotional concepts as 
similar concept, we clustered them to 30 emotional concepts. 

• Automatic emotional annotation schema: Differently from other research, we 
introduce the automatic emotional annotation schema using semantic relations 
such as hypernym/hyponym and synonym that are represented in WordNet. In 
addition, the Automatic Emotion Annotator (AEA) using this schema is 
implemented. After parsing dialogues by the Stanford POS Tagger [8], we extract 
nouns, adjectives, verbs and adverbs from each dialogue. We automatically detect 
which of the 30 emotional concepts a specific extracted word belongs to, and 
describe each word by points measuring the conceptual distance between a 
specific word and the relevant emotional concepts. 

The rest of this paper is organized as follows. Section 2 reviews related works in 
emotion annotation. Section 3 describes our automatic emotion annotation schema. In 
section 4, we provide examples from our current experimental investigations. Section 5 
summarizes our conclusions and outlines our ongoing work. 

2   Related Works 

The approaches adopted for describing emotional states can be largely divided into 
two types, specific emotion concepts and abstract dimensions. 
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Devillers [4] and Ling Chen [5] deal with the former. Devillers’ schema [4] is used 
for labeling emotions in dialogues between agents and customers using five emotions: 
anger, fear, satisfaction, excuse and neutral. The annotation is accomplished by three 
annotators, who manually label each sentence with one of the five emotions. Since the 
list of emotions that Devillers selects is adapted for call center services, it is not clear 
that it would be equally applicable to different domains. EmoPlayer developed by 
Ling Chen is a media player used for playing a video clips with affective annotations 
[5]. It shows the emotions expressed by characters in films along a video timeline 
through color bars using mapping between emotions and colors. The various 
emotional expressions can be left unlabeled, because Ling Chen employs a simple 
emotion concept such as happy, sad, fearful, angry and neutral for affection 
annotation. As is the case for the schema of Devillers, emotions are labeled manually 
by a group of people. 

Craggs proposed an annotation schema based on dimensional scales instead of 
adopting one of the specific emotion labels suggested in different disciplines [2, 3]. 
His schema is to annotate the emotional states in dialogues between nurses and cancer 
patients in terms of a space with two dimensions, intensity and evaluation. The 
intensity dimension describes the degree of emotion displayed in utterances, and each 
utterance can have a value from 0 to 4. The evaluation dimension labels the polarity 
of emotion expressions in utterances using three values, positive, negative and 
neutral. Craggs’ schema also relies on manual annotation. One problem exposed by 
this schema is that there is no consistency among annotators, because it does not 
present criteria for determining the intensity of emotions in utterances. 

The previous approaches are faced with the following two main problems. First, 
taking the specific emotion concepts gleaned in psychology and linguistics does not 
guarantee satisfactory reliability and high rates of coverage, because the majority of 
emotional expressions could be omitted. Second, an error can occur when annotating 
manually, and it is hard to achieve a result that can agreed upon by a number of 
annotators. Thus, we try to propose an automatic emotion annotation schema using 
WordNet. 

3   Automatic Emotion Annotation Schema Using WordNet 

Human emotion can be conveyed by various media such as facial display, gesture, 
speech, and a large vocabulary such as ‘cry’, ‘nervous’, ‘gloomy’, etc. Nowadays, 
since linguistic expression is available for studying emotion, several emotion 
annotation schemas for dialogue have been suggested. 

Our approach is aimed at differentiating among the variety of emotion annotation 
schemata. We have organized a new set of emotional concepts by taking advantage of 
WordNet instead of selecting existing emotion labels. We extracted three concepts, 
emotional state, emotion and feeling from WordNet and the 43 sub-emotional 
concepts included. Besides, we made use of the semantic relations of WordNet for the 
automatic emotion annotation schema.   

This schema can automatically perform a mapping between emotional words 
expressed in dialogues and emotional concepts using semantic structures such as 
hypernym/hyponym and synonym represented in WordNet. Furthermore, it can 
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describe an emotional state of a dialogue by points measuring the conceptual distance 
between an emotional word and the emotional concept that it belongs to. 

3.1   Automatic Emotion Annotation Architecture 

For each dialogue, we measure the emotional states in dialogues and annotate the 
emotional state. Our proposed schema consists of three phases as shown in Fig. 1: 

 

Fig. 1. Automatic Emotion Annotation Architecture 

• Dialogue Parsing: A dialogue received from a subtitle is parsed by the POS 
tagger [8], and then, nouns, verbs, adjectives, and adverbs are extracted from a 
dialogue. Unemotional words or stop words, such as pronoun, ‘be’ verb, and 
article, are erased. 

• Emotional State Calculation (ESC): An emotional state is measured by labeling 
automatically each emotional concept and calculating each emotional value for 
parsed words through the process, as shown on center of Fig. 1. 

• Annotation: An emotional state is annotated in a dialogue. 

3.2   WordNet-Based Emotional Concept  

In this section, we present our WordNet-based emotional concept, which is built for 
gaining sufficiently high rates of coverage by labeling emotions in dialogues as 
efficiently as possible. 

 

Fig. 2. Example of emotional concepts extracted from WordNet 
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Firstly, we selected three concepts, ‘emotional state’, ‘emotion’, and ‘feeling’ that 
are described in WordNet. These concepts have a hierarchical structure. The concept 
of ‘feeling’ is a super class of the concept of ‘emotion’, which is a super class of the 
concept of ‘emotional state’ in WordNet. 

Secondly, we extracted 43 emotional concepts from WordNet, which are 
hyponyms of these three concepts. Fig. 2 shows examples of hyponyms taken from 
WordNet [7, 9]. We arranged the 43 emotional concepts by grouping them based on 
their definitions that are described in WordNet. For example, ‘pleasure’, ‘joy’, 
‘enthusiasm’, and ‘satisfaction’ are grouped under the word ‘happiness’ because they 
contain the concept ‘happiness’ or ‘joy’ in the definition. Therefore, the word 
‘happiness’ is hypernym of ‘pleasure’, ‘joy’, ‘enthusiasm’, and ‘satisfaction’. 

Finally, we created a new set of 30 emotional concepts by grouping the 43 
emotional concepts extracted from WordNet, as shown in Fig. 3. 

 

Fig. 3. Set of 30 emotional concepts to be grouped 

3.3   Measuring Conceptual Distance Using WordNet  

Notations used to calculate emotional state of a dialogue are stated in Table 1. 

Table 1. Notations for the proposed method 

Notations Description 
TECW Top Emotional Concept Word 
ESDk Emotional state of kth dialogue 
EV = <ev1,ev2,…,evn> Emotional vector (Represents an emotional state) 
evi An emotional value for ith emotional concept 
ev(word) An emotional value of word (range of values: 1~8) 
dist(word) A conceptual distance of word. Its initial value is 0. 

 
 

Two emotional vectors (EVa, EVb) are added for only the same emotional concept 
as given by equation 1. 

EVa+EVb = <eva1+evb1,eva2+evb2,…,evan+evbn> (1)

Our automatic emotion annotation schema relies on the diverse semantic structures of 
WordNet. This is a large-scale lexical data base of English, which contains nouns, 
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verbs, adjectives and adverbs, and represents the meaning of each word by various 
semantic relations such as hypernym, hyponym, and synonym. This provides a 
suitable environment for annotating the emotions in dialogues in a fully automatic 
manner. 

 

Fig. 4. Example of a hierarchy of the words ‘pleasure’ and ‘dislike’ 

We take advantage of the hierarchy of hyponym/hypernym relations and synonyms 
for automatically labeling emotions in dialogue and measuring the conceptual 
distance between a specific emotional word and the emotional concept with which it 
is associated. Fig. 4 shows a hierarchy of the hypernym/hyponym relation of the 
words ‘pleasure’ and ‘dislike’. For example, hypernym/hyponym relations and 
synonyms enable us to not only automatically find that an emotional word such as 
‘nice’ can be labeled by the emotional concept ‘pleasure’ but also calculate the 
conceptual distance between the word ‘nice’ and the emotional concept ‘pleasure’.   

The conceptual distance is defined in [6] as “the length of the shortest path that 
connects the concepts in a hierarchical semantic net”. In our research, it provides the 
basis for determining the closeness in meaning between a specific emotional concept 
and a specific emotional word. The closer a specific word is to the related emotional 
concept, the higher the level of semantic relatedness between them. On the contrary, 
the greater the distance of a specific word from the related emotional concept, the 
lower the level of semantic relatedness between them. As shown in Fig. 5, the further 
a specific word is from the relevant emotional concept, the more points are deducted. 
2 points are deducted for a hyponym and 1 point is deducted for a synonym. 

 

Fig. 5. Conceptual distance 

Since the higher the value of the conceptual distance between a specific word and 
the related emotional concept, the higher the level of semantic closeness between 
them, we take the highest one from among the values obtained. 

A Top Emotional Concept Word (TECW), such as happiness, liking, and dislike, 
has an emotional value of 8. The conceptual distance (dist) from the word to the 
TECW is calculated by equation 2 and 3. For a hypernym connection on the path 
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from TECW to a specific word, the distance of this word increases 2 points by 
equation 2.  

distk+1(word) = distk(word) + 2 (2)

For a synonym connection on the path, it increases 1 point by equation 3.  

distk+1(word) = distk(word) + 1 (3)

An emotional value (ev) of a word is obtained from equation 4 that subtracts the 
conceptual distance from the emotional value of the TECW. 

ev(word) = ev(TECW) - dist(word) (4)

Since the calculated emotional value of a word means the size of the ith emotional 
concept, an emotional word can be represented as a vector with the value at the ith 
element. Each element of this vector refers to an emotional concept, and the number 
of elements is 30, as shown in Figure 3. This vector is the emotional vector. Also, 
each emotional vector of a word is summed, and then, the emotional vector of a 
dialogue is calculated using equation 1. This emotional vector represents the 
emotional state of a dialogue. 

The calculation of emotional state for a dialog is represented as Algorithm 1. 

Algorithm 1. Calculation of emotional state for a dialog 

Input : D                                   //D: a dialog 
Output : ESD                          //ESD: emotional state of a dialog D 
ev = EmotionalVector(w)      // Function to calculate emotional vector of word (w) 
 
function ESC(D)                   //Emotional State Calculating Function 
begin 

w[] = get words via parsing with POS-Tagger 
for i  1 to n  

ESD = ESD + EmotionalVector(w[i], 8) // 8 : initial value of conceptual distance of ith word 
return ESD 

end 
 
Input : w, score                      // w : Word, score : distance variable of word 
Output : EV                           //EV : emotional vector of word (w) 
Initial value of maxScore = 0 
function EmotionalVector(w, score) 
begin 

SynSet[] = get synonyms of w from WordNet 
for i  1 to n                     // n : the number of synonyms 

maxScore = Max(maxScore, EmotionalVector (SynSet[i], score-1))      // recursive call 
HypSet[] = get hypernyms of w from WordNet 
for j  1 to m                  // m : the number of hypernyms 

if HypSet[j] is TECW then  
if score > maxScore then 

maxScore = score        //update maxScore 
else  

maxScore = Max(maxScore, EmotionalVector (HypSet[j], score-2))    //recursive call 
set element of TECW at emotional vector (EV) as maxScore 

return EV 
end 
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For example, let this process to be applied to “Honey! Don’t worry. I will come 
back soon.” This dialogue is sent to the function ESD to calculate emotional state of it 
as shown in Algorithm 1. At the Dialogue Parsing phase as shown in Fig. 1, the words 
‘honey (noun)’ and ‘worry (verb)’ are extracted as w[] after the unemotional words 
are removed. At the next phase, the emotional vector of this dialogue is set by 
calculating the conceptual distance of each extracted word using the function 
EmotionalVector as shown in Algorithm 1. This function calls recursively to search a 
synonym or a hypernym on the path to TECW. This search is processed as follows. 

• Honey >> lover-synonym(+1) >> love-derivation(+0): dist(honey) = 1  
ev(honey) = 8 – dist(honey) = 7 

• worry >> anxiety-hypernym(+2): dist(worry) = 2  ev(worry) = 8 – dist(worry) = 6 

The word ‘honey’ is connected to ‘love’ as a synonym. Since emotional word ‘honey’ 
has only one synonym to the emotional concept of ‘love’, the emotional value of 
‘honey’ is 7. Also, through the same process, the emotional concept of ‘worry’ is 
searched as ‘anxiety’ with a value of 6.  

Therefore, an emotional vector (EV) for each word is represented using these 
concepts and values as follows: 

• honey: <0,7,0,0,0,0,…,0> 
• worry: <0,0,0,6,0,0,…,0> 

The emotional state of the dialog “Honey! Don’t worry. I will come back soon.” 
(ESD) is calculated by the summation of two vectors as follow by equation 1. 

• Honey! Don’t worry. I will come back soon.: <0,7,0,6,0,0,…,0> 

The calculated emotional state is annotated at this dialogue. 

4   Evaluation and Discussion 

In this section we present the experimental results of our automatic emotion 
annotation in dialogues of subtitles and evaluation. We selected 4 romantic comedies 
(M1 – M4) for evaluation, as shown in Table 2. For practical reasons, this is a 
sensible choice, since the appeal of these films is in the dramatic reality of the 
emotions expressed by the characters. 

We implemented the AEA (Automatic Emotion Annotator) that detects and 
annotates the emotional states of dialogs with JAVA. We applied the Stanford POS-
tagger version 3.0 for parsing dialogues to the AEA. Also, the AEA is implemented  

 
Table 2. Information of evaluation data 

Movie ID Movie Name Genre # of Dialog 
M1 He’s just not that into you Romance/Comedy 1098 
M2 Notting Hill Romance/Comedy 937 
M3 Pretty Woman Romance/Comedy 979 
M4 You’ve got mail Romance/Comedy 1147 
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by using a WordNet API (JAWS) for JAVA in order to calculate the conceptual 
distance in WordNet (version 2.1).  

Ground truth: For each movie, we asked three specialists in film and literature to 
manually label emotional concepts and values for each dialog after watching movies. 
The emotional concepts that were labeled by all three persons were treated as the 
ground truth. And then, the average of the values labeled by the three persons was 
applied to the emotional value. However, if one person labeled a different emotional 
concept, this was removed.  

4.1   Evaluation of Emotion Annotation 

The following experiment investigates the effectiveness of WordNet-based emotion 
annotation. Table 3 summarizes the result of emotion annotation, showing how 
WordNet-based annotation improved the performance. We compared WordNet-based 
annotation with annotation based on the general big six categories (anger, fear, 
happiness, sadness, surprise, and disgust) for 4 movies (M1 – M4). 

Table 3. Accuracy of total emotion annotation 

Movie ID WordNet-based (Success/TND*) Big six (Success/TND*) 
M1 69.70 % 47.47 % 
M2 70.37 % 37.04 % 
M3 78.00 % 28.00 % 
M4 78.95 % 63.16 % 

Average 74.25 % 43.92 % 
TND*: The total number of dialogues. 
 
 
The proposed WordNet-based method achieves a 30.34% average improvement for 

emotion annotation, compared to annotation based on the big six categories. While 
the big six method showed poor annotation performance, because it only used the six 
emotional categories, the WordNet-based method achieved excellent annotation 
performance, since various emotional concepts are detected.  

The big six categories cannot be adapted to automatically annotate emotion in 
dialogues, since this method has a poor performance of less than 50%. In contrast, the 
WordNet-based method that achieves 74.25% average accuracy is efficient enough to 
automatically annotate emotion in dialogues. 

Unlike the big six categories, we observed that numerous dialogues were annotated 
through the WordNet-based method. However, emotion annotation had a failure rate 
of approximately 26%, for the following reasons: 

• Polysemy: When an emotional word has several senses, our schema might 
provide a wrong emotion annotation, because it chooses a sense that has the 
highest emotional value. For example, for the emotional word ‘cool’, our schema 
selected the sense ‘coolheaded’ instead of the sense ‘attractive’ because the 
former sense has higher emotional value than the latter one (e.g., good, cool, 
crappy, excuse). 
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• No path to TECW: In spite of the emotional word, there is no path to TECW in 
WordNet (e.g., babe, stupid, yep, fool). 

• Idiom with emotion (e.g., ‘of course’, ‘for god’s sake’, ‘out of business’) 

We need additional researches in order to overcome these problems. To solve the 
polysemy problem, more research to select one sense adequate to the context among 
several senses is needed. For the no path and emotional idiom problem, a function to 
assign a synonym pair is also required. 

5   Conclusion 

In this paper we have described an Automatic Emotion Annotator (AEA) for 
annotating expressions of emotion in dialogues, and measuring the conceptual 
distance between a specific emotional word and a related emotional concept. We 
recognized that WordNet-based emotion concepts have the advantage of allowing 
numerous dialogues to be annotated rather than labeling emotion using the big six 
general categories through experimental comparison. Also, we have identified that the 
semantic relations of WordNet provide an effective environment for annotating the 
emotion in dialogues automatically.�

For developing a general purpose schema for expressions of emotion in dialogue, 
the next step of our research will be to resolve previously mentioned problems such as 
processing of polysemy and collocations.  
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Gdańsk University of Technology, Poland

julian.szymanski@eti.pg.gda.pl

Abstract. The article presents an approach to automated organization of textual
data. The experiments have been performed on selected sub-set of Wikipedia.
The Vector Space Model representation based on terms has been used to build
groups of similar articles extracted from Kohonen Self-Organizing Maps with
DBSCAN clustering. To warrant efficiency of the data processing, we performed
linear dimensionality reduction of raw data using Principal Component Analysis.
We introduce hierarchical organization of the categorized articles changing the
granularity of SOM network. The categorization method has been used in imple-
mentation of the system that clusters results of keyword-based search in Polish
Wikipedia.

1 Introduction

The amount of information given in the form of documents written in a natural language
requires researching methods for effective content retrieval. One way of improving re-
trieval efficiency is performing documents categorization which organizes documents
and allows find relevant content easier.

In the article we present an approach to organization of a set of textual data through
an unsupervised machine learning technique. We demonstrate how our method works
on test dataset and describe the system that utilizes the method for categorization of the
search results retrieved form Wikipedia.

Because of high dimensionality of the processed data (documents represented with
terms as their features) we used a statistical method of Principal Component Analysis
[1]. The method identifies significant relations in the data and combines correlated fea-
tures into one artificial characteristic which allows to reduce features space significantly.
In the reduced feature space we construct Kohonen Self-Organising Map [2] which
allows 2D presentation of topological similarity relations between objects (here docu-
ments). Employing DBSCAN clustering we extract from the SOM groups of the most
similar documents. Changing the SOM granularity we construct hierarchical categories
that organize documents set.

2 Text Representation

The documents, to be effectively processed by machines, require to be converted from
the form readable to humans into a form processable by machines. The main problem is

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 140–149, 2011.
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a drawback between text representation used by humans, and that of the machines. Hu-
mans, while reading the text, understand its content, and thus he or she is able to know
what it is all about. Despite some promising projects, understanding of a text by ma-
chines is still unsolved [3], [4]. Because machines don’t understand the language they
use features for document description which allowes extraction of important relations
between processed data. In Artificial Intelligence it is called knowledge representation,
and it aims at presenting some aspects of the world in a computable form [5].

In Information Retrieval [6] a typical approach for text representation [7] is usage of
Vector Space Model [8] where documents are represented as points in feature space. As
features typically words or links are used.

In the experiments presented here we use document content to represent it. This text
representation employs words which the article contains. The features set has a size
near to the number of all distinctive words which appear in the processed repository of
the documents. To reduce size of the set we perform text preprocessing which contains
the following procedures:

– stop words removal – all words which appear in so-called stop words list are re-
moved from the features set. This allows us to exclude words which are not very
informative in terms of machine processing, and which bring noise to the data.

– stemming – this preprocessing procedure allows to normalize words, through bring-
ing different inflections of the word into its basic form. As a result, different forms
of the word are treated as the same term.

– frequency filtering – we remove terms that were related to only one document.

The words preprocessed in this way are called terms. The value, or descriptiveness of a
term for a given document may be estimated by the strength w of association between
the term and the text. Typically for n-th term and k-th document w value is calculated as
a product of two factors: term frequency tf and inverse document frequency idf , given
by wk,n = tfk,n· idfn. The term frequency is computed as the number of its occurrences
in the document and is divided by the total number of terms in the document. The fre-
quency of a term in a text determines its importance for document content description.
If a term appears in the document frequently, it is considered as more important. The
inverse document frequency increases the weight of terms that occur in a small number
of documents. The idfn factor describes the importance of the term for distinguishing
documents from each other and is defined as idfn = log(k/kterm(n)), where k is the
total number of documents, and kterm(n) denotes the number of documents that contain
term n.

3 The Data

To perform experiments which would validate our approach to organize search results
in repositories of documents we find Wikipedia very useful. This large source of human
knowledge contains articles referenced one to another and provides also a system of
categories. Despite the fact that the Wikipedia category system is not perfect, it can
be used as a validation set for algorithms which perform articles organization in an
automated way.
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Table 1. The data used in the experiments

Symbol Number
Category and of

name color articles
Biology magenta � 66

Chemistry green + 229
Mathematic blue · 172
Theology black ∗ 135
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Fig. 1. View of the class distribution of the
test dataset performed in 2D, created with two
highest principal components
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Fig. 2. View of the class distribution of the test
dataset performed in 2D, where dimensions
are created with third and fourth components

Wikipedia off-line data is publicly available for download1. The data contain SQL-
dumps which provide structural information – linkages between articles and category
assignments. There are also available XML dumps which offer textual content of all
articles. Importing the data into local database and building the application allowed
to extract selected information from XML files and turn it into computationable form.
The application we have implemented allows us also to select articles for which the
representation will be generated. It allows us to select only a subset of Wikipedia which
warrants that the experiments run on single PC will be performed in reasonable time.

The experiments presented here we performed on test set of Wikipedia articles se-
lected using categories. The articles in the set are relatively similar (they all belong to
one super category). It enables to show usability of the presented method for introduc-
ing organization in documents set that contains elements that are conceptually similar.
For test set we selected 602 articles which belong to 4 arbitrarily selected categories
from one super category Science. In Table 1 we present categories used in the experi-
ments, and the amount of the articles they contain. The initial features set consists of
37368 features that after preprocessing have been reduced to 12109.

1 http://download.wikimedia.org

http://download.wikimedia.org
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It is comfortable to have a rough view of the data. To see how it is distributed we pro-
vide visualization in 2D using principal components computed with PCA (described in
section 4.1). What can be seen in Figure 1 the articles from category biology described
with magenta � are not separable from other classes. This task can be performed using
other components what presents Figure 2 where third and fourth principal components
have been used.

4 Documents Organization Method

Having documents represented with text representation, we are able to process them and
perform experiments aiming at research methods for organizing them. Our approach we
based on categorization and perform it in three steps:

1. dimension reduction,
2. mapping the the articles into Kohonen map,
3. exploiting proximities extracted from the map creation of articles clusters.

4.1 Dimension Reduction

The raw data we process are high dimensional (test set contains 12109 unique fea-
tures). Some of the features which are used to describe processed objects are strongly
correlated to one another. They can be replaced with artificial characteristic which is
the combination of the original ones. One way of performing this a task is statistical
method called Principal Component Analysis [1]. The idea of the method is based on
identification of principal components for the correlation matrix of the features. Se-
lecting the most significant components is performed by computing eigenvectors of
the correlation matrix and sorting them according to eigenvalues. A chosen number
of eigenvectors which have the highest variance, can be used for representation of the
original data. Multiplication of the truncated eigenvectors matrix by original data con-
structs lower dimensional space for representation of original objects. Selecting the
number of eigenvectors used for reduction is crucial to obtain a good approximation of
the original data. Very good approximation is to take eigenvectors that complete 99%
of the data variance. In Figure 3 we present the % of variances for each of components
we also provide information about the number of components whose cumulative sum
completes 99% of the variance (136).

4.2 Self - Organizing Maps for Topological Representation of Articles Similarity

One of the methods for presenting significant relationships in the data is identification
of similar groups of objects and, instead of the objects per se, presentation their repre-
sentatives – prototypes. In our experiments we we use neural-inspired approach of the
Self-Organizing Map introduced by Kohonen [9]. The method is based on an artificial
neural network which is trained in a competitive process, also called vector quantiza-
tion [10]. The learning process uses the strategy Winner Takes All (in some algorithm
versions Most) which updates the weights of the neuron which is the most similar to
the object used to activate the network. The neurons with strongest activations for the
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objects that belong to the same class form prototypes [11] which can be used for repre-
sentation of the particular set of objects.

The effect achieved after training the neural network, is functionally equal to non-
linear scaling from the n-dimensional objects to the smaller, here 2-dimensional space
of their prototypes [12]. The advantage of the SOM method is its ability of graphi-
cal presentation. The results are visualized in 2D called maps where prototypes of the
objects are presented. They keep topological distances according to the given object
similarity measure which has been used during training of the neural network.

The SOM-based approach is known to be successfully applied in text processing
[13] and it also found applications in web pages organization [14]. In this approach, the
information retrieval process is accomplished with presentation of similarity of docu-
ments on the Kohonens map which aims at improving the searching process based on
their proximity. The data presented in Table 1 and reduced with 136 highest principal
components have been used to construct SOM. It presents topological relations between
documents projected on 2D space where they are represented by their neural prototypes.
SOM presented in (Figure 4) shows firing areas of the network while it was activated
with articles that belong to different categories. We also provide joint SOM activation
(figure 5) where areas of the network that overlaps have been marked with red.

4.3 Clustering the Data

The neurons of SOM may be interpreted as prototypes for articles. While the network
is activated by articles that belong to different categories it responds with firing neurons
from different areas of SOM. If articles belong to same category they activate close
SOM areas. This fact allows to capture proximities of the articles on higher level of
abstraction that arises form the fact the comparison is performed in low dimensional
space (2 dimensions of SOM). The proximities can be computed calculating average
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Biology Chemistry Mathematic

Theology all clases overlaps

Fig. 4. Sample dataset presented on Self-Organized Map. Activations of different SOM areas for
articles from different categories and their overlaps.

distances between neurons activated for each pair of the articles. It allows to construct
articles similarity matrix where elements are calculated using formula 1.

sim(a1, a2) =
1

d(X, Y )
=

1
|X |

|X|∑
i=1

d(xi, Y ) (1)

where X and Y denote sets of neurons on SOM activated respectevely for article a1 and
a2 and d(xi, Y ) is calculated using formula 2.

d(xi, Y ) =
1
|Y |

|Y |∑
j=1

√
(xi1 − yj1)(xi2 − yj2) (2)

The articles proximity matrix allows us to extract groups of the most similar articles.
There are many methods and strategies to perform such a task [15]. We used here
density-based approach that is known effective non parametric clustering technique
suitable for textual data[16]. Density Based Spatial Clustering of Applications with
Noise (DBSCAN) [17] is a clustering algorithm based on densities of points in fea-
ture space. Its advantage is not very sensitive to noise and also it is able to find not
only convex clusters, which is big limitation of typical clustering algorithms. The main
idea of the algorithm is a concept of point neighborhood given by the radius ε (that is
algorithm parameter) that must contain fixed, minimal number of other points (τ ) be-
longing to the same cluster. The shape of neighborhood depends on proximity function.
Eg.: for Manhattan distance it is rectangle. In our approach usage of formula 1 allows
to build clusters of any shape. In DBSCAN there are three types of points: root (inside
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cluster), border and outlayers. Changing the parameters ε and τ we can minimize num-
ber of outlayers and thus tune the algorithm. Border points are interpreted as articles
that belong to more than one cluster and thus multi-categorisation is introduced, which
is closer to the real-word categorization, performed by humans.

The clustering quality Q have been evaluated comparing cardinality of clusters C
that has been computed and articles categories K created by humans. For each category
Kj the quality Qj is calculated using the formula 3.

Qj =
1
|K|

|K|∑
j=1

|a| ∈ Cmax

|a| ∈ Kj
(3)

where |a| ∈ Cmax denotes number of articles that belong to cluster with highest cardi-
nality and |a| ∈ Kj denotes cardinality of Kj category.

For the categories from the test dataset (described in table 1) we obtain qualities
shown in table 2.

Table 2. Clustering qualities for each of the category from sample dataset

Quality \ Category name Biology Chemistry Mathematic Theology
Qj 0.71 0.82 0.84 0.66

4.4 Hierarchical Organization

Hierarchy is one of the most well-known ways for organization of large number of
objects. It can also be built for a set of the documents using SOM [18], [19]. This task
can be done changing the size of the SOM, which introduces different granularity of
data organization. The organization is based on hierarchically layered prototypes that
represent SOM neurons. The Figures 6 and 5 show bottom-up process of changing the
size of the SOM which transforms articles to their more general prototypes. If we take
prototypes that bind together sets of the articles, this process can be seen as generalizing
the articles into more abstract categories. Overlaps between neuron activations induce
the ability to introduce new relations between categories, as well as it show some other
possible directions in which the categorization can be performed further.

5 Application and Future Directions

In the article we present the approach for documents categorization based on terms
VSM used for representation of Wikipedia articles. We perform linear dimensional-
ity reduction based on PCA. It allows to build Self-Organizing Map in effective way.
Changing the SOM size we introduce hierarchical organization of the documents set.
Using SOM representation for DBSCAN clustering we identify clusters of the most
similar articles. We present how our method works for arbitrary selected categories of
articles and how it allows to separate them.
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Biology Chemistry Mathematic

Theology all clases overlaps

Fig. 5. SOM 5 times 5, for creating hierar-
chical categories

Biology Chemistry Mathematic

Theology all clases overlaps

Fig. 6. SOM 2 times 2, for creating hierar-
chical categories

Fig. 7. User interface of the application for clustering Wikipedia search results

We implemented the method presented here in the form of the system that provides
clusters for keyword-based search within Polish Wikipedia. The prototype of the system
is accessible on-line under url http://swn.eti.pg.gda.pl/UniversalSearch. The screenshot
of the application have been presented in Figure 7. The system using the method forms
in the fly clusters for the articles that has been selected from Wikipedia using keyword
search. In the in Figure 7 we present sample clusters formed for the results returned from
Wikipedia for Polish word jądro (kernel). In future we plan to implement searching
based on clustering for English Wikipedia.

The application shows that forming clusters for Wikipedia pages is useful for orga-
nizing the search results. In future we plan to evaluate the clustering results according
to the human judgments. Introducing human factor makes this task hard because it
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requires reviewing the search results manually and for each cluster decide whether the
articles are related to proper cluster correctly or not.

Experiments shown here were performed on a limited set of articles. We plan to per-
form clustering computations on the whole Wikipedia, to introduce for this source of
knowledge new, automated category system. It requires us to take into account some
additional issues related to efficiency and requires reimplementation of algorithms to
be run on clusters instead of single PC. Create machine-made system of the Wikipedia
categories for articles will allow to improve the existing one through finding missing
and wrong assignments. Application of this method is also possible for non-categorized
documents repository. It allows users to find information using similarity and associ-
ations between textual data which is a different approach to the paradigm based on
keyword-search.

We plan to research other methods of text representations. We will examine approach
to the representation of documents based on algorithmic information [20]. In this ap-
proach the similarity between two articles is based on information complexity and is
calculated from the size differences of the compressed files [21]. We also plan to re-
search representations based on text semantics. The main idea is to map articles into a
proper place of the Semantic Network and then calculate distances between them. As
the Semantic Network we plan to use WordNet dictionary [22]. We will use word dis-
ambiguation techniques [23] that allow to map words to their proper synsets to perform
such a mappings. We made some research in this direction and the first results are very
promising [24].
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2006. LNCS (LNAI), vol. 4029, pp. 573–582. Springer, Heidelberg (2006)

12. Duch, W., Naud, A.: Multidimensional scaling and Kohonen’s self-organizing maps. In: Pro-
ceedings of the Second Conference of Neural Networks and their Applications, vol. 1, pp.
138–143

13. Merkl, D.: Text classification with self-organizing maps: Some lessons learned. Neurocom-
puting 21, 61–77 (1998)

14. Honkela, T., Kaski, S., Lagus, K., Kohonen, T.: Websom – self-organizing maps of document
collections. In: Proceedings of WSOM, vol. 97, pp. 4–6. Citeseer (1997)

15. Berkhin, P.: A survey of clustering data mining techniques. Grouping Multidimensional Data,
25–71 (2006)

16. Jian, F.: Web text mining based on DBSCAN clustering algorithm. Science Information 1
(2007)

17. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for discovering clus-
ters in large spatial databases with noise. In: Proc. of 2nd International Conference on Knowl-
edge Discovery, pp. 226–231 (1996)

18. Rauber, A., Merkl, D., Dittenbach, M.: The growing hierarchical self-organizing map: ex-
ploratory analysis of high-dimensional data. IEEE Transactions on Neural Networks 13,
1331–1341 (2002)

19. Koikkalainen, P., Oja, E.: Self-organizing hierarchical feature maps. In: 1990 IJCNN Inter-
national Joint Conference on Neural Networks, pp. 279–284 (1990)

20. Li, M., Vitányi, P.: An Introduction to Kolmogorov Complexity and its Applications, 3rd
edn. Springer, Heidelberg (2008)

21. Bennett, C., Li, M., Ma, B.: Chain letters and evolutionary histories. Scientific American 288,
76–81 (2003)

22. Miller, G.A., Beckitch, R., Fellbaum, C., Gross, D., Miller, K.: Introduction to WordNet: An
On-line Lexical Database. Cognitive Science Laboratory. Princeton University Press, Prince-
ton (1993)

23. Voorhees, E.: Using WordNet to disambiguate word senses for text retrieval. In: Proceedings
of the 16th Annual International ACM SIGIR Conference on Research and Development in
Information Retrieval, pp. 171–180. ACM, New York (1993)
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Abstract. Experts finding is an important issue for finding potential contributors
or expertise in a specific field. In scientific research, researchers often try to find
an experts list related to their interest areas to acquire the knowledge about state
arts of current research and novices can get benefit to find new ideas for research.
In this paper, we proposed an ontological model to find and rank the experts
in a particular domain. First, an Academic Knowledge Base(AKB) is built for
a particular domain and then an academic social network (ASN) is constructed
based on the information provided by the knowledge base for a given topic. In our
approach, we proposed a cohesive modeling approach to investigate academic in-
formation considering heterogeneous relationship. Our proposed model provides
a novel approach to organize and manage the real world academic information in
a structural way which can share and reuse by others. Based on this structured
academic information an academic social network is built to find the experts for
a particular topic. Moreover, the academic social network ranks the experts with
a ranking scores depending upon relationships among expert candidates. Finally,
we verify the experimental evaluations of our model which improve precision of
finding experts compare to baseline methods.

Keywords: Expert search, Ontology, Knowledge base, Academic Social
Network.

1 Introduction

The web contain millions of information for a particular keyword or topic provided by
many potential contributors and other sources. Finding experts for a specific field from
existing web is a challenging task for information seekers. The task of expert finding
accomplish by a ranked list of pioneers with relevant topic. Several platforms are intro-
duced to provide experts information such as DBPL1, CiteSeer2, and Google Scholar3.
However, none of these popular platform employed any semantics based information
for searching experts. Semantic information provides organization of content in struc-
tured way for better understanding and reuse. Additionally, social networks play an

1 www.dblp.com
2 www.citeseer.com
3 www.google.com

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 150–160, 2011.
c© Springer-Verlag Berlin Heidelberg 2011

www.dblp.com
www.citeseer.com
www.google.com
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important role for sharing information in decision making for solving diverse problem.
Since academic social network organized information related to academia for various
purposes it entails in providing comprehensive services in the academic research field.
More important part of academic social network is extraction of relations to expand
and model the network for a specific application. In this paper, we have proposed a
novel approach to model the academic social network considering the several criteria
and explore the relationships for ranking the expert candidates.

There are various approaches that focus on expert finding such as Fine-Grained [12],
Hybrid model of topic and language model [12], combine evidence [13]. Additionally,
many approaches related to academic social networks have been proposed for finding
experts by number of researchers. These approaches include ArnetMiner [6], [9] [8],
[10]. However, all of them carry out experts search by considering probabilistic meth-
ods and text mining approach. The initial steps of expert finding employed a collection
of information describing the skills and knowledge of each individual in a particular
domain. And, based on the information provided by each individual a rank list is cre-
ated according to expertise on related field for a given query. The basic language model
measure the association between query term and document written by person for mak-
ing expert candidate relevant to a query [14]. An improvement of basic language model
proposed in [12]. An evidence-oriented probabilistic model for experts search has been
proposed in [11] where, relationship between a person and a topic extracted from the
specific document. A social network based on profile matching proposed to address the
expert finding problem in [7]. The researcher’s network limited to matching common
interest among researchers and lack of sufficient semantic information to cover the full
scientific research domain to find and rank the experts.

We proposed an ontology based model to find and rank the experts in a particular
domain, basically research area in computer science and engineering field. Our contri-
bution in this area include following components.

– Build a knowledge base for academic information
– Construct and model an academic social network based on knowledge base for a

given topic
– Rank the experts to provide search services for experts related to a specific topic

Building an academic knowledge base is organizing academic information in a struc-
tural way using ontology which can be applied to any domain and reuse by other sys-
tem. Academic information are modeled by meta data analysis and exploring different
relationships. Motivation behind this research is to provide an expert search and rank-
ing approach by analyzing the semantics of academic information. Based on semantic
academic information an academic social network is modeled considering the related-
ness of an expert candidate to a given topic and relationships among neighbors in the
network. Finally, ranks the expert candidates by measuring a score for each individual
according to expertise in a particular topic area and relationship among other contribu-
tors. Content-based evidence and social citation network analysis for finding experts
are investigated in [13]. The impact of combining two different sources of experts
such as content-based and social networks on expert finding are tested in a average-
sized workgroup. Extraction and mining of academic social networks aims at providing
comprehensive services in the scientific research field [6]. A social network schema
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of FOAF [15] are extended for extracts researcher profiles from the web and proposed
three methods for modeling topical aspects of papers, authors, and publication venue.
Finally, they construct an academic social network considering author-conference-topic
with three different probabilistic approach for finding experts related to topic of a given
query. A social network based on mailing list in the W3C corpus [4] is investigated in
order to find the expert candidates. According to their experiments, the candidate ex-
perts are not well connected in email based social network and performed poor with the
HITS algorithm [5].

The rest of the paper is organized in the following way. Section 2 is about the outline
of our framework. Section 3 explain the building of academic knowledge base. Con-
struction of academic social network is described in section 4. In section 5 we provide
experimental evaluation details and finally conclude our work in section 6.

2 Overview of Expert Finding System

In this section we describe overview of our expert search model. Fig.1 shows the archi-
tecture of our system. The system consists of four main components.

Fig. 1. System Overview

– Query interface: A query interface provide an environment for the user to commu-
nicate with the system. A query interface might be an interactive GUI with several
navigation options or just simple interface provided by the traditional search engine
like Google or Yahoo. Users fire a query via interface and get results back related to
a given query. In our approach, we just considered the query interface as a simple
interactive crossing point to interconnect with the system.

– Academic Knowledge Base (AKB): AKB provide the ontological representation of
scientific research in the field of computer science. These information include pub-
lications, authors and topics related to the publications and relationships among
them are stored in AKB. Details description about AKB present in Section 3.

– Construction of Academic Social Network (ASN): This module describes the logic
of constructing the academic social network related to a given query. ANS is created
by modeling the information stored in AKB. ANS construction details explain in
the Section 4.
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3 Building Academic Knowledge Base

We employ the ontological approach to build the AKB for experts finding and rank-
ing. Ontology represents an overview of the domain related to a specific area. In
ontology concepts and relationships among concepts are modeled with a high level
of abstractions.

3.1 Ontology

Ontology [16] is a formal explicit description of concepts (classes) in a domain with
set of properties. Properties of each concept describe the various features and attributes
of the concept. Ontologies can be defined as a conceptual graph [2] to represent the
queries and resource descriptions.

3.2 Ontology Description of AKB

3.2.1 Classes
Creation of ontology for the scientific research of computer science domain we have
defined three top classes listed below.

Researchers: Includes set of all author’s information who have contribution in sci-
entific research related to a particular domain. Author’s information includes general
details of authors like , ”Name”, ”Email address”, ”Home page”, ” Affiliation ”,
”Status” etc.

Publications: Publications class contains the detail about publications of related top-
ics in the domain. Publications class categories into four different subclasses: Book,
Journals, Proceeding, and Technical Reports, which classify the publications. Publi-
cations details include ”Title”, ”Author”, ”Co-Author”, ”Keywords”, and ”Abstract”.
Particularly, Author will indicate the first author and Co-Authors are other than first
author of the publication. Title, Keywords and Abstract are the general format of every
scientific paper. In our approach, set of index keywords are the important features of the
publications to identify in which topic of the domain the publications are belonging to.
If a publication does not supply the keywords then it could be generated by analyzing
the abstract.

Fields: Describe the different topic in the domain. In our AKB, we select the com-
puter science domain. So, for the topic we take a reference of ODP 1 (Open Directory
Project) hierarchy for selecting topics of the fields. ODP is an open content directory
of web pages maintained by a community of volunteer editors. It uses a taxonomic ap-
proach to represent topics and web pages that belong to these topics. Part of AKB is
shown in the Fig.2.

3.2.2 Relations in AKB
We define four relations which include has-Publication, belong-to-Field, written-By,
and include in our AKB. As shown in Fig. 3, depicts the relationship between classes.
The circle in the figure represents the individual of the class and arcs are the relationship
among classes.

A researcher has a publication to a specific topic. For example, a researcher (R) has
a publication (has − publication) P ,which is related to (belong − to − field) to a
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Fig. 2. Part of AKB

Fig. 3. Relation in Classes

particular topic such as Ontology (Concept). Additionally, we have ”include” relation
such as ”Fields include publications” , by this relation we can find all the publications
related to a particular topic under the ”Field” class. More clearly, if many researchers
have publications related to the concept Ontology, we can find all the publications listed
under Ontology which is sub-concept of the Field class.

3.3 Ontology Population

This section describes how to create instance for the AKB ontology.

– For Researcher: Web resources like DBLP, citeseer provides list of publications
of scientific research. We can extract the researcher’s information from the web to
create instances for researcher’s class.

– For Publications: DBLP only provides the author name and title of the publications
but do not provide keywords and abstract. Beside, citeseer provides the publication
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content from where we can collect the keywords and abstract. Set of keywords are
important feature to summarize the publication content. We have created a set of
feature vector for every publication in our knowledge base. Feature vectors are gen-
erated by measuring how frequent the index keywords appeared in the content of
the publication. The vector space model are applied to generate the feature vectors.

– For Fields: Every topic (subclass of Fields) in the ”Fields” represented by a set
of feature vectors generated from document belong to the topic in the ODP. Doc-
uments are basically subsumption and web pages linked to the leaf nodes. Set of
feature vectors are generated by TF-IDF approach from the ODP documents [1].

Every publication is belong to a particular topic of the ”Fields” by the belong-to re-
lation. We can assign the publications to related topic automatically by calculating a
degree relevancy. Degree relevancy can be measured by the traditional cosine similar-
ity between feature vectors of publication and topic under fields. Details about feature
vectors matching described in our previous research [19] . As an example, ”Ontology”
is a subclass of ”Fields” which have the feature vectors (−→f1,

−→
f2 ,
−→
f3 ....

−→
fn) to represents

the topic ”Ontology” and Similarly, every Publication P has a set of keyword vectors
(−→k 1,

−→
k2, ..
−→
kn). Publication Pi is assign to topic Tj by matching the degree relevancy,

e.g., a publication P1 is assigned to topic (ontology) with the degree relevancy of 0.7.

4 Academic Social Networks

Academic Social Network defines as a modeling of information related to academia.
These information include authors, publications, topic related to the publications and
relationship among them. Several probabilistic methods discussed in Section 1 are in-
troduced by number of researchers and successfully applied for modeling the academic
information. Most of the approaches are based on probability measures of text mining
and each approach has their own limitation to model the academic information com-
pletely. However, we proposed an Academic Social Network (ASN) based on academic
knowledge base for modeling scientific research information. The key role players of
ASN are the researchers or the authors who have the contributions in scientific research
area. Researchers are the candidate to be an expert according to their contributions
in a specific field and relationship with other researchers. Experts are determined by
measuring scores for each individual based on contributions for a specific topic and
relationship with others. In our ASN model, we have employed two phases to evaluate
scores for an expert candidate. Initially, we analyze the contributions of each individual
candidate based on knowledge base for a given topic and then, update the scores with
the relationship with other candidates.

4.1 Construction of Academic Social Network (ASN)

In our approach, an Academic Social Network (ASN) is represented as weighted
directed graph G = (V, E, fv, fe), where
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– V is a set of nodes representing the researchers
– E ⊆ V × V is a set of edges representing the relationships
– fv is the node weight function
– fe is the edge weight function

ASN is constructed based on AKB for a specific topic which is usually a given query
within two phases such as Topic-document relationship model and, Author and Co-
author relationship model. In the first phase, relationships among a given topic and doc-
uments (Publications) are defined according to the methods describe in Section 4.1.1.
In the next phase, the ASN is update based on the first author and other authors(co-
authors) relationships. Several features are considered when explore the Author and
Co-Author relationships model describe in the Section 4.1.2. Basically our intention is
to rank the authors with important information and relationships. In our approach, we
have investigated the similar concept found in CARRnan [3] but modified it to recog-
nize the potentially important researchers with the realization of following features. An
author is imperative if

– He/she has written many papers as a first author
– He/she has included by number of authors (co-author)
– He/she is cited by number of researchers
– He/she has a relation with author who has higher score
– He/she has higher relation weight to any other authors
– A relation weight is higher if it starts from a author of higher score

First three features are conducted in the topic-document relationships model and the
rests are model in the second phase which will explore the author and co-author rela-
tionships in ASN.

4.1.1 Topic-document Relationship Model (TRM)
For a given topic, topic is matched with the relevant instances of ”Fields” class in the
AKB. All the publications related to topic are extracted from the knowledge base. An
initial score is measured for all the authors (including co-authors) exist in the publica-
tions. Suppose, Pi = (P1, P2, P3...Pn) is the set of publications with degree relevancy
weight , W = (w1, w2, w3...wn) in the Fields topic (instance of Fields) of correspond-
ing publication for a given topic. The initial score of a researcher can be calculated by
equation 1.

P (c|t) =
α
∑

p∈Vc
w(c|1, p) + β

∑
q∈VC

w(c|2, p)∑n
i=0 wi

(1)

Where, c is the expert candidate (researcher/author), t is a given topic, w(c|1, p) relevant
degree of publication P as a first author and w(c|2, p) relevant degree as a co-author. α
and β are two damping factors where, α + β ≤ 1. Usually first author of the paper has
the higher weight then the other authors (co-authors).

4.1.2 Author and Co-Author Relationship Model (ARM)
Social network includes heterogeneous relationships among resources. Different
types of relationship imply the different importance for connected resources. In our
ASN, we explore two relations based on author and co-authors found in scientific
publications to construct academic social network.
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Definition 1 (Outward relation)
For any nodes vi ∈ V in graph G , the outward relation of vi are defined as

Ovi = vj |Vj ∈ V , if there exists an e ∈ E edges between vi to vj .
This relation indicates the link between an author(first author) and co-author(s).

Definition 2 (Inward relation)
For any nodes vi ∈ V in graph G , the Inward relation of vi are defined as

Ivi = vj |Vj ∈ V , if there exists an e ∈ E edges between vj to vi.
Inward relations are the links between co-authors and an author.

Considering the features of being a researcher potentially important ASN is constructed
based on Outward and Inward relations. The first three of features defined in Section 4
are considered to calculate the initial scores of expert candidates as described in topic-
document relationships model. And, rest of the features are considered when model the
ASN. Basically, ASN is constructed by exploring the author and co-author relationship
for all the authors found in the set of publications of a related topic. At the initial stage,
ASN contains all the authors as an expert candidate with initial score and all the rela-
tions (Inward, Outward) exist among expert candidates in the network. Hence, relation’s
weight are measured by the equation 2.

r(x, y) =
w(x)∑

yi∈Iy
r(yi, y)

(2)

Where, r(x, y) is the relation weight node x (expert candidate) to y (expert candidate)
and yi is Inward relation of node y. According to relations weight nodes (expert candi-
dates) weight are updated by the equation 3.

w(x) = w(x) + η
∑

yi∈Ox

w(yi) ∗ r(x, yi) + μ
∑

yi∈Ix

w(yj) ∗ r(yj , x) (3)

Where, Ox is the Outward relation of node x, η and μ is damping factors for Outward
and Inward relations.

5 Experimental Evaluations

In this section, we define the experimental details of our proposed model. Expert finding
carried out with a given topic from a rich collections of data repositories containing the
necessary documents related to topics. Several data repositories such as DBLP, Cite-
Seer, Google Scholar, Libra, Rexa provide the related data regarding scientific research
from which expertise can be derived. However, accessing the data sets of these web
repositories is not easy due to the privacy issue.Though DBLP is a good choice to ob-
tain the expert candidates and publications but has some limitations. DBLP does not
provide any details about the publication except titles and authors of the publications.
Moreover, there are no topic hierarchies exist in DBLP for accessing the publications
related to a particular topic. For the purpose of conducting the experiment, we have
collected the related data by analyzing a research web site with integration of Google
Scholar.
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Fig. 4. Evaluation results of our model with the baseline

Fig. 5. R-Prec and MAP with the baseline

5.1 Data Collections and Setup

In our proposed model, we have created a knowledge base which includes research
information related to computer science domain. Already mentioned earlier, our AKB
consists of three main classes and relationships among them. We have collected topics
of the Fields class of our AKB with reference of the concept hierarchy ODP of computer
science domain. To build the AKB, we have collected the academic research publica-
tions from our research lab repositoy 4 along with Google Scholar. IES4 lab provides
all the publications of current researchers and alumni with the abstract. This data set
is not sufficiently enough to cover up all the topic of the ”Fields” in the AKB. So we
utilize the Google Scholar to collect the related information to build up our AKB. We
have made each topic of the ”Fields” class as query to Google Scholar and collected the
top 50 records which are most related to the topic. The meta data are collected from the
Google Scholar automatically by a crawler program and parser. Finally, we assigned
50 records for each related topic exits in the Fields class of AKB. The processes of
assigning all records in AKB are done by manually for the experiment of our proposed
model.

4 http://eslab.inha.ac.kr

http://eslab.inha.ac.kr
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5.2 Evaluation Results

To evaluate the experimental results we investigate the method of pooled relevance
judgments[6], [12] with the human judgments. Initially for a given query top 50 re-
sults were given to some researchers including research faculty members, doctoral and
master students to assess the expert candidates returned by our system. To help the
researchers in evaluation process we have provided necessary information of expert
candidates to them. Assessments were carried out mainly considering the features de-
scribed in subsection 4.1 to become an author potentially important. When performed
the experiments the value of η and μ were set 0.7 and 0.3 respectively.

In our experiments, we conducted evaluation of our proposed model in terms of
P@10, P@20, P@30, R-Prec and MAP [18],[12][6]. P@n denotes the precision at the
rank n with respect to n retrieved results for a given query. R-precision(R-Prec) is
defined as the precision after R documents are retrieved where R is the the number
of relevant documents retrieved for a given topic. Mean Average Precision (MAP )
is the mean of precision values obtained after each relevant documents retrieved with
precision of relevant document which are not retrieved using zero. Using these metrics
fig. 4 and 5 shows the evaluation results our model with a baseline scores. There are no
significant differences between baseline methods and our TRM model but in the ARM,
a considerable improvement is observed with the baseline model.

6 Conclusions

In this paper, we proposed an ontological model to find experts for a particular domain.
An Academic Knowledge Base (AKB) is built with publication details of authors to
accomplished expert search for a given query. Additionally, an Academic Social Net-
work (ASN) is built by analyzing the author, co-author relationships to boost the expert
search with ranking scores. Finally, ASN provides all the expert candidates and their
relationship among other candidates with rank. Specially, we employed the ontological
approach to model the academic details for a particular domain. The model describes a
structural way to maintain the academic information for finding the experts. The main
advantage of such semantic approach is it can be reuse and shared by other system.
Assignment of meta data to the ontology is made manually in this approach. Our fu-
ture task is to complete the knowledge base with automatically assigning meta data
from a rich data set. Additionally, we will apply some inference analysis to check the
consistency of AKB.
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Abstract. The large amounts of software source code projects available on the 
Internet or within companies are creating new information retrieval challenges. 
Present-day source code search engines such as Google Code Search tend to 
treat source code as pure text, as they do with Web pages. However, source 
code files differ from Web pages or pure text files in that each file must follow 
a set of rules called syntax, and a source file can be seen as a structured docu-
ment. Each file contains elements to complete a task. In this paper, we parse 
each source code file into elements called blocks. They include a non-leaf block 
and a leaf block for further indexing and ranking. These leaf blocks can be 
categorized into code-data and meta-data blocks that possess different stem-
ming and stop-word filtering processes used in building the source code index. 
Finally, to provide a flexible code search scheme, we also propose a block-
specified query scheme. Experimental results indicate that our approach pro-
vides a more flexible code search mechanism that results in a higher number of 
relevant items. 

Keywords: code search, code retrieval, block structured model, vector space 
model. 

1   Introduction 

The growth of source code projects available on the Internet or within companies is 
creating new challenges in the field of information retrieval. Although these large 
amounts of source code result in new search challenges, they also yield new search 
opportunities that contribute to an improved understanding of software engineering 
data, including requirements, designs, and source codes. Searching such software 
repositories is important in developing a thorough understanding of software require-
ments, design, and evolution, as well as in developing ways to reuse these software 
components. Source code information, which is more structured than simple text 
documents, can be easily categorized into blocks or fields, such as field declarations, 
methods, or comments. Such an organization readily supports specialized searches. 
The field declaration statements and comments related to each source file are pre-
served as blocks that enable searches by means of specifying block names.  

Web search engines have become one of today’s most useful tools; accordingly, 
numerous search models have been developed. In recent years, these traditional IR 
approaches have been applied to code searching, such as Google Code Search [1] and 
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Korders.com [2]. However, various problems stem from the differences between Web 
documents and source files. In our research, we see source files as a hierarchy of 
blocks and categorize them into two types of blocks: non-leaf blocks and leaf blocks. 
A non-leaf block comprises several leaf blocks, and a leaf block can be further cate-
gorized into code-data and meta-data blocks. A code-data block, such as a field-
declaration block, contains code statements that always reuse the third-party Applica-
tion Programming Interface (API) or previous components developed by the same 
team. A meta-block such as a comment block contains the meaning that developers 
have given a code-block or lines of code.  

Recent source code search engines such as Google Code Search tend to treat source 
code as pure text, as they do with Web pages. However, as source code files differ 
from Web pages or pure text, when applying IR approaches to code search, certain 
issues arise in the indexing and ranking stages. The first challenge we face when 
studying source code retrieval is determining what the ideal indexing and ranking unit 
will be for an application developer. In one source code file, there are many possibili-
ties. We can return a whole source file or any of its sub-elements, but what is the best 
retrieval unit? The answer depends on the user query and the content of each element. 
Second, terms within code-data blocks (code statements) are processed in the index-
ing stage by means of a stemming process, which leads to low precision. Thus, 
searching for “connection” will retrieve “connected,” “connecting,” “connection,” and 
“connections,” even though the user only wishes to search through the API-class 
name “connection.” Finally, API-terms are incorrectly filtered out. For example, “au-
thor” may be an API-class name, but it will be filtered out because it is included on a 
common English stop-word list. On the other hand, the API “string” should be filtered 
but is not. In the scoring stage, the traditional term-weighting approach regards terms 
within a meta-area as title words and weights them. If a term appears in both the code-
data block and the meta-data block, those files that contain only an API term will not 
be found. For example, in a Java program, “connection” can be an API-class name, a 
file name (such as “connection.java”), or merely a common term within a comment. 
With a TF-IDF approach, a term within a file name or within a comment block will be 
assigned greater weight than general terms; this led to the inability to find API usage 
examples of “connection.”  

To deal with these problems, first, we propose a block-structured model to segment 
a source code file into a hierarchy of blocks. These blocks include file, class, method, 
and code blocks and are categorized into code-data and meta-data blocks that possess 
different stemming and stop-word filtering processes used in building the source code 
index. At this stage, we skip the stemming process and propose a new stop-word list 
for the code-data blocks to filter out those frequent “code words.” Second, we seg-
ment source files into a hierarchy of blocks. This provides a flexible and ideal source 
code unit for further indexing and ranking processes. This can return to users an ideal 
retrieval unit to solve information needs. Finally, we also offer a block-specified 
query to assist those users who may only query for specific blocks in the source code 
repository. 



 A Block-Structured Model for Source Code Retrieval 163 

2   Related Work 

Matching keywords is the most prevalent approach. Early work in this area demon-
strated that keywords from comments and variable names were often sufficient for 
finding reusable routines [3, 4]. Later work focused on query refinement either di-
rectly or by looking at what the programmer was doing and making use of an appro-
priate ontology, learning techniques, natural language, collaborative feedback, or Web 
interfaces [1, 2, 5]. Keyword-based searches typically yield numerous unevaluated 
results. The user must read each instance of returned code and attempt to understand 
these search results. However, due to their simplicity and ease of use, keyword-based 
searches remain popular. 

The second approach involves finding with structure. It uses information about  
a source code file structure [6, 7, 8], such as method signatures, return types,  
or expected loop statements. Stratchoma [9] uses structured context to automatically 
formulate a query to retrieve code samples with similar contexts from a repository. 
The results are ranked based on the highest number of structured relations contained 
in the results. Sourcerer [10] is a recent study proposed to automate crawling,  
parsing, fingerprinting, and database storage of open-source software on an Internet-
scale. In addition to keyword searching, it provides a novel search method—
fingerprints. 

Using test cases to specify what to search for comprises the third approach.  
In extreme programming and test-driven software development, first, the developer 
writes a failing automated test case that defines a desired improvement or new func-
tion, then produces code to pass that test. Treating a test case as a query, CodeGenie 
[11] is a tool that implements a test-driven approach to search and reuse source  
code available in large-scale code repositories. The search approach still poses two  
problems: 1) it is difficult to write the test cases and 2) the solution might be not  
well-defined. 

Recent commercial work, such as Google Code Search, incorporates traditional in-
formation retrieval approach and is applying Web search engine capabilities to code 
searching. Such keyword-based code search engines treat source code as pure text, as 
they do with Web pages. However, as source code files differ from Web pages or pure 
text files, when applying IR approaches to code searching, certain issues arose. Our 
approach is similar to that of Google Code Search or Korders, which continue to util-
ize keyword searches, but it incorporates a structured block approach to indexing and 
searching. 

3   Architecture 

Figure 1 shows the architecture of our code search engine. The arrows show the flow 
of information between various entities or processes. Information on each entity or 
process is listed below. 
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Fig. 1. The architecture of our code search engine 

 External code repositories: These are the source code repositories available on the 
Internet—such as the well-known repository Sourceforge.com—or within a com-
pany. They include source code repositories on the Web, in version control system, 
or in source code files.  

 Extracting source code: The process is to retrieve source code files from previous 
external code repositories. We retrieved these source code files manually.  

 Code parsing: We developed a specialized parser to parse every source code block 
(or field) from a source code project. The parser can identify each type of block, 
such as field-declaration or comment, and extract keywords (or terms) from each 
block (Figure 2). In addition, the process divides the content of each file into two 
types of blocks—meta-data and code-data blocks—for the following stemming and 
stop-word process. 

 Stemming, stop words, and indexing: For each meta-data block, the process uses 
stemming and meta-data stop-word processes, as traditional information retrieval 
does. For each code-data block, the process skips the stemming step to keep the 
original word. For example, we do not need to identify the string “Connection” as 
based on the root “Connect” in a code-data block. In addition, we developed a spe-
cial stop-word list, called code-data stop words for code-data blocks. Finally, the 
process indexes all components as an information unit (block), including file, class, 
method, and field declaration. A higher-level unit includes the contents of sub-
elements. 

 Querying: In this process, a user can provide keywords, as he or she does on 
Google, or assign a specified block (field) for search, such as the comment block or 
field-declaration block. 
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 Ranking: Once a query has been created and submitted to the ranking process, the 
process measures the similarity between the query and all possible combinations of 
blocks. In the study, a common similarity measure, known as the cosine measure, 
was adopted to rank the source files. Unlike traditional IR regarding a document 
(file) as a scored entity, we regard a block as an entity. 

4   A Structured Model for Indexing and Ranking 

4.1   Multiple Blocks for Indexing 

In our approach, we index all elements (blocks) in source code files. First, each source 
file is thought to consist of distinct parts, or blocks, such as file name, class name, 
import declaration, code block, and so on (Figure 2). For different processing, we 
divide these blocks into non-leaf and leaf blocks.  

 

Fig. 2. Identifying blocks within a source code file 
 

 Non-leaf and leaf blocks: In our study, there are three non-leaf blocks: the file, 
class, and method blocks. Each non-leaf block may include one or more leaf 
blocks such as the field-declaration, code-area, and return statement leaf blocks. 
In contrast, each leaf block comprises concrete source code statements and does 
not include any sub-blocks. Moreover, leaf blocks can be categorized into meta-
data and code-data blocks for further processing. 

 Meta-data blocks: These blocks contain information about a source file or a 
block of code. They include file name, class name, package name, and com-
ment. The text inside these blocks will be processed as it is in traditional text in-
formation retrieval. 
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 Code-data block: These blocks are composed of code statements, including im-
port declaration, field declaration, method name, code block, super class type 
(the class extended), and interface type (the class implemented). They contain 
pure code statements that need to be processed with different processes in meta-
data blocks. 

 
In the indexing step, the text within each block is tokenized, and terms or keywords are 
extracted. For each term in a block, including non-leaf blocks and leaf blocks (meta-
data blocks and code-data blocks), the number of the source blocks in which it occurs 
(file frequency) and the IDs of the source files in which it occurs are stored. The in-
verted index for the set of source files is also stored. In our approach to evaluate all 
possible combinations of blocks for each query, we index all components as informa-
tion units. 

4.2   Indexing Source Code 

In our approach, we use an indexing process for the text. For meta-data blocks, the 
process is used to tokenize text, extract relevant words, discard common words 
(common stop-words), and stem the words (reduce them to the root form; for exam-
ple, “connection,” “connections,” and “connecting” are reduced to “connect”). For 
code-data blocks, the process is used to tokenize code data, extract relevant code-data 
terms, and discard common code-data terms (code stop-words). In indexing code-data 
blocks, we do not stem the code-data terms to maintain the original forms and thereby 
allow for more exact code-data searching. For example, when searching for the API 
term “connection,” the term “connect” should not appear in the search results. 

4.3   Block-Specified Query  

Our structured approach offers a block-specified query to assist those users who may 
only query for specific blocks in the source code repository. Consider a source code 
repository R that is accessible by means of a query interface. We define this repository 
as a collection of source code files. 
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R F F F F

F B T B T B T                                            
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                                               where 1 2 or , ,...,k k jT T t t t  
The source file Fi consists of a set of block names (Bk), and each source file has at least 
one data block made up of a block name Bk and a block value Tk pair. If a source file 
contains the block, it has at least one term. Given a source file Fi, for example, consist-
ing of three blocks—class name, comment, and field declaration—with the values of 
<“Parser”>, <“Parse,” “Source Code”>, and <“ASTParser”>, respectively, the source 
file can be expressed as Fi = {(class, <“Parser”>), (comment, <“Parse,”  “Source 
Code”>), (attribute, <“ASTParser”>)}. 

A user query is divided into two parts: a block-specified query (BQ) and a block-
unspecified query (UQ). We define a block-unspecified query as a set of keywords (or 
terms): 
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1 2{ , ,..., }kUQ t t t=  

A block-specified query, BQ, is defined as a set of pairs: 

1 1{ : ,..., : }, 1,q n nq qBQ B v B v n= ≥   

where each Bk is an attribute block, and each vkq is a value with the domain of Bi. Block 
value vkq contains at least one term. 

 1 2, ,...  1kq iv t t t i=< > ≥  

In this research, if a block-specified query was given by a user as BQ = {comment: 
<“Parse,” “Source Code”>), (field: <“ASTParser”>)}, then the blocks correspond to 
the comment and field-declaration block.  

4.4   Adopting VSM for Ranking Results  

We used our expended vector space model to judge the relevance of a block (B) and a 
query. A block may contain several sub-blocks (b). Then we calculated the similarity 
between an individual block (B) within a source file and the user query (q) as follows:  
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where, i is a term in the block of a source file; ,i qw is the weight of the query, term i 

does not affect the ranking and is obtained by ,i q qw idf= ; and ,i bw is the weight of the 

term i within b and is obtained by , ,i b i b iw tf idf= ∗ . 

To adapt VSM to our source code files, we introduce changes that express their 
characteristics as follows. First, we consider each block as a new retrieval unit. itf  

becomes ,i btf , so: 

 ,i btf  is the number of occurrences of term i in block b; 

 idf  is the number of blocks that contain term i; and 

 N is the total number of blocks in the source code repository. 

At this point, we have already defined how to calculate the similarity between a block 
and user query through our adopted VSM approach. We will now introduce a nesting 
factor, (S). This factor will reduce the term contribution for distant blocks in the struc-
ture of a source file. We define our expended VSM as follows: 
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The nesting factor can vary between the following two values: 

  Si,b = 1, for terms directly in block b, 
  Si,b = 1/nd, nd being the depth of the structure. 

5   Implementation 

In this study, we propose using Lucene, the Java-based open-source search engine, to 
search source code by extracting and indexing relevant source code elements. The 
search is restricted to Java source code. However, extending the search to any other 
source code in any other programming language should not affect the results. 

Lucene is one of the most popular open-source search engine libraries. In our re-
search, Lucene was modified to allow the source code to be indexed and searched. 
Given a set of source code files, the modified system can create indexes and allow 
users to search those indexes with complex queries such as +comment:Parser -
field:ASTParser. (Table 1) 

Table 1. Example of querying source code 

Query 
Expression Matches Source Files that … 

Super:JFrame 
code:JButton 

Extends class JFrame and uses JButton class in the code block 
(method block). 

code:ASTParser 
+import:org.eclipse 

Uses ASTParser in the code and definitely has org.eclipse in the 
import-declaration block. 

Field:Document Uses Document as an attribute in the class. 

m:Parser 
Contains the term Parser in meta-blocks, including file_name, pack-
age_name, comment, class_name, method_name, and return state-
ment blocks. 

c:JGraph Contains the JGraph class in code-data blocks. 

method:paint 
+signature:Graphics 

Contains a method named paint and definitely has Graphics in the 
method signature. 

JFrame JButton 
Extends class JFrame and uses JButton in the field-declaration block 
(the block-unspecified query will be translated as, for example, 
super:JFrame field:JButton). 

 
Once created, indexes can be searched by providing complex queries that specify 

the field and the term being sought. For example, the user query comment:Parser 
AND field:ASTParser will result in all source files that contain Parser in the comment 
block and a field declaration that includes the term ASTParser. Source files that 
match the query are ranked according to the similarity between the query and the 
source files stored in the repository. 

6   Experiments 

The purpose of our experiment was to demonstrate the flexibility and superiority of the 
proposed structured block scheme over other source code search engines: 1) block-
specified queries specified by the user for code retrieval (BQ) vs. Google Code Search 
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(Google) and 2) block-unspecified queries for code retrieval (UQ) vs. Google Code 
Search (Google). Two types exist in UQ; V1 refers to cases in which only one best 
query is used for retrieval, whereas V1-3 describes cases that use the best three block-
specified queries for retrieval. 

To evaluate the results, the most common experimental measures were taken using 
IR methods, namely recall, precision, and F1 measures. F1 measures combine preci-
sion and recall with equal weight and are defined as F1=2PR / (P+R). Moreover, we 
evaluated these measures on eight open-source projects. These projects were chosen to 
cover a wide range of applications on Sourceforge.net, including jfroum, ctypes, CoF-
FEE, Vocabulary Learning Tool, jMusic, jscl-meditor, and jmlspecs. Meanwhile, to 
ensure a fair comparison with Google Code Search, we limit the Google search to only 
the 8 projects.  

Table 2. Results of the experiments 

Scheme/ 
Measures 

Google BQ UQ_V1 UQ_V1-3 

Precision  45.05% 60.08% 50.12% 54.37% 

Recall  60.22% 68.55% 70.29% 75.62% 

F1 51.54 64.04 58.52 63.26 

 
As illustrated in Table 2, BQ is superior to UQ and Google. This phenomenon is sim-
ply due to the fact that the queries are more suitable for searching source code data. In 
addition, BQ was constructed by the actual developers and, thus, more thoroughly 
reflects their information needs than other source code search schemes, including 
Google, UQ_V1, and UQ_V1-3. The values of the results from UQ_V1 and UQ_V1-
3 are similar because the block-specified queries in UQ_V1 are almost identical to the 
UQ_V1-3 queries. 

7   Conclusion 

Current commercial code search engines such as Google Code Search incorporate 
traditional information retrieval approaches while bringing the capabilities of Web 
search engines into the realm of code searching. However, such keyword-based code 
search engines treat source code like pure text, just as they do with Web pages, which 
creates certain issues. To address these issues, we propose a new technique for code 
searching that utilizes a block-structured scheme with three distinguishing features. 
First, we incorporated a multi-block indexing method. By treating source code files as 
multi-block documents, separating them into two types of blocks, and then creating an 
index database with different processes, we improved the precision of source code 
searching. Second, we presented a flexible query method by specifying a block. Fi-
nally, we provided a flexible retrieval block as a unit of search result to fulfill the user 
information needs. In comparing this search engine with similar ones, the experiments 
indicate that the proposed scheme has the capacity to result in more relevant items than 
other related works because it not only incorporates a new index method but also in-
cludes a flexible inquiry index database. 
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Abstract. Diagnosis of diseases requires a large amount of discriminating diag-
nosis factors, including the risk factors, symptoms, and signs of the diseases, as 
well as the examinations and tests to detect the signs of the diseases. Relation-
ships between individual diseases and the discriminating diagnosis factors may 
thus form a diagnosis knowledge map, which may even evolve when new medi-
cal findings are produced. However, manual construction and maintenance of a 
diagnosis knowledge map are both costly and difficult, and state-of-the-art text 
mining techniques have difficulties in identifying the diagnosis factors from 
medical texts. In this paper, we present a novel text mining technique PDFI 
(Proximity-based Diagnosis Factors Identifier) that improves various kinds of 
identification techniques by encoding term proximity contexts to them. Empiri-
cal evaluation is conducted on a broad range of diseases that have texts describ-
ing their symptoms and diagnosis in MedlinePlus, which aims at providing  
reliable and up-to-date healthcare information for diseases. The results show 
that PDFI significantly improves a state-of-the-art identifier in ranking candi-
date diagnosis factors for the diseases. The contribution is of practical signifi-
cance in developing an intelligent system to provide disease diagnosis support 
to healthcare consumers and professionals. 

1   Introduction 

Clinical diagnosis of diseases relies on critical diagnosis factors, including the risk 
factors, symptoms, and signs of the diseases, as well as the physical examinations and 
lab tests to detect the signs of the diseases. The diagnosis factors should be capable of 
discriminating individual diseases. As illustrated in Figure 1, the relationships be-
tween the individual diseases and their diagnosis factors may form a diagnosis knowl-
edge map, which is the key knowledge for healthcare professionals to conduct clinical 
diagnosis, as well as for healthcare consumers to pinpoint the possible disorders in 
their bodies. For the purpose of disease diagnosis, we often prefer putting into the 
diagnosis knowledge map those diagnosis factors that are more capable of discrimi-
nating the diseases. A diagnosis knowledge map may also evolve as new medical 
findings are produced in medical research.  
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Fig. 1. A disease is caused by its related risk factors and leads to symptoms and signs to be 
detected by physical examinations and lab tests, and hence a diagnosis knowledge map should 
consist of many-to-many relationships between individual diseases and the risk factors, symp-
toms, signs, examinations, and tests that have different capability of discriminating the diseases 
(indicated by different styles of arrows) and may evolve over time 

1.1   Problem Definition and Motivation 

In this paper, we explore how the identification of the diagnosis factors may be sup-
ported text mining systems. The research is motivated by the difficulty and cost of 
manually constructing and maintaining a diagnosis knowledge map that incorporates 
a large number of diseases and diagnosis factors, which are both discriminative and 
evolvable. In clinical practice, a diagnosis knowledge map should consist of a large 
number of many-to-many relationships with different capabilities of discriminating 
diseases. However, manual construction of even a single disease may require lots of 
time and effort (e.g., one person month in a similar attempt noted in [10]), and the 
complexity dramatically increases when a broad range of diseases are considered and 
the diagnosis factors may evolve as new medical findings are produced. By identify-
ing candidate diagnosis factors from up-to-date medical texts, a text mining system 
may support to reduce the difficulty and cost. 

Technically, we present a novel technique PDFI (Proximity-based Diagnosis Fac-
tors Identifier) that employs term proximity contexts to improve various kinds of text-
based discriminative factors identifiers. For a candidate diagnosis factor u, PDFI 
measures how other candidate diagnosis factors appear in the areas near to u in the 
medical texts, and then encodes the term proximity context into the discriminating 
capability of u measured by the underlying discriminative factors identifiers. The idea 
is based on the observation that in a medical text talking about the diagnosis of a 
disease, the diagnosis factors often appear in a nearby area of the text, and hence by 
encoding term proximity contexts into the discriminating capabilities of the diagnosis 
factors, various kinds of discriminative factor identifiers may be improved. 
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1.2   Major Challenges and Related Work 

Major challenges of the research include (1) estimating the discriminating capabilities 
of candidate diagnosis factors, (2) recognizing term proximity contexts of the factors, 
and (3) measuring the strengths of the factors by integrating their term proximity con-
texts and discriminating capabilities. No previous studies tackled all the challenges.  

For the first challenge, previous studies on the correlations between biomedical ob-
jects (e.g., proteins, genes, and diseases) often employed sentence parsing [9][13], 
template matching [2][8], or integrating machine learning and parsing [5] to extract 
the relationships between biomedical objects. The previous techniques are not appli-
cable to the identification of diagnosis factors, since the relationships between  
diseases and their diagnosis factors are seldom explicitly expressed in individual sen-
tences. Most sentences in a medical text do not repeatedly mention the diseases, nor 
do they mention “diagnosis” as the relationship between the diseases and the factors. 

Another approach to the identification of diagnosis factors is text classification. 
The problem of identifying diagnosis factors for diseases may be treated as a feature 
selection problem in which we score and select those features (terms of diagnosis 
factors) that are capable of discriminating the categories (diseases). The selected fea-
tures may also serve as the basis on which a text classifier may be built to classify 
symptom descriptions into disease categories [6]. Feature selection in text classifica-
tion does not rely on processing individual sentences, but instead relies on the texts 
labeled with category names to measure how a feature may discriminate the catego-
ries, making it a plausible way to identify diagnosis factors. Previous studies had 
developed and tested many feature selection techniques (e.g., [7][14]).  

However, the feature selection techniques do not consider proximity contexts of 
the diagnosis factor terms (features), which is the second challenge of the paper. As 
noted above, the authors of a medical text for a disease tend to describe the diagnosis 
factors of the disease (if any) in a nearby area of the text, making term proximity 
contexts quite helpful to identify the factors. Previous studies noted term proximity as 
important information as well, however they often employed term proximity to im-
prove the ranking of the texts retrieved for a query [1][3][11][15], rather than the 
identification of diagnosis factors. 

We refer the feature selection techniques as the underlying discriminative factors 
identifiers, and explore how term proximity may be used to improve them. Therefore, 
the final strength of each diagnosis factor should be based on both the term proximity 
context and the discriminating capability of the factor. The estimation of the strength 
is the third technical challenge, which was not explored in previous studies. 

1.3   Organization and Contributions of the Paper 

Section 2 presents PDFI, which is an enhancer to various kinds of discriminative 
factors identifiers. To empirically evaluate PDFI, section 3 reports a case study in 
which real-world medical texts for a broad range of diseases are tested. PDFI signifi-
cantly improves a state-of-the-art identifier in ranking candidate diagnosis factors for 
the diseases. The contribution is of practical significance in the development of an  
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Fig. 2. PDFI employs term proximity contexts to enhance various kinds of discriminative con-
cepts identifiers 

intelligent system used in clinical decision support and medical education for health-
care professionals, as well as health education for healthcare consumers.  

2   Enhancing Factor Identifiers by Term Proximity Contexts 

As illusrated in Figure 2, PDFI collaborates with the underyling discriminative factors 
identifier by integrating the output of the identifier (i.e., discriminating strengths of 
candidate factors) with term proximity information, and the resulting strengths of the 
factors are used to rank the factors for medical experts to validate. The strength esti-
mation is thus essential in reducing the load incurred to the experts. 

More specifically, Table 1 presents the algorithm of PDFI in estimating the 
strength of a candidate factor. Given a feature u (candidate factor term) and its dis-
criminating strength x for a disease c (produced by the underlying discriminative 
factors identifier), PDFI measures a term proximity score for u (ProximityScore, ref. 
Step 4 and Step 5). The proximity score is measured based on the shortest distances 
(in the given medical texts) between u and other candidate features of c (ref. Step 4.1 
and Step 4.2). PDFI employs a sigmoid function to transform the shortest distances 
into the proximity score−the shortest distance between u and another candidate fea-
ture n is transformed into a weight between 0 and 1, and the smaller the distance is, 
the larger the weight will be (ref. Step 4.3). The sigmoid weighting function has a 
parameter α that governs the distance for which a weight of 0.5 is produced (when the 
distance is equal to α, the sigmoid weight is 0.5), and we set α to 30. Moreover, it is 
interesting to note that, to measure the proximity score of u, the sum of the sigmoid 
weights with respect to all the other candidate features is computed (i.e., RawScore, 
ref. Step 4.3) and normalized by the maximum possible sum of the weights (i.e., |N|, 
ref. Step 5). The normalization aims at measuring the contextual completeness of the  
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Table 1. Proximity-based revision of the strength of a candidate factor 

Procedure: ProximityStrength(u,c,x) 

Given: u is a candidate feature (a candidate factor term) for disease c, and x is the 
preliminary strength of u with respect to c (x is produced by the underlying fac-
tor identifier). 

Effect: Revising x based on the term proximity context of u in the texts about c. 

Method: 

(1) RawScore ← 0; 
(2) N ← {n|n is a candidate feature for c , n≠u}; 
(3) Dc ← Set of texts about c; 
// Estimate term proximity score of u 
(4) For each feature n∈N, do  

(4.1) If u and n do not co-occur in any text in Dc, MinDist ← Length of the 
largest text in Dc; 

(4.2) Else MinDist ← Minimum distance between u and n in the texts in Dc; 

(4.3) RawScore ← RawScore+
)(1

1
MinDiste −−+ α

; 

(5) ProximityScore ← RawScore/|N|; 
// Integrate the term proximity score and the preliminary strength of u 
(6) RankScore(u,c) ← 1 + Rank of u among all candidate features of c  (ranked by 

the preliminary strengths of the features); 
(7) x ← 

),(

1

cuRankScore
+ProximityScore; 

(8) Return x; 
 
 

other candidate features appearing near to u, and hence the proximity score of u is in 
the range of [0, 1] as well. 

To properly integrate the proximity score with the discriminating strength of u with 
respect to c, PDFI computes a ranking score based on the strength rank of u among all 
candidate features of c (i.e. RankScore, ref., Step 6)1. The final strength of u is simply 
the sum of the ranking score and the proximity score (ref., Step 7). The strength esti-
mation is based on the observation that, a good diagnosis factor u for a disease c 
should be able to (1) discriminate c from other diseases and (2) individually appear 
near to other candidate features for c. Therefore, the combination of the strength rank 
and the proximity score of a candidate feature u may produce a strength to indicate 
the possibility of u serving as a diagnosis factor for disease c. Based on the strengths 
estimated for candidate features, PDFI may rank good diagnosis factors higher. 

                                                           
1 PDFI does not directly employ the discriminating strength of u, since different discriminative 

factors identifiers may produce different scales of strengths, making their integration with the 
proximity score more difficult. 
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3   Empirical Evaluation 

An experiment is conducted to empirically evaluate the contribution of PDFI.  
The experiment aims at measuring how PDFI may enhance a state-of-the-art  
discriminative factors identifier in ranking candidate factors using a real-world data-
base of medical texts for a broad range of diseases. Table 2 summarizes the main 
experimental setup, which is to be described in the following subsections.  

Table 2. Experimental setup to evaluate PDFI 

Item Setting 
(1) Dictionary 
of medical 
terms  

Medical terms is collected from the 2011 MeSH, with each MeSH term, 
its retrieval equivalence terms (terms in its “entry” field) are included as 
well, resulting in a dictionary of 164,354 medical terms. 

(2) Source of 
experimental 
data  

(A) Experimental texts are collected from MedlinePlus by checking all 
the diseases for which MedlinePlus tags diagnosis/symptoms texts, 
resulting in a text database of 420 medical texts for 131 diseases. 
(B) Each medical text is manually read and cross-checked to extract 
target diagnosis factor terms from the texts, resulting in 2,797 target 
terms (that are included in MeSH as well) from the 420 medical texts for 
131 diseases. 

(3) Underlying 
discriminative 
factors identifi-
ers 

The chi-square (χ2) feature scoring technique is employed as the under-
lying factor identifier, which produces a discriminating strength for each 
feature (candidate factor) with respect to each disease, and for each 
disease, all positively-correlated features are sent to PDFI for re-ranking. 

(4) Evaluation 
criterion 

Mean Average Precision (MAP) is employed as the criterion, which 
measures how target diagnosis factors are ranked high for the medical 
expert to check and validate. 

 

3.1   Experimental Data and Resources 

Recognition of biomedical terms is a basic step of diagnosis factor identification, 
since a factor is actually expressed with a valid biomedical term. It is also known as 
the problem of named entity recognition, and several previous studies focused on the 
recognition of new terms not included in a dictionary (e.g., [12][16]). In the experi-
ment, since we do not aim at dealing with new terms, we employ a dictionary of 
medical terms to recognize medical terms, which are then treated as candidate factors. 
All terms in a popular and up-to-date database of medical terms MeSH (medical sub-
ject headings) are employed.2 By including all terms and their retrieval equivalence 
terms,3 we have a dictionary of 164,354 medical terms, which should be able to cover  
 

                                                           
2 We employ 2011 MeSH as the dictionary, which is available at 
http://www.nlm.nih.gov/mesh/filelist.html 

3  Retrieval equivalence terms of a term are from the field of “entry” for the term, since  
they are equivalent to the term for the purposes of indexing and retrieval, although  
they are not always strictly synonymous with the term (ref. http://www.nlm.nih.gov/ 
mesh/intro_entry.html) 
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most diagnosis factor terms. A term may be a candidate factor term only if it is listed 
in the dictionary, making the systems able to focus on valid medical terms.4 

On the other hand, to test the factor identification techniques, we need experimen-
tal medical texts from which the techniques identify diagnosis factors for individual 
diseases. Since there is no benchmark database for the purpose, we collect the medical 
texts from MedlinePlus,5 which aims at providing reliable and up-to-date information 
for diseases. We examine all diseases listed in MedlinePlus, and download the texts 
that MedlinePlus tags as diagnosis/symptoms texts for the diseases.6 Each text is for a 
disease. It is manually read and cross-checked to extract the passages that talk about 
the target diagnosis factors for the corresponding disease. The dictionary noted above 
is then used to filter out those terms not in MeSH. We then remove those texts that do 
not have target diagnosis factors terms and those diseases that do not have any texts 
with target diagnosis factors terms. There are thus 420 medical texts for 131 diseases,7 
and 2,797 target diagnosis factor terms for the diseases. The texts may thus be a suit-
able data to comprehensively evaluate PDFI in a broad range of diseases. 

A few steps are conducted to preprocess the medical terms, including transforming 
all characters into lower case, replacing non-alphanumeric characters and "'s" with a 
space character, and removing stop words.8  

3.2   The Underlying Discriminative Factors Identifier 

We implement χ2 (chi-square) as the underlying factor scoring and identification 
technique. It is a state-of-the-art technique that was routinely employed (e.g., [4][14]) 
and shown to be one of the best feature (factor) scoring techniques [14]. For a term t 
and a category (disease) c, χ2(t,c) = [N × (A×D - B×C)2] / [(A+B) × (A+C) × (B+D) × 
(C+D)], where N is the total number of documents, A is the number of documents that 
are in c and contain t, B is the number of documents that are not in c but contain t, C 
is the number of documents that are in c but do not contain t, and D is the number of 
documents that are not in c and do not contain t. Therefore, χ2(t,c) indicates the 
strength of correlation between t and c. We say that t is positively correlated to c if 
A×D > B×C; otherwise t is negatively correlated to c. A term may be treated as a 
                                                           
4 Actually, MeSH provides a tree (http://www.nlm.nih.gov/mesh/trees.html) containing various 

semantic types that are related to diagnosis factors, including "Phenomena and Processes" 
(tree node G), "diagnosis" (tree node E01), and "disease" (tree node C). However, diagnosis 
factor terms may still be scattered around the MeSH tree. For example, the symptom term 
"delusions" is under the MeSH category of Behavior and Behavior Mechanisms (tree node 
F01)  Behavior  Behavioral Symptoms  Delusions. Therefore, we employ the whole 
list of MeSH terms as the dictionary. 

5 Available at http://medlineplus.gov 
6 The texts are collected by following the sequence: MedlinePlus → “Health Topics” → Items 

in “Disorders and Conditions” → Specific diseases → Texts in “diagnosis/symptoms.” We 
skip those diseases that have no “diagnosis/symptoms” texts tagged by MedlinePlus. 

7 The 131 diseases fall into 7 types of disorders and conditions: cancers; inflections; mental 
health and behaviors; metabolic problems; poisoning, toxicology, environmental health; preg-
nancy and reproduction; and substance abuse problems. 

8 A stop word list by PubMed is employed: 
http://www.ncbi.nlm.nih.gov/bookshelf/br.fcgi?book=helppubmed& 
part=pubmedhelp&rendertype=table&id=pubmedhelp.T43 
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candidate factor term for c only if it is positively correlated to c. By comparing the 
performances of the systems before and after PDFI is applied (named χ2 and 
χ2+PDFI, respectively), we may measure the contribution of PDFI to χ2. 

3.3   Evaluation Criteria 

Both the underlying discriminative factor identifier (i.e., χ2) and the enhanced version 
of the identifier (i.e., χ2+PDFI) produce strengths for candidate factor terms, and 
hence produce two lists of ranked terms. Therefore, by measuring how target diagno-
sis factor terms appear in the two ranked lists, we may evaluate the quality of the 
strength estimations by χ2 and χ2+PDFI, and accordingly measure the contribution of 
PDFI to the underlying discriminative factor identifier. Therefore, Mean Average 
Precision (MAP) is employed as the evaluation criterion: 
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where |C| is the number of diseases (i.e., 131), k is number of target diagnosis factor 
terms for the ith disease, and fi(j) is the number of candidate terms whose ranks are 
higher than or equal to that of the jth target term for the ith query. That is, P(i) is actu-
ally the average precision (AP) for the ith disease, and MAP is simply the average of 
the AP values for all diseases.  

Note that when computing P(i) for a disease, we employ the number of target 
terms (i.e., k) as the denominator, making it able to consider the percentage of target 
terms in the ranked list (i.e., a sense similar to recall). Therefore, if the ith disease has 
many target terms but only very few of them are in the ranked list, P(i) will be quite 
low no matter how the few terms are ranked in the list. 

3.4   Results 

MAP values of χ2 and χ2+PDFI are 0.2136 and 0.2996. After conducting a two-tailed 
and paired t-test on the average precisions on the 131 individual diseases (ref., P(i) in 
Equation I), we find that the performance difference is statistically significant with 
99% confidence level, indicating that PDFI successfully enhances χ2 in ranking target 
diagnosis factors higher. Given that χ2 is a state-of-the-art factor scoring technique, 
the enhancement provided by PDFI is of both practical and technical significance. If 
there exists another scoring technique that may produce better ranking than χ2, PDFI 
may collaborate with it as well. 

To illustrate the contribution of PDFI, consider the disease ‘parasitic diseases’ that 
is of the disorder type of infections, and there are two texts for it. Average precision 
for the disease achieved by χ2 and χ2+PDFI are 0.3003 and 0.3448, respectively. 
When compared with χ2, χ2+PDFI promotes the ranks of several target diagnosis 
factors such as ‘parasite,’ ‘antigen,’ ‘diarrhea,’ and ‘MRI scan,’ since they appear at 
some place(s) where more other candidate terms occur in a nearby area. On the  
other hand, χ2+PDFI also lowers the ranks of a few target diagnosis factors such as 



 Identifying Disease Diagnosis Factors by Proximity-Based Mining of Medical Texts 179 

‘serology.’ A detained analysis shows that ‘serology’ only appears at one place where 
the author of the text used lots of words to explain ‘serology’ with very few candidate 
terms appearing in the nearby area. As anther example, consider the disease ‘cervical 
cancer’ that is of the disorder type of cancers, and there are two texts for it. Average 
precision for the disease achieved by χ2 and χ2+PDFI are 0.1222 and 0.4071, respec-
tively. χ2+PDFI promotes the ranks of several target factors such as ‘colposcopy’ and 
‘vagina.’ Overall term proximity contexts are helpful in promoting the ranks of target 
diagnosis factors. 

4   Conclusion and Future Work 

Diagnosis factors to discriminate a broad range of diseases are the fundamental basis 
on which intelligent systems may be built for diagnosis decision support, diagnosis 
skill training, medical research, and health education. A diagnosis knowledge map 
that consists of the relationships between diseases and diagnosis factors is an ontology 
for the systems. Its construction requires the support provided by a text mining tech-
nique since (1) the diagnosis factors should be discriminative among the diseases, (2) 
the diagnosis factors may evolve as medical findings evolve, and (3) medical findings 
are often recorded in texts. We thus develop a technique PDFI that employs term 
proximity contexts to significantly enhance existing factor identification techniques so 
that they may be more capable of extracting diagnosis factors from a given set of 
medical texts. The contribution of PDFI is based on the observation that authors of a 
medical text for a disease tend to describe the diagnosis factors of the disease (if any) 
in a nearby area of the text. Based on the research results, we are exploring several 
interesting issues, including automatic collection of medical texts for diagnosis factor 
extraction, computer-supported validation of diagnosis factors, and visualization of 
the diagnosis knowledge map for interactive map exploration. A complete, reliable, 
and evolvable diagnosis knowledge map may be expected to be shared among users 
and systems in various medical applications.  
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Abstract. On the Internet the number of Web pages and other documents has 
grown so fast that it is very hard to find needed information. Search engines are 
still improving their retrieval methods but still many irrelevant documents are 
presented in the results. A solution to this problem is to get to know the user, 
his interests, preferences and habits and use this information in retrieval 
process. In this paper a user profile and its adaptation method is proposed. To 
evaluate the proposed method, simulation of user behaviour is described. 
Performed experimental evaluation shows that the distance between created 
user profile and user preferences is decreasing with subsequent actualization 
processes steps. 

Keywords: user profile adaptation, simulation of user behaviour, document 
retrieval, personalization. 

1   Introduction 

Nowadays, with rapid growth of the Internet, large amount of information is 
available. Each user can use this data but the problem arises because of its overload. 
There is so much data and information in the Internet, that normal user is not able to 
find needed information in a reasonable time. Many search engines are still improving 
their methods of information retrieval but the user would like to get only relevant 
information in short time. The problem may come not only from the search engine 
deficiencies (such information may not exist) but also from user’s lack of knowledge 
or skills. User may not know how to formulate a query, i.e. when he does not know 
about some aspects of problem or he is a new to the system [1]. 

Usually user enters very few words to the search engine and expects that the 
system will know real users’ needs. To meet such expectations many systems are 
trying to get more information about the user and use that information during the 
searching process. The most popular way is to ask the user about his interests, 
preferences, hobbies, etc. and save them in the user profile. More complex methods 
are based on observation of user’s activity in the system and adapt according to them. 
Information gathered in user profile can be used to establish real context of user’s 
query or disambiguate the sense of it. 
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Either explicit or implicit methods have advantages and disadvantages. Explicit 
methods require user’s time to fill some questionnaire or look through a large set of 
documents to explore user’s interests’ areas. On the other hand, implicit method does 
not engage the user but need more time to decide whether he is interested in some 
field or not [14]. In both situations it is possible that system would not gather 
information about real users’ interests and preferences. 

The most important problem in user profiling is the fact that users’ interests, 
preferences and habits are changing with time. To keep user profile up-to-date it is 
necessary to use adaptation method based on user feedback [7], e.g. documents that 
user opens, saves or print. The user judges relevance of documents and it has strong 
influence to profile adaptation.  

In this paper we propose a user profile and describe an adaptation method. 
Proposed solutions are evaluated using simulated user. The main advantage of not 
using real people to the experiment is to save time but on the other hand, it requires 
many intuitive assumptions about user’s behaviour in searching situation. 

This paper is organized as follows: Section 2 contains an overview of 
personalization methods, problems with keeping profile up-to-date and adaptation 
techniques. Section 3 proposes user profile and adaptation method. In Section 4 we 
describe how user behaviour in searching process is simulated. Section 5 presents our 
experiment and discussion about the first results. Conclusions and future works are 
contained in Section 6. 

2   Related Works 

Building the user profile in personalization systems is not a new idea and many 
applications in this area are still developed to recommend better documents to the 
user. Many search engines such as Yahoo, Google, MSN, and AltaVista, are 
developed to meet users’ needs, but they do not satisfy the various users’ needs in real 
world. [6]. The main problem is that getting to know the user: his interests, 
preferences, habits, etc. and saving this knowledge in a user profile is not sufficient. 
Information about the user can become out-of-date because he has changed his 
preferences or is getting to know a new discipline. 

Despite efficient information retrieval technologies, users are still not satisfied with 
the search process and the results presented. Studies have shown that when user is not 
familiar with the topic, he enters very few query terms. As a result, user is often 
inundated with a large amount of links returned due to the generality of the terms used 
during a search. It can be alleviated by providing more user information when the 
search was performed. [4]. System with user profile can help user in searching 
process by extending user’s query or by disambiguating the context of it. 

Approaches to user profiling can be divided into two groups according to the way 
of profile generation: static and dynamic. Static profile approach means that users’ 
preferences, interests or other values are static after created the user profile. Most  
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portal systems use the static profile approach to provide personalized information. In 
that case user profile can have incorrect information about the user because users’ 
preferences have changed. To address this problem, dynamic profiles are created and 
various learning techniques, such as Bayesian classifiers, neural networks, and genetic 
algorithms have been utilized for revising user profiles in several research studies 
resulting in various levels of improvement [6]. A cognitive user model presented in 
[11] is used to characterize optimal behavioral strategies for information search using 
a search-engine. 

In many systems, authors assume the existence of long-term and short-term 
interests [10]. The first category of terms are more constant and theirs changes are 
rarely. Short-term can change very quickly and usually are not so important for the 
user. In this context, the aim of personalization process is to differentiate those terms 
and save information that is still relevant to users’ real information needs and change 
the influence of this information during searching process. 

To build useful user profiles, many acquisition methods are generated. User enters 
a query and looks through the results. The system can ask the user how much each 
document was relevant to the query (explicit method) or observe user actions in the 
system (implicit method). Authors of [13] list a number of indicator types that can 
show if user is interested in document or not. There are following indicators: explicit 
– user selects from scale, marking – bookmark, save, print; manipulation – cut/paste, 
scroll, search; navigation – follow link, read page; external – eye movement, heart 
rate; repetition – repeated visits; negative – not following a link. All those features, 
except the first one, can be used in an implicit manner. 

Different systems are generating different user profile structures and it has direct 
influence on adaptation and modification methods. The user profile can save 
information about the user in the following forms: list of historical activity, vector 
space model (Boolean model or with weighted terms), weighted association network, 
user-document matrix, hierarchical structures (tree) or ontologies [9]. Actualization of 
user profile depends on the profile structure. In most systems user interests, 
preferences, etc. are saved as set of terms with appropriate weights and terms can be 
linked by some relationships. Adaptation method means changing values of those 
weights by, sometimes complicated, mathematical formula, e.g. statistical regression 
or Bayesian model [14]. The way of weights modification is as important as the data, 
based on which, modification is done. 

Important issue in profile adaptation process is not only to add new information 
about user but also to judge if data existing in profile is valid. The first systems like 
Sift NetNews obligated users to manually modify their profile by adding or removing 
some interests [10]. Newer solutions are based on relevance feedback and user 
observation. When user is not interested in some area for a long time, this area has 
lower influence with time and is getting unimportant in user profile. Biologically, the 
reasons for the forgetting model are described in [4]: amount of unrepeated 
information remembered by a person is exponentially decreasing with time. 

User profile modification is a difficult task because information gathered about the 
user can not be reliable in the sense of real user information needs. That is the reason 
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why not only positive feedback is taken into account but also the negative one [12]. 
The user has selected only a few documents from usually large list, and the other 
documents are omitted because of many possible reasons: user has found needed 
information in previous document, user is not interested in the other documents 
because they are irrelevant, user has not found it and is trying to reformulate a query 
or simply user does not have time to open the remaining documents. 

3   User Profile and Adaptation Method 

In this section we present our model for the user profile and a method of the 
adaptation. 

Agent-based Personal Assistant is a system consisting of three modules: 
Personalization, Metasearch and Recommendation. The Personalization component 
gathers information about users’ activity, interests and relevant documents. Meta 
Search part is responsible for finding the best search engines and sending there 
queries, collecting answers from all the used sources and transferring them to 
Recommendation part. The task of the Recommendation component is used to select 
and sort retrieved documents and to present them to the user [8], [9]. 

The main aim of Personalization module is to get to know the user and to build an 
appropriate user profile based on collected data. To guarantee that the user profile can 
be effectively used in the retrieval process, it should stay up-to-date. Personalization 
module is observing users’ activities in the system and modifying the user profile. 

As presented in our previous work [9] the user profile can be presented as a tree 
structure – acyclic and coherent graph G = (V, E), where V is a set of nodes 
containing the vector of weighted terms describing concepts and a time stamps when 
the user was interested in those concepts for the last time. The E is a set of edges 
representing “is-a” relation between two nodes taken from WordNet ontology [17]. If 
two nodes v1 and v2 are connected by edges e(v1,v2), it means that concept from node 
v2 is a kind of concept in node v1. Terms contained in the same concepts are 
synonyms. Figure 1 presents an example of user profile structure. 

The root of this tree is not a concept in WordNet meaning but only an artificial 
node. The nodes of the first level (roots’ children) are the main areas of user interests 
or concepts connected with them. The profile of the user with many different interests 
will be broad (many children of the root) and the deeper the user profile is, the more 
specialized information about the user the system have. 

The terms in the user profile are obtained from users’ queries. The intuition in this 
situation is that if the user is asking about some information, he is interested in it and 
even if there are other terms connected with users’ ones, it is not obvious that the user 
is interested also in those additional terms. 

To perform dynamic adaptation process the system observes the user and saves his 
queries and documents that were received as results in each session. Session is a set of 
users’ action in the system from the opening of the system to its closure. After the  
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Fig. 1. A structure of user profile 

session, from the set of documents that user has received and considered as relevant to 
appropriated query, the mean value of each terms from users’ queries is calculated: 

• Documents set from session with appropriate query:  
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where: s is session’s number, i is query’s number and ij is a number of documents 
relevant to query qi; 
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of term in single document in current session. 
From each session system obtains a set of terms that were used in queries in this 

session. To calculate the weights of those terms in relevant documents, some measure 
of term importance in the document should be used. The most popular method to 
extract index terms from the document is statistical term weighting measure 
frequency-inverse document frequency (TF-IDF). In research collections, documents 
are often (but not always) described by some keywords added by the authors. Using 
existing keywords is more adequate than using terms artificially extracted from the 
document because the authors know the best way to describe their work. Some danger 
can be hidden in that approach when authors add words or terms that are not present 
in dictionary or ontology used by the system (e.g. added word is a proper name or too 
specialized in a very narrow research area). 

After the session, new set of weighted terms are calculated. To update the weights 
of existing terms in profile, the change of user interests can be calculated as: 

Ci=<ci,  ti> 
ci – set of weighted synonyms describing i-th 
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• Relative change of user interests in term kl after the session s:  
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weight of term kl after previous session. 
User adaptation process is a function of two arguments: current weight of term in 

user profile )(sw
lk  and relative change of user interests in two last sessions )(sw
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The following formula is proposed to calculate the weight of term kl after the  
session s: 
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where: )1( +sw
lk  is a weight of term kl in user profile in session s+1; A, B, C and 

α are parameters that should be attuned in experimental evaluation. 
When the user is not more interested in some terms, theirs weights are decreasing 

and if this weight is smaller than some assumed threshold, such unimportant term is 
deleted from user profile. 

In the next sections, we show that proposed adaptation method is effective in terms 
of the Euclidean measure. After the 3rd, 6th and 9th block of sessions, user profile will 
be updated and the distance between created user profile and user preferences will be 
calculated in those steps. The distance in subsequent stages will decrease so the 
created user profile will become closer to user preferences. 

4   User Simulation 

To perform an experiment instead of using a real user we would like to simulate user 
behaviour. We assume that users’ preferences are described by set of 10 terms 
randomly selected from a thesaurus T. To each term a normalized weight wi is 
generated }10,...,2,1{],1;5,0( ∈∈ iwi .  

Clarkea et al. [3] checked that in many retrieval systems more than 85% of the 
queries consisted of three terms or less. In our experiment user queries will be 
generated by selecting 3 terms from user preferences and will be sent to the 
information retrieval system. It is possible that system will not return any document to 
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entered query because selected terms can be inconsistent [5] or simply such document 
can not exist in database. 

User preferences can change with time so after each 10 sessions one term with the 
lowest weight will be deleted and another term from thesaurus T will be chosen and 
added to user preferences with random weight. The weights of other terms in users’ 
preferences set will be changed by at most 10% [2], but still they will fulfill the 
condition }10,...,2,1{],1;5,0( ∈∈ iwi . User preferences can be presented in the 
following form (with weights in increasing order): 

150
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The most important feature in real user behaviour is to judge whether retrieved 
document is relevant to entered query or not. To do it automatically, additional 
weights are needed to each term of user query q and document keywords d. The best 
indexes are added to the document by its authors: ;, ...,i, iid m )( 21=  where m 

depends on how many indexes author(s) entered.  
In our experiment relevance function will be used. Relevance function is calculated 

as a sum of differences between positions of term in the user query and position of the 
same term or its synonym in document indexes divided by maximal sum of those 
differences. The numerator of this value of proposed relevance measure can be treated 
as the number of operations needed to set those terms in the same order as they are in 
user query and on the beginning of indexes list: 

∑
∑

=

j

i

d
i

q
i

|-js|num_of_po

|term-posterm|pos

q,ddist
1)(

)()(

)( . (7) 

where: )( q
iterm pos  is a position of i-th term in user query; )( d

iterm pos  is a 

position of i-th term in documents’ indexes and )( jnum_of_pos  is a number of 

indexes in j-th document. 

5   Experimental Evaluation 

In this section, we discuss our methodology to perform the experiments to evaluate 
the effectiveness of personalization method. The aim of the experiment is to show that 
the distance between user preferences and generated profile is getting smaller when 
actualization method is applied. 

The experiment was performed according the following plan: 

1. Determine a domain and set of terms T that will be used in experiment. 
Determine user preferences Pref. 
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2. Generate a query q – select randomly 3 terms from user preferences set 
}{ 1021 , ...,t, tt , set these terms in proper order according to decreasing 

weights and send query to search engine. 
3. From the return list get keywords )( 21 m, ...,i, iid = ; m is a number of 

indexes. 
4. Calculate distances dist(q,d) between each retrieved document and user 

query using formula (7). 
5. Mark documents that meet the condition )10()( ;;d,qdist ∈≥ ρρ  as 

‘relevant’; }{ 21
(s)
n

(s)(s)

s
,..., d, ddD =  

6. After 3 blocks of 10 session update the profile using adaptation method 
presented in equation (5). 

7. Calculate the distance between user profile and user preferences using 
Euclidean distance between those two extended vectors. 

 
Experiment was performed on ACM Digital Library [15]. 

The following assumptions were made for the experiment: we assume the values of 
weights of documents’ indexes are known. The first keyword is the most important 
and has weight w(i1)=1, weight of the next keyword is w(i2)=0,9 and so on. The sixth 
and next keywords will have weights w(im)=0,5: 
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The terms from user query do not need weights. User query contains three terms and 
we assume that each of them is equally important. The order of those terms in query is 
taken into account by used search engine. 

All methods described in previous sections were implemented in Java environment 
(J2SE). The set of terms T was obtained from the ACM Computing Classification 
System [16] and to user preferences Pref the following terms were selected with 
randomly weights: 

Pref(0) = {(database, 0.81), (network, 0.65), (knowledge, 0.63), (security, 0.9), 
(management, 0.86), (learning, 0.83), (hybrid, 0.86), (theory, 0.71), (simulation, 0.5), 
(semantic, 0.53)} 

From the set Pref(0) users’ queries were generated by random selection of three out of 
10 terms. In each session we assume 5 users’ queries. After each block of 10 sessions, 
the term with the lowest weight was replaced by new term from T and new weight for 
its term was generated. The sample set of users’ queries with the results (indexes of  
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retrieved documents) obtained from the ACM Portal from one session is presented in 
Table 1. Each document was checked by the relevance function and from the set of 
relevant documents after 3 blocks of sessions, the first user profile was generated 
according to procedure described in Section 3. 

After the very first trials, the parameters were tuned and set as follows: ρ =0.3; A=1.0, 
B=1.0 and C=3.0. To the experiment 9 blocks of sessions was prepared. After first 3  
 

Table 1. A sample of user session: queries and results 

knowledge 
network 
security 

OSPF attacks, event correlation, knowledge-based IDS, link-state 
routing protocol security, real-time misuse intrusion detection, real-
time network protocol analysis, timed finite state machine 
computer-network security, knowledge acquisition, knowledge-based 
temporal abstraction, malicious software, temporal patterns 
AI reasoning, Vijjana model, cloud computing, interactive 
knowledge network, security, semantic web 
base stations, entity authentication, guillou-quisquater protocol, 
security protocols, sensor and ad hoc networks, wireless security, 
zero-knowledge protocol 
IHMC, MAST, concept maps, knowledge models, mobile agents, 
network security 

learning 
database 
theory 

learning theory, non-interactive database privacy 
database courseware, knowledge and skills, multimedia, tool-
mediated independent learning, virtual apprenticeship theory 

hybrid 
simulation 
management 

failure management, hybrid embedded software, model-in-the-loop, 
quality assurance, simulation, simulink, testing 

database 
management 
learning 

LMS, Oracle, PHP, authentication, automated, database, email, 
instructor, lab, learning management system, online, registration, 
reservation, roster, training, workshop 
Case-based learning, UML, conceptual modeling, database 
management systems, design, education, informatics, information 
retrieval, lucene, postgresql 

User query Indexes of documents obtained for query 
theory 
knowledge 
learning 

knowledge management, media theory, multimedia process model, 
technology enhanced learning 
knowledge, knowledge management, learning organisation, 
management, organisational learning, theory 
collaboration, corporate universities, customer relations management 
(CRM), disciplinarity, educational theory, knowledge management, 
multimedia, organizational learning, research, training, usability 
studies, user-centered design 
database courseware, knowledge and skills, multimedia, tool-
mediated independent learning, virtual apprenticeship theory 
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Table 2. User profile generated and updated in subsequence of 3 blocks 

User profile after 3rd block User profile after 6th block User profile after 9th block 

term weight term weight term weight 

network 0,13387 network 0,28212 network 0,00000 

simulation 0,14519 simulation 0,00000 simulation 0,00000 

theory 0,13741 theory 0,28860 theory 0,00000 

hybrid 0,12670 hybrid 0,27633 hybrid 0,41713 

semantic 0,14311 semantic 0,00000 semantic 0,00000 

knowledge 0,13035 knowledge 0,28021 knowledge 0,41639 

learning 0,12823 learning 0,27317 learning 0,41853 

security 0,13483 security 0,27616 security 0,41331 

database 0,12458 database 0,26940 database 0,00000 

management 0,13163 management 0,28059 management 0,41704 

dynamic 0,12401 dynamic 0,27281 dynamic 0,41474 

collaborative 0,11686 collaborative 0,00000 collaborative 0,00000 

  storage 0,18713 storage 0,34458 

  intelligence 0,18899 intelligence 0,34744 

  distributed 0,18845 distributed 0,34557 

    agent 0,18808 

    cognitive 0,18727 

    modeling 0,18675 

 
 

blocks the user profile was generated and after 6-th and 9-th block, this profile was 
updated. Table 2 presents the user profile obtained after each update in the vector form. 

To compare created and updated user profile with user preferences, the Euclidean 
measure was used. In the subsequent blocks of session, new terms can be added to the 
user profile so we need to modify this measure. To compare two vectors with 
different numbers of dimentions, Euclidean measure was normalized by dividing 
calculated value by the maximal length of vector with normalized coordinates. The 
results are presented in Fig.2. The distance between user preferences and created user 
profile is decreasing with subsequent updates. 

Trends in Euclidead measure show that adapting user profile using proposed 
algorithm is effective and created and updated profile is becoming more similar  
to preferences vector, in spite of the fact that preferences are slightly changed with 
time. 
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Fig. 2. Euclidean distance between user preferences and the created user profile 

6   Conclusions 

In this paper we present a proposition of user profile and method of its adaptation. To 
avoid time and work-consuming experiments with real users, the way of user 
simulation was presented. Performed experiment shows that updating the profile 
according to proposed formula is an effective way of user profiling and the adapted 
profile becomes more similar to user preferences.  
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Abstract. The paper will discuss in detail the new possibilities for making lin-
guistic description and semantic interpretations of 64-slice spiral CT coronary 
vessels visualizations with the use of AI linguistic formalisms and especially 
ETPL(k) graph grammar. Current research shows that a significant part of diag-
nostic imaging, including of coronary arteries, is still difficult to automatically 
assess using computer analysis techniques aimed at extracting information hav-
ing semantic meaning. The proposed syntactic semantic description makes it 
possible to intelligently model the examined structure and then to automatically 
find the locations of significant stenoses in coronary arteries and identify their 
morphometric diagnostic parameters. 

Keywords: image semantic description, syntactic pattern analysis, medical im-
age understanding, Computer-Aided Diagnosis (CAD). 

1   Introduction 

Coronary heart disease are among the most important public health problems in de-
veloped countries. It is one of the major cause of death in the world [21]. It is desir-
able to search for tools capable of helping the physician take therapeutic decisions 
(second-opinion assistance). What is more, the impressive progress in apparatuses for 
acquiring medical images means that new generations of diagnostic apparatuses enter 
the market. As a result, the images analyzed so far, familiar to the physician, are re-
placed with other, better ones. Although the latter contain more information, they are 
unfortunately unfamiliar. In the present situation it is also increasingly difficult to be 
an expert who could efficiently assess all the currently available types of medical 
images. The reason is that the wide range of diagnostic apparatuses for visualizing the 
same organ makes it possible to present the organ in various visual forms depending 
on the technique used to acquire the image. All these and many other circumstances 
have led the authors of this publication to carry out wide-ranging research to find new 
solutions that could help develop intelligent systems for medical diagnostic support 
(CAD - Computer-Aided Diagnosis) and also significantly contribute to solving this 
very important problem. 

The last dozen or so years have mainly seen attempts to determine quantitative  
parameters of pathologies occurring in the coronary vascularisation using various 
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techniques, e.g. neural networks [6], wavelet-based fuzzy neural networks [7], Bayes-
ian methods [8]. In this context one cannot find solutions in the form of intelligent 
systems that could imitate the thought processes taking place in the mind of the diag-
nosing physicians and thus generate a specific diagnosis, and not just a quantitative 
assessment of pathologies present. The attempt to solve a problem posed like this 
requires the use of advanced algorithms and information techniques which would help 
to penetrate the semantics of the image and as a result determine the appropriate 
therapeutic premises. The problem presented is complicated. Such a system cannot be 
developed using classical methods of the traditional automatic recognition and classi-
fication [13] – it is necessary to make use of a new technique of their automatic un-
derstanding leading to formulating semantic descriptions of analysed images [10]. 
Methods presented here refer to earlier publications by the authors and use the con-
cept of the automatic understanding of medical images. The authors’ success in  
developing tools for automatically understanding flat images [9], [10], [11] has per-
suaded them to propose similar methods for 3D representations of biological struc-
tures provided by modern imaging systems. Considerations presented herein will 
particularly apply to 3D visualizations of coronary vessels, which will form the foun-
dation of the detailed part of this publication, but the formulation of the problem itself 
and the solution methodology outlined here can have much wider application. 

2   Graph-Based Formalisms in Modeling, Semantic Description 
and Analysis for CT Visualizations of the Coronary Arteries 

This section presents methods for making semantic models of 3D reconstructions of 
coronary arteries and interpretation capabilities based on these models. 

2.1   Characteristics of the Set of Image Data 

The work was conducted on images from diagnostic examinations made using 64-
slice spiral computed tomography in the form of animations saved as AVI (MPEG4) 
files with the 512x512 pixel format. The analyzed images were acquired with a 
SOMATOM tomograph, which offers a number of opportunities to acquire data  
and make 3D reconstructions. Here it should be noted that our work omits the  
pre-processing stage, as coronary arteries are extracted using dedicated software inte-
grated with the tomograph.  In this software, predefined procedures have been imple-
mented which allow the vascularisation to be quickly extracted from the visible struc-
tures of the cardiac muscle. Thus high quality images showing coronary arteries of the 
examined patient without ancillary elements were acquired. Consequently, this pre-
processing stage was omitted, which allowed us to focus directly on the arteries ex-
amined. Since image data has been saved in the form of animations showing coronary 
vessels in various projections, for the further analysis we should select the appropriate 
projection which will show the examined coronary vessels in the most transparent 
form most convenient for describing and interpreting. In the clinical practice, this 
operation is done manually by the operator, who uses his/her own criteria to select the 
appropriate projection which shows the coronary vessels including their possible 
lesions. In our research we have attempted to automate the procedure of finding such 
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a projection by using selected geometric transformations during image processing. 
Using the fact that the spatial layout of an object can be determined by projecting it 
onto the axes of the Carthesian coordinate system, values of horizontal Feret diame-
ters [14], which are a measure of the horizontal extent of the diagnosed coronary 
artery tree, are calculated for every subsequent animation frame during the image 
rotation. Determining these values is not particularly difficult and consists in calculat-
ing the difference between the maximum and the minimum coordinate of all points 
belonging to the projection of the analysed image on the X-axis. The projection for 
which the horizontal Feret diameter is the greatest is selected for further analyses, as 
this visualization shows both the right and the left coronary artery in the most conven-
ient take. In a small number of analysed images, regardless of selecting the projection 
with the longest horizontal Feret diameter, vessels may obscure one another in space, 
which causes a problem at subsequent stages of the analysis. The best method to 
avoid this would be to use advanced techniques for determining mutually correspond-
ing elements for every subsequent animation frame based on the geometric relations 
in 3D space [1], [2], [3]. 

2.2   Linguistic Formalisms in the Form of Indexed Edge-Unambiguous (IE) 
Graphs in 3D Modeling of Coronary Arteries 

To help represent the examined structure of coronary vascularisation with a graph, it 
is necessary to define primary components of the analyzed image and their spatial 
relations, which will serve to extract and suitably represent the morphological charac-
teristics significant for understanding the pathology shown in the image [15], [17]. It 
is therefore necessary to identify individual coronary arteries and their mutual spatial 
relations. To ease this process, the projection selected for analyzing was skeletonised. 
This made it possible to obtain the centre lines of examined arteries. These lines are 
equidistant from their external edges and one unit wide. This gives us the skeleton of 
the given artery which is much smaller than the artery itself, but fully reflects its topo-
logical structure. Skeletonising is aimed only at making possible to find bifurcation 
points in the vascularisation structures, and then to introduce an unambiguous linguis-
tic description for individual coronary arteries and their branches. The morphometric 
parameters have to be determined based on a pattern showing the appropriate vessel, 
and not just only its skeleton. Of several skeletonising algorithms used to analyse 
medical images, the Pavlidis skeletonising algorithm [16] turned out to be one of the 
best. It facilitates generating regular, continuous skeletons with a central location and 
one unit width. It also leaves the fewest apparent side branches in the skeleton and the 
lines generated during the analysis are only negligibly shortened at their ends. The 
centre lines of analyzed arteries produced by skeletonising them is then searched for 
informative points, i.e. points where artery sections intersect or end. These points will 
constitute the vertices of a graph modeling the spatial structure of the coronary vessels 
of the heart. The next step is labelling them by giving each located informative point 
the appropriate label from the set of node labels. In the case of terminal points (leaves 
of a graph modeling the coronary vascularisation), the set of node labels comprises 
abbreviated names of arteries found in coronary vascularisation. They have  
been defined as follows: for the left coronary artery: LCA - left coronary artery, LAD 
- anterior interventricular branch (left anterior descending), CX - circumflex branch,  
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L - lateral branch, LM - left marginal branch and for the right coronary artery: RCA - 
right coronary artery, A - atrial branch, RM - right marginal branch, PI - posterior 
interventricular branch, RP - right posterolateral branch. This way, all initial and final 
points of coronary vessels as well as all points where main vessels branch or change 
into lower level vessels have been determined and labelled as appropriate. After this 
operation, the coronary vascularisation tree is divided into sections which constitute 
the edges of a graph modeling the examined coronary arteries. This makes it possible 
to formulate a description in the form of edge labels which determine the mutual 
spatial relations between the primary components, i.e. between subsequent arteries 
shown in the analysed image. These labels have been identified according to the fol-
lowing system. Mutual spatial relations that may occur between elements of the vas-
cular structure represented by a graph are described by the set of edges. The elements 
of this set have been defined by introducing the appropriate spatial relations: vertical - 
defined by the set of labels {α, β,…, μ} and horizontal - defined by the set of labels 
{1, 2,…, 24} on a hypothetical sphere surrounding the heart muscle. These labels 
designate individual final intervals, each of which has the angular spread of 15°. 
Then, depending on the location, terminal edge labels are assigned to all branches 
identified by the beginnings and ends of the appropriate sections of coronary arteries. 
The use of the presented methodology to determine spatial relations for the analysed 
projection is shown below (fig. 1). 

 

Fig. 1. Procedure of identifying spatial relations between individual coronary arteries 

This representation of mutual spatial relations between the analysed arteries yields a 
convenient access to and a unanimous description of all elements of the vascular 
structure. At subsequent analysis stages, this description will be correctly formalised 
using ETPL(k) (Embedding Transformation-preserved Production-ordered k-Left 
nodes unambiguous) graph grammars defined in [18], supporting the search for 
stenoses in the lumen of arteries forming parts of the coronary vascularisation. 
ETPL(k) grammars generate IE graphs which can unambiguously represent 3D struc-
tures of heart muscle vascularisation visualized in images acquired during diagnostic 
examinations with the use of spiral computed tomography. Before we define the  
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representation of the analysed image in the form of IE graphs, we have to introduce 
the following order relationship in the set of Г edge labels: 1 ≤ 2 ≤ 3 ≤ … ≤ 24 and α 
≤ β ≤ γ ≤ … ≤ μ. This way, we index all vertices according to the ≤ relationship in the 
set of edge labels which connect the main vertex marked 1 to the adjacent vertices and 
we index in the ascending order  (i = 2, 3, …, n). After this operation every vertex of 
the graph is unambiguously assigned the appropriate index which will later be used 
when syntactically analysing the graph representations examined. IE graphs generated 
using the presented methodology, modeling the analysed coronary vascularisation, are 
presented in the figure below (fig. 2). 

 

Fig. 2. The representation of the right and the left coronary artery using IE graphs. Their char-
acteristic descriptions are presented in the tables below the figure. 

The graph structure created in this way will form elements of a graph language defin-
ing the spatial topology of the heart muscle vascularisation including its possible 
morphological changes. Formulating a linguistic description for the purpose of deter-
mining the semantics of the lesions searched for and identifying (locating) pathologi-
cal stenoses will support the computer analysis of the structure obtained in order to 
automatically detect the number of stenoses, their location, type (concentric or eccen-
tric) and extent. For IE graphs defined as above, in order to locate the place where 
stenoses occur in the case of a balanced artery distribution, the graph grammar may 
take the following form: 
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a) for the right coronary artery: 

),,,,( ZPGR ΓΔΣ=  (1) 

Σ = {ST, RCA, RM, PI, C_Right} 
Δ = {ST, RCA, RM, PI} 
Γ = {17η, 4ξ, 10ι, 14γ} 
Z is the start graph (fig. 3.) 
P is the set of productions shown in fig. 3. 

 

Fig. 3. Set of productions for grammar GR 

b) for the left coronary artery: 

),,,,( ZPGL ΓΔΣ=  
(2) 

Σ = {ST, LCA, CX, LAD, C_Left} 
Δ = {ST, LCA, CX, LAD} 
Γ = {5η, 11μ, 13η, 12ξ} 
Z is the start graph (fig. 4.) 
P is the set of productions shown in fig. 4. 

 

Fig. 4. Set of productions for grammar GL 
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This way, we have defined a mechanism in the form of ETPL(k) graph grammars 
which create a certain linguistic representation of each analysed image in the form of 
an IE graphs. The set of all representations of images generated by this grammar is 
treated as a certain language. Consequently, we can built a syntax analyser based on 
the proposed graph grammar which will recognise elements of this language. The 
syntax analyser is the proper program which will recognise the changes looked for in 
the lumen of coronary arteries. 

2.3   Constructing the Syntactic Analyser and Analysis of Particular Sections of 
Coronary Arteries 

Defining the appropriate mechanism in the form of a G graph grammar yielded IE 
graph representations for the analysed images, and the set of all image representations 
generated by this grammar is treated as a certain language. The most important stage 
which corresponds to the recognition procedure for the pathologies found is the im-
plementation of a syntactic analyser which would allow the analysis to be carried out 
using cognitive resonance [10], [12], which is key to understanding the image. One of 
the procedures of algorithms for parsing IE graphs for ETPL(k) graph grammars is the 
comparison of descriptions of characteristic subsequent vertices of the analysed IE 
graph and the derived IE graph which is to lead to generating the analysed graph. A 
one-pass generation-type parser carries out the syntactic analysis, at every step exam-
ining the characteristic description of the given vertex. If the vertex of the analysed 
and the derived graphs is terminal, then their characteristic descriptions are examined. 
However, if the vertex of the derived graph is non-terminal, then a production is 
searched for, after the application of which the characteristic descriptions are consis-
tent. The numbers of productions used during the parsing form the basis for classify-
ing the recognised structure. This methodology makes use of theoretical aspects of 
conducting the syntactic analysis for ETPL(k) grammars, described in [17], [18], [19]. 
Because of practical applications, the graph grammar should facilitate effective pars-
ing. This has been achieved by using ETPL(k) grammars. For such grammars, there 
are deterministic automata supporting effective parsing with the computational com-
plexity of O(n2) [17], [18], [19]. The ability to carry out semantic actions assigned to 
individual productions makes it possible to generate certain values or information 
which results from the syntactic analysis completed. In the case of analyses of 3D 
coronary vascularisation reconstructions, semantic actions of some productions will 
be aimed at determining numerical values defining the location and degree of the 
stenosis as well as its type (concentric or eccentric). These parameters will then be 
used as additional information useful in recognising doubtful or ambiguous cases or 
symptoms. 

3   Results and Discussion 

In order to determine the operating efficiency of the proposed methods, a set  
of test data was used. This set included 20 complete reconstructions of coronary  
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vascularisation obtained during diagnostic examinations using 64-slice spiral CT for 
various patients, and consist three types of topologies of coronary vascularisation (i.e. 
balanced artery distribution, right artery dominant, left artery dominant). The test data 
also included visualizations previously used to construct the grammar and the syntac-
tic analyser. However, to avoid analysing identical images from the same sequences 
we selected frames that were several frames later than the projections used to con-
struct the set of grammatical rules, and we used these later frames for the analysis. 
The above set of image data was used to determine the percentage efficiency of cor-
rect recognitions of the stenoses present, using the methodology proposed here. The 
recognition consists in identifying the locations of stenoses, their number, extent and 
type (concentric or eccentric). For the research data included in the experiment, 85% 
of recognitions were correct. This value is the percentage proportion of the number of 
images in which the occurring stenoses were correctly located, measured and properly 
interpreted to the number of all analysed images included in the experimental data set. 
The error percentage 15% of the experimental results, obtained for the proposed 
methods, concern problems in the qualifying stage of the image to the using an appro-
priate one of the defined graph grammars, which were created for different types of 
vascular topology. This was the case with the images on which the structure of coro-
nary vascularisation contained no significant features belonging to the one of three 
distinguished sets. In order to assess whether the size of the stenosis was correctly 
measured using the semantic actions defined in the grammar, we used comparative 
values from the syngo Vessel View software forming part of the HeartView CI suite 
[20]. This program is used in everyday clinical practice where examinations are made 
with the SOMATOM Sensation Cardiac 64 tomograph. In order to confirm or reject 
the regularity of the stenosis type determination (concentric or eccentric) shown in the 
examined image, we decided to use a visual assessment, because the aforementioned 
programs did not have this functionality implemented. As the set of test data was 
small (20 elements) the results obtained are very promising and show that graph lan-
guages for describing shape features can be effectively used to describe 3D recon-
structions of coronary vessels and also to formulate semantic meaning descriptions of 
lesions found in these reconstructions. Such formalisms, due to their significant de-
scriptive power (characteristic especially for graph grammars) can create models of 
both examined vessels whose morphology shows no lesions and those with visible 
lesions bearing witness to early or more advanced stages of the ischemic heart dis-
ease. An additional advantage of the discussed image languages which use advanced 
formalisms of mathematical linguistics, translation theory and graph theory, is that 
they automatically identify significant informative points on the image which indicate 
the presence of lesions. In addition, by introducing the appropriate spatial relations 
into the coronary vessel reconstruction, it is possible to reproduce their biological 
role, namely the blood distribution within the whole coronary circulation system, 
which also facilitates locating and determining the progression stage of lesions. All of 
this makes up a process of automatically understanding the examined 3D structure, 
which allows us to provide the physician with far more and far more valuable  
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premises for his/her therapeutic decisions than we could if we were using the tradi-
tional image recognition paradigm. The other possible application areas of the pro-
posed methods such another organs 3D image diagnosis are diverse. However, it must 
be possible to introduce graph representation of the visualized organ, which in turn 
will allow to define the appropriate graph grammar, enabling the representation of the 
image together with the potential morphological changes. Future works will include, 
among others problems related to automating the process of generating new grammars 
for cases not included in the present language. Another planned element of further 
research is to focus on using linguistic artificial intelligence methods to create addi-
tional, effective mechanisms which can be used for indexing and quickly finding 
specialised image data in medical databases. 

 
Acknowledgments. This work has been supported by the Ministry of Science and 
Higher Education, Republic of Poland, under project number N N516 478940. 

References 

1. Lewandowski, P., Tomczyk, A., Szczepaniak, P.S.: Visualization of 3-D Objects in Medi-
cine - Selected Technical Aspects for Physicians. Journal of Medical Informatics and 
Technologies 11, 59–67 (2007) 

2. Higgins, W.E., Reinhardt, J.M.: Cardiac image processing. In: Bovik, A. (ed.) Handbook 
of Video and Image Processing, pp. 789–804. Academic Press, London (2000) 

3. Sonka, M., Fitzpatrick, J.M.: Handbook of Medical Imaging. Medical Image Processing 
and Analysis, vol. 2. SPIE, Belligham (2004) 

4. Wang, Y., Liatsis, P.: A Fully Automated Framework for Segmentation and Stenosis 
Quantification of Coronary Arteries in 3D CTA Imaging, dese. In: 2009 Second Interna-
tional Conference on Developments in eSystems Engineering, pp. 136–140 (2009) 

5. Oncel, D., Oncel, G., Tastan, A., Tamci, B.: Detection of significant coronary artery steno-
sis with 64-section MDCT angiography. European Journal of Radiology 62(3), 394–405 
(2007) 

6. Cios, K.J., Goodenday, L.S., Merhi, M., Langenderfer, R.A.: Neural networks in detection 
of coronary artery disease. In: Proc. Computers in Cardiology, pp. 33–37 (1990) 

7. Akay, Y.M., Akay, M., Welkowitz, W., Kostis, J.: Noninvasive detection of coronary ar-
tery disease using wavelet based fuzzy neural networks. IEEE EMB. Mag. 13(5), 761–764 
(1994) 

8. Cios, K.J., Goodenday, L.S., Wedding, A.: A Bayesian approach for dealing with uncer-
tainties in detection of coronary artery stenosis using a knowledge-based system, DK. 
IEEE Eng. Med. Biol. Mag. 8(4), 53–58 (1989) 

9. Ogiela, M.R., Tadeusiewicz, R.: Syntactic reasoning and pattern recognition for analysis of 
coronary artery images. Artificial Intelligence in Medicine 26, 145–159 (2002) 

10. Tadeusiewicz, R., Ogiela, M.R.: Medical Image Understanding Technology. Springer, 
Heidelberg (2004) 

11. Tadeusiewicz, R., Ogiela, M.R.: Structural Approach to Medical Image Understanding. 
Bulletin of the Polish Academy of Sciences – Technical Sciences 52(2), 131–139 (2004) 

12. Ogiela, M.R., Tadeusiewicz, R.: Modern Computational Intelligence Methods for the In-
terpretation of Medical Images. Springer, Berlin (2008) 



202 M. Trzupek, M.R. Ogiela, and R. Tadeusiewicz 

13. Meyer-Baese, A.: Pattern Recognition in Medical Imaging. Elsevier-Academic Press, 
Amsterdam (2003) 

14. Tadeusiewicz, R., Korohoda, P.: Computer Analysis and Image Processing. Foundation of 
Progress in Telecommunication, Cracow (1997) (in Polish) 

15. Tanaka, E.: Theoretical aspects of syntactic pattern recognition. Pattern Recognition 28, 
1053–1061 (1995) 

16. Pavlidis, T.: Algorithms for graphics and image processing. Computer Science Press, 
Rockville (1982) 

17. Tadeusiewicz, R., Flasiński, M.: Pattern Recognition. PWN, Warsaw (1991) (in Polish) 
18. Flasiński, M.: On the parsing of deterministic graph languages for syntactic pattern recog-

nition. Pattern Recognition 26, 1–16 (1993) 
19. Skomorowski, M.: A Syntactic-Statistical Approach to Recognition of Distorted Patterns. 

Jagiellonian University, Krakow (2000) 
20. Get the Entire Picture, SOMATOM Sensation Cardiac 64 Brochure, Siemens medical 

(2004) 
21. World Health Organization (WHO), The top ten causes of death - Fact sheet N310 

(October 2008) 
 



Discriminant Orthogonal Rank-One Tensor
Projections for Face Recognition

Chang Liu1,2,3, Kun He3, Ji-liu Zhou3, and Chao-Bang Gao1,2,3

1 College of Information Science and Technology, Chengdu University, Chengdu,
China

2 Key Laboratory of Pattern Recognition and Intelligent Information Processing of
Sichuan, Chengdu, China

3 School of Computer Science, Sichuan University, Chengdu, China
chang.liu.scu@gmail.com, {hekun,zhoujl}@scu.edu.cn, kobren427@163.com

Abstract. Traditional face recognition algorithms are mostly based on
vector space. These algorithms result in the curse of dimensionality and
the small-size sample problem easily. In order to overcome these prob-
lems, a new discriminant orthogonal rank-one tensor projections algo-
rithm is proposed. The algorithm with tensor representation projects
tensor data into vector features in the orthogonal space using rank-one
projections and improves the class separability with the discriminant
constraint. Moreover, the algorithm employs the alternative iteration
scheme instead of the heuristic algorithm and guarantees the orthogonal-
ity of rank-one projections. The experiments indicate that the algorithm
proposed in the paper has better performance for face recognition.

Keywords: Discriminant constraint; Tensor representation; Orthogonal
tensor, Rank-one projection; Face recognition.

1 Introduction

Many computer vision applications require processing a large amount of multi-
dimension data, such as image, video data. Traditional dimensionality reduction
algorithms generally transform each multi-dimension data into a vector by con-
catenating rows, which is called vectorization. Such kind of vectorization largely
increases the computational cost of data analysis and seriously destroys the in-
trinsic tensor structure of high-order data. Moreover, these vector-based dimen-
sionality reduction algorithms will over-fit the data for the small-size training
set.

To address the problems caused by vectorization, [1]firstly has introduced
tensor algebra into computer vision. Subsequently, there has been a growing
interest in the development of supervised tensor dimensionality reduction algo-
rithms [2,3,4,5]. [6] maximizes the trace ratio of inter-class scatter and intra-class
scatter in the tensor metric, and proposes a Multi-linear Discriminant Analysis
(MDA) algorithm. [7] proposes a General Tensor Discriminant Analysis (GTDA)
algorithm based on Differential Scatter Discriminant Criterion (DSDC). MDA
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and GTDA project original tensor data into low-dimensional tensor features,
i.e. Tensor-Tensor Projection (TTP). Different from TTP, [8] develops Tensor
Rank-one Discriminant Analysis (TR1DA) based on Tensor-Vector Projection
(TVP). TR1DA uses DSDC to obtain a number of rank-one projections from the
repeatedly-calculated residues of the original tensor data. However, it is difficult
to choose the optical weight of the intra-class scatter in TR1DA and the ”greedy”
approach used in TR1DA is a heuristic method which results in high computation
cost. An Uncorrelated Multi-linear Discriminant Analysis (UMLDA) algorithm
is proposed in [9] to extract uncorrelated features through TVP. [10] conducts a
large number of face recognition experiments and indicates that the tensor-based
scatter ratio criterion is superior to DSDC and TVP has better performance than
TTP.

Recent researches [11,12]point out that enforcing an orthogonality constraint
between the projection directions is more effective for preserving the intrin-
sic geometrical structure of original data. Consequently, the paper develops a
Discriminant Orthogonal Rank-one Tensor Projections algorithm (DOR1TP).
The algorithm uses tensor-based scatter ratio criterion to obtain orthogonal
rank-one tensor projections directly form tensor data through solving TVP.
The solution consists of sequential iterative processes based on the alternative
iterative scheme. For each iterative, inter-class scatter and intra-class scatter
is updated, which is effectively to enhance the class separability power of the
low-dimensional features. The face recognition experiments show that DOR1TP
outperform two vector-based algorithms (ULDA, OLDA) and four tensor-based
algorithms (MDA, TR1DA, GTDA, UMLDA).

The remainder of the paper is organized as follows:Section 2 formulates the
problem of DOR1TP and derives the solution process using the alternative iter-
ative scheme. In Section3, the experiments on two face databases are reported,
and the detailed recognition results are then compared against competing vector-
based algorithms as well as tensor-based algorithms. Finally conclusions are
drawn in Section 4.

2 Discriminant Orthogonal Rank-One Tensor Projections

Giving a set of training samples in high-dimensional space X = {Xi ∈
R

I1×I2×···IN , i = 1, 2, ..., M} with class labels C = {c1, c2, ...ch} , where each
sample Xm ∈ R

I1×I2×I3...×IN is a N -order tensor, h denotes the class number.
Based on TVP, original tensor data is projected into the low-dimensional vector
space, where Yi ∈ R

P×1 :

Yi = Xi × N
n=1{U (n)T

p , n = 1, ..., N}Pp=1 (1)

where
∥∥∥U (n)

p

∥∥∥ = 1, Let Yi(p) be thepth element of the vector Yi, we have

Yi(p) = Xi × 1U
(1)T

p × 2U
(2)T

p · · · × NU (N)T

p (2)
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For pursuing a discriminative embedding for face recognition, we always hope
to preserve the within-class neighborhood relationship while dissociating the
sub-manifolds for different classes from each other. Furthermore, in order to
preserve the intrinsic geometrical structure of original data, we also hope that
the projection directions are orthogonal mutually. Therefore, our objective here
is to learn a set of orthogonal rank-one tensor projections{U (n)

p ∈ R
In , n =

1, · · · , N, p = 1, · · · , P}such that the distances for those samples with the same
class are minimized while the distances for those samples with different classes
are maximized in the low-dimensional space. Consequently, we adopt the tensor-
based scatter ratio criterion to project training sample Xi from tensor space
R

I1 ⊗ · · · ⊗ R
IN into low-dimensional vector space Yi ∈ R

P×1:

arg max
Sb

Sw
s.t.U1⊥U2⊥ · · ·⊥UP (3)

where

Sw =
r=h∑
r=1

∑
Yi∈cr

(Yi −mr)(Yi −mr)T (4)

Sb =
h∑

r=1

Nr(mr −m)(mr −m)T (5)

Yi = Xi × N
n=1{U (n)T

p , n = 1, ..., N}Pp=1 (6)

in which Nr is the number of samples in the r class, mr is the class mean of
the low-dimensional features in the r class, m is the mean of all low-dimensional
features. It follows that at least one pair vectors must satisfy U

(i)
p1 ⊥U

(i)
p2 , if we

require Up1⊥Up2 ,which means that rank-one tensors Up1 and Up2 are orthogonal.
According to the alternative iterative algorithm, we suppose {U (1)

p , · · · , U (n−1)
p ,

U
(n+1)
p · · · , U (N)

p } is fixed, the pth rank-one projection {U (1)
p , · · · , U (N)

p } is solved
with the following optimization problem:

arg max
U

(n)
p

U
(n)T

p S
(n)
bp U

(n)
p

U
(n)T

p S
(n)
wp U

(n)
p

(7)

where

S(n)
wp =

h∑
r=1

∑
Y

(n)
i ∈cr

(Y (n)
i −m(n)

r )(Y (n)
i −m(n)

r )T (8)

S
(n)
bp =

h∑
r=1

Nr(m(n)
r −m(n))(m(n)

r −m(n))T (9)

Yi = Xi × U (1)T

p × · · · × U (n−1)T

p × U (n+1)T

p × · · · × U (N)T

p (10)
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For ease of calculation, we assume that the kth dimension of all rank-one tensors
are orthogonal, then the orthogonal constraint in Equation (3) is rewritten as:

U
(k)
1 ⊥U

(k)
2 ⊥ · · · ⊥U (k)

p (11)

When p = 1, there is only one rank-one projection, it is straight to solve the
unconstrained optimization problem of Equation (7). When p > 1,we need to
consider two different situations. Forn �= k, we only need to solve the uncon-
strained optimization problem of Equation (7). But for n = k , we should to
combine Equation (7) with Equation (11) into the following optimization prob-
lem:

argmax
U

(k)
p

U(k)T
p S

(k)
bp U(k)

p

U
(k)T
p S

(k)
wp U

(k)
p

s.t.U
(k)
1 ⊥U

(k)
2 ⊥ · · ·⊥U

(k)
p

(12)

When S
(k)
wp is non-singular, Equation (12) can be rewritten as follow:

arg max
U

(k)
p

U
(k)T

p S
(k)
bp U

(k)
p

s.t.U
(k)T

p S
(k)
wp U

(k)
p = 1, U

(k)T

p U
(k)
p−1 = U

(k)T

p U
(k)
p−2 = ... = U

(k)T

p U
(k)
1 = 0

(13)

To solve the above constrained optimization problem, we formulate the following
Lagrangian multipliers:

L = U
(k)T

p S
(k)
bp U

(k)
p − λ(U (k)T

p S
(k)
wp U

(k)
p − 1)− ηp−1U

(k)T

p U
(k)
p−1

−ηp−2U
(k)T

p U
(k)
p−2 − ...− η1U

(k)T

p U
(k)
1

(14)

Take the derivative of L with respect to U
(k)
p and set it to zero, we have:

∂L

∂U
(k)
p

= 2S
(k)
bp U (k)

p −2λS(k)
wp U (k)

p −ηp−1U
(k)
p−1−ηp−2U

(k)
p−2− ...−η1U

(k)
1 = 0 (15)

Left multiply both side of Equation (15) by U
(k)T

p , and we can get:

2U (k)T

p S
(k)
bp U (k)

p − 2λU (k)T

p S(k)
wp U (k)

p = 0 (16)

Then we have:

λ =
U

(k)T

p S
(k)
bp U

(k)
p

U
(k)T

p S
(k)
wp U

(k)
p

(17)

Therefore, λ is the objective value of Equation (7). Multiply both side of (15)
by U

(k)T

q S
(k)−1

wp for q = 1, · · · , p− 1:

2U
(k)T

q S
(k)−1

wp S
(k)
bp U

(k)
p

= ηp−1U
(k)T

q S
(k)−1

wp U
(k)
p−1 + ηp−2U

(k)T

q S
(k)−1

wp U
(k)
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(k)T

q S
(k)−1

wp U
(k)
1

=
p−1∑
j=1

ηjU
(k)T

q S
(k)−1

wp U
(k)
j

(18)
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With easy manipulation, we obtain a set of p− 1 equations:

2U
(k)T

1 S
(k)−1

wp S
(k)
bp U

(k)
p =

p−1∑
j=1

ηjU
(k)T

1 S
(k)−1

wp U
(k)
j

· · ·
· · ·

2U
(k)T

p−1 S
(k)−1

wp S
(k)
bp U

(k)
p =

p−1∑
j=1

ηjU
(k)T

p−1 S
(k)−1

wp U
(k)
j

(19)

We can write Equation (19) more concisely in matrix form as:

2

⎛⎜⎜⎝
U

(k)T

1
...
U

(k)T

p−1
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(k)
bp U

(k)
p
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1 , U
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2 , · · · , U (k)T
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(k)
p−1

...
U

(k)T

p−1 S
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(k)
1 , U

(k)T

p−1 S
(k)−1

wp U
(k)
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p−1 S
(k)−1

wp U
(k)
p−1
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⎛⎜⎝η1

...
ηp−1

⎞⎟⎠
(20)

We can further simplify Equation (20) to be:

2
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U
(k)T

2
...
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(
U

(k)
1 U
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Let U =
(
U

(k)
1 U

(k)
2 · · ·U (k)

p−1

)
,η = (η1 η2 · · · ηp−1)

T ,Equation (21) can be
rewritten as follow:

2UT S(k)−1

wp S
(k)
bp U (k)

p = UT S(k)−1

wp Uη (22)

So, we have:
η = 2(UT S(k)−1

wp U)−1UT S(k)−1

wp S
(k)
bp U (k)

p (23)

Multiply both side of Equation (15) by S
(k)−1

wp , we have:

2S(k)−1

wp S
(k)
bp U (k)

p − 2λU (k)
p = S(k)−1

wp

p−1∑
j=1

ηjU
(k)
j (24)

We rearrange it to be in the matrix form and get:
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Embedding Equation (23) into Equation (25), we obtain:

S(k)−1

wp S
(k)
bp U (k)

p − λU (k)
p = S(k)−1

wp U(UT S(k)−1

wp U)−1UT S(k)−1

wp S
(k)
bp U (k)

p (26)

Therefore, we have:[
S(k)−1

wp S
(k)
bp − S(k)−1

wp U(UT S(k)−1

wp U)−1UT S(k)−1

wp S
(k)
bp

]
U (k)

p = λU (k)
p (27)

Let M = S
(k)−1

wp S
(k)
bp − S

(k)−1

wp U(UT S
(k)−1

wp U)−1UT S
(k)−1

wp S
(k)
bp , according to

Equation (17),lambda is exactly the quantity that we want to maximize, so the
optimal U (k)p is the eigenvector corresponding to the largest eigenvalue for the
matrix M . It is deserve to pay attention that, when S(k)wp and U are square
matrices and non-singular, S

(k)−1

wp U(UT S
(k)−1

wp U)−1UT S
(k)−1

wp S
(k)
bp = S

(k)−1

wp S
(k)
bp

and the left side of Equation (27) is zero. To avoid this case, we generally use
the regular approach, and add a small regular parameter μI to UT S

(k)−1

wp U ,
where I ∈ R

(p−1)×(p−1) is an identity matrix.

3 Experiments

In this section, we conduct face recognition on YaleB[13] and PIE[14] to evaluate
the effectiveness of DOR1TP, and compare it with these vector-based algorithms
ULDA[15]OLDA[16] and these tensor-based algorithms UMLDA[9],TR1DA[7],
MDA[6], GTDA[7].

Fig. 1. Some samples from Yale B (middle row) and PIE (bottom row) face database

In all the experiments, all face images are normalized into the size of 32×32 .
We randomly choose L(= 5, 10) face images of each person for training and the
rest for testing. The number of iterations for tensor-based algorithms is set to 10.
The maximum number of features tested for ULDA and OLDA is C−1 , where C
is the number of classes in training. For TVP-based algorithms UMLDATR1DA
and DOR1TP, up to 100 features are tested. For TTP-based algorithms MDA
and GTDA, each dimension is varied from 1 to 32. Without loss of generality,
we only test the dimension reduction case of d1 = d2 for simplification. For
TR1DA, set ζ = 2 for L = 5,ζ = 0.8 for L = 10 .For UMLDA, we choose a fixed
regularization parameter η = 5 × 10−4 empirically. The nearest neighbor (NN)
classifier is used for final recognition and classification.
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3.1 YaleB Face Database

The Yale B database contains 21888 face images of 38 people under 9 poses
and 64 illumination conditions. We only choose all the 2414 frontal images as
sub-database. The recognition rates are shown in Table 1 with different algo-
rithms, and Fig. 2 shows the best recognition results with the corresponding
low dimensions. It can be seen that MDA and UMLDA is superior to GTDA
and TR1DA, and the recognition accuracy of TR1DA is unstable with different
dimensions, which means that tensor-based scatter ratio achieves better results
than DSDC. When the dimension is small, OLDA is competitive with ULDA,
but the recognition accuracy of OLDA decreases rapidly with large dimensions.
DOR1TP consistently outperforms all the other algorithms.
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Fig. 2. (a)L = 5 (b)L = 10 The comparison of face recognition rates versus dimensions
on YaleB

Table 1. Face recognition results on YaleB database

L ULDA OLDA MDA GTDA TR1DA UMLDA DOR1TP
5 57.06% 56.70% 68.01% 53.01% 49.46% 67.48% 69.85%
10 73.70% 74.58% 83.33% 71.14% 66.67% 81.17% 83.88%

3.2 PIE Face Database

The PIE database includes 68 individuals with 41368 face images as a whole.
The face images were captured by 13 synchronized cameras and 21 flashes, under
varying pose, illumination and expression. We choose 170 face images for each
individual in our experiment. From Fig. 3 and Table 2, OLDA achieves better
performance than ULDA and both of them become worse when the dimension is
large. GTDA is worst, MDA and UMLDA are better than GTDA and TR1DA.
DOR1TP still consistently outperforms other algorithms.
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Fig. 3. (a)L = 5(b)L = 10 The comparison of face recognition rates versus
dimensions on PIE

Table 2. Face recognition results on PIE database

L ULDA OLDA MDA GTDA TR1DA UMLDA DOR1TP
5 57.31% 61.83% 65.69% 29.46% 50.93% 62.06% 69.76%
10 74.77% 77.90% 76.99% 43.61% 53.74% 75.26% 82.74%

4 Conclusions

The paper proposes a discriminant orthogonal rank-one tensor projections al-
gorithm with the tensor-based scatter ratio criterion. The algorithm projects
original tensor data into vector features using a set of orthogonal rank-one ten-
sors, which combines the orthogonal constraint and the tensor-base scatter ratio
criteria to improve the recognition accuracy. The face recognition experiments
indicate that the algorithm proposed in the paper achieves better performance
than other algorithms.
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Abstract. We propose a robust tracker based on tracking, learning and detec-
tion to follow an object in a long term. Our tracker consists of three different 
parts: a short term tracker, a detector, and an online object model. For the short-
term tracker, we employ the Lucas Kanade tracker to keep following the object 
frame by frame. Meanwhile, the sequential randomized forest using a 5bit Haar-
like Binary Pattern feature plays as a detector to detect all possible object can-
didates in the current frame. The online template-based object model consisting 
of positive and negative image patches decides which the best target is. Our 
method is consistent against challenges such as viewpoint changes, various 
lighting conditions, and cluttered background. Moreover, our method is effi-
ciently able to reacquire the object efficiently even after it’s out of view or in 
total occlusion. We also propose an efficient way to extend our tracker for mul-
tiple faces tracking application. Extensive experiments are provided to show the 
robust of our tracker. Comparisons with other state-of-the-art trackers are also 
demonstrated. 

Keywords: long-term tracking, object detection, real-time. 

1   Introduction 

1.1   Motivation 

Visual tracking is an active research task in computer vision with many real world 
applications such as video-surveillance, human-computer interaction, augmented-
reality, content-based video retrieval, and robotics. The challenges in building a ro-
bust tracker are viewpoint changes, different lighting conditions, occlusions, and 
presence of cluttered background.  Moreover, the tracking target may leave the field 
of view and reappear which requires a reliable appearance model in order to acquire it 
again.  

1.2   Related Works 

Tracking can be formulated as an estimation of the state in a time series. Given this 
formulation, probabilistic terms can be used. Assuming linear Gaussian distribution of 
the model, Kalman filter [4] was employed to seek for the optimal solution. Following 
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the same formulation, Particle-filter [11], which estimates the state space by comput-
ing the posterior probability density function using Monte Carlo integration, is one of 
the most popular approaches. There are various variations and improvements devel-
oped from this original approach such as the hierarchical particle filter [13] and the 
cascade particle filter [14].  

Recently, tracking-by-detection approach becomes popular in the research commu-
nity. It considers tracking as a classification problem in which the classifier focus on 
separating the object from the background [5][6]. The online feature selection [7] is 
perhaps the pioneer in this trend. Meanwhile, Avidan et. al. proposed an integration of 
offline trained Support Vector Machine (SVM) classifier and a tracker using optical 
flow. Considering tracking as a semi-supervised problem, where the label data is the 
initial tagged object, and the unlabeled data is the incoming frame, Babenko et. al.[6] 
proposed to learn multiple instances of the object in an online manner so that the 
tracker can avoid the drifting problem. Generally, it is studied that building a robust 
appearance model is the vital part in visual tracking [12]. 

Adam et. al.[8] proposed to split the object into fragments to deal with partial oc-
clusion. However, the method used a static appearance template which prevents it 
from dealing with complex background and appearance changes. Semi-boost [10], on 
the other hand, employed an online learned boosting classifier to find the decision 
boundary between the object and background. However, to avoid drifting, semi-boost 
requires the new object to have some similarity with the initial patch which is too 
conservative to adapt to appearance changes. Modeling the object appearance as a 
linear low-dimensional subspace, Ross et. al. [9] chose distance-to-subspace as the 
metric to decide the best target. Although this method is very adaptive to appearance 
changes, it is vulnerable to cluttered background with the limitation of discriminative 
powers. Trying to fuse the discriminative and generative models, Yu et. al. [12] pro-
posed to use co-training framework; however, to decide the trade-off parameter be-
tween the two models is not a trivial work. More recently, Kalal et. al. [3] proposed 
an efficient method taking advantage of a sequential process of a tracker, a discrimi-
native classifier, and a generative template-based model. This method is robust 
against complex background while adapting very well to appearance changes.  

1.3   Our Approach 

In this paper, inspired from the Tracking-Learning-Detection (TLD) Tracker [2][3], 
we propose a robust object method in the same fashion: combining a short-term 
tracker, an object detector, and an online model. Our contributions in this work are 
three-folds: 

1) Extending the sequential randomized forest proposed in TLD for multiple 
object tracking. We also propose to use online color feature to narrow down 
the search space in order to speed up the whole system.  

2) Introducing the new feature set, 5bitBP features, for efficient computation. 
3) Proposing binary-search-tree (BST) structure to speed up the calculation 

process of the online model. 

The rest of our paper is organized as follows. Our method is presented in section 2. 
Section 3 is the reported experiments followed by the conclusion in section 4. 
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Fig. 1. An overview of our method 

2   TLD – Tracking, Learning and Detection 

The system consists of a short term tracker, a detector based on randomized forest, 
and an online model based on template matching. The combination of randomized 
forest and online model make up object appearance, the vital part of a tracker. The 
method works as follows (illustrated in Fig.1) 

• The short term tracker tracks the object from the position in the previous 
frame. The Lucas Kanade Tracker is adopted for short term tracking. 

• The randomized forest detector exhaustively scans the whole frame using the 
same strategy as in [15] and outputs all promising candidates. An efficient 
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online color feature selection algorithm can be applied to help reducing the 
scanning area.  

• Among the candidates provided by the short term tracker and the detector, 
the best one decided by the online object model is the target. Others are used 
as negative samples for training both the randomized forest and the online 
model. Positive samples drawn randomly around the object position are also 
used for training both models. 

2.1   Randomized Forest Detector with New 5-bit Haar-Like Binary Pattern 
Feature 

The forest consists of a number of ferns. Each fern corresponds to a set of randomly 
generated Haar-like Binary Pattern feature. The feature value is discrete and each 
different combination of feature values corresponds to a leaf in the fern. The fern 
records the number of positive and negative samples (p and n respectively) added to 
its leaves during training. When checking a sample, we calculate its feature values to 
find the corresponding leaf in the fern. After that, the posterior is computed as p / (p + 
n). The final posterior of the sample is the average output from all ferns. Samples with 
the final posterior of less than 50% are considered as background. 

Similar to Haar-like feature [15], the Haar-like binary pattern feature, is used in the 
field of detection. The computation of theses kinds of features is often by comparing 
intensity average of pixels within a region to another region in the image (calling 
comparing regions for short).  

Kalal et. al.[2] introduces the 2bit Binary Pattern (2bitBP) feature by comparing 
the average intensity between the half left region to the right left one, the half top 
region to the half bottom one in a predefined rectangle to extract a 2-bit value. Gener-
ally, a Haar-like binary pattern feature comparing all t regions with each other can 
produce up to t! different codes, corresponding to ⎡log2(t!)⎤  bit values. In other 
words, the number of comparisons needed to compute that feature is the same as sort-
ing. Therefore, the compensation between the number of regions to be used and the 
comparison operations decides the efficiency in computation. 

In this paper, we propose to use the 5 bit Haar-like Binary Pattern (5bitBP) feature 
set for efficient calculation. The four following regions are involved: 

• A predefined rectangular region. 
• The half left of the predefined rectangular region. 
• The half top of the predefined rectangular region. 
• The whole image patch. (note that this region is the same for all features; 

hence, it improves the time for computation) 

This calculation produces 24 different codes which can be stored in a 5-bit integer 
number. Roughly, it takes 3 average calculations of region intensity and 5 comparison 
operations. Illustration of the 5bitBP feature is shown in Fig. 2. 

In our implementation, the forest consists of 6 ferns; each fern makes use of 2 ran-
domly generated 5bitBP features (e.g. 576 leaves/fern). 
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Fig. 2. The 5-bit haar-like Binary Pattern feature 

2.2   Online Template-Based Model in a Binary Search Tree Structure 

The online model stores image patches of positive and negative samples. To check a 
sample, we calculate its distances to positive and negative image patches in the online 
object model, denoted as dp and dn, respectively. The final distance is then computed 
as d = dp / (dp + dn).  

The online model evaluates all object candidates collected by the randomized forest 
classifier and the short term tracker and outputs the one with shortest distance as target. 

Distance measurement: distance between two image patches xi, xj is computed based 
on Normalized Cross-Correlation (NCC) operation: 
 distance(xi, xj) = 1 – NCC(xi, xj) (1) 

Note that for better performance the image patches should be first normalized by 
equalizing the histogram. To avoid the biased decision, the distance to posi-
tive/negative image patches is averaged from a number of closest ones. (np = 3, nn = 1 
distances for positive and negative, respectively). 

Binary search tree structure: As the online model keeps accepting new training 
samples, the distance computational cost grows linearly with the number of image 
patches in the online model (i.e. O(n)). Because this operation is heavily used in the 
system, it significantly slows down the tracker after a matter of time. Observing that 
only several nearest image patches are involved in the distance computation process, 
we decided to organize image patches in the online model in BST fashion for faster 
access instead of using the simple brute force searching. 

The k-means algorithm is used to divide set of sample image patches with the dis-
tance definition given above and the mean being the “center” sample (which has sum 
of distances from itself to all other samples in the set to be smallest).  

The BST structure is constructed as following: dividing the set of sample image 
patches into 2 smaller set (using k-means with k = 2, also record the “center” of each 
set), if the sets are not small enough (e.g. less than θ=50 in our implementation), 
continue dividing them. 

After this process, a BST is built in which each node corresponds to a center, and 
each leaf corresponds to a small size set of image patches. A testing sample travels 
from the top of the tree until it reaches a leaf. At a node, the distances from that sam-
ple to the two centers are used to decide which path to take. The final distance then 
can be calculated using only image patches in the set of samples in the leaf it belongs 
to. This complexity of this process is O(logn). Theoretically, the result might be 
suboptimal. However, in our experiments, comparable tracking results are achieved 
while the performance is significantly faster. 
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2.3   Training the Model 

In the initialization step, the first object image patch, which is manually chosen, is 
added to the online model. A number of positive/negative samples are drawn ran-
domly (near/far from the object) and added to the forest (which is added to all the 
ferns in the forest). 

For each frame, the model is updated if the following conditions are satisfied: 

• The object trajectory is validated: the object trajectory is validated when the 
distance of the last sample in the trajectory is smaller than a defined thresh-
old dtrack, or the distances between consecutive samples in trajectory are 
smaller than a defined threshold (dstep = 0.2). This accepted trajectory enables 
modeling the object appearance changes effectively. 

• The object is still tracked: If the distance of the tracked object is larger than 
dlost =0.5, the object is lost. It is tracked again whenever the distance of the 
output is smaller than dtrack =0.35. This procedure ensures that the model is 
only updated when the object is tracked correctly. 

During the update process, all samples are added to the forest. Then the samples in the 
validated trajectory are added to the online model if its distances to all positive image 
patches larger than a defined threshold (dpositive_add = 0.1). The reason is to prevent 
adding too many similar image patches to the online model allowing us to keep only 
the different representative poses of the object. The negative samples are added to the 
online model in the same manner (dnegative_add = 0.1). 

Note that a pose of an object is usually close to some other poses of the same ob-
ject. Thus, we define the distance of the sample to the positive image patches in the 
online model as the average distance to np closest ones (with np > 1). This measure-
ment helps to resist drifting or false positive samples which are possibly similar to 
only a single pose of the object. 

2.4   Scan Area Limitation Based on Color Information 

Exhaustive scanning window technique is very expensive (as in original TLD [3]). 
However, it is possible to reduce the scanning area from the whole image to some 
regions with high confidence using color information, which is overlooked by the 
original TLD tracker. The illustration is shown in Fig. 3. Based on color of the object 
and the background in the previous frames, a likelihood image of current frame is 
constructed indicating some regions of interest. The process of scanning for object 
candidates is now narrowed down to these areas. 

 

Fig. 3. The likelihood image reducing scanning area 
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Here, we applied the method described in [7] in order to best distinguish object and 
its surrounding area. In this technique, a set of features is chosen by linear combina-
tion of R, G, B color with relative weights. Each feature is scored using the variance 
ratio to measure how discriminative it is. We suggest using the “running average” 
method to update the scores (with learning rate α = 0.1) and the feature with highest 
one is chosen to build the likelihood image. 
 

var update = α var new + (1-α) var old (2) 

2.5   Extension to Multi Face Tracking 

In this section, we propose a way to extend our system for multi face tracking. A face 
detector [15] is used, periodically detects new face appearing in the scene and adds to 
the system. 

In fact, multi object tracking can be done by using several independent single ob-
ject trackers at the same time. However the approach is inefficient because all single 
object trackers have to scan the same frame. Our proposed multi face tracking system 
consists of single object trackers whose randomized forest share the same feature set; 
hence the process of scanning the frame calculating feature, which is the most expen-
sive one, is only performed once and made use by all single object trackers. 

Tracking multiple objects has the advantage of avoiding confusion while determin-
ing the right objects with similar appearance. Also, objects with discriminative inten-
sity pattern like faces are very suitable to be tracked by TLD. Moreover, particular 
color of human skin can be effectively made use by technique mentioned in 2.4. 
Hence our system is expected to run faster and more accurate, comparing with run-
ning several single object trackers at the same time. 

3   Experimental Studies 

We have tested our tracker on many challenging video sequences. Table 1 show re-
sults from 6 sequences: David indoor, Plush toy [9], Pedestrian [1], Tiger 1, Tiger 2, 
Coke can [6]. In comparison, we used several state-of-art approaches: the original 
TLD [3], FragTracker [8], MILTrack [6]. All algorithms are implemented in C/C++. 
We also fix all our parameters (whose values have been mentioned in previous sec-
tions), except the object minimum size used when scanning the image due to differ-
ence in size of video and object. 

In most sequences, our tracker outperforms FragTracker and MILTrack. Some 
snapshots are shown in Fig. 4. Notably are sequences Tiger 1, Tiger 2 and David 
indoor. Sequence Tiger 1, Tiger 2 show toy tiger moving fast causing blur and fre-
quently under partly occlusion; our system produces comparable results as MILTrack. 
In David indoor, a person moves from a completely dark room to a bright lobby. It is 
very challenging due to extreme illumination change. Frag trackers and MILTrack 
have to be initialized at 300th frame while ours is able to track the face of the person 
from the very first frame where it is too dark even for human eye to recognize 
whether there is an object moving. 
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Fig. 4. Snapshots from David indoor, Tiger 1, Coke can sequences 

Table 1 shows the comparison results using the average center location error metric 
[6] (average distance from object’s center given by the tracker and one given by the 
groundtruth). It is important to emphasize that our system is at least twice faster than 
the original TLD while achieving comparative results. Processing a 320x240 se-
quence on the same 1.86GHz processor, our system runs at 15fps, while TLD runs at 
6fps. 

Table 1. Average center location error 

Sequence Frag MILTrack TLD Ours 
David indoor 23 46 14 5 
Pedestrian 56 n/a 4 13 
Plush toy 11 11 5 5 
Tiger 1 40 15 13 17 
Tiger 2 38 17 16 12 
Coke can 63 21 9 9 

 
To validate our multi face tracking system, we have tested on three multiple faces 

sequences from [17]: motinas_multi_face_frontal, motinas_multi_face_turning, moti-
nas_multi_face_fast. The scenarios consist of 3, 4 targets moving around, repeatedly 
occluding each other while appearing and disappearing from the field of view (Fig. 5). 
Some targets are successfully tracked until the end with same identity; some are un-
able to recover after reappearing and are recognized as a new target and have different 
identities. It mainly happens in the beginning of the sequence when the poses of the 
object have not been fully learned by the tracker. 
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Fig. 5. Frames from output of motinas_multi_face_frontal, motinas_multi_face_turning and  
motinas_multi_face_fast sequence 

4   Conclusion 

We have presented a novel framework for object tracking. It is based on TLD concept 
which combines a short term tracker, a detector and an online object model. We have 
introduced the new feature set, 5bitBP feature, to improve the performance of the 
detector while proposing the BST structure for the online object model which outper-
forms the original brute forte technique. The efficient extension of the tracker to deal 
with multiple object scenarios has also been discussed. Extensive experiments and 
comparisons to other state-of-the art methods have been demonstrated the robustness 
of our tracker.  

In the future, we would like to improve our multi object tracker system. We also 
plan to explore the context information to help the tracker avoid occlusion.  
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Abstract. The paper presents a method of static graphical pattern
identification inspired by human perception. Cooperation of visual cor-
tex regions is thought to play a major role in the perception, that is why
in our approach this cooperation is modelled by joining algorithms re-
sponsible for shape and color processing. In order to obtain more stable
set of characteristic points, the SIFT algorithm has been modified. To
acquire information about shapes Harris operator and Hough transform
are considered. The proposed method achieves about 28% less number of
incorrect identification comparing to the results obtained by the classical
SIFT algorithm.

Keywords: visual pattern identification, modified SIFT algorithm, shape
analysis, perception.

1 Introduction

For a long time a great deal of research has been devoted to simulation of hu-
man behaviour. In visual pattern recognition many methods are also inspired by
human cognitive processes. In this paper pattern recognition is assumed as an
identification of objects in images on the basis of their form, color, texture and
other attributes. Generally, the methods of pattern identification in images can
be divided into three groups: based on templates, based on features matching,
based on application of different kinds of neural networks.

In the templates based methods correlation algorithms can be mentioned.
The idea behind them lies in comparison of images pixel by pixel. They use
information contained in the image without preprocessing. An example is Haar
classifier [9].

The second group methods use features that are stable independently of an
observation angle. Such features are offered by the following well known methods:
SIFT algorithm [6], [7], which examines characteristic gradient of colors, Harris
operator which role is to search for corners and Hough transform that is used to
isolate features of a particular shape within an image.

In the third group convolution neural network can be mentioned. It is applied
to identification of objects in images [5]. As a second example in this group STA
neural network [1] can be quoted. It is used to discover attention regions.

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 222–231, 2011.
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It is worth to mentioning about works that model some aspects of cogni-
tion in their approaches to identify objects in images. Very interesting one is
presented by Wang [10]. The system called FVIP (Framework of Visual Infor-
mation Processing) contains perception module and various kinds of memories
where sensorial information is stored. Another example is the hybrid method de-
scribed by Furesjo and others in [3], which joins several basic information about
objects.

Neocognitron is also cognition based method which is a specific neural net-
work. Its performance principle assumes that subsequent layers recognize more
and more complex information on the basis of simpler information from the pre-
vious layer. The last layer gives an answer about identification of the pattern.

The agent techniques are also used to model cognitive approach to identify
visual objects. The Learning Intelligent Distribution Agent (LIDA) [2] is one of
the examples. Nowadays this system is intensively developed and examined.

In our study we focus on the more elementary process of cognition, namely
perception. The aim of the research presented in the paper was development of a
static visual object identification method based on this process. It seems natural
that the system dedicated to identify objects is inspired by cognitive and brain
performance. In order to evaluate the method efficiency it was implemented and
tested. Because perception is an effect of many visual cortex regions cooperation,
the method joins several algorithms which are responsible for delivering infor-
mation about an object. The method is able to find a given pattern on the basis
of its single visual representation. In other words, the method learns to recognize
object on the basis of one exemplary pattern. The components of the method
were chosen in such a way that the identification of patterns was resistant to
various geometric transformations, partially covered pattern and changes in the
illumination.

2 Description of the Proposed Method

However, nowadays we are not able to fully model human visual system but
current physiology provides a description how the visual signal is processed and
analysed. This knowledge was the basis for development of our system which we
have called LLCPR (Low Level Cognitive Pattern Recognition).

During an image analysis human being does not process it as a whole, but
considers and processes its various aspects. Generally, this information refers to:
color, form and motion. LLCPR simulates two visual cortex regions - V4, which
analyses colors and V3 which processes shapes because we have limited the class
of images to static ones. Fig. 1 presents corresponding regions and elements
of LLCPR system. Our assumption was to develop a method which is able to
find the pattern in images on the basis of single graphical representation of this
pattern and it should be robust on various kinds geometrical transformations,
partial pattern covering and changes in image lightening. Taking into account
these assumptions and variety of existing patterns we have limited the class
of patterns being considered in our research to the set of objects which have
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Region V1
Shape, color,
motion, deep

Region V2
Shape, color,
motion, deep

Region V4
Color

Region V3
Shape

Region V5
Motion

Human LLCPR system

SIFT
algorithm

Harris operator

Hough
transform

Color
analysis

Shape
analysis

Fig. 1. Corresponding parts in human visual signals processing and LLCPR system

Fig. 2. Exemplary patterns considered in the experimental part

relatively easy geometrical structure. The examples of such objects are: game
cards, company logos or traffic signs, some of them are shown in Fig. 2.

2.1 Color Information Acquisition and Comparison

Color information processing is based on SIFT algorithm. It extracts charac-
teristic points of objects (patterns). Each point is represented by its location
coordinates and represented by a feature vector built on the basis of color gradi-
ents between the point and its surroundings. Information about colors is called
color descriptors. To recognize an object, a candidate matching between features
is searched on the basis of Euclidian distance. In order to obtain more stable set
of characteristic features, the SIFT algorithm has been modified. After assigning
a set of characteristic points like in the classical SIFT algorithm, the final set of
characteristic points is checked whether it satisfies particular conditions, i.e. it
has to fulfill 3 criteria. They are briefly characterized below.

Distance criterion. For each characteristic point in the image the closest char-
acteristic point in the pattern is searched. To find it the distance matrix m× n
is built, where m is the number of points in the image, n is the number of points
in the pattern.

M =

⎡⎢⎣d11 d12 . . .
d21 d22 . . .
...

...
. . .

⎤⎥⎦ (1)
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In the matrix (1) the value dij is euclidian distance between i-th point of an
image and j-point of a pattern. In order to find the nearest point in the pattern
the minimum of values in the row is searched.

Stability criterion. Two points in the image and the pattern, which have the
closest euclidian distance do not guarantee correct matching, that is why the new
criterion was introduced. It checks stability. With the aim of verifying stability
for a given characteristic point in an image, two closest characteristic points in
the pattern are searched with distance values dij and dik.

dijα < dik (2)

If these points are too close (their distances satisfies the condition 2), it is dif-
ficult to choose the point the examined point corresponds to and this matching
is rejected. The symbol α stands for stability coefficient (its value ∈ [1.3; 1.8]).

Neighborhood criterion. Its essence lies in defining maximal distance that can
exist between the corresponding points. Even if the corresponding points satisfy
the first and the second criteria their descriptors can differ much. Therefore
the requirement that corresponding point should exist in neighbourhood of the
examined point seems justifiable.

dij < β, (3)

where β is the maximal distance between points of examined image and the
pattern. For the feature vector with the length of 128 the value β is chosen from
the range [40000, 90000]. However, after this phase the matched corresponding
points still contain many incorrect joined pairs.

If the pattern exists in the image, with respect of geometry, it can be trans-
lated, rotated, scaled along one axis. The affine transform, should help to solve
this problem. Practically, to define transformation we need to find 3 points sat-
isfying the condition that each point P = (x, y) from the image is mapped to
the point P

′
= (x

′
, y

′
) in the pattern. Once the transformation has been defined,

the re-mapping proceeds by calculating the corresponding pattern coordinates. In
many cases pixels can not be mapped precisely. To minimize this effect we intro-
duced imprecise affine transformation. We assumed that the point from an image
can be mapped in the neighborhood of the point P

′
= (x

′
, y

′
). Because incorrect

matching still has occurred, we have introduced 3 restrictions on affine transfor-
mation. Their interpretation using vector representation is shown in Fig. 3.

Restriction1– against excessive scaling along one axis. The condition ex-
pressed by (4) should be satisfied; d defines a vector length as presented in
Fig. 3,

|d1

d2
− d3

d4
| < γ, (4)

where γ is the maximal allowed difference in scaling. In practice γ ∈ [0.05,0.5].
Restriction2 – against excessive slant transformation. It is performed by sat-

isfying the condition 5, which limits the difference between angles;

|λ− θ| < ε (5)
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B’

C’
B”

A”

C”d4

d3d1

d2

λ θ

A’

Fig. 3. Affine transformation presented in the vector form (points with ’ are mapped
to ”)

λ and θ are the angles between vectors; d1, d2 and d3, d4 are the length of vectors
as presented in Fig.3 ; ε is the assumed maximal difference between these angles.
In practice ε ∈ [30◦, 60◦].

Restriction3 – against transformation instability. Once the angles λ and θ
are close to 0◦ or 180◦, the transformed points would not create linear relation
because the imprecise affine transform is applied. That is why the possibility to
achieve unstable transformation is eliminated by satisfying the conditions (6).

λ > φ
|λ− 180◦| > φ

θ > φ
|θ − 180◦| > φ

. (6)

The angles θ and λ have the same meaning as above,φ is the minimal angle
between vectors, in our research φ ∈ [5◦,20◦].

Once the second phase is finished unification of affine corresponding sets is
performed. The aim of this phase is to check which of the sets from the second
phase corresponds to the same pattern in the image. The algorithm starts with
the largest set which we have called the core set. The set will grow by joining
other sets that have high enough number of common corresponding points. It
is expressed by condition (7), where A and B are two corresponding points sets
and ψ is a treshold of the common points number of the sets A and B.

|A ∩B| ≥ ψ (7)

The cores that have no common points assign pattern in the examined image.

2.2 Shape Information Processing

To acquire information about shapes in an image we have considered: Harris
operator that produces location of corners and Hough transform that enables
mathematical description of the searched pattern edges in the image.

Harris operator can produce many corners located very closely. To solve this
problem clustering was applied. The clustering process is used as long as in the
neighborhood r another corner exists. The coordinates of the new corner are the
average of all clustered corners coordinates. A drawback of Harris operator is
the fact that it does not produce any descriptor. There are methods that allow
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Fig. 4. Three examples of the same object. On the left – information carried by color,
in the middle - by shapes and shadows, on the right - by shape only.

to create such matching. They mainly examine the neighborhood of corners by
calculating local gradient changes [4]. They are very efficient for images which
include almost identical content.

Human being is able to recognize object on the basis of shapes. Let us consider
an example presented in Fig. 4. Despite that from the left to the right each
image contains less and less information we are still able to recognize an object.
Perfect solution would be affine transform for corresponding corners. It would
allow to combine information about color and shape. Because currently this
problem has not been solved, we have reinforced information obtained from
the SIFT algorithm by information about corners. In the proposed modification
of the algorithm there is a step creating imprecise affine transform for each
characteristic point. These transformations were used to check ability to match
the pattern corners and image corners.

The second source of shape information comes from Hough transform which
searches for lines in an image. They are represented by the slope and translation.
On this basis the location of the beginning and the end of the line have to
be found. The beginning is the point where density edge points exceeds the
assumed treshold. It was set to 5 points. Then the points assigned in the image
are compared to the analogical points of the pattern.

Similarly to the corners, the edges are compared on the basis of the SIFT im-
precise affine transform but operating on unified corresponding sets. This change
was applied to validate correct detection. For each affine transform assigning the
pattern in the image the set of corresponding edges should be defined. Assum-
ing that as an input we have the beginning and the end points of edges in the
pattern and the image, the algorithm of edges comparison is as follows:

1.For each edge in the image map it to the pattern using affine transform

2. If at least one point of transformed edge is located in radius r from

the point of pattern edge go to 3.; in other case go to 1.

3. If the angle σ is less than treshold, the compared edges are assigned as

corresponding ones.

4. Add the lines from point 3. to the corresponding lines and go to

the point 1.
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SIFT algorithm, Harris operator and Hough transform extract features that cor-
respond to the features in a pattern. Our idea was to map the image features
onto the pattern features by the affine transform. To avoid some incorrect map-
ping in the transformation process the last phase – validation was introduced.
Validation is made on he basis of relation between the number of features iden-
tified in the pattern and the number of features that have been joined with an
image. This value is called the level of covering, which is calculated for each
feature separately: SIFT descriptors, Harris operator and Hough transform. A
pattern is identified if each of this covering levels is greater than the assumed
tresholds. The value too high can cause that the method will not be able to iden-
tify patterns, while the value too small results in too many errors. The treshold
values were assigned in the experimental study.

3 Experimental Study

The goal of experiments was to check efficiency of the method. In the initial ex-
periment we performed tuning of the method parameters (tresholds values) and
we checked their influence on the final results. In all experiments we used 50 pat-
terns representing company logos and traffic signs. Together we have collected
100 images with 122 patterns. In each image at least one pattern has existed.

Treshold values. On the basis of experiments the tresholds for covering levels
were set to the values presented in the Table 1. The highest value of covering
level treshold was noticed for SIFT algorithm. This means that the algorithm
offers the best selection in the context of correct identification. The tresholds for
Harris operator and the Hough transform produce similar number of errors, but
the last one has the greater number of correct identifications comparing to the
former one. But still for all algorithms used in the experiments for one correct
identification there exists incorrect one. To examine this problem the next ex-
periment was done, in which we have checked the number of identified patterns
in relation to treshold referred to the sum of all coverings (from all applied here
algorithms). The results are shown in Fig 5. The vertical line assigns treshold
value equal to 0.64. For this value the number of correct identification of patterns
was 97 while incorrect one is equal to 76. In comparison to the result of SIFT
algorithm, the proposed hybrid method gives much less incorrect classification
(106-76=30). This result is 28% better than the result of classical SIFT algo-
rithm. This comparison confirms that LLCPR is more effective than the single

Table 1. Tresholds for covering levels of algorithm applied in the method

algorithm name treshold correct identification incorrect identification

SIFT 0.17 97 106

Harris operator 0.11 90 135

Hough transform 0.02 102 137
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Table 2. Component measures for precision and accuracy calculation

Parameter Meaning Value

TP – true positive correctly identified pattern 97

FP –false positive incorrectly identified pattern 76

TN – true negative correctly identified pattern absence 4827

FN – false negative incorrectly detected absence of pattern 25

SIFT algorithm. Fig. 5 shows also that the number of correct classification is
not greater for combined algorithm than in the modified SIFT algorithm. It is
caused by the fact that affine transform for edges is created on the basis of the
SIFT algorithm.

Efficiency of patterns identification. In this experiment precision and accu-
racy of the system were measured. Precision informs how much repeatable are
the results while accuracy expresses the rate of correct predictions made by the
model over a data set. Table 2 shows the results obtained in the experiment.
Formally, accuracy can be expressed as is the proportion of true results (both
true positives and true negatives) in the population:

accuracy =
TP + TN

TP + FP + FN + TN
(8)

Precision is defined as the proportion of the true positives against all the positive
results (both true positives and false positives):

precision =
TP

TP + FP
(9)
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Fig. 6. The examples of correctly identified patterns

On the basis of the values from Table 2 accuracy is equal to 98,0% and precision
56,1%. The method has detected 79,5% of all patterns. When LLCPR analyses
images that do not contain patterns, only 1,5% recognitions were wrong. Fig. 6
presents the results of identification made by LLCPR system. It is worth noticing
that in spite of considerable differences between logos being the patterns and their
representatives in the image the system successfully has found them in the images.

4 Summary

The basis of the system performance is the modified SIFT algorithm. It searches
for imprecise affine transform that assigns location of a pattern in an image.
The rest of applied algorithms helps to verify whether the LLCPR system has
detected a pattern properly. To enlarge probability of pattern detection in the re-
search, our idea was to develop a method of corners matching, but it has not been
finished with success. For this reason we have reinforced information acquired
by SIFT algorithm by information about corners and edges. It resulted in 28%
reduction of incorrect detections number comparing to the classical SIFT algo-
rithm. Such result is promising for further development of the method. However,
to fully evaluate efficiency of the proposed approach it is necessary to extend
the images data set.

Unluckily because of the lack of corner matching method, effectiveness of cor-
rect patterns identification was not increased. As a drawback of the method a
high number of tresholds can be perceived, which should be adjusted. Their au-
tomatic assignment will be considered in the future. Also the future works will
concentrate on improvement of the number of correct identified patterns. We
consider to apply the new version of SIFT – ASIFT (Affine Scale Invariant Fea-
ture Transform), [8]. Another solution could be the application of perspective
transform for the corner matching.
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Abstract. This paper describes our experiments in the field of evo-
lutionary algorithms for rule extraction applied to automating image
annotation and classification problems. Presented approach is based on
classical evolutionary algorithm with binary representation of ’if-then’
rules. We want to show that some search space reduction techniques
make possible to get problem’s solution. Paper shows that the gap be-
tween classification and image annotation problem can be bridged easily.
Some experiments with EA parametrization in image annotation problem
are presented. There are presented first results on ECCV 2002 dataset
in image annotation problem.

Keywords: data mining, evolutionary algorithms, rule induction, clas-
sification, image annotation.

1 Introduction

The size of datasets is growing constantly and cannot be analyzed in simple
way, so we use automating process, so-called Knowledge Discovery in Databases
(KDD) useful tool in Machine Learning domain. The most interesting, from this
paper point of view, is its one stage data mining (DM). The data mining is an
interdisciplinary field and its essence is knowledge acquisition from large amount
of data. As our data might contain useful hidden and implicit knowledge, the ex-
tracted knowledge can be successfully used in very important real-world domains
such as image annotation problem. The image annotation problem [1][3][5][10]
is process of images labeling that uses pre-defined keywords (usually represent
semantic content). The process is laborious and error prone thus it is strongly
recommended to build automated classification (labeling) mechanisms. In lit-
erature Evolutionary Algorithms (EA) are used to feature selection in image
annotation problem [12] but according to our best knowledge in the literature
there is no EA application to the image annotation problem by rule induction.

EA are metaheuristics that explore the solution search space and can be suc-
cessfully applied for data mining tasks, such as clustering, prediction, classifica-
tion and rule induction (work [7] contains a survey of EA applications to KDD).
Rule discovering (or rule induction) is one of the most studied data mining task

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 232–241, 2011.
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and the main goal is to build model of given data that describes dataset with the
best possible accuracy. Such model can be based on an intuitive ’if-then’ rules
where: if-part (antecedent) contains attribute conditions and then-part (conse-
quent) that contains the predicted class value (label). The classifier quality (ac-
curacy of the gained model) can be tested on unseen data and measured by the
prediction error value. EA is widely used in data mining tasks, e.g. [2][3][4][17].

Basically, EA codes the problem solution as an individual and operates its
features using genetic operators (defined usually as mutation and crossover).
The quality of individual is given as fitness function formula and its better value
gives the higher probability of getting an offspring. In the rule discovering task
the main motivation is discovering the rules with the high predictive accuracy
value. In literature we can find some approaches based on natural evolution that
extend simple EA (e.g. classical genetic algorithm [8][13]) by some additional
elements. For instance, commonly used if-then form of rule can be defined a
single individual (so-called Michigan approach) or included in ruleset form of
individual (Pittsburgh approach). Mostly, there is used the Pittsburgh approach
as it takes into consideration rule’s interactions, also is much more natural and
intuitive.

Interesting EA based method, so-called Genetic Programming can be found
in [3], where individual is represented by logic tree that corresponds to logical
expression such as rule:

If attrib0 > 5 and (attrib3 = 2, 5 or atrrib2 < 1, 3) then class3 (1)

to describe attributes’ conditions in given class. The rule is presented as decision
tree, where the internal nodes become operators and each leaf node
represents attributes and corresponding condition values.

The multipopulation EA is based on the natural phenomena of coevolution
(Coevolutionary Algorithm), where evaluation of few populations runs effectively
in parallel way. The main motivation in such approach is EA computational cost
reduction or/and evolution by problem decomposition. The method presented
in [17] operates on populations that correspond to ruleset of n rules (where n
is a parameter) linked by token competition as a form of the niching method.
Paper [15] describes approach that takes into consideration distributed genetic
algorithm for rule extraction task and it is proved a positive influence of dynamic
data partitioning distribution model to final classifier accuracy.

There is also another strong trend in EA in DM: specialized genetic opera-
tors usage. In Pittsburgh model in classification task it is very important that
individual representation consists of complete classifier where rules cooperate
in the whole ruleset and the genetic operator causing its separation may make
worse its classification accuracy. In [17] this problem is discussed, there is given
a proposition of symbiotic combination operator which is kind of heuristic that
analyzes results of changes in newly created individual. Another type of genetic
operator specialization can be usage of some hill-climbing algorithms to improve
individuals (as candidate solution) by making minor modifications: if it causes
fitter individual, given change is accepted. However, this causes the Baldwin
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effect [12]. In the evolution process ruleset can be modified in pruning procedure
as well. For instance, in work [5] is optimized by removing unused/invalid at-
tribute condition according to information gain measure value by examination
of some small changes results in the ruleset. Also, we can find hybridization as
a quite strong trend, where the main motivation of such propositions is to build
approach that links advantages of connected methods.

The remainder of this paper is organized as follows. Details of problem def-
inition and our approach for rule discovering task is presented in section 2.
Research methodology, used benchmark datasets and results of experiments are
presented in section 3. Finally, section 4 presents conclusions and future research
directions.

2 CAREX: Coevolutionary Algorithm for Rule
EXtraction

Our proposed approach uses standard EA schema and starts the learning process
with initial population (usually created randomly), in the next step individuals
of current population are evaluated: each individual receives a fitness function
value according to quality of containing solution. Next, EA checks if stop condi-
tions are not met: usually it is limit of generations or the best individual fitness
value is acceptable (success). If stop criteria is not met EA runs the selection
procedure that gives a seed of the new generation; then it is provided a commu-
nication between individuals (by crossover operator) and works the independent
trial (by mutation operator). The whole process repeats until some stopping
condition is met. The crucial issue in evolutionary based method is definition
of individual representation schema, genetic operators (mutation and crossover)
and evaluation function form, that gives information about the individual fitness
function value. In this section above elements are described.

2.1 Representation Schema

In CAREX approach we decided to construct individual representation schema
as simple as possible to get reduction of solution search space size. This is gained
by coding of arguments value in binary representation (usually 8 bits codes
value) and only two opposite logical operators: IN and NOT IN (uses only one
bit). Such methodology makes possible to use simple EA and what we wanted
to show is that there is no need of EA extension to get acceptable solution. Also
we wanted to examine if there is strong need of genetic operators specialization
in data mining applications.

In our research we use only the Pittsburgh model to get all rules interactions
in one individual. Therefore individual is represented as set of rules (ruleset)
that can assign instance to one class or gives model of all classes presented in
dataset and consists of rules connected to all class identifiers as follows:

RuleSet := {Rule0, . . . , Rulen} (2)
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Each rule is represented as set of commonly used if-then type rules as follows:

Rulei := IF A0 and . . . and An THEN classj (3)

where classj symbol represents given class identifier, and Ai, i ∈ {0, . . . , n}
represents numeric range for a condition for i-th attribute as follows:

Ai := attributei operator (a, b) (4)

where bellow operator can be:

IN (a, b)→< attri < b or NOT IN (a, b)→ attri < a or attri > b (5)

where a < b and a, b ∈ 	. Above representation is strictly based on conditions
combination for selected attributes. We decided to use only two operators to
keep individual representation as simple as possible. For instance, rule is:

IF attr0 IN (0.1, 0.5) and attr2 NOT IN (1.0, 1.2) THEN class2 (6)

Above rule describes all instances with values from range < 0, 1; 0, 5 >for at-
tribute 0. Another condition takes into consideration attribute 2, where its value
cannot be in range < 1, 0; 1, 2 > Data described by conjunction of conditions are
proposed to label with class2.

In CAREX we decided to use binary vector representation thus we are allowed
to use classical binary genetic operators to manipulate individual’s particles. To
avoid a drastic change of attribute value we use a Gray code. Also each attribute
is extended by one enabled/disabled bit. Before CAREX starts, the dataset is
preprocessed: instances are analyzed to recognize domains for all attributes.
Then, each attribute domain is mapped into binary vector. That allows to keep
each individual valid and there is no need to waste extra CPU time for repairing
or removing invalid attribute values.

In proposed representation we use only AND logical operator, therefore EA
to describe some set of instances as two separate conditions use ruleset as two
connected rules. Indeed, the relation between these rules is logical disjunction,
and indeed there exist sort of rules coevolution phenomena.

2.2 Fitness Function

Generally, in EA, fitness function evaluation is very critical issue. Its definition
decides about shape of solution landscape and must be defined very carefully.
As rule extraction problem corresponds to data mining and our individual is
a ruleset we use commonly used classification measure. In classification the
main goal is prediction of the value ci ∈ C (class) analyzing values of attributes
xiof given instance xi = {x0

i , . . . , x
n
i } where xn ∈ X defines solution landscape.

Thus classification task is based on explore set of (x1, c1) , . . . , (xn, cm) to build
model m (xi) : X → C that labels unseen instance xk ∈ X . Evaluation of rule
is connected to its quality as classifier. In such context of data mining domain,
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the terms true positives (tp), true negatives (tn), false positives (fp) and false
negatives (fn) we can define recall :

recall =
tp

tp + fp
(7)

and precison measure as follows:

precision =
tp

tp + fn
(8)

The recall value tells only if given rule labels instances properly, precision informs
if rule covers all labeled data by proper class identifier. Above formulas say a
lot about rule classification quality but there are two separate values. Although
EA should use only one value to evaluate rule in literature (e.g. [3]) we can find
some combinations of these values. However, we decided to use measure based
on modified van Rijsbergen’s effectiveness measure [16] (Fsc), than can be used
in data mining too because it combines precision and recall :

Fsc =
1

α
precision + 1−α

recall

(9)

where α can give a predominance of one of two elements, but we established its
value on 0,5 to keep two elements equal. If Fsc value is near 1 it means that
evaluated rule has high quality as it corresponds to maximizing problem. The
Fsc measure is very useful as fitness function form, but for comparison of gained
results in literature is used other measure of predictive accuracy, as a rule quality
measure, defined as follows:

accuracy =
tp + tn

tp + fp + fn + tn
(10)

where tp/tn/fp/fn corresponds respectively to true positive/true negative/false
positive/false negative to denote accuracy of classification in given set of in-
stances. Our experiments showed that Acc usage as fitness function formula is
less effective than Fsc. However, in such form of fitness function occurs some
distortions specially when dataset is dominated by one class and others have
small representations.

Automating image annotation problem is strongly connected to classifica-
tion problem but the main difference is that given image (as an instance to be
annotated) may be labeled by more than one class (keyword). Also, image con-
sists of set of parts (so-called segments) that may be labeled independently. Our
approach in rule induction process is based on image segment annotation and
makes possible to label each segment without any keyword domination, as it ex-
ists in classical learning process based on image. Also gained rules describe each
keyword by attributes value condition and are easy to understand (in opposite to
large decision tree), can be further analyzed and processed by human/expert sys-
tems. In the image annotation problem Fsc is used as solution quality measure
and we use it as fitness function.



Rule Induction Based-On Coevolutionary Algorithms for Image Annotation 237

2.3 Genetic Operators

Our individual is represented by binary vector which can be operated by classic
binary operators in simple way. Random change of selected bit works as mutation
and inserts new information into chromosome. To deliver a communication in the
CAREX population we developed uniform crossover (UX ) swaps the parential’s
parts with the same probability, random based One-Cut Crossover (OX ) that
links two individuals to build the new one as combination of their genes. As all
individuals have the same size, there is no situation where invalid individual is
created by the random cut position.

3 Computational Experiments and Results

Evaluation of learning method is important to compare results against other
methods. This can be done experimentally so we developed in Java a research
environment that supports learning and rule validating process. First, there are
used train data to generate RuleSet by CAREX to get possible high accuracy
(Fsc is used as fitness function). Learning process based on evolution runs using
selection, mutation and crossover operators. For evaluation accuracy of gained
rules there is used train dataset, but when evolution process is finished the test
dataset is used to validate predictive accuracy of generated RuleSet.

As CAREX in first stage was tested on benchmark UCI ML Repository1

datasets (see [14]) we decided to define extra series of experiments to get more in-
formation about the CAREX effectivness. Artificially generated monks datasets
[18] give us a great opportunity to make the reference to the other learning
algorithms. Moreover, our special attention is to investigate how the standard
genetic operators and parameters influence to presented method results. To ex-
amine of CAREX effectiveness in image annotation problem we use benchmark
ECCV 2002 dataset [6].

3.1 Classification Problem - Monks Datasets

The three monks datasets [18] were created to compare learning algorithms in
classification task. The problem involves a binary function defined over this do-
main. Each dataset is defined by 6 attributes and consists of train and test
data (432 instances randomly selected) and defines other function. The monks1
dataset is the simple one and can be solved by 4 rules. The second dataset is
more difficult, as generated 15 rules include some interactions between attributes.
The last dataset (monks3) consists of noisy data (5%), and it may cause solv-
ing difficulties. The CAREX results gained on monks datasets are presented in
Table 1.

Results gained by CAREX on monks datasets are satisfactory and shows high
accuracy of presented metod and can be successfully compared to other classifi-
cation methods. Datasets monks1 and monks3 are solved completely if we accept
1 UCI Machine Learning Repository: http://www.ics.uci.edu/~mlearn/

http://www.ics.uci.edu/~mlearn/
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Table 1. The best results of CAREX

data avg.accuracy CAREX configuration
monks1 100% ±0, 0 rules=4 pop size=10 gener.=100 000 Pux=0,3 Pm=0,01
monks2 86,16% ±1, 6 rules=15 pop size=100 gener.=10 000 Pux=0,3 Pm=0,01
monks3 97,22% ±0, 0 rules=4 pop size=5 gener.=10 000 Pux=0,3 Pm=0,01

that generated rules cannot manage well with noisy data. The second dataset
gives a clue that a larger ruleset requires longer evolution process connected
to larger population. CAREX work on monks2 dataset give results comparable
to other learning methods, where the worst methods achieve accuracy equal to
57,2% and the best one achieves 100% [8].

3.2 Automating Image Annotation Problem - ECCV 2002

The ECCV 2002 dataset [6] consists of 4500 images (extra 500 images are given in
test dataset) where each of them is described by 3-10 segments and each segment
includes 36 attributes. The training dataset uses 263 keywords and each image
is annotated by 3 - 4 keywords.

We applied CAREX to ECCV 2002 using keywords decomposition where the
goal is to describe given keywords as attributes value conditions connected to
rules. We analysed first results of 5 most frequent keywords to get method’s ac-
curacy and compare results to benchmark CRM [10] image annotation method.
The CAREX results are given in Table 2, where data are given for test dataset
accuracy and were repeated 10 times. It is worth to mention that average Fsc
value in presented methods are comparable, moreover some CAREX configura-
tions cause that presented method gives average better solutions than CRM.

However, still open issue is CAREX parametrization. We use only three basic
parameters (number of rules, number of individuals and generation number) and
three less problematic (mutation ratio, crossover ratio and tournament size). As
the second group of parameters can be established experimentally using other
(simpler) datasets, the first group needs experiments with ECCV 2002 that
are very computational time consuming. Evolution process character (see Fig.1)
suggests that problem landscape is searched effectively moreover in this stage of
research we cannot find an optimal configuration2 for all keywords (see Table 2).

The evolution process character (presented on Fig. 2) shows that evolution
uses the whole time for experiments to get better solution, however the higher
value of Fsc gained on train dataset not always gives higher value of Fsc on test
dataset. Even more, time (generations) for EA cannot avoid this effect that can
compared to overlearning phenomena well known in artificial neural networks.
It is also partially confirmed by a relative high value of the standard deviation
of Fsc value.
2 CAREX configuration is given as follows: number of rules x numer of individuals x

generations. In all used configurations mutation ratio Pm=0.01 and crossover ratio
Pux=0,3.
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Table 2. The averaged CAREX results gained on 5 most frequent keyword of bench-
mark ECCV 2002 image dataset

CAREX configuration
keyword 1x10x100 3x10x100 5x5x1000 5x10x1000 5x20x200 5x100x100 CRM
water 42,83% 42,77% 41,99% 42,71% 43,05% 43,75% 44,05%

±1, 1 ±2, 17 ±1, 43 ±1, 4 ±0, 9 ±1, 9
sky 46,3% 43,14% 43,15% 48,29% 47,32% 47,76% 53,75%

±2, 29 ±1, 6 ±1, 3 ±2, 21 ±1, 7 ±2, 8
tree 33,14% 33,21% 35,84% 43,64% 32,07% 34,57% 36,30%

±1, 0 ±1, 95 ±1, 22 ±2, 4 ±2, 09 ±3, 11
people 36,0% 35,02% 34,67% 38,72% 39,62% 37,83% 42,10%

±2, 6 ±2, 2 ±1, 94 ±2, 0 ±2, 7 ±3, 2
buildings 27,86% 29,17% 34,90% 38,66% 37,36% 31,5% 31,49%

±3, 4 ±2, 59 ±1, 78 ±0, 3 ±2, 5 ±5, 97

average 37,23% 36,66% 38,10% 42,4% 39,99% 39,04% 41,54%

Fig. 1. The CAREX evolution character in ECCV (5rules, pop size=100, gener.=200)

Although some parametrization EA problems, we find presented results as
very promising as CAREX outperforms benchmark CRM results. We can see a
great potential of presented method and this encourage us to examine method
in the more complex way using all ECCV keywords. Other image annotation
datasets experiments are strongly needed.
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4 Summary and Further Work

The paper describes results of first experiments of EA application to image
annotation problem and method has great potential in this area. Gained results
in ruleset form are easy to analyze and understand also it can be used in further
work as knowledge automatically generated by data mining in expert systems or
human being. Further work consists of complex CAREX experiments based on
ECCV 2002 dataset. In the next research stage other image annotation datasets
will be used to examine CAREX effectivess in empirical way.

CAREX approach is based on EA and all parametrization EA problems occur
there. Also EA as searching problem landscape method, is time consuming it
gives the main directions for further work. Computation time should be reduced
by EA techniques (e.g. local search methods and/or hybridization) but also by
low level programming techniques (such as individuals caching or memoisation).
We are working on GPU architecture implementation in CAREX to make the
computation parallel and less time consuming.
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Abstract. A new complex fuzzy computing paradigm using complex fuzzy sets 
(CFSs) to the problem of time series forecasting is proposed in this study. Dis-
tinctive from traditional type-1 fuzzy set, the membership for elements belong 
to a CFS is characterized in the unit disc of the complex plane. Based on the 
property of complex-valued membership, CFSs can be used to design a neural 
fuzzy system so that the system can have excellent adaptive ability. The pro-
posed system is called the complex neuro-fuzzy system (CNFS). To update the 
free parameters of the CNFS, we devise a novel hybrid HMSPSO-RLSE learn-
ing method. The HMSPSO is a multi-swarm-based optimization method, first 
devised by us, and it is used to adjust the premise parameters of the CNFS. The 
RLSE is used to update the consequent parameters. Two examples for time se-
ries foresting are used to test the proposed approach. Through the experimental 
results, excellent performance has been exposed. 

Keywords: complex fuzzy set (CFS), complex neuro-fuzzy system (CNFS), 
hierarchical multi-swarm particle swarm optimization (HMSPSO), recursive 
least square estimator (RLSE), time series forecasting. 

1   Introduction 

A time series is a sequence of historical statistical observations, for example, oil  
prices and stock prices in financial market. Time series analysis is to estimate the 
statistical regularities existed within the observed data and their connection to future 
tendency. The purpose of time series model is to explore a possible functional rela-
tionship with which the historical data are connected to future trend, so that a deci-
sion-making can be made in advance. Because accurate forecasting for the future 
trend is usually difficult in complex and nonlinear real-world problems, many re-
searchers have used intelligent computing methods for time series forecasting, where 
fuzzy theory and neural networks have been widely investigated [1]-[4]. Although 
neural networks have excellent mapping ability and link-type distributed structure, 
they are usually considered as black-box systems, which are not easy to explain with 
human’s knowledge. In contrast, fuzzy inference systems, providing a complementary 
alternative to neural networks, can extract human’s experience and knowledge to 
form If-Then rules, which are easy to be explained by human. Both neural network 
and fuzzy system are with the property of universal approximator. Consequently, they 



 Complex Fuzzy Computing to Time Series Prediction 243 

can be integrated as a neuro-fuzzy system (NFS) [1], which incorporates the advan-
tages of fuzzy inference and neural-learning. The theory of NFS has become popular 
and important to modeling problems [1], [3], [5].  

In this study, we propose a novel complex neuro-fuzzy system (CNFS) using the 
theory of complex fuzzy set (CFS) to achieve high prediction accuracy for the prob-
lem of time series forecasting. The concept of CFS is an extension from the standard 
type-1 fuzzy set whose membership is in the real-valued interval of [0, 1]. The mem-
bership for elements belong to a complex fuzzy set is expanded to the complex-valued 
unit disc of the complex plan [6]. This property can be used to augment the adapta-
bility of the proposed CNFS, if compared to its counterpart in NFS form. Although 
the CFS theory has been proposed [6]-[9], it is hard to construct intuitively unders-
tandable complex fuzzy sets for application. The theoretical curiosity on CFS re-
mains. For this reason, we propose the CNFS using the theory of CFS to study its 
adaptability gain for the problem of time series forecasting. For the training of the 
proposed CNFS, we devise a new learning method, which combines the novel hierar-
chical multi-swarm particle swarm optimization (HMSPSO) algorithm with the recur-
sive least square estimator (RLSE) algorithm. The HMSPSO method is devised by us 
and presented in this paper. It is used to update the premise parameters of the pro-
posed CNFS. In the meanwhile, the RLSE is used to adjust the consequent parame-
ters. The HMSPSO is different from another multiple-swarm version of PSO in [10]. 
The HMSPSO is devised in hierarchical form to enhance searching multiplicity and to 
improve the drawback of the standard PSO. With the hybrid HMSPSO-RLSE learn-
ing method, it can effectively find the optimum solution for the parameters of the 
CNFS. Two time series examples are used to test the prediction performance by the 
proposed approach. The proposed approach shows not only better adaptability in 
prediction performance than its traditional NFS counterpart, but also the superiority to 
other compared approaches [11].  

The paper is organized as follows. In Section 2, the proposed complex neuro-fuzzy 
using complex fuzzy sets is specified. In Section 3, the HMSPSO-RLSE hybrid learn-
ing method is given. In Section 4, two examples for time series forecasting are given. 
Finally, the paper is discussed and concluded. 

2   Methodology for Complex Neuro-Fuzzy System 

The proposed complex neuro-fuzzy system (CNFS) using complex fuzzy sets is in 
inheritance of the benefits of both fuzzy inference system and neural network, espe-
cially the ability of being universal approximator that can approximate any function to 
any accuracy theoretically [12]-[13]. For a CFS, the membership state for elements 
belong to the CFS is within the complex-valued unit disc of the complex plane. This 
is in contrast with a traditional type-1 fuzzy set, to which the membership for ele-
ments belong is within the real-valued unit interval [0, 1]. In the following, we first 
introduce the notation of CFS, and then present the theory of the proposed CNFS.  

2.1   Complex Fuzzy Set 

The theory of complex fuzzy set (CFS) can provide a new development for fuzzy 
system research and application [6]-[9]. The membership of a CFS is complex-valued,  
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different from fuzzy complex numbers developed in [14] . The membership function 
to characterize a CFS consists of an amplitude function and a phase function. In other 
words, the membership of a CFS is in the two-dimensional complex-valued unit disc 
space, instead of in the one-dimensional real-valued unit interval space. Thus, CFS 
can be much richer in membership description than traditional fuzzy set. Assume 
there is a complex fuzzy set S whose membership function μs(h) is given as follows. exp                            Re Im                       

  cos sin            

(1) 

where j = √ 1, h is the base variable for the complex fuzzy set, rs(h) is the amplitude 
function of the complex membership, ωs(h) is the phase function. The property of 
sinusoidal waves appears obviously in the definition of complex fuzzy set. In the case 
that ωs(h) equals to 0, a traditional fuzzy set is regarded as a special case of a complex 
fuzzy set. A novel Gaussian-type complex fuzzy is designed in the paper, and an illu-
stration for a Gaussian-type complex fuzzy set is shown in Fig. 1. The Gaussian-type 
complex fuzzy set, denoted as cGaussian(h, m, σ, λ), is designed as follows. , , , λ , , exp , , , λ  (2a) , , , , exp 0.5  (2b) 

 

        , , , λ exp 0.5 λ     (2c) 

In (2a) to (2c), h is the base variable and {m, σ, λ} are the parameters of mean, spread 
and phase frequency factor for the complex fuzzy set.  

 

 

(a) 

 

(b) 

Fig. 1. Illustration of Gaussian-type complex fuzzy set. (a) 3-D view with the coordinates of 
base variable, real-part membership and imaginary-part membership. (b) Amplitude member-
ship and imaginary-part membership vs. base variable.  
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2.2   Theory of Complex Neuro-Fuzzy System 

Suppose an M-input-one-output complex fuzzy system is designed with K first-order 
Takagi-Sugeno (T-S) fuzzy rules, given as follows. 

Rule i: IF ( x1 is (h1) ) and ( x2 is (h2) ) …and ( xM is (hM) ) 

Then ∑  
(3) 

for i =1,2,...,K, where xj is the j-th input linguistic variable, hj is the j-th input base 
variables, Ai

j(hj) is the complex fuzzy set for the j-th premise condition in the i-th rule, 
zi is the output of the i-th rule, and {ai

j, i=1,2,…,K and j=0,1,…,M} are the conse-
quent parameters. The fuzzy inference of the complex fuzzy system can be cast into 
neural net structure with six layers to become the complex neuro-fuzzy system 
(CNFS). The explanation for the six layers is specified as follows. 

Layer 1: The layer is called the input layer, which receives the inputs and transmits 
them to the next layer directly. The input vector at time t is given as follows. 

H(t)=[h1(t), h2(t), …, hM(t)]T (4) 

Layer 2: The layer is called the fuzzy-set layer. Each node of layer represents a lin-
guistic value characterized by a complex fuzzy set for the premise part of the CNFS 
and to calculate the complex membership degrees {μi

j(hj(t)), i=1,2,…,K and 
j=0,1,…,M }. The complex fuzzy sets Ai

j(hj) can be designed using the Gaussian-type 
of complex membership function given in (2a) to (2c). 
Layer 3: This layer is for the firing-strengths of fuzzy rules. The nodes perform the 
fuzzy-product operations for the firing strengths of the fuzzy rules. The firing strength 
of the i-th rule is calculated as follows. …  

                ∏ exp …  
(5) 

where ri
j is the amplitude of complex membership degree for the j-th fuzzy set of the 

i-th rule. With (5), the …  is calculated. 
Layer 4: This layer is for the normalization of the firing strengths. The normalized 
firing strength for the i-th rule is written as follows. 

∑ ∏ exp ω …∑ ∏ exp ω …  (6) 

Layer 5: The layer is called the consequent layer for calculating normalized conse-
quents. The normalized consequent of the i-th rule is given as follows. 

            

 ∑  

               
∏  …∑ ∏ … ∑  

(7) 
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Layer 6: This layer is called the output layer. The normalized consequents from 
Layer 5 are congregated into the layer to produce the CNFS output, given as follows. 

        ∑ ∑   

            ∑ ∏  …∑ ∏ … ∑  
(8) 

Generally the output of the CNFS is complex-valued and can be expressed as follows. 

              | | exp  

                     | | cos | | sin  

(9) 

where ξRe(t) is the real part of the output of the CNFS, and ξIm(t) is the imaginary part. 
Based on (9), the complex inference system can be viewed as a complex function, 
expressed as follows. F , F , F ,  (10) 

where FRe(.) is the real part of the CNFS output, FIm(.) is the imaginary part of the 
output, H(t) is the input vector to the CNFS, W denotes the parameter set of the 
CNFS, which is composed of the subset of the premise parameters and the subset of 
the consequent parameters, denoted as WIf  and WThen, respectively. 

W= W If ∪ W Then (11) 

3   Multi-Swarm-Based Hybrid Learning for the Proposed CNFS 

We devise a hybrid learning method including a multi-swarm-based particle swarm 
optimization and the recursive least squares estimator (RLSE) method to update the 
WIf  and WThen, respectively. Particle swarm optimization (PSO) is a swarm-based 
optimization method [15]-[18], motivated by the food searching behavior of bird 
flocking. There are many particles in a PSO swarm. The best location for a particle in 
the search process is denoted as pbest. The particles in the swarm compete each other 
to become the best particle of the swarm, whose location is denoted as gbest. In this 
study, we propose a new scheme for PSO-based method, which involves multiple 
PSO swarms, called the Hierarchical Multi-swarm PSO (HMSPSO). This HMSPSO 
enhances search ability for the optimal solution. It is different from another multi-
group PSO-based method [10]. Several researches in literature have been proposed to 
improve the easily-trapped problem at local minimum by the standard PSO and its 
variants. The HMSPSO is with a multi-level hierarchical architecture to balance the 
independent search by each swarm and the cooperative search among the swarms. 
The proposed HMSPSO is described by the following equations. 
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1  

+ ,  

 ,  

(12a) 

             1 1 (12b) 

where Vi(k)=[vi,1(k), vi,2(k),…, vi,Q(k)]T is the velocity of the i-th particle in k-th itera-
tion, Li(k)=[ li,1(k), li,2(k),…, li,Q(k)]T is the location of the i-th particle, w is the inertia 
weight,{cp, p=1,2,…,n} are the acceleration factors, gbestj,q is the j-th level of q-th 
PSO swarm, and { , 1,2, … , } are random number between 0 and 1. 
The least squares estimation (LSE) problem can be specified with a linear model, 
given as follows.  

 (13) 

where y is the target, u is the input to model, {fi(u), i=1,2,..,m} are known functions of 
u, {θi , i=1,2,…,m} are the unknown parameters to be estimated, and  is the model 
error. Note that the parameters {θi , i=1,2,…,m} can be viewed as the consequent 
parameters of the proposed CNFS. Observed samples can be collected to use as train-
ing data for the proposed CNFS. The training data (TD) is denoted as follows. TD , , 1,2, … ,  (14) 

where (ui, yi) is the i-th data pair in the form of (input, target).Substituting data pairs 
into (13), we have a set of N linear equations in matrix notation, given below. 

 (15) 

where θ=[θ1, θ2, …,θm]T, y=[y1, y2, …,yN]T, ε=[ε1, ε2, …, εN]T, and A is the matrix 
formed by , 1, 2, ,  and 1,2, … , . The optimal estimator for θ can 
be obtained with the recursive least squares estimator (RLSE) method, given below.  

                
(16a) 

(16b) 

for k=0,1,…,(N-1), where [bT
k, yk] is the k-th row of [A, y]. To start the RLSE algo-

rithm, we set θ0 to zero vector and P0 = αI, where α must be a large value and I is the 
identity matrix. 

For parameter learning, the proposed CNFS predictor is trained by the hybrid 
HMSPSO-RLSE learning method, where the HMSPSO is used to update the premise 
parameters and the RLSE is used to adjust the consequent parameters. The training 
procedure for the proposed HMSPSO-RLSE method is given as follows. 

Step 1. Collect training data. Some portion of the data is used for training, and the 
rest is for testing.  

Step 2. Update the premise parameters by the HMSPSO in (12a) and (12b). 
Step 3. Update the consequent parameters by the RLSE in (16a) and (16b), in which 

the row vector b and the vector θ are arranged as follows. 
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 1  1 1  (17) 1     1 1 (18) 

                    (19) 

               (20) 

Step 4. Calculate the CNFS output in (10). 
Step 5. Calculate the cost in MSE defined below. Note that because the time series 

forecasting problem is in real-valued domain, only the real part of the CNFS 
output is involved in MSE. 

MSE 1 1 Re ξ  (21) 

Step 6. Compare the costs of all particles. Update pbest and gbest in the multiple 
swarms. If stopping criteria satisfied, gbest is the optimal premise parameters 
for the CNFS and stop. Otherwise, go back to Step 2 and continue the proce-
dure. 

4   Experimentation for the Proposed Approach 

Example 1- Star Brightness Time Series  

The star brightness time series is used to test the proposed approach for forecasting. 
The dataset records the daily brightness of a variable star on 600 successive midnights 
[19], denoted as {y(t), t=1,2,…,600}. The range of dataset is normalized to the unit 
interval [0, 1]. We use the first 300 samples for training and the remaining 300 sam-
ples for testing. The input vector is arranged as H(t)=[y(t-3), y(t-2), y(t-1)]T and the 
target is given as y(t) for the predicting model. Each input linguistic variable has two 
complex fuzzy sets, and the grid partition is designed in the input space formed by the 
three variables. Thus, eight T-S fuzzy rules in (3) are designed for the CNFS predictor 
and the NFS predictor, respectively. The cost function is designed with MSE in (21). 
For parameter learning, the HMSPSO algorithm in (12a) and (12b) is used to update 
the antecedent parameters and the consequent parameters is adjusted by the RLSE. 
The settings for the HMSPSO-RLSE hybrid learning method are given in Table 1. 
The proposed CNFS is compared to its NFS counterpart. The Gaussian-type complex 
fuzzy sets in (2a) to (2c) are designed for the CNFS and the traditional Gaussian fuzzy 
sets in (2b) are used for the NFS. Moreover, the proposed approach is compared to 
other approaches in [11]. The experiments with 20 trails for each are 
conducted. The performance comparison in average and standard deviation is shown 
in Table 2. For one of the 20 trials, the response by the proposed CNFS and its predic-
tion error are shown in Figs. (2a) and (2b). 
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Table 1. Settings for the HMSPSO-RLSE hybrid learning method (Example 1) 

HMSPSO RLSE 

Number of premise parameters  
(Dimensions of particle) 

18 
Number of 
consequent 
parameters 

16 

Swarm size 300 θ0 Zeros(1, 9) 
Initial particle position Random in [0, 1]18 P0 αI 
Initial particle velocity Random in [0, 1]18 α 108 

acceleration parameters { c1, c2, c3} { 2, 2, 2} I 
16×16 iden-
tity matrix 

Swarm number of PSO 3  

Table 2. Performance Comparison (Example 1) 

Method 
MSE (std) 

Training phase Testing phase 
TSK-NFIS [11] 3.14×10-4 (5.90×10-2)  3.31×10-4 (6.09×10-2) 
AR [11] 3.14×10-4 (5.81×10-2) 3.22×10-4 (6.01×10-2) 
NAR [11] 3.20×10-4 (5.96×10-2) 3.12×10-4 (5.92×10-2) 
Neural Net [11] 3.01×10-4 (5.78×10-2) 3.11×10-4 (5.91×10-2) 
PSO-RLSE for NFS 1.99×10-4 (4.45×10-6) 3.24×10-4 (3.27×10-5) 
PSO-RLSE for CNFS 1.98×10-4 (1.03×10-5) 2.80×10-4 (1.95×10-5) 
HMSPSO-RLSE for CNFS 1.98×10-4 (9.91×10-6) 2.72×10-4 (1.79×10-5) 
Note that the results above are based on 20 trails for average and standard deviation. 

 

 

Fig. 2. (a) Prediction by the proposed approach for star brightness. (b) Prediction error. 

Example 2- Oil Price Time Series 

The oil price time series records the average annual price of oil, which is a small data 
set with 128 samples [20], denoted as {y(t), t=1,2,…,128}. The range of data is nor-
malized to the interval [0, 1]. The first 64 samples are used for training the proposed 
CNFS and the remaining 64 samples for testing. The input vector is arranged as 
H(t)=[ y(t-2), y(t-1)]T and the target is given as y(t) for the predicting model. Each 
input has two Gaussian type complex fuzzy sets in (2a) to (2c). There are four T-S 
fuzzy rules in (3) for the CNFS and its NFS counterpart, respectively. The CNFS has 
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12 premise parameters and 12 consequent parameters. The premise parameters are 
updated by the HMSPSO algorithm and the consequent parameters are tuned by the 
RLSE, as stated previously. The cost function is designed with the concept of MSE in 
(21). Each experiment is performed with 20 trails, and the performance comparison in 
average and standard deviation is shown in Table 3. 

Table 3. Performance Comparison (Example 2) 

Method 
MSE (std) 

Training phase Testing phase 
TSK-NFIS [11] 4.31×10-3 (3.42×10-1)  3.31×10-2 (6.29×10-1) 
AR [11] 5.45×10-3 (3.84×10-1) 3.22×10-2 (6.38×10-1) 
NAR [11] 4.99×10-3 (3.68×10-1) 3.12×10-2 (7.39×10-1) 
Neural Net [11] 4.69×10-3 (3.56×10-1) 3.11×10-2 (6.50×10-1) 
PSO-RLSE for NFS 1.98×10-3 (1.52×10-4) 2.59×10-2 (3.27×10-2) 
PSO-RLSE for CNFS 2.03×10-3 (4.29×10-4) 1.63×10-2 (5.44×10-3) 
HMSPSO-RLSE for CNFS 2.21×10-3 (2.20×10-4) 1.34×10-2 (1.34×10-3) 
Note that the results above are based on 20 trails for average and standard deviation. 

5   Discussion and Conclusion 

The proposed complex neuro-fuzzy system (CNFS) with complex fuzzy sets has been 
presented for the problem of time series forecasting. The CNFS is trained by the new-
ly devised HMSPSO-RLSE hybrid learning method for the purpose of accurate fore-
casting. Two examples has been demonstrated for time series forecasting, and the 
proposed approach has shown very excellent prediction performance. This confirms 
our thought that the property of complex fuzzy sets (CFSs) designed into the proposed 
system can augment the functional mapping ability in forecasting accuracy. The  
notion of CFS is in contrast with that of standard type-1 fuzzy set in membership 
depiction. It is clearly contrasted that the membership for elements belong to a CFS is 
characterized within the complex-valued unit disc of the complex plane while the 
membership of a type-1 fuzzy set is within the real-valued unit interval between 0 and 
1. Based on this contrasted property, the CNFS computing paradigm designed with 
complex fuzzy sets can expand the mapping flexibility for predication capability in 
terms of forecasting accuracy. For parameter learning of the proposed CNFS, with the 
divide-and-conquer concept we separate the system parameters into two smaller sub-
sets for If-part and Then-part parameters, and then the HMSPSO-RLSE is used to 
train the proposed system for fast learning purpose. The idea is that the smaller the 
search space the easier and faster the solution can be found. This has been justified 
with the experiments in the two examples. In this newly devised hybrid learning me-
thod, we have implemented the multi-swam-based PSO with the RLSE algorithm, 
showing very good performance in terms of fast learning convergence and forecasting 
accuracy. For performance comparison, the proposed approach has been compared to 
the NFS counterpart and other approaches, the results, shown in Tables 2 and 3, show 
that the proposed CNFS is superior to its NFS counterpart (trained by the hybrid PSO-
RLSE method). Moreover, for the forecasting accuracy, the CNFS predictor outper-
forms the compared approaches. Through this study, the excellence of the proposed 
CNFS computing approach to time series forecasting has been exposed. 
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Ensemble Dual Algorithm Using RBF Recursive 
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Abstract. There are many ways for gas (or high-pressure hazardous liquid) be 
transferred from one place to another. However, pipelines are considered as the 
fastest and the cheapest means to convey such flammable substances, for exam-
ple natural gas, methane, ethane, benzene, propane and etc. Unavoidably, the 
pipelines may be affected by interference from third parties, for example human 
error while under its operation. Consequently, any accidental releases of gas 
that may occur due to the failure of the pipeline implies the risk that must be 
controlled. Therefore, it is necessary to evaluate the safety of the pipeline with 
quantitative risk assessment. Relative mass released of the leakage is introduced 
as the input for the simulation model and the data from the simulation model is 
taken at real time (on-line) to feed into the recursive algorithms for updating the 
linear weight. Radial basis function (RBF) is used to define the non-linear 
weight of the partial linear network. A new learning algorithm called the en-
semble dual algorithm for estimating the mass-flow rate of the flow after lea-
kage is proposed. Simulations with pressure liquid storage tanks problems have 
tested this learning approach. 

Keywords: Accidental gas released mass-flow rate, recursive algorithm and ra-
dial basis function, ensemble dual algorithm. 

1   Introduction 

Artificial neural networks or neural networks for short are defined as a system con-
sisting of a set of processing elements (neurons) that are connected by connections 
known as synapses or weights to form fully connected networks. Neural networks are 
non-linear in nature as the neurons usually consist of non-linear functions. Hence they 
are capable of learning and identifying non-linear relationships. These attributes make 
neural networks the ideal non-linear modeling tool in many areas of science, includ-
ing control engineering.  

A radial basis function neural network (RBF Network) is one of feed forward 
neural networks architecture besides the commonly used multi layer preceptor (MLP), 
which has good generalization performance especially in the non-linear system identi-
fication [1,2]. RBF network has simpler network interpretation compared to MLP [3] 
thus the learning process can be revealed explicitly.  

                                                           
* Corresponding author. 
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The term learning method is one of the most important components in any form of 
neural network architecture including for the RBF network. The learning or training 
of neural network, also known as neural computing in many research development 
communities, is mostly left unnoticed by many researchers whom always prefer to 
stick to the slow gradient decent based back-propagation, which is prone to stuck in 
local minima. The learning theory researchers try to find the most effective learning 
method to train particular network, which includes the RBF network. Learning me-
thod actually a process which tunes the parameters inside the networks so that it could 
represent a black-box system a process commonly known as the system identification 
process in control research communities, and hence it becomes one of the most im-
portant issues to be discussed in this research paper. 

2   RBF Recursive Learning for Partial Linear Network 

Radial basis function (RBF) is one of the special functions as its response decreases 
or increases monotonically with distance from the origin (center). An RBF variant or 
types can be any continuous function which forms the basis function in RBF network 
structure. There are several basis functions or kernels of RBF which may guarantee 
the nonlinear mapping that are needed in the RBF network learning process [4]  such 
as Gaussian RBF, multi quadratic RBF, inverse multi quadratic RBF, thin plate 
splines RBF, cubic splines RBF and linear splines RBF.  

RBF network consist of three layers:  

• Input layer, which is made up of source nodes that connect the network to 
its environment. 

• Hidden layer, which applies a non-linear transformation from the input 
layer to the last layer in RBF network (termed as output layer).   

• Output layer, which supplies the response of the network to the activation 
pattern feed through the input layer. Hidden layer of RBF network will be 
characterized as non-linear parameters which consist of the center and 
width of the basis function.  

Mathematically, RBF network with Gaussian as the activation function can be de-
scribed as follows: Given arbitrary distinct samples (xi,yi) where  , , … … ,  ,  . RBF network with  hidden nodes can be 
mathematically modeled as asserted in equation 1: 

 ∑  , ,                                                   (1) 

Where 

 , , exp ∑                                         (2) 
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2.1   Learning in RBF Network 

Learning of a neural network can be viewed as a non-linear optimization problem in 
which the goal is to find a set of network parameters minimizing the cost function 
(error function) for a given example. In other words, learning is an optimization 
process that produces an output that is as closed as possible to the real output of the 
system by adjusting the network parameters such as center, width and weight.  

RBF network with Gaussian consist of two learning processes. The first is learning 
of the center and the second the learning of the weight. Mathematically, learning RBF 
network can be described as follow. Let a vector valued function as the activation as 
stated at equation 2 and the weight vector is (equation 3).  ,  , … … ,                                                   (3) 

The overall input-output relationship of n input and 1-output can be described by the 
following non-linear relationship in equation 4: , , , ,  ∑  , , , ,                            (4) 

where   is the network output or the prediction output, c is the center of Gaussian 
kernel and σ is the width, β is the linear in parameter weights connection hidden and 
output nodes and x is the input to the network. Training or learning module of RBF 
network involves supplying the network with the input, determining and updating the 
parameter such as center, width and weight. The aim is that the networks output , , , ,  approximate the desired output y(t,x) or the difference between the 
network output and the desired output are kept minimum which leads to optimization 
problem [5], which can be described mathematically as equation 5:                                                                      (5) 

K-Means Clustering Method 

In RBF neural network, center placement plays an important role in the learning 
process. Efficient center placement prior to learning process will give very significant 
effect on the accuracy of the RBF network model. Thus, modifying the initialization 
methods become the core issues.  

K-means clustering is one of the most popular unsupervised learning methods used 
for grouping data points [6]. K-means clustering is a method of cluster analysis which 
aims to partition n observations into k clusters in which each observation belongs to 
the cluster with the nearest mean. It is similar to the expectation-maximization algo-
rithm for mixtures of Gaussians in that they both attempt to find the centers of natural 
clusters in the data. The K-means has been widely accepted because of its simplicity  
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but ability to produce a good result. Given an initial set of k-means m1
(1), … mk

(1), 
which may be specified randomly or by heuristic, the algorithm proceeds in two steps: 

 
Assignment Step: Assigning each observation to the cluster with the closest mean 
(equation 6). 

 :      1, … ,                   (6) 

Update Step: Calculating the new mean to be the centroid of the observation in the 
cluster (equation 7). 

  ∑                                             (7) 

The algorithm is deemed to have converged when the assignments no longer change. 
As it is a heuristic algorithm, there is no guarantee that it will converge to the global 
optimum and the result is much dependent on the initial clusters.   

2.2   RBF for Predicting NARX Partial-Linear Network 

In partial-linear network system there are two types of weighting function; linear and 
non-linear weighting functions. The system is called partial-linear system when the 
updating process is only been carried out on the linear side of the system whereas on 
non-linear part, the values are predefined earlier using clustering techniques and near-
est neighbor rules.  

There are two types of weight parameters in the Gaussian kernel function: linear 
weight and non-linear weight parameters. In partial linear network, only linear 
weights have been updating recursively. As can be seen from equation 8, that the 
linear weight parameters are represented by hi, while c and w are the non-linear 
weight parameters representing the center and width of the system and in partial-
linear system this values are predefined earlier before the learning process is actually 
started.  

 ∑                                                  (8)  

K-Means Clustering Method 
 
The non-linear weights in partial linear network are width, w and center, c of the sys-
tem. The center, c is predefined by using k-means clustering method where first of all 
the center of the radial basis function is initialized to be scaled according to the input 
size. Then the total Euclidian distance is initialized and old Euclidian distance is nor-
malized to one.  
 



256 A. bin Md Akib, N. bin Saad, and V.S. Asirvadam 

In the beginning k-means clustering process of the center is conducted to group the 
data (inputs) into different form of groups and the centers are calculated. In this case, 
the termination criteria used is when the difference between two points (Euclidian 
distance) is less than 1.0e-14 and cluster of center is formed. In the case of defining the 
width, w of the system, nearest neighbor rules is engaged. The centers, c are used as 
one of the input data to determine the values of the width of the system. It begins by 
finding the nearest actual data points which are the closest to the centers. The next 
process is to find the Euclidian distance between the actual system outputs at the 
actual data centers and the result is sorted based on its values.  

The next following step is to calculate the unit angle between the outputs and the 
nearest two centers and the number of nearest neighbors to use for each center. Final-
ly, the width is calculated by taking the mean value of two neighbors. 

3   Recursive Learning Algorithms for Updating Linear Weights 

The linear weight in this context is the heights of the RBF network. In the beginning 
the height is initialized as random based on the number of the hidden neuron plus bias 
and number of output. Based on the number of input data into the system, the cova-
riance matrix (Pmat) is calculated and updated each time. The height of RBF network 
is also updated according to the value of the covariance matrix and this can be shown 
in equation 9.                                      (9) 

where Lr is the learning rate which is set to be 0.95 and error is the difference be-
tween the system output and estimate output of the system. There are three methods 
used for updating the covariance matrix in the case of updating the linear weight of 
partial linear network. The three methods are: 

• Recursive least square (RLS) method. 
• Recursive levenberg marquadt (RLM). 
• Ensemble dual algorithm method. 

 
RLS algorithm can be expressed as: 
 

                                                           (10) 
 

                                                              (11) 

                                                    (12) 

 
RLM algorithm can be expressed as: 
 ∧                                                              (13)    
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                                           (14)  

 
                                                            (15) 

3.1   Ensemble Dual Recursive Learning 

Ensemble dual recursive learning algorithm is a new proposed algorithm which is a 
combination of any two recursive algorithms. Ensemble dual algorithm as proposed in 
this paper, work based on two methods: based on the weighting function and another 
is based on binary selection method.  

This algorithm is used to predict the mass flow rate of a flow after any accidental 
dispersion occurs (prediction of Qout) in particular and prediction of any system in 
general. In ensemble dual algorithm, there are two sets of covariance matrices, each 
one is a respective to each algorithm employed and one main covariance matrix, make 
it all together three covariance matrices involved. Not only that, each covariance 
matrices will correspond to produce its own prediction error matrices and separate 
linear weight matrices, θt. 

3.1.1   Weighting Function Method 
In order to show how the ensemble dual algorithm works, an example of the ensemble 
dual recursive training using RLS & RLM algorithms is as shown. There are two 
covariance matrices involves respectively, the RLS and RIV algorithms: 

                                    (16) 

          (17) 

These covariance matrices are then used to update the value of weights estimation 
( ) separately according to its own algorithm and at the same time calculating the 
prediction error as follows: 
 
RLS: 

                                   (18) 

                                               (19) 

RLM: 

                                   (20) 

                                                 (21) 
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From these weighting matrices and estimation error values, the main weighing matri-
ces, θMt is calculated. The main θMt is calculated based on the mean square  
errors (MSE) which are calculated earlier. The formulation of the main θMt is given as 
follows:  

          (22) 

One formulated the main θMt can be used to calculate the prediction value of the mass 
flow rate of the flow after any accidental dispersion occurs (prediction value of Qout). 
Mean square error is once again calculated with respect to the main θMt. 

3.1.2 Binary Selection Method 
Similar to the weighting function method, in binary selection, there are also two sets 
of covariance matrices: which consist of two sets of weighting function and two sets 
of prediction error plus the main θMt. What makes this method different is that every 
time prediction error RLS and RLM are calculated (equation 19 and 21) this algo-
rithm will be compared between these two values and will take the weighting function 
from the smaller value to be one of the elements of the matrices main θMt. Example of 
how this method works is presented in the following equations. 
 

If (  > ) 
 

                                          (23) 
 

Else 
 

                                                 (24) 
 
As stated in equations (23) and (24), the  will be taken from both algorithms 
which is selected based on the value of the error generated between RLS and RLM 
algorithm at a time. Then the main θMt is used to calculate the mass prediction error 
(prediction Qout) and following this the mean square error can then be calculated. 

4   Case Studies 

In real process industries, there are many types of tanks and pipes organised in many 
different ways. The tanks and pipes are varied from one to another based on its func-
tionality, sizes, organisation, flow parameters and etc. This work gives focus on the 
problems that deal with high pressure liquid storage tanks connected with series of 
pipes and tanks. There are two case studies designed and being considered and for 
each case study there is one leakage at a particular point. The two case studies are:  

a. Single Tank – single input and single output (Figure 1 (a)). 
b. Two Tanks – single input and single output (coupled tanks) (Figure 1 (b)). 
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(a)            (b) 

Fig. 1. (a) A single tank system  (b) A Coupled Tanks system 

5   Results and Discussions 

There are four different sets of recursive algorithms being tested for the two case 
studies, namely single tank and couple tank. These algorithms are the RLS, RLM 
( 0.0001) and RLS-RLM. For each setting, twenty-five simulations were carried 
out and the average or means of the results are tabulated in Tables 1 and 2. 

Case Study1: Single Tank 
In the case of single tank – single input and single output as depicted in Figure 1(a), 
the mass flow after the leakage is considered and to be estimated using the different 
algorithms. Comparing the two methods in ensemble dual algorithm, binary selection 
method always gives better prediction as compared to weighting function method.  

On overall for the single tank single input and single output, binary selection RLS-
RLM (ρ = 0.0001) gives the best estimation with very small mean prediction error. In 
general, RLS and RLM always give good estimation and can be improved by using 
the ensemble dual method.   

Case Study 2: Coupled Tank 
The second test case is on a coupled tank, with single input and single output ar-
rangement as depicted in Figure 1(b). In this case, on-line system identification is 
used to estimate the mass flow-rate of the flow from the second tank, where the leak-
age is made to occur before the flow goes from tank 1 to tank 2.  

The same algorithm as used in the case of the single tank is also being used here. 
The aim is to evaluate whether the same algorithms can be used to estimate the mass 
flow-rate for the case of the coupled tank. There is a consistency in the results for 
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both cases, the single tank and the coupled tanks, in which the ensemble RLS-RLM 
gives the best overall result. In other words, the methods considered in the studies are 
shown to be effective to estimate the mass flow-rate after leakage with small mean 
prediction error. Nevertheless, at the beginning of the estimation process for all the 
methods, the systems are not being able to estimate the flow very well. There are 
always overestimate of the flow, which lead to large mean prediction errors. Taken 
the last 400 values of each method, the results show that all methods can predict the 
flow very well and the mean prediction error is smaller as compared to the overall 
mean prediction error. 

The results for both case studies can be seen in the tables 1 and 2 below: 

 
Table 1. Numerical Result for Partial Linear Single Tanks with Number of Cycle (Tc) = 500 
and Hidden Neurons (Nh) varies from 5 to 15 

 

Table 2. Numerical Result for Partial Linear Coupled Tank with Number of Cycle (Tc) = 500 
and Hidden Neurons (Nh) varies from 5 to 15 

 

 

Recursive Algorithm Structure Performance Measures 
Number of 
Cycle Time 

Number of 
Hidden 
Neurons 

 
Algorithms 

Mean Square 
Error (MSE) 

Standard 
Deviation MSE 

MSE 
 (last 400) 

Max MSE 
(Last 400) 

Standard 
Deviation MSE 

(last 400) 
500 5 RLS  1.4355 10.0295 0.2192 8.5946 0.9299 

  RLM ( =0.0001)  0.0581 0.4832 0.0026 0.0442 0.0054 
  RLS – RLM  

(weighting) 
2.2786 15.8714 0.0971 1.1018 0.1807 

  RLS – RLM  
 (binary) 

0.6982 5.1209 0.1071 0.5903 0.0052 

500 10 RLS  6.9873e+07 9.400e+08 1.424e+08 3.569e+09 5.182e+08 
  RLM ( =0.0001)  0.0116 0.0433 0.0109 0.3630 0.0331 
  RLS – RLM  

 (weighting) 
7.873e+02 4.813e+4 8.591e+03 3.8415e+05 6.9144e+06 

  RLS – RLM  
(binary) 

0.0696 0.4994 0.0023 0.0530 0.0051 

500 15 RLS  0.0179 0.1166 0.0137 0.7530 0.0646 
  RLM ( =0.0001)  0.0169 0.1165 0.0036 0.1273 0.0123 
  RLS – RLM 

(weighting) 
0.0098 0.0757 3.3050e-04 0.0209 0.0015 

  RLS – RLM 
 (binary) 

0.5303 3.9913 0.0432 0.7120 0.1069 
 

Recursive Algorithm Structure Performance Measures 
Number of 

Hidden 
Neurons 

Number of 
Hidden 
Neurons 

 
Algorithms 

Mean Square 
Error (MSE) 

Standard 
Deviation MSE 

MSE 
 (last 400) 

Max MSE 
(Last 400) 

Standard 
Deviation MSE 

(last 400) 
500 5 RLS  0.0523 0.2720 0.0312 2.9749 0.1790 

  RLM (  = 0.0001)  8.4969 36.4702 0.0201 0.3032 0.0447 
  RLS – RLM  

 (weighting) 
0.3217 1.4269 0.5460 17.0202 1.9511 

  RLS – RLM  
 (binary) 

0.9431 0.6712 0.0151 1.5701 0.08549 

500 10 RLS  0.1174 0.6115 0.0048 0.2157 0.0189 
  RLM (  = 0.0001)  0.0304 0.2041 0.0057 0.0745 0.0106 
  RLS – RLM  

 (weighting) 
0.0442 0.2430 0.0301 0.4250 0.0690 

  RLS – RLM  
 (binary) 

 0.0258 0.0451 0.0035 0.0612 0.0073 

500 15 RLS  0.0056 0.0432 1.636e-04 0.0027 3.5834e-04 
  RLM (  = 0.0001)  0.0051 0.0344 4.0107e-04 0.0084 9.0668e-004 
  RLS – RLM  

 (weighting) 
0.0101 0.0477 3.6800e-04 0.0049 5.9120e-004 

  RLS – RLM  
 (binary) 

 0.0032 0.0068 7.912e-05 0.0017 5.6783e-04 
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6   Conclusion 

This work investigates the performances of RBF for defining the non-linear weights 
and recursive algorithms and their capabilities to estimate the mass flow-rate of vari-
ous types of tanks with the presence of leakage. In general, RLS and RLM algorithms 
show promising and consistent results. 

By combining two recursive algorithms namely RLS and RLM, a new algorithm 
called the ensemble dual algorithm is proposed. To illustrate its applicability, two 
methods of updating its covariance matrix; the first is the weighting function method 
and the second is the binary selection method. In the two cases tested, ensemble dual 
algorithm with binary selection method has proved to be the best overall method for 
estimating the mass flow-rate of the flow. The main reason behind the proposal of this 
algorithm is to provide an alternative algorithm that inherits only the best prediction 
of the two algorithms combined.   
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Abstract. In this paper, we propose a novel hybrid multi-model ap-
proach for rainfall forecasting. In this multi-model system we have incor-
porated an efficient input selection technique, a set of distinct predictive
models with carefully selected parameter settings, a variable selection
method to rank (weight) the models before combining their outputs and
a simple weighted average to combine the forecasts of all the models.
The input selection technique is based on auto correlation and partial
autocorrelation function, the predictive models are stepwise linear re-
gression, partial least square regression, multivariate adaptive regression
spline, radial basis kernel gaussian process and multi layer perceptron
with quasi Newton optimization. The model ranking technique is based
multi response sparse regression, which rank the variables (here models)
according to their predictive performance (here forecasting). We have
utilized this rank to use it as the wegiht in the weighted average of the
forecast combination of the models. We have applied this novel multi
model approach in forecasting daily rainfall of rainy season of Fukuoka
city of Japan. We have used several performance metrics to quantify the
predictive quality of the hybrid model. The results suggest that the novel
hybrid multi-model approach can make efficient and persistent short term
rainfall forecast.

Keywords: input selection, variable ranking, weighted forecast combi-
nation, daily rainfall, short term forecast.

1 Introduction

Accurate information concerning the amount of rainfall is essential for the use
and management of water resources. More specifically in the cities, rainfall has
a strong effect on traffic control, the operation of sewer systems, and other hu-
man activities. It should also be noted that, rainfall is one of the most complex
and difficult component of the hydrology cycle to decipher and also to model
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due to the tremendous range of variation over a wide range of scales both in
space and time. The intricacy of the atmospheric processes that generate rain-
fall makes quantitative forecasting of rainfall an extremely difficult task. Thus,
to construct a predictive system to produce accurate rainfall forecasting is one of
the greatest challenges for the researchers of diverse fields such as weather data
mining [19], environmental machine learning [5], operational hydrology [8], sta-
tistical forecasting [10], despite many advances in weather forecasting in recent
decades. The parameters that are required to predict rainfall are enormously
complex and subtle even for a short time period.

Recently, the concept of coupling different models has attracted more atten-
tion in hydrologic forecasting. They can be broadly categorized into ensemble
models and modular (or hybrid) models. The basic idea behind ensemble models
is to build several different or similar models for the same process and to integrate
them together [18]; [1]; [6]). For example, Xiong [18] used a Takagi-Sugeno-Kang
fuzzy technique to couple several conceptual rainfall-runoff models. Coulibaly et
al. (2005) employed an improved weighted-average method to coalesce forecasted
daily reservoir inflows from K-NN, conceptual model and ANN. Kim et al. [6]
investigated five ensemble methods for improving stream flow prediction.

Physical processes in rainfall are generally composed of a number of sub-
processes. Their accurate modeling by building of a single global model is some-
times not possible [14]. Modular models were therefore proposed where
sub-processes were first of all identified (or without identifying) and then sepa-
rate models (also called local or expert model) were established for each of them
[14]. Different modular models were proposed depending on the soft or hard
splitting of training data. Soft splitting means the dataset can be overlapped
and the overall forecasting output is the weighted average of each local model
[12]; [17]. On the contrary, there is no overlap of data in the hard splitting and
the final forecasting output is explicitly from only one of local models [17]. Our
approach in this paper is related with soft splitting of the data.

In this paper we have developed a hybrid (or multi-model) forecast model
with an appropriate input selection technique coupled with appropriate data-
preprocessing technique and model selection (for weighted forecast combina-
tion) to improve the accuracy of rainfall forecasting while using observed rainfall
records in both space and time. In order to overcome the problem encountered
in training a linear model we have used five distinctive alternative models (both
linear and non-linear). Also we have designed each of the models with different
design ( i.e., with different values for the parameters). Using this hybrid model,
we have forecasted rainfall of Fukuoka city from 1 day ahead, using continuous
daily rainfall data of rainy season (June and July) from 1975 to 2010.

The rest of the paper is follows, in Section 2 we have discussed briefly about
the study area and the rainfall series used in this paper. In Section 3 we have
described the hybrid forecast model including the input selection technique and
the variable selection method and how the weights are extracted. This is followed
by discussions about the experimental setup (Section 4) and results (Section 5).
Lastly conclusive discussions of the paper is in Section 6.
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2 Study Area

In this paper we have taken the daily rainfall series of rainy season from nearby
weather stations of Fukuoka city to forecast the rainfall of Fukuoka city in rainy
season. Each weather station is within the range of 48 km from Fukuoka city.
Considering the distance the rainfall data is taken taken from 6 forecast stations
(as forecast point) in Fukuoka and Saga prefecture in Japan. We plotted the
rainfall series in Figure 1. Our objective is to forecast 1-day ahead rainfall of
rainy season in Fukuoka city.
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Fig. 1. Daily rainfall series of Fukuoka city in rainy season (June & July) from 1975
to 2010

3 Hybrid Forecast Model

In this section we have described the proposed hybrid forecast model. A hybrid
(or multi-model) forecast model with an appropriate input selection technique
coupled with appropriate data-preprocessing technique and model selection (for
weighted forecast combination) is proposed. The model selection has been in-
serted to improve the accuracy of rainfall forecasting. Rainfall is a complex
stochastic process comprising linear and non-linear phenomenon; in order to
extract better learning of the process, we have used five distinctive alternative
models (both linear and non-linear). Also we have designed each of the mod-
els with different design ( i.e., with different values for the parameters). The
architecture of the forecast model is presented in Figure 2.
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Daily rainfall data

Input selection by LCA method

Reconstruction of  the rainfall data with selected inputs 
with the present rainfall of  adjacent rainfall stations

DATA PREPROCESSING

MARS 
models

Gaussian processes 
with RBF kernel  

(with different sigma 
values)

Partial least square 
models

Stagewise linear 
regression

Artificial neural 
network models

Rank the models with MRSR and store the ranks of  weights.  

TESTING PHASE

VALIDATION PHASE

TRAINING PHASE

Combine the forecasts of  the top ranked models with weighted 
average, where ranks of  the corresponding methods multiplied as 

weights. 

Fig. 2. Architecture of the Hybrid forecasting model

3.1 Determination of Model Inputs

We have used the Linear Correlation Analysis (LCA) [15] method for selecting
the proper inputs from the rainfall series, which in other way can be stated as
selecting the proper lag value which can appropriately represent the previous
values. In LCA the value autocorrelation function (ACF) and partial autocorre-
lation function (PACF) would suggest the influencing previous patterns in the
series at a given time. The ACF and PACF with 95% confidence levels is exam-
ined, and the number of previous rainfall values for which both ACF and PACF
has high value should be included in the input vector. The variables that may
not have a significant effect on the performance of the model can be trimmed off
from the input vector, resulting in a more compact model. In our data we see
that at lag = 2 (see Figure 3) the values of both ACF and PACF is highest, so
we shall consider rainfall inputs with lag = 2.

3.2 Data Preprocessing

Moving Average (MA). As our model is based on soft splitting the data, so
we have used MA to split the data into over lapping parts. MA smoothes data
by replacing each data point with the average of the k neighboring data points,
where k may be termed the length of memory window. The method is based on
the idea that any large irregular component at any point in time will exert a
smaller effect if we average the point with its immediate neighbors. The equally
weighted MA is the most commonly used, in which each value of the data carries
the same weight in the smoothing process.
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Fig. 3. ACF and PACF values of daily rainfall at different lags. We can see at lag =
5 the values of both ACF and PACF is highest than other lags. The dotted line is the
95% confidence interval.

Data Scaling. It is worthwhile to notice that the scaling of the training data
is very crucial in the improvement of the model performance. The scaling as
adopted above for model input determination, is to scale the training data to
[0, 1] or even more narrow interval. We have used the following formula to scale
the data to interval [0, 1]

Z =
y −min(y)

max(y)−min(y)

3.3 Multi Models

Partial Least Square Regression (PLS). Partial least squares (PLS) re-
gression is used to describe the relationship between multiple response variables
and predictors through the latent variables. PLS regression can analyze data
with strongly collinear, noisy, and numerous X-variables, and also simultane-
ously model several response variables, Y . It is particularly useful when we need
to predict a set of dependent variables from a large set of independent variables
(i.e., predictors). In technical terms, PLS regression aims at producing a model
that transforms a set of correlated explanatory variables into a new set of un-
correlated variables. The parameter coefficients between the predictor variables
and the criterion variable.

Gaussian Process. Gaussian process regression [11] is a nonparametric method
based on modeling the observed responses of the different training data points
(function values) as a multivariate normal random variable. For these function
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values an a priori distribution is assumed that guarantees smoothness proper-
ties of the function. Specifically, the correlation between two function values is
high if the corresponding input vectors are close (in Euclidean distance sense)
and decays as they go farther from each other. The posterior distribution of a
to-be-predicted function value can then be obtained using the assumed prior
distribution by applying simple probability manipulations.

Multivariate Adaptive Regression Spline (MARS). The MARS model is
a spline regression model that uses a specific class of basis functions as predictors
in place of the original data [4]. The MARS basis function transform makes it
possible to selectively blank out certain regions of a variable by making them
zero, allowing MARS to focus on specific sub-regions of the data. MARS excels at
finding optimal variable transformations and interactions, as well as the complex
data structure that often hides in high-dimensional data.

Stepwise Linear Regression (SLR). The linear regression model herein is
actually called stepwise linear regression (SLR) model because the forward step-
wise regression is used to determine optimal input variables. The basic idea of
SLR is to start with a function that contains the single best input variable and
to subsequently add potential input variables to the function one at a time in an
attempt to improve the model performance. The order of addition is determined
by using the partial F-test values to select which variable should enter next.
The high partial F-value is compared to a (selected or default) F-to-enter value.
After a variable has been added, the function is examined to see if any variable
should be deleted.

Neural Network. The multilayer perceptron network is by far the most pop-
ular ANN paradigm, which usually uses the technique of error back propagation
to train the network configuration. The architecture of the ANN consists of a
number of hidden layers and a number of neurons in the input layer, hidden
layers and output layer. ANNs with one hidden layer are commonly used in hy-
drologic modeling. In this paper we have used the quasi Newton optimization to
optimize the network.

3.4 Model Selection (and Ranking) Using Multi-Response Sparse
Regression (MRSR)

For the removal of the useless neurons of the hidden layer, the Multiresponse
Sparse Regression proposed (MRSR) by Timo Similä and Jarkko Tikka in [13]
is used. It is an extension of the Least Angle Regression (LARS) algorithm [3]
and hence is actually a variable ranking technique, rather than a selection one.
We have used this model ranking in the validation phase to estimate the weights
of the individual models. These weights are later utilized for weighted average
combination [16] of the forecasts of the models in the testing phase.
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4 Experiment

In the experiment we have split the data into three parts: a) training: from 1975
to 1999, b) validation: from 2000 to 2004 and c) testing: from 2005 to 2010.
In training phase we have trained all the models (except SLR) with 5 different
parameter settings, so this means we have total 4x5+1 = 21 models in this
phase. The parameters of the models are suitably chosen with prior knowledge
of the methods. In this phase we have used MA(1) i.e, moving average with
single window (based on the RMSE value during training) to soft split the data,
then this data is used for training. The forecast of these methods will be stored
in the forecast matrix. In the validation phase the MRSR is used on this forecast
matrix to rank the methods and we select only the top 10 models (with highest
weight) for testing. In the testing phase we combine the forecast of the top models
with the weighted average, where the weights are (ranks of the corresponding
methods) estimated in the validation phase.

Table 1. Evaluation metrics used in this paper with their perfect scores

Metric Formula Perfect Score
Root Mean Sum of Square Error (RMSE) 1

N

∑N
t=1(Ft − Ot)2 Low values better

Coefficient of Efficiency (C.E) 1 −
∑N

t=1(Ft−Ot)2∑N
t=1(Ot−Ō)2

1

Persistency Index (P.I) 1 −
∑N

t=1(Ft−Ot)2∑N
t=1(Ot−Ot−l)

2 1

Bias
∑N

t=1(Ft)∑N
t=1(Ot)

1

Normalized Mean Sum of Square Error (NMSE) 1
Nσ2

∑N
t=1(Ft − Ot)2 Low values better

Structured Mean Absolute Percent Error (sMAPE) 1
N

∑N
t=1 | (Ft−Ot)

(Ft−Ot) | Low values better

Correlation Coefficient (CC)
∑N

t=1(Ot−Ō)(Ft−F̄ )√∑N
t=1(Ot−Ō)2∗∑N

t=1(Ft−F̄ )2
1

4.1 Evaluation of Model Performances

To evaluate the hybrid model we have used several evaluation metrics (please
see Table 1). In Table 1, Ot is observed rainfall and Ft is the forecasted rainfall.
We have given the perfect score of each metric so that the reader can evaluate
the models properly. The coefficient of efficiency (CE) [9] is a good alternative to
R2 as a “goodness-of-fit” in that it is sensitive to differences in the observed and
forecasted means and variances. The Persistence Index (PI) [7] was adopted here
for the purpose of checking the prediction lag effect. Other metrics are popular
so we opt not to go to the details of those.

5 Result and Discussion

In this section we have presented the results of validation and testing phase.
In Figure 4 we have presented hyetograph of validation and testing phase. from
these plots we see that the rainfall forecasts in both phase follow the observed
the rainfall. In Figure 5 we have presented the scatter plot of observed vs the
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Fig. 4. The hyetograph of one step ahead forecast at validation phase (upper) and at
test phase (down)
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Fig. 5. Scatter plots of one step ahead forecast at validation and testing phase
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forecasted rainfall values. For a perfect forecast all the points would be around
the dotted line (in the middle) of both the plots. We have also inserted the
RMSE, C.E and P.I values for reference.

In Table 2 we have presented the values of NMSE, Bias, sMAPE and CC. As
we have mentioned in Table 1 the perfect score of the metrics we can see that
all the values of each of the metrics are around satisfactory range in validation
phase and testing phase.

Table 2. Forecasting accuracy of the hybrid model in terms of various evaluation
metrics

Metric Validation Testing
Bias 0.9492 1.0520
NMSE 0.3768 0.3929
sMAPE 0.4526 0.4517
CC 0.7820 0.8235

6 Conclusion

A novel hybrid forecast model is proposed in this paper, with a data driven
input selection technique, with a data driven data preprocessing method and
coupled with suitable multi models ranking (and hence selected) on the basis of
an appropriate variable (here model) ranking algorithm with a weighted average
to combine the forecast of the top models. Then this hybrid model is applied
to forecast 1-step ahead rainfall forecast of Fukuoka city in the rainy season.
The performance of the hybrid model as visualized from several plots and values
of performance metrics indicate that the hybrid forecasting model is capable of
forecasting rainfall accurately.

References

1. Abrahart, R.J., See, L.M.: Multi-model data fusion for river flow forecasting: an
evaluation of six alternative methods based on two contrasting catchments. Hy-
drology and Earth System Sciences 6(4), 655–670 (2002)
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Abstract. In this paper the performance of the m-out-of-n decision for-
est of SVM without replacement with different subsampling ratio (m

n
) is

analyzed in terms of an embedded cross-validation technique. The sub-
sampling ratio plays a pivotal role in improving the performance of the
decision forest of SVM. Because the SVM in this ensemble enlarge the
feature space of the underlying base decision tree classifiers and guar-
antees a improved performance of the ensemble overall. To ensure the
better training of the SVM generally the out-of-bag sample is kept larger
but there is no general rule to estimate the optimal sample size for the
decision forest. In this paper we propose to use the embedded cross-
validation method to select the a near optimum value of the sampling
ratio. In our criterion the decision forest of SVM trained on indepen-
dent samples whose size is such that the cross-validation error of that
ensemble is as low as possible, will produce an improved generalization
performance for the ensemble.

Keywords: Optimal sampling ratio, Decision forest with SVM, Embed-
ded cross-validation error.

1 Introduction

Ensemble learning is one of the main research directions in recent years, due to
their potential to improve the generalization performance of the predictors. It
has attracted scientists from several fields including Statistics, Machine Learn-
ing, Pattern Recognition and Knowledge Discovery. Numerous theoretical and
empirical studies have been published to establish the advantages of the pre-
dictor decision combination paradigm over the single (individual) predictor [12],
[10]. The success of ensemble methods arises largely from the fact that they
offer an appealing solution to several interesting learning problems of the past
and the present, such as improving predictive performance, learning from mul-
tiple physically distributed data sources, scaling inductive algorithms to large
� Corresponding author.
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databases and learning from concept-drifting data streams. Most popular among
the ensemble creation techniques are Baggign [2], Adaboost [8], Random Forest
[4], Multiboost [19] and Rotation Forest [14].

Two of the most popular classifier ensemble schemes is Bagging [2] and
Adaboost [8] (the most popular) of the Boosting family [15]. In standard bag-
ging individual classifiers are trained on independent bootstrap samples that are
generated with replacement from the set of labeled training samples, where as in
adaboost by resampling the fixed training sample size and training examples re-
sampled according to a probability distribution are used in each iteration and in
each iteration, the distribution of the training data depends on the performance
of the classifier trained in the previous iteration. Unlike these two ensembles
a bagging type hybrid ensemble method was proposed by Hothorn and Lausen,
defined as Double Bagging [11] to add the outcomes of arbitrary classifiers to the
original feature set for bagging of classification trees. Double bagging is a combi-
nation of linear discriminant analysis and classification trees. As in the bootstrap
method, approximately 1

3 of the observations in the original training set are not
part of a single bootstrap sample in bagging [3], and Breiman termed the set
constituted by these observations as an out-of-bag sample. In double bagging,
the decision forest is constructed by utilizing an out-of-bag sample (OOBS) to
estimate the coefficients of a linear discriminant function (LDA) and then the
corresponding linear discriminant variables computed for the bootstrap sample
are used as additional features for training a classification tree. The main dis-
advantage of double bagging is that, its success relies on the linear structure
among the classes. If there is no linear relationship among the classes, adding
the coefficients of LDA will result in adding some non-informative variables in
the ensemble. This limitation can be overcome if the additional classifier used
double bagging, has the ability learn in non-linear class structure. To overcome
this in [20] authors proposed a variant of double bagging, where authors used
SVM as the additional classifier model. The basic reason to use adopt SVM as
the additional classifier model was for its ability to learn from non-linear space
and presenting it in a linear space (with the use of suitable kernel). In that paper
authors used Gaussian kernel inside the SVM and presented the performance of
Double SVMBagging (which can be abbreviated as Double SVM Bagging); from
now on we shall define it as decision forest with SVM as additional classifier
(DF-SVM). The success of the ensemble over other ensemble methods such as,
Bagging, Adaboost, Random Forest and Rotation Forest in the experiments were
interesting.

In the above ensemble methods the base classifiers are trained on the boot-
strap sample with the same size as the original training set, but in lot of data
mining application the datasets are too large to fit in the typical computer mem-
ory. One possible approach is to use sub-sample [13] of the data. The performance
of decision forest was also checked with different subsampling ratios (SSR) in
[21,22]. In [21] it was shown that the with SSR = 0.50 the ensemble has better
performance than other well known ensembles, later in [22] it was shown that
with SSR = 0.20, 0.30 and 0.40 the performance is more better. So the evidence
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is there to propose an automated sample size selection technique by which we
can select the optimal subsampling ratio for the decision forest with SVM as
additional classifier. In this paper we have proposed to estimate the optimal
sample size for the DF-SVM with an embedded cross-validation technique.

The rest of the paper is organized as follows: The paper is organized as:
in Section 2, we have described about the effect of SSR on double subagging,
the subsampled version of double bagging. We have also discussed about the
embedded cross-validation method in that section. In Section 3, we have stated
the aim and setup of the experiments; the discussion of the results is also included
in that section; this is followed by the conclusion in Section 4.

2 Decision Forest with SVM as Additional Classifier
(DF-SVM)

In this section we briefly discuss about DF-SVM. The effect of small subsamples
on DF-SVM is illustrated theoretically. We have also described the embedded
cross-validation method.

When a decision tree is adopted as the base learning algorithm, only splits
that are parallel to the feature axes are taken into account even though the de-
cision tree is nonparametric and can be quickly trained. Considering that other
general splits such as linear ones may produce more accurate trees, a “Double
Bagging” method was proposed by Hothorn and Lausen [11] to construct en-
semble classifiers. In double bagging framework the out-of-bag sample is used to
train an additional classifier model to integrate the outputs with the base learn-
ing model. So we see that performance of the double bagging solely depends
on two factors: 1) the classes of the dataset are linearly separable so that the
additional predictors are informative (or discriminative), this implicitly implies
that, the additional classifier should be able to discriminate the classes of the
data, 2) the size of the out-of-bag samples as to construct an additional classifier
model; this in turn means that the sample size of the ensemble is pivotal in
better training of the additional classifier of the ensemble.

In this decision forest for each bag of instances the corresponding OOBS is
utilized to construct an SVM and then the this SVM is applied back to the
resampled training set to extract the CPP (Class posteriori probabilities), then
all the CPPs of these SVMs are stored in the matrix CPP and are used as
the additional features with the features X (of the resampled training set) as
[X CPP ] which is an r× p(c+1) matrix, where p is the number of features, r is
the number of instances in the resampled training set and c is number of classes
in the original training sample T . Then a base decision tree classifier is trained
on this enlarged feature space. The generic framework of DF-SVM algorithm is
showed in Fig 1.

2.1 Effect of Subsampling Ratios on Bagging Type Ensembles

Subsampling and m-out-of-n bootstrapping with m < n originated in the statis-
tical literature as an alternative to the bootstrap sampling [13]. The motivation
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Input:

• X: Training set of size N .
• ρ: Subsample ratio. If ρ = 1. it will generate bootstrap samples.
• C: A base classifier.
• Cadd: An additional classifier model, here SVM.
• B: Number of classifiers to construct.
• x: Test instance for classification.

Output: ω: Class label for x.

Step 1 Generate training samples
Extract a training sample of size N ∗ ρ from the training set, define this as Xb.

Step 2 Generate Transformed Additional Predictors

Construct additional classifier model cadd using the out-of-bag sample X−(b), Transform the
original predictors X(b) using each additional classifier model cadd. Denote these as cadd(x(b)).

Step 3 Bundle Original and Additional Predictors
Construct the combined classifier Ccomb, by bundling the original predictors and the trans-
formed predictors, as Ccomb(b) = (x(b), cadd(x(b)).
Depending on how many base classifiers we want to construct, iterate steps (2) and (3); for
example B bootstrap samples.

Step 4 Classification
A new observation xnew is classified by, “majority” vote rule using the predictions of the
combined B classifiers C((xnew, cadd(xnew)), Ccomb(b)) for b = 1, 2, ...B.

Fig. 1. Generic Framework of DF-SVM Algorithm

of these studies was to improve the efficiency of the estimates obtained by sam-
pling with replacement. In automatic induction of models, subsampling has been
studied along with bootstrapping from analytical point of view in [6,9], its differ-
ent types of implementation is studied in [5], improved generalization of bagging
using sample size different from original training set is studied in [16,17,23].

In [5] Breiman proposed random subsampling technique, the first ever variant
of bagging that utilized sampling ratio different from the usual standard value,
named Rvotes. Rvotes was for classification in large databases, using decision
trees as base learners. In [6] Subagging was proposed as a computationally fea-
sible variant of bagging. It is conjectured to have similar accuracy as bagging in
regression and classification problems. The focus of these works were to setup
a theoretical frame work to understand the variance reduction effect of bagging
and subagging. In [6] instead of with replacement sampling a m-out-of-n without
replacement sampling was used, and authors defined it as subagging. A suitable
choice of sample size for subagging is mwor = n/2 [9]. There is a reason to believe
that the performance of the m(= 0.5n)-out-of-n (subsampling) bootstrapping to
perform similar to n-out-of-n bootstrap. The effective size of resample in the
n-out-of-n bootstrapping is n, in terms of amount of information it contains is

(
∑

Ni)2∑
N2

i

≈ 1
2
n

where Ni denotes how many times the ith data value is repeated in the sub-
sample. Following this, in [16] it was shown that the generalization performance
of bagging ensemble can be improved with only 30% of the instances used for
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training the bagged decision tree. In [17] authors investigated the bias-variance
performance of the subsampled bagging with SVM as base classifier and showed
that subsampled bagging, reduces the variance component of the error. In [23]
authors reported the effect of small subsampling ratio on ensemble of stable (lin-
ear) classifiers. In that paper authors showed that the performance of subagging
of stable (linear) classifiers are approximately linearly related with the subsam-
ple size, i.e., with larger subsample size the accuracy of the ensemble of stable
classifiers also increase.

2.2 DF-SVM with Embedded Cross-Validation Technique

In DF-SVM ensemble method the only hyper parameter is the subsampling ratio
(SSR). This parameter is pivotal in controlling the performance of the ensemble
[22]. So precision is needed in selecting the optimum SSR to produce maximal
performance of the DF-SVM algorithm.

In parameter selection of any predictive model, the parameter which extracts
optimal generalization performance of the model is selected as the optimum pa-
rameter. In doing so it prevalent to use a validation set. The simplest case can be
that, there are N models and the “best” is chosen based on the error they make
on a fixed validation set of size V . Theoretically, if V Ei is the validation error
of model i and TEi is its true test error, then for all N models simultaneously
the following bound holds with probability 1− η [18]

TEi ≤ V Ei +

√
logN − log η

4

V

The optimality of this selection procedure depends on the number of models N
and on the size V of the validation set. The bound suggests that a validation set
can be used to accurately estimate the generalization performance of a relatively
small number of models. This criterion can be specifically useful for selecting the
size of the ensemble models, because in ensemble the computational complexity
is higher than single models, so the scope for validating an ensemble model with
independent sample is limited. In this paper for final selection of the subsample
ratio of the DF-SVM ensembles by embedding a cross-validation process after
the training of the ensembles.

To select the DF-SVM ensemble with optimum SSR we need to check the
validation performance of the DF-SVM with that particular SSR. But checking
the generalization performance of DF-SVM with each SSR is cumbersome. In
bagging type ensembles the validation set is built in, which is constituted by
the out-of-bag samples (OOBS). But in this ensemble the SVMs are trained
on OOBS, so the facility of the built in test set is not there. Moreover small
validation set can cause overfitting, so this should be large enough for efficient
selection. To maximize the amount of available data for validation, we split the
training set into equal parts and perform the validation based on each part. The
pseudo code of the algorithm is given in Figure 2.
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� Input parameter: ρ = Number of subsampling ratios.

• For m = 1 to M (Number of subsampling ratios)
1. Split the training set into V equal partitions (In this paper it is 5).

For v = 1 to V
a. Validation set (V al) = nval objects. The partition with number v.
b. Training set (Train) = other partitions than v.
c. Construct the DF-SVM with ρm, define this model as DF-SVMρm .
d. Apply the DF-SVMρm to the V al set and compute the misclassification error evm

for the partition v.

2. Compute the average validation error of DF-SVMρm as EDF-SVMρm
=
∑V

v=1 evm

� Output parameter: ρ∗ ; for which EDF-SVMρ∗ = min(EDF-SVMρm
) ∀m = 1, · · · , M .

Fig. 2. Pseudo code of embedded cross-validation technique used in DF-SVM algorithm

In this embedded cross-validation technique, a cross-validated model is cre-
ated by training a model multiple times in different folds with the same model
parameters, here SSR. To make a prediction for a test point, a cross-validated
model simply averages the predictions made by each of the models in each rep-
etitions. The prediction for a training point (that subsequently will be used for
ensemble validation), however, only comes from the individual model that did
not see the point during training. In essence, the cross-validated model delegates
the prediction responsibility for a point that will be used for validation to the
one sibling model that is not biased for that point. In this way we can compute
the error of the embedded cross-validation method as a function of the sample
size (or SSR) and compare with the test error (computed on the totally unseen
test set) and check whether this embedded cross-validation error is ‘near honest’
estimator of true error.

3 Experiments and Discussion of Results

In this section we have firstly stated the aim and setup of the experiments and
then we have discussed the results obtained from the experiments.

3.1 Aim and Setup of the Experiments

In this paper we have proposed an embedded cross-validation method to select
the optimum sample size of DF-SVM ensembles. We conducted two sets of ex-
periments to check the performance of the selection method on the respective
ensemble. In the first experiment we compare the embedded cross-validation
error of the DF-SVM with each SSR with the test error. The purpose of this
experiment is to check whether the error of embedded cross-validation method
can honestly represent the true error. If it does follow the test error than we
can use this embedded cross-validation technique to select the optimum SSR for
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DF-SVM. In the second experiment we have compared the optimal DF-SVM
(opDF-SVM) with several most popular ensemble methods, bagging, adaboost
and rotation forest. In all our experiments we have used 15 UCI [1] benchmark
datasets. The dataset descriptions are given Table 1. In the second experiment
we have reported average error of 20 three-fold cross-validation results i.e., each
cell in the Table 2 consists of an average value of total 60 (20×3-CV) testing.

Table 1. Description of the 15 Data used in this paper

Dataset Objects Classes Features
Australian Credit 690 2 16

Balance Scale 625 3 5
Breast Cancer 286 2 9

Diabetes 768 2 8
Ecoli 336 8 8

German-credit 1000 2 20
Glass 214 7 9

Cleveland-Heart 297 5 13
Heart-Statlog 270 2 13
Ionosphere 351 2 34

Iris 150 3 4
Japanese Credit 690 2 15
Liver-disorder 345 2 6
Lymphography 148 4 18

For all the ensemble methods we have used a full decision tree as the base
classifier. The size of all ensembles is fixed to 50. We have used subsample ra-
tios 0.1 − 0.8 to build the DF-SVM ensembles. For the second experiment we
performed the comparison of the methods as proposed by Dems̆ar [7], which is
described below:

• First perform the Friedman test, to check the null hypothesis that all meth-
ods have equal performance.
• Then if the null hypothesis is rejected, perform the Nemenyi posthoc test to

detect the methods which are not significantly different from each other.
• Perform the Wilcoxon Sign Rank test, where we compare the best perform-

ing classifier with all other classifiers. We select best classifier on the basis
of lowest average rank for errors. If there are several classifiers with lower
average rank for errors with very small difference, then we select the one
with lowest average rank for training time among them.

We have notified the classifiers of the same group as, 1 or 2 depending on how
many groups they can divided; here the groups are sorted in ascending order, so
that no. 1 will correspond as the best group and so on. The Wilcoxon sign rank
test will clarify the performance of the best ensembles in Table 2 if there is no
significant difference detected by the Nemenyi posthoc test.
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3.2 Discussion of Results

We have presented the results of the first experiment in Figure 3. For lack space
we have presented here the results of 8 datasets. We see that for the dataset
the embedded cross-validation error nicely corresponding with the test error.
This implies that we can use the embedded cross-validation technique to select
the optimum SSR for DF-SVM. It is very easy to note that the performance of
DF-SVM is far better within SSR: 0.20 – 0.50 than with higher SSR. So in the
final experiment we will confine our selection only with SSR = 0.20 – 0.50.
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Fig. 3. The embedded cross-validation and test error as a function of the subsampling
ratio of DF-SVM

In Table 2 we have presented all the misclassification error opDF-SVM, Bag-
ging, Adaboost, Multiboost and Rotation Forest. We can se that the performance
of the opDF-SVM is surprisingly better than all the ensemble methods in most
of the datasets. We have grouped the algorithms according to the Friedman-
Nemenyi test (defining the groups as F-N Groups) in htm last row of the table
and see that the group opDF-SVM is in there is no other algorithm and also it
is with the lowest average rank (having the highest accuracy).
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Table 2. Error of opDF-SVM Bagging, AdaBoost, Multiboost and Rotation Forest

Dataset opDF-SVM Bagging Adaboost Multiboost Rotation Forest
Australian 0.1347 0.1329 0.1358 0.1322 0.1364
Bcs 0.2879 0.2944 0.3109 0.3020 0.3102
Balance 0.1546 0.1520 0.2076 0.1813 0.1621
Diabetes 0.2489 0.2504 0.2556 0.2498 0.2543
Ecoli 0.1306 0.1772 0.1560 0.1509 0.1729
German 0.2125 0.2836 0.2543 0.2496 0.2880
Glass 0.2137 0.2448 0.2461 0.2430 0.2439
Cleveland 0.1866 0.1988 0.2099 0.2076 0.1975
Hearts 0.1556 0.2368 0.2092 0.2034 0.2110
Ionosphere 0.0617 0.0876 0.0621 0.0634 0.0532
Iris 0.0526 0.0561 0.0411 0.0529 0.0582
Japanese 0.1243 0.1334 0.1249 0.1342 0.1302
Liver 0.2358 0.2983 0.3067 0.2912 0.2961
Lymph 0.1947 0.3391 0.2812 0.2269 0.3021
F-N Groups 1 3 2 2 2

4 Conclusion

The cross-validation technique is embedded inside the DF-SVM ensemble to se-
lect the optimum SSR in this paper. In the DF-SVM the facility of the built
in test sample is utilized to train the SVM model, so to build up an automatic
selection of sample size with honest selection criterion. The splitting of the train-
ing set to train and (then) test the models serve this purpose of test set. It is
computationally feasible to select the optimum SSR in this way because it is
carried out with 5-fold cross-validation. This technique is theoretically feasible
also as the embedded cross-validation error of the DF-SVM conforms with test
error. We see that the use of this embedded cross-validation method greatly in-
creases the performance of the respective ensemble. The benefit is mainly due
to having more data for validation, the other reason for the success is having
a larger OOBS to train the additional classifier model. From our experimental
results it is clear that the emebedded cross-validation technique can represent
the true test error and hence can be used to as validation technique to select
optimum SSR. And finally the comparison with other well known ensembles also
confirm that optimum SSR selection technique can improve the performance of
the DF-SVM.
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14. Rodŕıguez, J., Kuncheva, L., Alonso, C.: Rotation forest: A new classifier ensemble
method. IEEE Trans. Patt. Analys. Mach. Intell. 28(10), 1619–1630 (2006)

15. Schapire, R.: The Boosting Approach to Machine Learning: An overview. In: Deni-
son, D.D., Hansen, M.H., Holmes, C.C., Mallick, B., Yu, Y. (eds.) MSRI Workshop
on Nonlinear Estimation and Classification. Lecture Notes in Statistics, vol. 171,
pp. 149–172. Springer, Heidelberg (2002)

16. Terabe, M., Washio, T., Motoda, H.: The effect of subsampling rate on subag-
ging performance. In: Proceedings of ECML 2001/PKDD2001 Workshop on Ac-
tive Learning, Database Sampling,and Experimental Design: Views on Instance
Selection, pp. 48–55 (2001)

17. Valentini, G.: Random Aggregated and Bagged Ensembles of SVMs: An Empirical
Bias–Variance Analysis. In: Roli, F., Kittler, J., Windeatt, T. (eds.) MCS 2004.
LNCS, vol. 3077, pp. 263–272. Springer, Heidelberg (2004)

18. Vapnik, V.: Statistical Learning Theory. Springer, New York (1999)
19. Webb, G.I.: MultiBoosting: A technique for combining boosting and wagging. Ma-

chine Learning 40(2), 159–196 (2000)
20. Zaman, F., Hirose, H.: A new double bagging via the support vector machine with

application to the condition diagnosis for the electric power apparatus. Lecture
Notes in Engineering and Computer Science, vol. 2174(1), pp. 654–660 (2009a)

21. Zaman, F., Hirose, H.: Double SVMBagging: A new double bagging with support
vector machine. Engineering Letters 17(2), 128–140 (2009b)

22. Zaman, F., Hirose, H.: Double SVMSbagging: A subsampling approach to SVM
ensemble. Intelligent Automation And Computer Engineering. Lecture Notes in
Electrical Engineering, vol. 52, pp. 387–399. Springer, Heidelberg (2010)

23. Zaman, F., Hirose, H.: Effect of Subsampling Rate on Subbagging and Related
Ensembles of Stable Classifiers. In: Chaudhury, S., Mitra, S., Murthy, C.A., Sastry,
P.S., Pal, S.K. (eds.) PReMI 2009. LNCS, vol. 5909, pp. 44–49. Springer, Heidelberg
(2009)



N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 282–291, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Combining Classifier with a Fuser Implemented as a 
One Layer Perceptron 

Michal Wozniak and Marcin Zmyslony 

Department of Systems and Computer Networks, Wroclaw University of Technology, 
Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland 

{Michal.Wozniak,Marcin.Zmyslony}@pwr.wroc.pl 

Abstract. The combining approach to classification so-called Multiple Classi-
fier Systems (MCSs) is nowadays one of the most promising directions in  
pattern recognition and gained a lot of interest through recent years. A large va-
riety of methods that exploit the strengths of individual classifiers have been 
developed. The most popular methods have their origins in voting, where the 
decision of a common classifier is a combination of individual classifiers’ out-
puts, i.e. class numbers or values of discriminants. Of course to improve  
performance and robustness of compound classifiers, different and diverse indi-
vidual classifiers should be combined. This work focuses on the problem of 
fuser design. We present some new results of our research and propose to train 
a fusion block by algorithms that have their origin in neural computing. As we 
have shown in previous works, we can produce better results combining classi-
fiers than by using the abstract model of fusion so-called Oracle. The results of 
our experiments are presented to confirm our previous observations. 

Keywords: combining classifier, multiple classifier system, fuser design, one-
layer perceptron. 

1   Introduction and Related Works 

The aim of a recognition task is to classify a given object by assigning it (on the basis 
of observing the features) to one of the predefined categories [4]. There are many 
propositions on how to automate the classification process. We could use a number of 
classifiers for each task, but according to the „no free lunch theorem” there is not a 
single solution that could solve all problems, but classifiers have different domains of 
competence [19]. Let’s have a look at the sources of classifier misclassification: 

• Firstly, the classifier usually uses model that does not fit into the real target 
concept (e.g. model is simplified because of costs), 

• Learning material, i.e., learning set is limited, unrepresentative, or includes 
errors. 

Fortunately we are not doomed to failure because for each classification task we could 
usually use many classifiers. The best one could be chosen on the basis of the evalua-
tion process or we could use the whole pool of available classifiers. Let’s note that 
usually an incompetence area, i.e. subset of feature space where all individual classi-
fiers make a wrong decision is very small what is shown in Fig. 1. 
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Fig. 1. Decision areas of 3 different classifiers for a toy problem 

This observation explains why works devoted to multiple classifier systems 
(MCSs) are currently the focus of intense research. The main motivations of using 
MCSs are as follows: 

• MCSs could avoid selection of the worst classifier for small sample [16];  
• there is evidence that classifier combination can improve the performance  

of the best individual ones because it exploits unique classifier strengths 
[18]; 

• combined classifiers could be used in a distributed environment like distrib-
uted computing systems (P2P, GRID) [5], especially in the case of a database 
that is partitioned for privacy reasons and in each node of the computer net-
work only a final decision can be available. 

Let’s underline that designing a MCS is similar to the design of a classical pattern 
recognition [10] application. When designing a typical classifier, the aim is to select 
the most valuable features and choose the best classification method from the set of 
available ones. The design of a classifier ensemble is similar – it is aimed to create a 
set of complementary/diverse classifiers. The design of a fuser is aimed to create a 
mechanism that can exploit the complementary/diversity of classifiers from an en-
semble and combine them optimally. 

The typical architecture of MCSs is depicted in Fig.2.  

 

Fig. 2. Model of MCS 
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There are a number of important issues when building the MCSs, which can be 
grouped into two main problems: 

• How to design the classifier ensemble, 
• How to design the fuser. 

Apart from increasing the computational complexity, combining similar classifiers 
should not contribute to the system becoming constructed. Therefore, selecting mem-
bers of the committee with different components seems interesting. An ideal ensem-
ble consists of classifiers with high accuracy and high diversity, i.e. mutually com-
plementary. Several papers introduce different types of diversity measures that allow 
for the possibility of a coincidental failure to be minimized [1]. A strategy for generat-
ing the ensemble members must seek to improve the ensemble’s diversity. To enforce 
classifier diversity we could use varying components of the MCS: 

• different input data e.g., we could use different partitions of a data set or 
generate various data sets by data splitting, cross-validated committee, bag-
ging, boosting [15], because we hope that classifiers trained on different in-
puts are complementary; 

• classifiers with different outputs, i.e. each individual classifier could be 
trained to recognize a subset of only predefined classes (e.g., binary classifier 
- one class against rest ones strategy) and the fusion method should recover 
the whole set of classes. A well known technique is Error-Correcting Output 
Codes [6]; 

• classifiers with the same input and output, but trained on the basis of a dif-
ferent model or model’s versions. 

The problem of assuring high diversity of classifier ensemble is crucial for quality of 
above mentioned compound classifiers but our paper focus on the second important 
issue of MCS design – the problem of fuser design. The following sections will pre-
sent a taxonomy on fuser design and properties of some fusers confirmed both ana-
lytically and experimentally. 

2   Fuser Design 

There are several propositions on how to negotiate a common decision by the group 
of classifiers and having a choice of a collective decision making method is an impor-
tant issue of MCS design. The first group of methods includes algorithms using dis-
crete outputs (class numbers) of individual classifiers only [17]. It is a quite intuitive 
and flexible proposition because it can combine outputs of classifiers using different 
pattern recognition models. Initially only majority-voting schemes were implemented, 
but in later work more advanced methods were proposed.  

Many known conclusions regarding the classification quality of MCSs have been 
derived analytically, but are typically valid only under strong restrictions, such as 
particular cases of the majority vote [11] or make convenient assumptions, such as the 
assumption that the classifier committee is formed from independent classifiers. Un-
fortunately, such assumptions and restrictions are of a theoretical character and not 
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useful in practice. From aforementioned research we can make the following conclu-
sion that it is worthy to combine classifiers only if the difference among their qualities 
is relatively small. It has to be noted that the higher the probability of misclassifica-
tion of the best classifier, the smaller quality difference should be in order to get an 
effective committee that outperforms their components. Some additional information 
about voting classifier quality can be found in [1, 15]. 

For this kind of fusion the Oracle classifier is usually used as a reference combina-
tion method. Many works consider the quality of the Oracle as the limit of the quality 
of different fusion methods [20]. It is an abstract fusion model, where if at least one of 
the classifiers recognizes an object correctly, then it points at the correct class too. 
The Oracle is usually used in comparative experiments to show the limits of classifier 
committee quality [17]. 

2.1   Fuser Based on Classifier Response 

The formal model of fusion based on classifier responses is as follows. Let us assume 

that we have n classifiers ( ) ( ) ( )nΨΨΨ ...,,, 21  and each of them decides if a given 

object belongs to class { }Mi ...,,1=∈ M . The decision rule of combining classifier 

Ψ  is as follows : 
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Let us note that ( )lw  plays a key-role of the quality of the classifier ( )lΨ . Much re-
search has been done on how to set the weights e.g., in [21] authors proposed to learn 
the fuser. Let us consider three possible weight set-ups:  

• weights dependent on the classifier, 
• weights dependent on  the classifier and the class number, 
• weights dependent on the features value, the classifier, and the class number. 

2.2   Fuser Based on Discriminant 

Let us consider an alternative model for the construction of a combining classifier, 
one that performs classifier fusion on the basis of the discriminants of individual clas-
sifiers. It is a less flexible model than presented in the previous section because some 
restrictions are placed on a group of individual classifiers. Firstly, they should make 
decisions on so-called discriminants (support function). The main form of discrimi-
nants are posterior probability estimators, typically associated with probabilistic mod-
els of the pattern recognition task [4], but it could be given for e.g. by the output of 
neural networks or that of any other function whose values are used to establish the 
decision of the classifier.  
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One concept is known as the Borda count. A classifier based on this concept makes 
decisions by giving each class support corresponding to the position in the ranking.  
For this form of fusion we could use classifiers based on different models because 
class ranks are required only. It is worth noting that such methods of fusion could 
outperform the Oracle model.  

The remaining methods of fusion based on discriminants place another restriction 
on the classifier ensemble. They require that all classifiers in the committee use the 
same pattern recognition model i.e., that mathematical interpretation of the support 
function should be the same for each of them. The aggregating methods, which do not 
require learning perform fusion with the help of simple operators, such as the maxi-
mum, minimum, average, or product are typically relevant only in specific, clearly 
defined conditions [7]. Weighting methods are an alternative and the selection of 
weights has a similar importance as in the case of weighted voting [3, 13]. 

The formal model of fusion based on discriminants is as follows. Let us assume 

that we have n classifiers ( ) ( ) ( )nΨΨΨ ...,,, 21  and each of them makes a decision on 

the basis of the values of discriminants. Let ( )( )xiF l ,  denotes a function that is as-

signed to class i for a given value of x, and which is used by the l-th classifier ( )lΨ . A 

common classifier ( )xΨ̂   is described as follows [12] 

( ) ( ) ( ),,ˆmax,ˆifˆ
Mk

xkFxiFix
∈

==Ψ  (3) 
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Let us consider four possible weight set-ups for a fuser that is based on the values of 
the classifiers’ discriminates: 

• weights dependent on the classifier, 
• weights dependent on the classifier and the feature vector,  
• weights dependent on the classifier and the class number, 
• weights dependent on the classifier, the class number, and the feature vector.  

If we consider the two class recognition problem only for the last two cases where 
weights are dependent on classifier and class number it is possible to produce a com-
pound classifier that could achieve quality equal to or better than the Oracle [23]. But 
when we take into consideration more than two class recognition problems we could 
observe that it is possible in all aforementioned cases to get results better than the 
Oracle. Weights independent from x could be assigned to a linear separated problem, 
in other cases we should use weights that depend on classifier, class number, and 
feature vector values. More details and an illustrative example of the features of 
weighted voting using a weight dependent classifier and class numbers can be found 
in [22]. 
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3   Fuser Learning Algorithm 

In this paper we look at the case where weights are dependent on the classifier and the 
class number, because cases where weights are dependent on the feature vector are de 
facto function estimation problems that require additional assumptions about the men-
tioned above functions and usually lead to a parametric case of function estimation. 
The considered case does not require additional assumptions and the formulation of 
the optimization task is a quite simple. 

Let us present an optimization problem that will return minimal misclassification 
results for the fusion of the classifier.  

3.1   Optimization Problem 

For the case where weights are dependent on the classifier and the class number fuser 
learning task leads to the problem of how to establish the following vector W 

( ) ( ) ( )[ ]nWWWW ...,,, 21=  (5) 

which consists of weights assigned to each classifier (denoted as l) and each class 
number. 

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] Tllll MwwwW ,,2,1 …=  (6) 

We could formulate the following optimization problem. The weights should be es-
tablished in such a way as to maximize the accuracy probability of the fuser: 

( )WPW e−=Φ 1)( , (7) 

where ( )WPe is probability of misclassification. 

In order to solve the aforementioned optimization task, we could use one of a vari-
ety of widely used algorithms. In this work we have decided to engage in neural net-
works.  

3.2   Neural Algorithm 

Neural networks project complex relationships between inputs and outputs and the 
aim of their training procedure is to solve optimization problems. In our case we de-
cided to use a neural network as a fuser where input values get discriminants. The 
picture below presents the model of a one layer neural network applied to the problem 
under consideration. 

4   Experiments 

4.1   Set Up of Optimization Task 

The aim of the experiments is to evaluate the performance of the fuser based on 
weights dependent on the classifier and the class number. 
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All experiments were carried out in the Matlab environment using dedicated software 
called PRTools [8] along with our own software.  
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Fig. 3. Weights dependent on classifier and class number 

For the purpose of this experiment, there were five neural networks prepared that 
could be treated as individual classifiers. The details of the used neural nets are as 
follows: 

• five neurons in the hidden layer, 
• sigmoidal transfer function, 
• back propagation learning algorithm, 
• number of neurons in last layer equals number of classes of given experiment. 

To ensure the diversity of the simple classifiers, all were slightly undertrained (the 
training process was stopped early for each classifier). 

To evaluate the experiment we used ten databases from the UCI Machine Learning 
Repository [2], which are described in Tab. 1. 

Table 1. Databases' description 

Number of (1) attributes, (2) 
classes, (3) examples  Dataset 

(1) (2) (3) 
1 Balance_scale 4 3 625 

2 Breast Cancer Wisconsin 10 2 699 

3 Connectionist Bench (Vowel Recognition) 10 11 528 

4 Glass_Identification 9 7 214 

5 Haberman 3 2 306 

6 Image_segmentation 19 7 2100 

7 Ionosphere 34 2 351 

8 Letter_Recognition 16 26 20000 

9 MAGIC Gamma Telescope 10 2 17117 

10 Yeast 9 10 1484 
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For each database the experiment was repeated ten times with a different epoch of 
learning. The best results obtained in those experiments are presented in the table 
below with additional information about the result obtained by the Oracle classi-
fier.Statistical differences between the performances of the classifiers were evaluated 
using 10-Fold Cross-Validated Paired t Test. The results are presented in Tab. 2.  

Table 2. Classification errors 

 Dataset Oracle NN-fuzer MV 

1 Balance_scale 6.76% 8.36% 14.94% 

2 Breast Cancer Wisconsin 3.09% 1.95% 38.55% 

3 Connectionist  21.23% 17.78% 79.51% 

4 Glass_Identification 39.79% 31.94% 69.11% 

5 Haberman 19.30% 26.20% 51.09% 

6 Image_segmentation 29.47% 9.89% 38.25% 

7 Ionosphere 8.57% 7.94% 14.92% 

8 Letter_Recognition 89.00% 95.08% 95.14% 

9 MAGIC Gamma Telescope 13.82 % 15.70% 35.30% 

10 Yeast 1.18% 15.91% 25.48% 

 
We can state, that according to 10-Fold Cross-Validated Paired t Test in eight cases 
(1, 2, 3, 4, 7, 8, 9, 10) we can confirm our hypothesis that the proposed fuser outper-
forms the Oracle classifier.  

4.2   Results Evaluation 

The results presented in Tab. 2 prove that neural networks are efficient tools for solv-
ing optimization problems. As stated before, when weights are dependent on the clas-
sifier and the class number, it is possible to achieve results that are better than the 
Oracle classifier. Unfortunately we can not formulate a general conclusion on the 
basis of the experiments that were carried out because we still do not know what con-
ditions should be fulfilled to produce a high quality combining classifier used in the 
proposed fusion method. We would like to underline that we observed that a fuser 
based on weights dependent on the classifier and the class number could outperform 
Oracle classifier but it does not guarantee it. As we mentioned above we still have not 
discovered conditions that should be fulfilled to produce the desirable fuser. It proba-
bly depends on the conditional probability distributions of classes for the given classi-
fication problem what was partially confirmed by our analytical research [23]. 

We should always remember that the tools that were used to solve the optimization 
task in our experiments are somehow black box and only the appropriate settings of 
all the parameters can return satisfactory results. 
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5   Final Remarks 

The method of classifier fusion that uses weights dependent on the classifier and the 
class number was discussed in this paper. Additionally the method of fuser training 
based on the neural computing approach was presented and evaluated via computer 
experiments carried out on several benchmark datasets.  

The results obtained justify the use of the weighted combination and they are simi-
lar to what was published in [13]. Unfortunately, as previously stated, it is not possi-
ble to determine the values of the weights in an analytical way, therefore using heuris-
tic methods of optimization (like neural or evolutionary algorithms) seem to be a 
promising research direction. 
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Abstract. Traditional Web (Web 1.0) is a web of documents. Finding
documents is the main goal of information retrieval. There were some im-
provements in IR (Information Retrieval) on the Web since tf-idf (term
frequencyinverse document frequency) concerning using other informa-
tion than just documents themselves. One of those approaches is analyz-
ing link structure used in HITS and Google PageRank. Another approach
may be using time metadata to enable filtering based on document pub-
lishing date as used e.g. in Google Blog Search. In this paper a Web IR
method using relationship metadata and clustering is presented.

Keywords: clustering, IR, reranking, Semantic Web.

1 Relationships on the Web

Semantic Web envisioned in [1] is a web of data, data that allow a machine
”understand” information on the original Web; data that express how the infor-
mation relates to real world objects. The semantic data or metadata may also
concern the relationships between objects. Since early versions of HTML the
<a> tag used for defining hyperlinks provided attributes rel and rev meant for
expressing type of relationship between the two linked objects. The attributes
could be used not only for relationships between documents (e.g. table of con-
tent, chapter, subsection, index, glossary). Using rev=”made” could be used to
identify the document author. A link using attribute rev value could point to
either the author’s email address with a mailto URI to the author’s home page.
In 2004, inspired by this notation, a microformat called rel-tag was introduced.
Using attribute value rel=”tag” allow content tagging, i.e. describing a relation-
ship between a document and a term (keyword) or even a concept. Another
microformat - XFN (XHTML Friends Network) - can be used for expressing
social relationships. XFN is mostly used in blogrolls by linking from a blog to
other blogs authored by friends of the blog’s author.

The above relationships can be used for a personalized search and to improve
accuracy of generic Web search results. To use the metadata on the relationships
a model is needed.

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 292–301, 2011.
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2 DAC Graph

We propose DAC graph to model Web objects and their relationships. Using a
graph as a model is intuitive, since most of Web algorithms like HITS described
in [2] or PageRank, initially presented in [3], modeled Web as a graph. But their
models only considered one type of Web objects, i.e. documents. As described
in Definition 1, DAC uses three types of Web objects.

Definition 1. A DAC graph is a pair (V,E) of sets such that V is a set of
vertices and E is a set of edges. Each element of set V must be of one of types:
D - document, A - author or C - concept. Each element of set E is a 2-element
subset of V. Set E must not contain edges at the same time related to a vertex
of type A and a vertex of type C.

Process of constructing a DAC graph is presented in Fig. 1. Document objects
are obtained by performing a Web search. In return a document collection is
formed, which is a base for extracting authors and concepts described by tags.
From corresponding Semantic Web documents author relationships and concept
relationships are extracted. Document relationships are obtained partly from
semantic data and partly from the collection itself e.g. from hyperlink references.

The concept of DAC was previously published in [4] and some early ideas can
be found in [5].

3 DAC Clustering and Search Results Reranking

The main idea for using DAC for improving the accuracy of Web search results
is clustering. Since the clustering is meant to be performed at each Web search,
a quick clustering algorithm was needed. For test purposes an MCl algorithm
introduced in [6] was chosen. The clusters of DAC graph are used for creating a
better ranking than the one of results from search performed for DAC creation.
Since the new ranking is using ranks from the original one, we called it reranking.
The main concept of the algorithm can be described by the following pseudo-
code:

rerankSearchResults() {
cluster(DAC, using MCl);
FOR EACH (cluster IN clusters) {
ORDER(documents in cluster, BY original ranks, ASCending);
calculate(clusterRank, using Formula 1);

}
ORDER(clusters, BY clusterRank, ASCending);

}

R(Ci) = r(Ci)− σ(r(Ci))
max(σ(r(Ci)))

. (1)
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Fig. 1. Algorithm schema for constructing DAC graph. Documents vertices for the
graph are given by a search result in Web 1.0. Semantic Web, which is a part of
the Web contain RDF statements corresponding to the retrieved documents. From
these statement author and concept vertices are extracted, as well as their relationship
information. The relationships are modeled as DAC graph edges.
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The intuition behind the rank calculated by Formula 1 is that a cluster (Ci)
is relatively (the overline means the average) the higher in the ranking (smaller
rank) the bigger the standard deviation (sigma) of the original ranks (lowercase
“r”) gets. This way documents with poor original ranks, but highly related to
the documents with high ranks, are presented right below them.

4 Test Data and DAC Clustering Search Engine

In order to verify the reranking algorithm some real test data were needed. It
is not easy to find a Web site offering documents with semantic information on
their authors and concepts used, not to mention their relationships. However
it turned out that using an RSS channel of blogging platform WordPress.com,
their blogroll and comments plus an external Wordnet::Similarity module, can
assure bringing all the needed data.

To automate the data processing and for further reranking evaluation a DAC
clustering search engine was build. This way all the objects and relationships
could have been indexed and estimated in the pre-search phase. Having the
data prepared allow instant construction of a DAC graph instance and real time
clustering for creating a reranking each time user submits a query.

First thing, to index Web object for DAC, was to parse RSS channels of Word-
Press blogs. It allowed extracting posts (documents) with corresponding authors
and tags (concepts). Out of 26 000 WordPress blogs 129 000 post for a selected
month have been indexed. Then parsing RSS for each post’s comments, thanks to
Pingback support, the direct link element of document relationships could have
been extracted. The hyperlink connection and a normalized difference between
two document original ranks are used to calculate the weight of the DAC edge
incident with the two document vertices. The document-author/concept edge
weight is calculated as a normalized inverse of the number of authors/concepts
of the document.

The author-author relationships are scraped from blogroll XFN links. The
links create a social graph of 2362 blog authors and 3462 XFN relationships as
presented on Fig. 2. It shows that blogrolls are not as popular as one would want.
Since this social graph is rather sparse (number of edges make 0.124% of number
of edges in a complete graph with he same number of vertices), all the authored
blog vertices are already clustered into 703 disconnected subgraphs. Only a few
subgraphs contain more than 15 verices. Nevertheless this social graph is used
to calculate weights for edges connecting author vertices in DAC graph. Each
weigh is the inverse of the length of shortest path between two authors in the
social graph.

For calculating relationships between concepts a Wordnet ontology is used.
Using hypernym (”is a”) relationships a hierarchy graph for concepts can be
built. The weighs for DAC edges connecting concepts are calculated analogically
to those connecting authors: it is the inverse of the number of edged between the
concepts in the Wordnet hierarchy. The selected month posts are described with
more than 400 000 different tags. For calculating the relationship value (edge
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Fig. 2. Social graph of wordpress.com blog users created by HTML scraping of blogroll
XFN (XHTML Friends Network) hyperlinks. Visualization created using ManyEyes
(IBM).
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weight) for each pair the number of tags needed some optimization. First, after
converting to lower case and filtering using ”^[a-z ]*$” regular expression (tags
only containing small letters and spaces), we get 154 000 of tags. Then using
stemming and selecting only those tags that exist in Wordnet we get 21 000.
Eventually, further narrowing down the tags to only those that are used more
than a few times, we get 2 000 concepts.

5 Verification

To verify whether DAC reranking improves user experience, user feedback on
result relevance is needed. Users were asked to mark pertinent documents for
each query result. ”Pertinent” means ”relevant to user needs, not necessarily
relevant to query”. Having the pertinent documents marked once for a query we
can compare their order in the original ranking - based only on term weighting
- and the reranking based on DAC clustering.

5.1 Measures

Traditional measures for IR are precision and recall. However they are inde-
pendent of ranking, i.e. whether the order of returned documents the measures
would give the same values. Since we want to verify improvement of a ranking we
introduce modifications of precision and recall: P@n and R@n. P@n is precision
at n positions, where n is the number of documents in a query result marked by
user as pertinent. As expressed by Formula 2 P@n gives the fraction of pertinent
documents within top n documents in a ranking.

P@n =
|pertinent(top(n))|

n
. (2)

P@n not always would give different values for two different rankings. In order
to always be able to tell whether two rankings are different at first n position we
introduce R@n. This measure is calculated according to Formula 3. It compares
sums of ranks of top n pertinent documents of an ideal ranking (only pertinent
documents) and the measured one.

R@n =
∑n

i=1 i∑n
i=1 ri

=
n(n + 1)
2
∑n

i=1 ri
. (3)

5.2 Results

Verification tests included evaluating pertinence of documents in 28 query results
by 17 users (workers and students of Wrocaw University of Technology). Table
1 shows P@n and R@n values for ranking and reranking of those query results.
Comparing P@n for standard tf-idf ranking (Solr) and DAC clustering reranking
(DAC) it shows that the latter on average gives better results by circa 3%. The
same improvement with reranking can be observed for R@n measure. In order
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to prove statistical significance of the results statistical hypothesis testing has
been performed. Since the used test: t-test is a parametric one, first Kolmogorov-
Smirnov test for normality of the distribution had been carried out. Then the
t -test p-values (<0,05) allowed to conclude that the null hypothesis is false for
both P@n and R@n.

Table 1. Results from the experiment of comparing P@n precision and R@n recall of
user query result orders: standard ranking based on term weighting (Solr) and improved
ranking based on using semantic information and DAC graph clustering (DAC). P@n
and R@n values are calculated on the basis of user evaluations of result document
pertinence (relevance). T -test p-values are presented to prove statistical significance of
the results.

query P@n(Solr) P@n(DAC) R@n(Solr) R@n(DAC)

skiing in austria 0 0 0,5 0,5
polish food 0 0 0,14 0,14
formula and one 0,32 0,37 0,24 0,24
e-learning 0,2 0,2 0,1 0,1
multimedia video 1 1 1 1
hendrix jimi 0,2 0,2 0,36 0,36
tsunami 0,17 0,17 0,26 0,28
u2 music 0,8 0,8 0,47 0,5
semantic web 0,71 0,71 0,58 0,7
social AND network social networking 0,78 0,67 0,79 0,7
semantic AND web 0,56 0,56 0,56 0,51
ajax 0,29 0,43 0,46 0,44
record AND video 0,13 0,13 0,26 0,27
skype 0,29 0,29 0,19 0,18
garden flowers 0,64 0,64 0,59 0,59
pregnancy baby 0,58 0,58 0,57 0,57
groove music 0,4 0,2 0,41 0,43
nobel 0,5 0,5 0,53 0,53
liverpool 0,65 0,73 0,68 0,71
god novel 0 0 0,08 0,05
radiohead radiohead 0,57 0,57 0,54 0,57
upgrade ubuntu 0,43 0,43 0,47 0,51
rock music 0,47 0,6 0,5 0,66
CSS 0,25 0,25 0,18 0,2
validator 0 0,2 0,15 0,22
google labs 0,4 0,6 0,42 0,51
nintendo 0,57 0,71 0,45 0,7
kung fu 0,71 0,86 0,68 0,68
average 0,414 0,442 0,434 0,459
Kolmogorov-Smirnov test 1,66E-06 1,66E-06 2,83E-07 5,63E-07
t-test 0,048 0,027
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Fig. 3. Comparison of average P@n precision and average R@n recall of 28 user query
result orders: standard ranking based on term weighting (Solr) and improved ranking
based on using semantic information and DAC graph clustering (DAC). Each DCV
correspond to number of top documents for which average P@n and average R@n are
calculated.
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5.3 DCV Diagrams

For additional visualization of P@n and R@n results for ranking and reranking
DCV diagrams, inspired by [7], are used. In the cited paper the effectiveness of
eight search engines was evaluated using precision and recall measures. But the
measures were not calculated once for each query result but for every subset of
top n documents, where n - the document cut-off value (DCV) - ranged from 1 to
20 (relevance evaluated by users for only 20 first documents). Since in our tests
users evaluated all result documents and and average query result contained 58,8
documents, we use DCV range from 1 to 50.

As shown on Fig. 3 both P@n and R@n are significantly better for lower DCVs,
which is most important for a user. For DCVs>30 P@n values for both rankings
are equal, which possibility was discussed earlier as a reason for introducing
R@n. And as supposed with DCV approaching infinity the difference between
R@n values for both rankings is constant, but still different from zero.

6 Conclusions

Semanic search is not a new trend in Web IR, but still it is a ”hot” topic.
More and more services claim to use semantics, not only within search domain.
But even within search domain using semantics may mean different things. One
thing sure is that semantic search is an enhanced version of the traditional, Web
1.0, keyword based search. In this paper the semantic enhancement of a Web
search concerns using Web objects relationships as and additional information
for bringing more relevant results.

Because of the availability of the semantic information source, which is a
blogging platform, relationships of three objects types are considered: document,
author and concept. The object and the relationships are modeled with a DAC
graph, which gives an augmentation to a traditional model - document graph.
Example application of the DAC model is improvement of a tf-idf ranking.
In order to obtain reranking - a better ranking - clustering of DAC graph is
performed. Then new ranks for the clusters are calculated and they form a new
ranking.

This new ranking depends heavily on relationships modeled by DAC. The little
improvement of ranking in the experiment (3% better precision and recall) can
be explained by the amount of the semantic information available. As pointed
out in section 4, author relationships based on XFN links form rather sparse
social graph. Another problem which may hugely impact clustering results and
the reranking are concept relationships. Using Wordnet as a source of concept
relationship values required mapping blog post tags to Wordnet synsets. In the
experiment tags are treated as nouns and only its first meanings are taken into
account. This limitation, imposed by performance issues, restricts the size of
hypernym hiearchy and thus many concept relationships (paths in the tree) may
not be found. This is the main aspect to be taken into account in further research.
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Abstract. Incomplete information in a soft set restricts the usage of the soft set. 
To make the incomplete soft set more useful, in this paper, we propose a data 
filling approach for incomplete soft set in which missing data is filled in terms 
of the association degree between the parameters when stronger association ex-
ists between the parameters or in terms of the probability of objects appearing 
in the mapping sets of parameters when no stronger association exists between 
the parameters. An illustrative example is employed to show the feasibility and 
validity of our approach in practical applications. 

Keywords: Soft sets, Incomplete soft sets, Data filling, Association degree. 

1   Introduction 

In 1999, Molodtsov [1] proposed soft set theory as a new mathematical tool for deal-
ing with vagueness and uncertainties. At present, work on the soft set theory is pro-
gressing rapidly and many important theoretical models have been presented, such as 
soft groups [2], soft rings [3], soft semirings [4], soft ordered semigroup [5] and ex-
clusive disjunctive soft sets [6]. The research on fuzzy soft set has also received much 
attention since its introduction by Maji et al. [7]. Several extension models including 
intuitionistic fuzzy soft sets [8], interval-valued fuzzy soft sets [9] and interval-valued 
intuitionistic fuzzy soft set [10] are proposed in succession. At the same time,  
researchers have also successfully applied soft sets to deal with some practical prob-
lems, such as decision making [11-14], economy forecasting [15], maximal associa-
tion rules mining [16], etc.  

The soft sets mentioned above, either in theoretical study or practical applications 
are based on complete information. However, incomplete information widely exists in 
practical problems. For example, an applicant perhaps misses age when he/she fills 
out an application form. Missing or unclear data often appear in questionnaire due to 
the fact that attendees give up some questions or can not understand the meaning of 
questions well. In addition, other reasons like mistakes in the process of measuring 
and collecting data, restriction of data collecting also can cause unknown or missing 
data. Hence, soft sets under incomplete information become incomplete soft sets. In 
order to handle incomplete soft sets, new data processing methods are required. 
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Yan and Zhi [17] initiated the study on soft sets under incomplete information. 
They put forward improved data analysis approaches for standard soft sets and fuzzy 
soft sets under incomplete information, respectively. For crisp soft sets, the decision 
value of an object with incomplete information is calculated by weighted-average of 
all possible choice values of the object, and the weight of each possible choice value 
is decided by the distribution of other available objects. Incomplete data in fuzzy soft 
sets is predicted based on the method of average probability. However, there is inher-
ent deficiency in their method.  For crisp soft sets, directly calculating the decision 
value of an object with incomplete information makes the method only applicable to 
decision making problems. During the process of data analysis the soft sets keep in-
variable, in other words the missing data is still missing. Therefore, the soft sets can 
not be used in other fields but decision making.  

Intuitively, there are two methods which can be used to overcome the deficiency in 
[17]. The simplest method is deletion that the objects with incomplete data will be 
deleted directly from incomplete soft sets. This method, however, probably makes 
valuable information missing.  Another method is data filling, that is, the incomplete 
data will be estimated or predicted based on the known data. Data filling converts an 
incomplete soft set into a complete soft set, which makes the soft set more useful. So 
far, few researches focus on data filling approaches for incomplete soft sets. 

In this paper, we propose a data filling approach for incomplete soft sets. We ana-
lyze the relations between the parameters and define the notion of association degree 
to measure the relations. In our method, we give priority to the relations between the 
parameters due to its higher reliability. When the mapping set of a parameter includes 
incomplete data, we firstly look for another parameter which has the stronger associa-
tion with the parameter. If another parameter is found, the missing data in the map-
ping set of the parameter will be filled according to the value in the corresponding 
mapping set of another parameter. If no parameter has the stronger association with 
the parameter, the missing data will be filled in terms of the probability of objects 
appearing in the mapping set of the parameter. There are two main contributions in 
this work. First, we present the applicability of the data filling method to handle in-
complete soft sets. Second, we introduce the relation between parameters to fill the 
missing data. 

The rest of this paper is organized as follows. The following section presents the 
notions of soft sets and incomplete soft sets. Section 3 analyzes the relation between 
the parameters of soft set and defines the notion of association degree to measure the 
relation. In Section 4, we present our algorithm for filling the missing data and give 
an illustrative example. Finally, conclusions are given in Section 5. 

2   Preliminaries 

LetU be an initial universe of objects, E be the set of parameters in relation to objects 
inU , )(UP  denote the power set of U . The definition of soft set is given as follows. 

Definition 2.1 ([1]). A pair ),( EF is called a soft set overU , where F is a mapping 

given by  
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)(: UPEF →  

From definition, a soft set ),( EF  over the universeU is a parameterized family of 

subsets of the universeU , which gives an approximate description of the objects 
inU . For any parameter Ee ∈ , the subset UeF ⊆)( may be considered as the set of e -

approximate elements in the soft set ),( EF . 

Example 1. Let us consider a soft set ),( EF  which describes the “attractiveness of 

houses” that Mr. X is considering to purchase. Suppose that there are six houses in 
the univers },,,,,{ 654321 hhhhhhU = under consideration and },,,,{ 54321 eeeeeE = is 

the parameter set, where )5,4,3,2,1( =iei stands for the parameters “beautiful”, “ex-

pensive”, “cheap”, “good location” and “wooden” respectively. Consider the map-
ping )(: UPEF →  given by “houses (.)”, where (.) is to be filled in by one of pa-

rameters Ee ∈ . Suppose that },,,{)( 6311 hhheF =  },,,,{)( 63212 hhhheF =  

},,{)( 543 hheF =  },,,{)( 6214 hhheF =  }{)( 55 heF = . Therefore, )( 1eF means 

“houses (beautiful)”, whose value is the set },,{ 631 hhh . 

In order to facilitate storing and dealing with soft set, the binary tabular representa-
tion of soft set is often given in which the rows are labeled by the object names and 
columns are labeled by the parameter names, and the entries are 

),...2,1,,...2,1,,(),)(( nxmjUxEexeF ijij ==∈∈ . If )( ji eFx ∈ , then 1))(( =ij xeF , 

otherwise 0))(( =ij xeF . Table 1 is the tabular representation of the soft set ),( EF in 

Example 1.  

Table 1. Tabular representation of the soft set ),( EF   

U  1e  2e  3e  4e  5e  

1h  1 1 0 1 0 

2h  0 1 0 1 0 

3h  1 1 0 0 0 

4h  0 0 1 0 0 

5h  0 0 1 0 1 

6h  1 1 0 1 0 

Definition 2.2.  A pair ),( EF is called an incomplete soft set overU , if there exists 

)...,2,1( niUxi =∈  and )...,2,1( mjEe j =∈ , making )( ji eFx ∈ unknown, that is, 

nullxeF ij =))(( . 

In tabular representation, null is represented by “*”. 
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Example 2.  Assume a community college is recruiting some new teachers and there 
are 8 persons applied for the job. Let us consider a soft set ),( EF  which describes the 

“capability of the candidates”. The universe },,,,,,,{ 87654321 ccccccccU =  

and },,,,,{ 654321 eeeeeeE = is the parameter set, where )6,5,4,3,2,1( =iei stands for 

the parameters “experienced”, “young age”, “married”, “the highest academic degree 
is Doctor”, “the highest academic degree is Master” and “studied abroad” respec-
tively. Consider the mapping )(: UPEF →  given by “candidates (.)”, where (.) is to 

be filled in by one of parameters Ee ∈ . Suppose that 

},,,,{)( 75211 cccceF = },,,{)( 6432 ccceF = },,,,{)( 87513 cccceF =  

},,,,{)( 85424 cccceF =   },,,{)( 76315 cccceF = ,  }{)( 86 ceF = . 

Therefore, )( 1eF means “candidates (experienced)”, whose value is the set 

},,,{ 7521 cccc . Unfortunately, several applicants missed some information. As a 

result, the soft set ),( EF becomes an incomplete soft set. Table 2 is the tabular repre-

sentation of the incomplete soft set ),( EF . If )( ij eFc ∈ is unknown, '*'))(( =ji ceF , 

where ))(( ji ceF are the entries in Table 2. 

Table 2. Tabular representation of the incomplete soft set ),( EF  

U  1e  2e  3e  4e  5e  6e  

1c  1 0 1 0 1 0 

2c  1 0 0 1 0 0 

3c  0 1 0 0 1 0 

4c  0 1 * 1 0 * 

5c  1 0 1 1 0 0 

6c  0 1 0 0 * 0 

7c  1 * 1 0 1 0 

8c  0 0 1 1 0 0 

3   Association Degree between Parameters in an Incomplete Soft 
Set  

So far, few research focus on the associations between parameters in the soft sets. 
Actually, for one object, there always exist some obvious or hidden associations be-
tween parameters. This is just like for a person, as we know, the attribute weight has 
some certain relation with the attribute height.  
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Let us reconsider Example 1 and Example 2. There are many obvious associations 
in the two examples. In Example 1, it is easy to find that if a house is expensive, the 
house is not cheap, vice versa. There is inconsistent association between parameter 
 “expensive” and parameter “cheap”.  Generally speaking, if a house is beautiful or 
has a good location, the house is expensive. There is consistent association between 
parameter “beautiful” and parameter “expensive” or between parameter “good loca-
tion” and parameter “expensive”. Similarly, in Example 2, there is obvious inconsis-
tent association between parameter “the highest academic degree is Doctor” and pa-
rameter “the highest academic degree is Master”. A candidate has only one highest 
academic degree. We can also find that if a candidate is experienced or has been mar-
ried, in general, he/she is not young. There is inconsistent association between pa-
rameter “experienced” and parameter “young age” or between parameter “married” 
and parameter “young age”.  

These associations reveal the interior relations of an object. In a soft set, these as-
sociations between parameters will be very useful for filling incomplete data. If we 
have already found that parameter ie is associated with parameter je and there are 

missing data in )( ieF , we can filling the missing data according to the corresponding 

data in )( jeF based on the association between ie and je . To measure these associa-

tions, we define the notion of association degree and some relative notions. 
LetU be a universe set and E be a set of parameters. ijU denotes the set of objects 

that have specified values 0 or 1 both on parameter ie and parameter je  such that 

{ }UxxeFandxeFxU jiij ∈≠≠= ,'*'))(('*'))((| 　　  

In other words, ijU stands for the set of objects that have known data both 

on ie and je . Based on ijU , we have the following definitions. 

Definition 3.1. Let E be a set of parameters and Eee ji ∈, , ),...2,1,( mji = . Consis-

tent Association Number between parameter ie and parameter je is denoted by ijCN  

and defined as 

ijjiij UxxeFxeFxCN == ),)(())((|   

where m denotes the number of parameters, .  denotes the cardinality of set. 

Definition 3.2. Let E be a set of parameters and Eee ji ∈, , ),...2,1,( mji = . Consistent 

Association Degree between parameter ie and parameter je is denoted by ijCD   and 

defined as 

ij

ij
ij

U

CN
CD =  
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Obviously, the value of ijCD is in [0, 1].  Consistent Association Degree measures 

the extent to which the value of parameter ie keeps consistent with that of parame-

ter je over ijU .  

Similarly, we can define Inconsistent Association Number and Inconsistent Asso-
ciation Degree as follows. 

Definition 3.3. Let E be a set of parameters and Eee ji ∈, , ),...2,1,( mji = . Inconsis-

tent Association Number between parameter ie and parameter je is denoted by ijIN   

and defined as 

ijjiij UxxeFxeFxIN = ),)(())((|   

Definition 3.4. Let E be a set of parameters and Eee ji ∈, , ),...2,1,( mji = . Inconsis-

tent Association Degree between parameter ie and parameter je is denoted by ijID   

and defined as 

ij

ij
ij

U

IN
ID =  

Obviously, the value of ijID is also in [0, 1]. Inconsistent Association Degree meas-

ures the extent to which parameters ie and je is inconsistent. 

Definition 3.5. Let E be a set of parameters and Eee ji ∈, , ),...2,1,( mji = . Associa-

tion Degree between parameter ie and parameter je is denoted by ijD   and defined as 

{ }ijijij IDCDD ,max=  

If ijij IDCD > , then ijij CDD = , it means most of objects over ijU  have consistent 

values on parameters ie and je . If ijij IDCD < , then ijij IDD = , it means most of 

objects over ijU  have inconsistent values on parameters ie and je . If ijij IDCD = ,  it 

means that there is the lowest association degree between parameters ie and je . 

Property 3.1. For any parameters and je , 5.0≥ijD . ),...2,1,( mji = . 

Proof. For any parameters ie and je , from the definitions of ijCD  and ijID , we have  

1=+ ijij IDCD . 

Therefore, at least one of ijCD  and ijID  is more than 0.5, namely, 

{ } 5.0,max ≥= ijijij IDCDD .                                                                                         □ 
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Definition 3.6. Let E be a set of parameters and Eei ∈ ),...2,1( mi = . Maximal Asso-

ciation Degree of parameter ie  is denoted by iD   and defined as 

1,2,...m.j   ,max == 　iji DD  

where m is the number of parameters.  

4   The Algorithm for Data Filling  

In terms of the analysis in the above section, we can propose the data filling method 
based on the association degree between the parameters. Suppose the mapping 
set )( ieF of parameter ie includes missing data. At first, calculate association degrees 

between parameter ie  and each of other parameters respectively over existing com-

plete information, and then find the parameter je which has the maximal association 

degree with parameter ie . Finally the missing data in )( ieF  will be filled according to 

the corresponding data in mapping set )( jeF . However, sometimes a parameter per-

haps has a lower maximal association degree, that is, the parameter has weaker asso-
ciation with other parameters. In this case, the association is not reliable any more and 
we have to find other methods. Inspired by the data analysis approach in [17], we can 
use the probability of objects appearing in the )( ieF to fill the missing data. In our 

method we give priority to the association between the parameters instead of the 
probability of objects appearing in the )( ieF to fill the missing data due to the fact that 

the relation between the parameters are more reliable than that between the objects in 
soft set. Therefore, we can set a threshold, if the maximal association degree equals or 
exceeds the predefined threshold, the missing data in )( ieF  will be filled according to 

the corresponding data in )( jeF , or else the missing data will be filled in terms of  

the probability of objects appearing in the )( ieF .  Fig. 1 shows the details of the 

algorithm. 
In order to make the computation of association degree easier, we construct an as-

sociation degree table in which rows are labeled by the parameters including missing 
data and columns are labeled by all of the parameters in parameter set, and the entries 
are association degree ijD . To distinguish the inconsistent association degree from 

consistent degree, we add a minus sign before the inconsistent association degree. 

Example 3. Reconsider the incomplete soft set ),( EF in Example 2. There are miss-

ing data in )( 2eF , )( 3eF , )( 5eF  and )( 6eF . We will fill the missing data in ),( EF  

by using Algorithm 1. Firstly, we construct an association degree table as Table 3. 
For parameter 2e , we can see from the table, the association degree 86.021 =D , 

83.023 =D ,  71.024 =D ,  67.025 =D ,  67.026 =D ,  where 21D , 23D and 24D  are  
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Algorithm 1. 
1. Input the incomplete soft set ),( EF . 

2. Find ie , which includes missing data ))(( xeF i . 

3. Compute mjDij ,...,2,1, = , where m is the number of parameters in E . 

4. Compute maximal association degree iD . 

5. If λ≥iD , find the parameter je which has the maximal association degree iD  with  

parameter ie . 

6. If there is consistent association between ie and je , ))(())(( xeFxeF ji = . If there is  

inconsistent association between ie and je ,  ))((1))(( xeFxeF ji −= . 

7. If λ<iD , compute the probabilities 1P and 0P that stand for object x belongs to and does not 

belong to )( ieF , respectively. 

01

1
1 nn

n
P

+
= ,  

01

0
0 nn

n
P

+
=  

      where 1n and 0n stand for the number of objects that belong to and does not belong to )( ieF ,   

respectively. 

8. If 01 PP > , 1))(( =xeF i . If 10 PP > , 0))(( =xeF i . If 01 PP = , 0 or 1 may be assigned 

to ))(( xeF i . 

9. If all of the missing data is filled, algorithm end, or else go to step 2. 

Fig. 1. The algorithm for data filling 

from inconsistent association degree, 25D and 26D  are from consistent association 

degree. The maximal association degree 86.02 =D . We set the threshold 8.0=λ . 

Therefore, in terms of the Algorithm 1, we can fill ))(( 72 ceF  according to ))(( 71 ceF . 

Because 1))(( 71 =ceF and there is inconsistent association between parameters 2e  

and 1e , so we fill 0 into ))(( 72 ceF . Similarly, we can fill 0, 1 into ))(( 43 ceF and 

))(( 65 ceF respectively. 

Table 3. Association degree table for incomplete soft set ),( EF  

 1e  2e  3e  4e  5e  6e  

2e  -0.86 - -0.83 -0.71 0.67 0.67 

3e  0.71 -0.83 - 0.57 0.5 -0.57 

5e  0.57 0.67 0.5 -1 - 0.5 

6e  -0.57 0.67 0.57 0.57 0.5 - 
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For parameter 6e , we have the maximal association degree λ<= 67.06D . That 

means there is not reliable association between parameter 6e and other parameters. So 

we can not fill the data ))(( 46 ceF according to other parameters. In terms of the steps 

8 and 9 in Algorithm 1, we have 10 =P , 01 =P . Therefore, we fill 0 into ))(( 46 ceF . 

Table 4 shows the tabular representation of the filled soft set ),( EF . 

Table 4. Tabular representation of the incomplete soft set ),( EF  

U  1e  2e  3e  4e  5e  6e  

1c  1 0 1 0 1 0 

2c  1 0 0 1 0 0 

3c  0 1 0 0 1 0 

4c  0 1 0 1 0 0 

5c  1 0 1 1 0 0 

6c  0 1 0 0 1 0 

7c  1 0 1 0 1 0 

8c  0 0 1 1 0 0 

5   Conclusion 

In this paper, we propose a data filling approach for incomplete soft sets. We analyze 
the relations between the parameters and define the notion of association degree to 
measure the relations. If the mapping set of a parameter includes incomplete data, we 
firstly look for another parameter which has the stronger association with the parame-
ter. If another parameter is found, the missing data in the mapping set of the parame-
ter will be filled according to the value in the corresponding mapping set of another 
parameter. If no parameter has the stronger association with the parameter, the miss-
ing data will be filled in terms of the probability of objects appearing in the mapping 
set of the parameter. We validate the method by an example and draw conclusion that 
data filling method is applicable to handle incomplete soft sets and the relations be-
tween parameters can be applied to fill the missing data. The method can be used to 
handle various applications involved incomplete soft sets.  
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Abstract. The experiments, aimed to compare the performance of bagging en-
sembles using three different test sets composed of base, out-of-bag, and 30% 
holdout instances were conducted. Six weak learners including conjunctive 
rules, decision stump, decision table, pruned model trees, rule model trees, and 
multilayer perceptron, implemented in the data mining system WEKA, were 
applied. All algorithms were employed to real-world datasets derived from the 
cadastral system and the registry of real estate transactions, and cleansed by 
property valuation experts. The analysis of the results was performed using re-
cently proposed statistical methodology including nonparametric tests followed 
by post-hoc procedures designed especially for multiple n×n comparisons. The 
results showed the lowest prediction error with base test set only in the case of 
model trees and a neural network. 

Keywords: ensemble models, bagging, out-of-bag, property valuation, WEKA. 

1   Introduction 

Bagging ensembles, which besides boosting belong to the most popular multi-model 
techniques have been focused attention of many researchers for last fifteen years. 
Bagging, which stands for bootstrap aggregating, devised by Breiman [2] is one of the 
most intuitive and simplest ensemble algorithms providing a good performance. Di-
versity of learners is obtained by using bootstrapped replicas of the training data. That 
is, different training data subsets are randomly drawn with replacement from the 
original training set. So obtained training data subsets, called also bags, are used then 
to train different classification and regression models. Finally, individual learners are 
combined through an algebraic expression, such as minimum, maximum, sum, mean, 
product, median, etc. [19]. Theoretical analyses and experimental results proved bene-
fits of bagging especially in terms of stability improvement and variance reduction of 
learners for both classification and regression problems [3], [8], [9].  

This collection of methods combines the output of the machine learning systems, 
in literature called “weak learners” in due to its performance [20], from the group of 
learners in order to get smaller prediction errors (in regression) or lower error rates (in 
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classification). The individual estimator must provide different patterns of generaliza-
tion, thus the diversity plays a crucial role in the training process. Otherwise, the en-
semble, called also committee, would end up having the same predictor and provide 
as good accuracy as the single one. It was proved that the ensemble performs better 
when each individual machine learning system is accurate and makes error on the 
different instances at the same time. 

The size of bootstrapped replicas in bagging usually is equal to the number of in-
stances in an original dataset and the base dataset (Base) is commonly used as a test 
set for each generated component model. However, it is claimed it leads to an opti-
mistic overestimation of the prediction error. So, as test error out-of-bag samples 
(OoB) are applied, i.e. those included in the Base dataset but not drawn to respective 
bags. These, in turn may cause a pessimistic underestimation of the prediction error. 
In consequence, correction estimators are proposed which are linear combinations of 
errors provided by Base and OoB test sets [4], [7].  

So far we have investigated several methods to construct regression models to as-
sist with real estate appraisal: evolutionary fuzzy systems, neural networks, decision 
trees, and statistical algorithms using MATLAB, KEEL, RapidMiner, and WEKA 
data mining systems [13], [15], [17]. We studied also ensemble models created apply-
ing various fuzzy systems, neural networks, support vector machines, regression trees, 
and statistical regression [14], [16], [18].  

The main goal of the study presented in this paper was to investigate the usefulness 
of 17 machine learning algorithms available as Java classes in WEKA software to 
create ensemble models providing better performance than their single base models. 
The algorithms were applied to real-world regression problem of predicting the prices 
of residential premises based on historical data of sales/purchase transaction obtained 
from a cadastral system. In the paper a part of results is presented comprising six of 
eight models which revealed prediction error reduction of bagging ensembles com-
pared to base models. The models were built using weak learners including three 
simple ones: conjunctive rules, decision stump, and decision table as well as pruned 
model trees, rule model trees, and multilayer perceptron. The experiments aimed also 
to compare the impact of three different test sets composed of base, out-of-bag, and 
30% holdout instances on the performance of bagging ensembles. 

2   Algorithms Used and Plan of Experiments 

The investigation was conducted with an experimental multi-agent system imple-
mented in Java using learner classes available in WEKA library [44]. WEKA (Wai-
kato Environment for Knowledge Analysis), a non-commercial and open-source data 
mining system, comprises tools for data pre-processing, classification, regression, 
clustering, association rules, and visualization. It is also well-suited for developing 
new machine learning schemes [5], [21]. WEKA encompasses many algorithms for 
classification and numeric prediction, i.e. regression problems. The latter is inter-
preted as prediction of a continuous class.  

In our experiments we employed 17 learners taken from WEKA library to create 
bagging ensembles to examine how they improve the performance of models to assist 
with real estate appraisal compared to single base models. However, following nine 
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ensemble models did not provide lower prediction error: GaussianProcesses, IBk, 
IsotonicRegression, KStar, LeastMedSq, LinearRegression, PaceRegression, REP-
Tree, SMOreg. In the case of ConjunctiveRule, DecisionStump, DecisionTable, M5P, 
M5Rules, MultilayerPerceptron, LWL, RBFNetwork learners bagging ensembles 
revealed better performance. Due to the limited space the results referring to only six 
first ones are presented in the paper, all belong to weak learners. 

CJR – ConjunctiveRule. This class implements a single conjunctive rule learner. A 
rule consists of antecedents combined with the operator AND and the consequent for 
the classification/regression. If the test instance is not covered by this rule, then it is 
predicted using the default value of the data not covered by the rule in the training 
data. This learner selects an antecedent by computing the information gain of each 
antecedent and prunes the generated rule. For regression, the information is the 
weighted average of the mean-squared errors of both the data covered and not covered 
by the rule. 

DST – DecisionStump. Class for building and using a decision stump. It builds one-
level binary decision trees for datasets with a categorical or numeric class, dealing 
with missing values by treating them as a separate value and extending a third branch 
from the stump. Regression is done based on mean-squared error. 

DTB – DecisionTable. Class for building and using a simple decision table major-
ity classifier. It evaluates feature subsets using best-first search and can use cross-
validation for evaluation. An option uses the nearest-neighbor method to determine 
the class for each instance that is not covered by a decision table entry, instead of the 
table’s global majority, based on the same set of features. 

M5P – Pruned Model Tree. Implements routines for generating M5 model trees 
The algorithm is based on decision trees, however, instead of having values at tree's 
nodes, it contains a multivariate linear regression model at each node. The input space 
is divided into cells using training data and their outcomes, then a regression model is 
built in each cell as a leaf of the tree. 

M5R – M5Rules. Generates a decision list for regression problems using separate-
and-conquer. In each iteration it builds an model tree using M5 and makes the "best" 
leaf into a rule. The algorithm divides the parameter space into areas (subspaces) and 
builds in each of them a linear regression model. It is based on M5 algorithm. In each 
iteration a M5 Tree is generated and its best rule is extracted according to a given 
heuristic. The algorithm terminates when all the examples are covered. 

MLP – MultiLayerPerceptron. A Classifier that uses backpropagation to classify 
instances. This network can be built by hand, created by an algorithm or both. The 
network can also be monitored and modified during training time. The nodes in this 
network are all sigmoid (except for when the class is numeric in which case the output 
nodes become unthresholded linear units). 

The dataset used in experiments was drawn out from a rough dataset containing 
above 50 000 records referring to residential premises transactions accomplished in 
one Polish big city with the population of 640 000 within eleven years from 1998 to 
2008. In this period most transactions were made with non-market prices when the 
council was selling flats to their current tenants on preferential terms. First of all, 
transactional records referring to residential premises sold at market prices were 
selected. Then the dataset was confined to sales transaction data of apartments built 
before 1997 and where the land was leased on terms of perpetual usufruct.  
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Five following features were pointed out as main drivers of premises prices: usable 
area of premises, age of a building, number of rooms in a flat, number of storeys in a 
building, and distance from the city centre. Hence, the final dataset counted 5303 
records. Due to the fact that the prices of premises change substantially in the course 
of time, the whole 11-year dataset cannot be used to create data-driven models using 
machine learning . Therefore it was split into subsets covering individual years, and 
we might assume that within one year the prices of premises with similar attributes 
were roughly comparable. The sizes of one-year data subsets are given in Table 1. 

Table 1. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

269 477 329 463 530 653 546 580 677 575 204 

 
Three series of experiments were conducted each for different arrangements of 

training and test sets for each one-year dataset separately. The base dataset comprised 
the whole one-year dataset in first two cases whereas it was composed of the greater 
part obtained in the result of the 70%/30% random split of a one-year dataset. On the 
basis of each base dataset 50 bootstrap replicates (bags) were created. These replicates 
were then used as training sets to generate models employing individual learners. In 
order to assess the predictive capability of each model three different test sets were 
used, namely the base dataset, out-of-bag, and 30% split denoted in the rest of the 
paper as Base, OoB, and 30%H respectively. Diagrams illustrating the respective 
experiments are shown in Fig. 1, 2, and 3. Normalization of data was performed using 
the min-max approach. As performance functions the root mean square error (RMSE) 
and the Correlation between predicted and actual values were used. As aggregation 
functions averages were employed. Preliminary tuning tests were accomplished using 
the trial and error method in order to determine the best parameter settings of each 
learner for each arrangement. In order to determine the performance of base single 
models 10-fold cross-validation experiments were conducted. 

Statistical analysis of the results of experiments was performed using Wilcoxon 
signed rank tests and recently proposed procedures adequate for multiple comparisons 
of many learning algorithms over multiple datasets [6], [10], [11], [12]. Their authors 
argue that the commonly used paired tests i.e. parametric t-test and its nonparametric 
alternative Wilcoxon signed rank tests are not adequate when conducting multiple 
comparisons due to the so called multiplicity effect. They recommend following 
methodology. First of all the Friedman test or its more powerful derivative the Iman 
and Davenport test are carried out. Both tests can only inform the researcher about the 
presence of differences among all samples of results compared. After the null-
hypotheses have been rejected he can proceed with the post-hoc procedures in order 
to find the particular pairs of algorithms which produce differences. They comprise 
Bonferroni-Dunn’s, Holm’s, and Hochberg’s procedures in the case of 1×n compari-
sons and Nemenyi’s, Shaffer’s, and Bergmann-Hommel’s procedures in the case of 
n×n comparisons. We used JAVA programs available on the web page of Research 
Group "Soft Computing and Intelligent Information Systems" at the University of 
Granada (http://sci2s.ugr.es/sicidm).  
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Fig. 1. Schema of the experiments with Base test set (Base) 

 

Fig. 2. Schema of the experiments with Out-of-bag test set (OoB) 

 

Fig. 3. Schema of the experiments with 30% holdout test set (30%H) 
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3   Results of Experiments 

The performance of the ensemble models built by CJR, DST, DTB, M5P, M5R, and 
MLP in terms of RMSE and Correlation was presented in Figures 4-9 respectively. 
Each bar chart illustrates the relationship among the outcome of the models with 
Base, OoB, and 30%H test sets for successive one-year datasets. Only M5P, M5R, 
and MLP models confirm the observations claimed by many authors that Base test set 
provides optimistic and OoB pessimistic estimation of model accuracy, in turn 30%H 
one gives higher values of RMSE because training sets contained smaller numbers of 
instances. In the case of DST and DTB the models revealed the same performance for 
both Base and OoB test sets. Using Correlation between predicted and actual values 
exactly inverse relationship could be observed; for this performance measure the 
higher value the better. 
 

 

 

Fig. 4. Comparison of ConjuctiveRule bagging ensembles using different test sets, in terms of 
RMSE (left chart) and Correlation (right chart) 
 

 

Fig. 5. Comparison of DecisionStump bagging ensembles using different test sets, in terms of 
RMSE (left chart) and Correlation (right chart) 
 

 

Fig. 6. Comparison of DecisionTable bagging ensembles using different test sets, in terms of 
RMSE (left chart) and Correlation (right chart) 
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Fig. 7. Comparison of M5P bagging ensembles using different test sets, in terms of RMSE (left 
chart) and Correlation (right chart) 
 

 

Fig. 8. Comparison of M5Rules bagging ensembles using different test sets, in terms of RMSE 
(left chart) and Correlation (right chart) 
 

 

Fig. 9. Comparison of MultiLayerPerceptron bagging ensembles using different test sets, in 
terms of RMSE (left chart) and Correlation (right chart) 

Table 2. Results of Wilcoxon tests for bagging ensembles with consecutive pairs of test sets 

 Test sets CJR DST DTB M5P M5R MLP 
RMSE Base vs OoB ≈ ≈ ≈ + + + 
 Base vs 30%H – ≈ + + + + 
 OoB vs 30%H ≈ ≈ + – – + 

 
In Table 2 the results of nonparametric Wilcoxon signed-rank test to evaluate the 

outcome of ensemble models using Base, OoB, and 30% test sets are presented. The 
zero hypothesis stated there were not significant differences in accuracy, in terms of 
RMSE, between given pairs of models. In Table 2 +, –, and ≈ denote that the first 
algorithm in a pair performed significantly better than, significantly worse than, or 
statistically equivalent to the second algorithm, respectively. Main outcome is as 
follows: for M5P, M5R, and MLP ensembles with Base test sets showed significantly 
better performance than those with OoB and 30%H test sets. For simple learners  
the results were not so clear, only for DTB the models with Base and OoB revealed 
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significantly lower RMSE than with 30%H, and CJR ensemble with 30%H was  
significantly better than with Base. 
 

   
Fig. 10. Performance of bagging ensembles with Base test set (left chart), OoB test set (middle 
chart), and 30%H test set (right chart) for 2003 dataset 

The experiments allowed also for the comparison of the ensembles build with indi-
vidual algorithms. For illustration, in Figure 10 the results for models with Base, 
OoB, and 30% test sets for 2003 one-year dataset are shown, the charts for other data-
sets are similar. Statistical tests adequate to multiple comparisons were made for 6 
algorithms altogether over all 11 one-year datasets. This tests, described in pervious 
section, were accomplished for models with Base, OoB, and 30%H test sets sepa-
rately. The Friedman and Iman-Davenport tests were performed in respect of average 
ranks, which use χ2 and F statistics. The calculated values of χ2 statistics were equal to 
52.92, 52.14, 54.06 for models with Base, OoB, and 30%H test sets respectively, and 
F statistics were 254.68, 182.49, 578.19, whereas the critical values at α=0.05 are 
χ2(5)=12.83 and F(5,50)=2.40. This means that there are significant differences be-
tween some models. Average ranks of individual ensembles are shown in Table 3, 
where the lower rank value the better model. Thus, we were justified in proceeding to 
post-hoc procedures. In Tables 4-6 adjusted p-values for Nemenyi, Holm, and Shaffer 
tests for n×n comparisons in terms of RMSE of bagging ensembles with Base, OoB, 
and 30%H test sets respectively are shown. In all tables the p-values less than α=0.05, 
indicating that respective models differ significantly, were marked with an italic font. 

Table 3. Average rank positions of model performance in terms of RMSE  

Test set 1st 2nd 3rd 4th 5th 6th 
Base M5R (1.45) M5P (1.55) DTB (3.00) MLP (4.00) CJR (5.09) DST (5.91) 
OoB M5P (1.45) DTB (1.64) M5R (2.91) MLP (4.00) CJR (5.09) DST (5.91) 
30%H M5R (1.18) M5P (1.82) DTB (3.00) MLP (4.00) CJR (5.00) DST (6.00) 

Table 4. Adjusted p-values for n×n comparisons in terms of RMSE of bagging ensembles with 
Base test sets showing 8 hypotheses rejected out of 15 

Alg vs Alg pUnadj pNeme pHolm pShaf pBerg 
DST vs M5R 2.35E-08 3.52E-07 3.52E-07 3.52E-07 3.52E-07 
DST vs M5P 4.50E-08 6.75E-07 6.30E-07 4.50E-07 4.50E-07 
CJR vs M5R 5.15E-06 7.73E-05 6.70E-05 5.15E-05 5.15E-05 
CJR vs M5P 8.81E-06 1.32E-04 1.06E-04 8.81E-05 5.29E-05 
DST vs DTB 2.66E-04 0.003984 0.002921 0.002656 0.001859 
M5R vs MLP 0.001418 0.021275 0.014183 0.014183 0.009928 
M5P vs MLP 0.002091 0.031371 0.018823 0.014640 0.009928 
CJR vs DTB 0.008765 0.131472 0.070119 0.061354 0.035059 
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Table 5. Adjusted p-values for n×n comparisons in terms of RMSE of bagging ensembles with 
OoB test sets showing 8 hypotheses rejected out of 15 

Alg vs Alg pUnadj pNeme pHolm pShaf pBerg 
DST vs M5P 2.35E-08 3.52E-07 3.52E-07 3.52E-07 3.52E-07 
DST vs DTB 8.50E-08 1.28E-06 1.19E-06 8.50E-07 8.50E-07 
CJR vs M5P 5.15E-06 7.73E-05 6.70E-05 5.15E-05 5.15E-05 
CJR vs DTB 1.49E-05 2.23E-04 1.79E-04 1.49E-04 8.93E-05 
DST vs M5R 1.69E-04 0.002542 0.001864 0.001694 0.001186 
M5P vs MLP 0.001418 0.021275 0.014183 0.014183 0.009928 
DTB vs MLP 0.003047 0.045702 0.027421 0.021328 0.012187 
CJR vs M5R 0.006237 0.093555 0.049896 0.043659 0.024948 

Table 6. Adjusted p-values for n×n comparisons in terms of RMSE of bagging ensembles with 
30%H test sets showing 7 hypotheses rejected out of 15 

Alg vs Alg pUnadj pNeme pHolm pShaf pBerg 
DST vs M5R 1.54E-09 2.31E-08 2.31E-08 2.31E-08 2.31E-08 
DST vs M5P 1.59E-07 2.38E-06 2.22E-06 1.59E-06 1.59E-06 
CJR vs M5R 1.70E-06 2.55E-05 2.21E-05 1.70E-05 1.70E-05 
CJR vs M5P 6.65E-05 9.97E-04 7.98E-04 6.65E-04 3.99E-04 
DST vs DTB 1.69E-04 0.002542 0.001864 0.001694 0.001186 
M5R vs MLP 4.11E-04 0.006168 0.004112 0.004112 0.002879 
M5P vs MLP 0.006237 0.093555 0.056133 0.043659 0.024948 
CJR vs DTB 0.012172 0.182573 0.097372 0.085201 0.048686 

 
Following main observations could be done: M5P, M5R, and DTB revealed sig-

nificantly better performance than CJR and DST models for all three test sets. There 
were not significant differences among M5P, M5R, and DTB and CJR, DST, and 
MLP models. M5P and M5R were significantly better than MLP for two test sets and 
DTB for one test set. 

4   Conclusions and Future Work 

The experiments, aimed to compare the performance of bagging ensembles using 
three different test sets composed of base, out-of-bag, and 30% holdout instances 
were conducted. Six weak learners including conjunctive rules, decision stump, deci-
sion table, pruned model trees, rule model trees, and multilayer perceptron, imple-
mented in the data mining system WEKA, were applied. All algorithms were em-
ployed to regression problems of property valuation using real-world data derived 
from the cadastral system and cleansed by property valuation experts. 

The lowest prediction error expected by Base test set and the highest error by 
30%H test set could be observed only in the case of model trees and a neural network. 
Model trees and decision tables revealed significantly better performance than con-
junctive rule and decision stump.  

It is planned to explore resampling methods ensuring faster data processing such as 
random subspaces, subsampling, and techniques of determining the optimal sizes of 
multi-model solutions which lead to achieve both low prediction error and an appro-
priate balance between accuracy and complexity. 
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Abstract. Artificial neural networks are often used to generate real appraisal 
models utilized in automated valuation systems. Neural networks are widely 
recognized as weak learners therefore are often used to create ensemble models 
which provide better prediction accuracy. In the paper the investigation of 
bagging ensembles combining genetic neural networks as well as genetic fuzzy 
systems is presented. The study was conducted with a newly developed system 
in Matlab to generate and test hybrid and multiple models of computational 
intelligence using different resampling methods. The results of experiments 
showed that genetic neural network and fuzzy systems ensembles outperformed 
a pairwise comparison method used by the experts to estimate the values of 
residential premises over majority of datasets. 

Keywords: ensemble models, genetic neural networks, bagging, out-of-bag, 
property valuation. 

1   Introduction 

The application of soft computing techniques to assist with real estate appraisals has 
been intensively studied for last two decades. The main focus has been directed 
towards neural networks [16], [22], [26], [29], less researchers have been involved in 
the application of fuzzy systems [1], [11]. So far, we have investigated several 
approaches to construct predictive models to assist with real estate appraisal 
encompassing evolutionary fuzzy systems, neural networks, decision trees, and 
statistical algorithms using MATLAB, KEEL, RapidMiner, and WEKA data mining 
systems [13], [17], [19]. Quite recently, we have built and tested models employing 
evolving fuzzy systems eTS [21] and FLEXFIS [23] which treated cadastral data on 
property sales/purchase transactions as a data stream which in turn could reflect the 
changes of real estate market in the course of time. We studied also bagging ensemble 
models created applying such computational intelligence techniques as fuzzy systems, 
neural networks, support vector machines, regression trees, and statistical regression 
[14], [18], [20]. The results showed that all ensembles outperformed single base 
models but one based on support vector machines. 
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Bagging ensembles, which besides boosting belong to the most popular multi-
model techniques have been focused attention of many researchers for last fifteen 
years. Bagging, which stands for bootstrap aggregating, devised by Breiman [3] is one 
of the most intuitive and simplest ensemble algorithms providing a good performance. 
Diversity of learners is obtained by using bootstrapped replicas of the training data. 
That is, different training data subsets are randomly drawn with replacement from the 
original training set. So obtained training data subsets, called also bags, are used then 
to train different classification or regression models. Finally, individual learners are 
combined through an algebraic expression, such as minimum, maximum, sum, mean, 
product, median, etc. [27]. Theoretical analyses and experimental results proved 
benefits of bagging especially in terms of stability improvement and variance 
reduction of learners for both classification and regression problems [4], [9], [10].  

This collection of methods combines the output of the machine learning systems, 
in literature called “weak learners” in due to its performance [28], from the group of 
learners in order to get smaller prediction errors (in regression) or lower error rates (in 
classification). The individual estimator must provide different patterns of 
generalization, thus the diversity plays a crucial role in the training process. 
Otherwise, the ensemble, called also committee, would end up having the same 
predictor and provide as good accuracy as the single one. It was proved that the 
ensemble performs better when each individual machine learning system is accurate 
and makes error on the different instances at the same time. 

The goal of the study presented in this paper was twofold. Firstly, we would like to 
investigate the usefulness of genetic neural networks and genetic fuzzy systems to 
create ensemble models providing better performance than their single base models. 
Secondly, we aimed to compared soft computing ensemble methods with a property 
valuating method employed by professional appraisers in reality. The algorithms were 
applied to real-world regression problem of predicting the prices of residential 
premises based on historical data of sales/purchase transactions obtained from a 
cadastral system. The investigation was conducted with a newly developed system in 
Matlab to generate and test hybrid and multiple models of computational intelligence 
using different resampling methods. The experiments allowed also for the comparison 
of different approaches to create bagging ensembles with commonly used 10-fold 
cross validation as well as with models providing the estimation of the resubstitution 
error. 

2   Methods Used and Experimental Setup 

The investigation was conducted with our new experimental system implemented in 
Matlab environment using Neural Network, Fuzzy Logic, Global Optimization, and 
Statistics toolboxes [7], [12]. The system was designed to carry out research into 
machine learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems. The main modules of the  
 



 Investigation of Bagging Ensembles of GNN and Fuzzy Systems 325 

system are: data management, experiment design, experiment execution, and result 
analysis and visualization. At the first stage of development particular emphasis was 
placed on evolutionary neural networks and fuzzy systems. Partitioning methods 
implemented so far comprise repeated holdout, repeated cross-validation and multiple 
bootstrap where percentage of base dataset instances drawn to training sets can be 
determined by a user while defining a data project. It is planned to extend our 
experimental system to include random subspaces and other diversity creation 
methods based on techniques of feature selection. 

2.1   Expert’s Valuation Method 

In order to compare evolutionary machine learning algorithms with techniques 
applied to property valuation we asked professional appraisers to evaluate premises 
using historical data of sales/purchase transactions obtained from a cadastral system. 
In this section the pairwise comparison method used by the experts to estimate the 
values of premises comprised in our dataset is described. The experts simulated 
professional appraisers’ work in the way it is done in reality. 

First of all the whole area of the city was divided into 6 quality zones: 1 - the 
central one, 2 - near-medium, 3 - eastern-medium, and 4 – western-medium zones, 
and finally 5 - south-western-distant and 6 - north-eastern-distant zones. Next, the 
premises located in each zone were classified into 243 groups determined by 5 
following quantitative features selected as the main price drivers: Area, Year, Storeys, 
Rooms, and Centre. Domains of each feature were split into three brackets as follows.  

Area denotes the usable area of premises and comprises small flats up to 40 m2, 
medium flats in the bracket 40 to 60 m2, and big flats above 60 m2.  

Year (Age) means the year of a building construction and consists of old buildings 
constructed before 1945, medium age ones built in the period 1945 to 1960, and new 
buildings constructed between 1960 and 1996, the buildings falling into individual 
ranges are treated as in bad, medium, and good physical condition respectively.  

Storeys are intended for the height of a building and are composed of low houses 
up to three storeys, multi-family houses from 4 to 5 storeys, and tower blocks above 5 
storeys. 

Rooms are designated for the number of rooms in a flat including a kitchen. The 
data contain small flats up to 2 rooms, medium flats in the bracket 3 to 4, and big flats 
above 4 rooms.  

Centre stands for the distance from the city centre and includes buildings located 
near the centre i.e. up to 1.5 km, in a medium distance from the centre - in the 
brackets 1.5 to 5 km, and far from the centre - above 5 km. 

Then the prices of premises were updated according to the trends of the value 
changes over 11 years. Starting from the beginning of 1998 the prices were updated 
for the last day of subsequent years. The trends were modelled by polynomials of 
degree three. The chart illustrating the change trend of average transactional prices 
per square metre is given in Fig. 1. 
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Fig. 1. Change trend of average transactional prices per square metre over time 

 

 

Fig. 2. Time windows used in the pairwise comparison method of experts’ estimation 

Premises estimation procedure employed a two-year time window to take 
transaction data of similar premises into consideration (Fig. 2). 

1. Take next premises to estimate. 
2. Check the completeness of values of all five features and note a transaction 

date. 
3. Select all premises sold earlier than the one being appraised, within current 

and one preceding year and assigned to the same group. 
4. If there are at least three such premises calculate the average price taking the 

prices updated for the last day of a given transaction year. 
5. Return this average as the estimated value of the premises. 
6. Repeat steps 1 to 5 for all premises to be appraised. 
7. For all premises not satisfying the condition determined in step 4 extend the 

quality zones by merging 1 & 2, 3 & 4, and 5 & 6 zones. Moreover, extend 
the time window to include current and two preceding years. 

8. Repeat steps 1 to 5 for all remaining premises. 

2.2   Genetic Neural Networks and Genetic Fuzzy Systems 

In our experiments we employed two basic evolutionary approaches to real-world 
regression problem of predicting the prices of residential premises based on historical 
data of sales/purchase transactions obtained from a cadastral system, namely genetic 
neural networks (GNN) and genetic fuzzy systems (GFS). In both techniques we used 
the same the input and output variables as did the experts in their pairwise comparison 



 Investigation of Bagging Ensembles of GNN and Fuzzy Systems 327 

method described above, namely five inputs: Area, Year, Storeys, Rooms, Centre, and 
Price as the target variable. The parameters of the architecture of GNN and GFS as 
well as genetic algorithms are listed in Table 1.  

Table 1. Parameters of GNN and GFS used in experiments 

GNN GFS 
Network type: feedforward backpropagation 
No. of input variables: 5 
No. of neurons in input layer: 5 
No. of hidden layers: 1 
No. of neurons in hidden layer: 5 

Type of fuzzy system: Mamdani 
No. of input variables: 5 
No. of input membership functions (mf): 3 
No. of output mf: 3 
Type of mf: triangular and trapezoidal 
No. of rules: 15 
Mf parameter variability intervals: ±40% 

Chromosome: weights of neuron connections 
Chromosome coding: real-valued 
Population size: 150 
Creation function: uniform 
Selection function: tournament 
Tournament size: 4 
Elite count: 2 
Crossover fraction: 0.8 
Crossover function: two point 
Mutation function: Gaussian 
No. of generations: 300 

Chromosome: rules and mf  
Chromosome coding: real-valued 
Population size: 50 
Creation function: uniform 
Selection function: tournament 
Tournament size: 4 
Elite count: 2 
Crossover fraction: 0.8 
Crossover function: two point 
Mutation function: custom 
No. of generations: 100 

 
Our GNN approach consisted in the evolution of connection weights with 

a predefined architecture of feedforward network with backpropagation comprising 
five neurons in an input layer and also five neurons in one hidden layer. Our 
preliminary tests showed that we can use such a small number of neurons in one 
hidden layer without the loss of prediction accuracy. 

A whole set of weights in a chromosome was represented by real numbers. Similar 
solutions are described in [15], [30]. In turn, in GFS approach for each input and 
output variable three triangular and trapezoidal membership functions were 
automatically determined by the symmetric division of the individual attribute 
domains. The evolutionary optimization process combined both learning the rule base 
and tuning the membership functions using real-coded chromosomes. Similar designs 
are described in [5], [6], [17]. 

2.3   Dataset Used in Experiments 

Real-world dataset used in experiments was drawn from a rough dataset containing 
above 50 000 records referring to residential premises transactions accomplished in 
one Polish big city with the population of 640 000 within eleven years from 1998 to 
2008. In this period most transactions were made with non-market prices when the 
council was selling flats to their current tenants on preferential terms. First of all, 
transactional records referring to residential premises sold at market prices were 
selected. Then the dataset was confined to sales transaction data of apartments built 
before 1997 and where the land was leased on terms of perpetual usufruct. Hence, the 
final dataset counted 5303 records and comprised all premises which values could be 
estimated by the experts.  
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Due to the fact that the prices of premises change substantially in the course of 
time, the whole 11-year dataset cannot be used to create data-driven models. 
Therefore it was split into subsets covering individual years, and we might assume 
that within one year the prices of premises with similar attributes were roughly 
comparable. The sizes of one-year data subsets are given in Table 1. 

Table 2. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

269 477 329 463 530 653 546 580 677 575 204 

2.4   Subsampling and Other Methods Used for Comparison 

A series of machine learning experiments was conducted over one-year datasets as 
base original datasets separately to obtain three bagging ensembles, models providing 
the resubstitution errors, and 10-fold cross-validation models. Moreover, the property 
valuation experts built their models using the pairwise comparison method. As 
a result following models were created and evaluated. 

BaseBase – models learned and tested using the same original base dataset, no 
resampling was used, their performance MSE(BaseBase) refers to the so called 
resubstitution error or apparent error. The resubstitution errors are overly optimistic 
because the same samples are used to build and to test the models. They were used to 
calculate correcting components in the 0.632 bootstrap method. 

BagBase – models learned using bags, i.e. bootstrap replicates and tested with the 
original base datasets, it represents a classic bagging ensemble devised by Breiman. 
The overall performance of the model MSE(BagBase) equals the average of all MSE 
values obtained with test set for individual component models. The prediction errors 
are underestimated since the learning and test sets overlap. 

BagOoB – models learned using bags, i.e. bootstrap replicates and tested with the 
out-of-bag datasets. The overall performance of the model was calculated as the 
average of all MSE values obtained with test set for individual component models. 
Due to the fact that training sets comprise on average 63.2 percent of all observations 
the prediction errors tend to be overestimated. 

.632 – model represents the 0.632 bootstrap method correcting the out-of-bag 
prediction error using the weighted average of the BagOoB and BaseBase MSEs with 
the weights equal to 0.632 and 0.368 respectively [8]. 

10cv – ten-fold cross validation, the widely used form of cv for obtaining a reliable 
estimate of the prediction error. It is known that by growing the number of folds when 
using k-fold cv the bias can be reduced but at the same time the variance is increased. 

Expert – a model based on pairwise comparison approach developed by 
professional property valuators, its performance was expressed in terms of mean 
squared error of predicted and actual prices of residential premises. 

In the case of bagging method 50 bootstrap replicates (bags) were created on the 
basis of each base dataset with the number of instances equal to the cardinality of a 
given dataset. As performance functions the mean square error (MSE) was used and 
as aggregation functions averages were employed.  
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3   Results of Experiments 

The performance of six models, i.e. BaseBase, BagBase, BagOoB, .632, 10cv, and 
Expert created by GNN and GFS in terms of MSE was presented in Tables 3 and 4 
and compared graphically in Figures 3 and 4 respectively. The analysis of the results 
is carried out separately for GNN and GFS because the experimental conditions did 
not allow a fair comparison. It can be easily seen that the performance of the experts’ 
method fluctuates strongly achieving for some datasets, i.e. 1999, 2001, and 2008, 
excessively high MSE values. The differences between BagBase and BagOoB are 
apparent in favour of the former method. 10-fold cross validation which is often 
employed as a method of evaluating single base models reveals worse predictive 
accuracy than a classic bagging method with a whole original dataset as a test set, i.e. 
BagBase. .632 - the corrected bagging technique provides better results than 10cv for 
majority of datasets. 

Table 3. Performance of models generated using genetic neural networks (GNN) 

Dataset BaseBase BagBase BagOoB .632 10cv Expert 
1998 0.01039 0.01085 0.01274 0.01188 0.01237 0.01262 
1999 0.00785 0.00863 0.00930 0.00876 0.00875 0.01335 
2000 0.00679 0.00709 0.00787 0.00747 0.00829 0.01069 
2001 0.00434 0.00461 0.00499 0.00475 0.00712 0.01759 
2002 0.00524 0.00544 0.00610 0.00578 0.00579 0.00760 
2003 0.00594 0.00630 0.00650 0.00629 0.00670 0.00753 
2004 0.00904 0.01053 0.01094 0.01024 0.01159 0.01049 
2005 0.00610 0.00651 0.00673 0.00650 0.00682 0.00936 
2006 0.00889 0.00897 0.00954 0.00930 0.00915 0.00905 
2007 0.00426 0.00429 0.00464 0.00450 0.00518 0.00659 
2008 0.00550 0.00576 0.00668 0.00624 0.00670 0.01400 

 

Table 4. Performance of models generated using genetic fuzzy systems (GFS) 

GFS BaseBase BagBase BagOoB .632 10cv Expert 
1998 0.01003 0.01106 0.01380 0.01241 0.01517 0.01262 
1999 0.00902 0.00980 0.01099 0.01027 0.01081 0.01335 
2000 0.00662 0.00834 0.01072 0.00921 0.00861 0.01069 
2001 0.00483 0.00552 0.00647 0.00587 0.00623 0.01759 
2002 0.00537 0.00637 0.00710 0.00647 0.00654 0.00760 
2003 0.00662 0.00741 0.00791 0.00743 0.00788 0.00753 
2004 0.01170 0.01079 0.01207 0.01194 0.01087 0.01049 
2005 0.00666 0.00725 0.00826 0.00767 0.00811 0.00936 
2006 0.01108 0.01031 0.01162 0.01142 0.01092 0.00905 
2007 0.00587 0.00519 0.00605 0.00598 0.00621 0.00659 
2008 0.00709 0.00713 0.00948 0.00860 0.00939 0.01400 

 
The Friedman test performed in respect of MSE values of all models built over 

eleven one-year datasets showed that there are significant differences between some 
models in the case both genetic neural networks and genetic fuzzy sets. Average ranks 
of individual models are shown in Table 5, where the lower rank value the better 
model. In Table 6 the results of nonparametric Wilcoxon signed-rank test to pairwise 
comparison of the model performance are presented. The zero hypothesis stated there 
were not significant differences in accuracy, in terms of MSE, between given pairs of 
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models. In Table 6 + denotes that the model in the row performed significantly better 
than, – significantly worse than, and ≈ statistically equivalent to the one in the 
corresponding column, respectively. In turn, / (slashes) separate the results for GNN 
and GFS respectively. The significance level considered for the null hypothesis 
rejection was 5%. Main outcome is as follows: BaseBase models showed significantly 
better performance than any other model but one BagBase for GFS, BagBase models 
performed significantly better than any other model but one BaseBase which turned 
out to be statistically equivalent. These two observations conform with theoretical 
considerations. Expert models revealed significantly lower MSE than most of other 
models except BagOoB, .632, and 10cv for GFS. 

 
 

Fig. 3. Performance of models generated using genetic neural networks (GNN) 

 
 

Fig. 4. Performance of models generated using genetic fuzzy systems (GFS) 

Table 5. Average rank positions of models determined during Friedman test  

 1st 2nd 3rd 4th 5th 6th 
GNN BaseBase (1.00) BagBase (2.36) .632 (3.00) BagOoB (4.64) 10cv (4.64) Expert (5.36) 
GFS BaseBase (1.64) BagBase (1.91) .632 (3.45) 10cv (4.09) Expert (4.64) BagOoB (5.27) 

Table 6. Results of Wilcoxon tests for the performance of GNN/GFS models 

 BaseBase BagBase BagOoB .632 10cv Expert 
BaseBase  + / ≈ + / + + / + + / + + / + 
BagBase – / ≈  + / + + / + + / + + / + 
BagOoB – / – – / –  – / – ≈ / ≈ + / ≈ 
.632 – / – – / – + / +  + / ≈ + / ≈ 
10cv – / – – / – ≈ / ≈ – / ≈  + / ≈ 
Expert – / – – / – – / ≈ – / ≈ – / ≈  
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4   Conclusions and Future Work 

The experiments, aimed to compare the performance of bagging ensembles built 
using genetic neural networks and genetic fuzzy systems were conducted. Moreover, 
the predictive accuracy of a pairwise comparison method applied by professional 
appraisers in reality was compared with soft computing machine learning models for 
residential premises valuation. The investigation was carried out with our new 
experimental system implemented in Matlab designed to conduct research into 
machine learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems. 

The overall results of our investigation were as follows. The bagging ensembles 
created using genetic neural networks as well as genetic fuzzy systems revealed 
prediction accuracy not worse than the experts’ method employed in reality. It 
confirms that automated valuation models can be successfully utilized to support 
appraisers’ work. Moreover, the bagging ensembles outperformed single base models 
assessed using 10-fold cross validation.  

Due to excessive times of generating ensemble models on the basis of both genetic 
neural networks and genetic fuzzy systems it is planned to explore resampling 
methods ensuring faster data processing such as random subspaces, subsampling, and 
techniques of determining the optimal sizes of multi-model solutions. This can lead to 
achieve both low prediction error and an appropriate balance between accuracy and 
complexity as shown in recent studies [2], [24], [25].  
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Abstract. It is proposed in the paper a new method for structured
output prediction using ensemble of classifiers composed on the basis of
Error-Correcting Output Codes. It was presented that newly presented
Multiple Classifier Method for Structured Output Prediction based on
Error Correcting Output Codes requires comparable computation time
in comparison to other accurate algorithms and simultaneously in the
classification of more complex structures it provides much better results
in the same computation time.

Keywords: Structured Output Prediction, Classifier Ensembles, Mul-
tiple Classifier Systems, Error-Correcting Output Codes (ECOC).

1 Introduction

Error-Correcting Output Codes (ECOC) are used to address diverse problems in
pattern recognition, e.g. in designing of combined classifiers ECOC provide di-
versity between classifiers by means of dichotomies, what may result in accurate
classification. Its ability to reinforce the classification accuracy may be utilized
in the complex problem concerning classification of complex outputs, especially
structures - structured output prediction. The main motivation of this paper is
to propose the new accurate method for Structured Output Prediction making
use of ECOC and the concept of Multiple Classifier Systems (MCS).

1.1 Multiple Classifier Systems

Problems of designing combined classifiers, known as Multiple Classifier Systems
(MCSs) of Classifier Ensembles, could be grouped into three main issues:

1. how to choose the topology of such a recognition system - a parallel topology
usually is chosen because it is intuitive and well researched;
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2. how to nominate classifier to the ensemble to ensure high diversity within
the group of the chosen individual classifiers;

3. what method of fusion should be proposed to exploit strengths of the chosen
individual classifiers.

Focusing on the second, above mentioned problem, the strategy for generating
the ensemble members has to improve its diversity. There can be used various
components of MCS to enforce classifier diversity:

– using different input data, e.g. using various partitions of the dataset or
generating different datasets by data splitting, cross-validated committee,
bagging, boosting [11], hoping that the classifiers trained on the different
inputs appear to be complementary;

– using classifiers with the same input and output, but trained on the basis of
different models or model’s versions.

– using classifiers with different outputs i.e., each individual classifier could
be trained to solve subset of multi-class problem (e.g., binary classifier -
one class against the rest strategy) and fusion method should recover the
whole set of predefined classes. This is a well known technique called Error-
Correcting Output Codes (ECOC) [4].

1.2 Error-Correcting Output Codes (ECOC)

Originally, Error-Correcting Output Codes (ECOC) was developed in the field
of pattern recognition for problems with multiple classes. The idea was to avoid
solving the multi-class problem directly but to decompose it into dichotomies
instead. Therefore, a multi-class pattern recognition problem can be decomposed
in the finite quantity of the two-class classification problems [22]. Thus, the
aggregated binary classifiers should be able to recognize a native set of predefined
classes by dividing pattern recognition problem into dichotomies [8].

Usually, the combination of binary classifiers is made via a simple nearest-
neighbor rule, which finds the closest class to the outputs of the binary classi-
fiers (according to a given metric). The most common variations of the binary
classifier combinations are: one-against-one and one-against-all [5]. The former
produces an intuitive multi-class classifier where at least one binary classifier
corresponds to each class. The hypothesis that the given object belongs to the
selected class is verified against its membership to one of the others. Such an
approach has a flow in case of conflicting answers from classifiers which is not
quite straightforward. The second approach - one-against-all method, usually
uses Winner Takes All (WTA) rule. Each classifier is trained on instances of the
separate class which becomes the first class, all the other classes correspond to
the second one. Final classification is made on the basis of support functions
using maximum rule. Mentioned above ECOC was proposed as a combination
model in [4]. In this approach, each sequence of bits produced by a set of binary
classifiers is associated with codewords during learning. The ECOC selects a
class with the smallest Hamming distance to its codeword.
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1.3 Structured Prediction

According to the proposal from [3], it is assumed that the structured prediction
problem is a cost-sensitive classification problem, where each classification out-
put yi represents a target structure and is coded as a variable-length vector. This
vector notation is very useful for encoding. The ith data instance is represented
by a sequence of T values (T -length sequence): yi=(y1

i , y2
i , . . ., yT

i ), and yμ
i ∈ C,

where C is a finite set of classes. Additionally, each structure’s element y
μj

i may
be correlated with other elements yμk

i of the structure, i.e. and the appropriate
dependency states the profile of structure.

Generally, structured prediction methods can be categorized into two different
groups [18]: problem transformation methods, and algorithm adaptation meth-
ods. Whereas the former group of methods is independent from algorithms and
concerns the transformation of multi-class classification task into one or more
single-class classification, the latter adapts existing learning algorithms in or-
der to handle multi-class data directly. This paper focuses on the first group of
methods.

As the nature of structured prediction problems is complex, the majority of
proposed algorithms is based on the well known binary classification methods
adapted in the specific way [14]. The most natural adaptation is structured per-
ceptron [2] that has minimal requirements on the output space shape and is easy
to implement. However, it provides somewhat limited generalization accuracy.
An example adaptation of the popular backpropagation algorithm is BPMLL
[23] where a new error function takes multiple target into account. The next
adaptation extends the original AdaBoost algorithm to the sequence labeling
case without reducing it to several two-class problems; it is the AdaBoostSeq
algorithm proposed in [9,10].

Another solution are Max-margin Markov Nets that consider the structured
prediction problem as a quadratic programming problem [16]. They are very use-
ful; unfortunately, they perform very slow. The next, more flexible approach is
an alternative adjustment of logistic regression to the structured outputs called
Conditional Random Fields [13]. This method provides probabilistic outputs
and good generalization, but again, it is relatively slow. Some other, similar to
Max-margin Markov Net technique, is Support Vector Machine for Interdepen-
dent and Structured Outputs (SV MSTRUCT ) [17], which applies variety of loss
functions.

Some other algorithms from the lazy learning group realizing the structured
prediction task are MLkNN and BRkNN [24]. Both of them extend the popular
k Nearest Neighbors (kNN) lazy learning algorithm using a Bayesian approach
and the maximum aposteriori principle to assign the label (class) set based on
prior and posterior probabilities for the frequency of each label within the k
nearest neighbors. An alternate, based on meta learning approach, are Hierar-
chical multi-label classifiers (HMC): HOMER [20], which construct a hierarchy
of multi-label classifiers, and RAkEL [19], an ensemble of classifiers trained by
means of different small random subset of the label set.
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Overall, the structured prediction is a research problem that emerges in many
application domains, among others in protein function classification [23], seman-
tic classification of images [1] or text categorization [15].

The main motivation in designing an ensemble method based on error-
correcting output codes for structured prediction is to utilize the powerful ECOC
concept to encode whole structure with a codewords, build dichotomies and
apply multiple classifiers that result in the reasonable accuracy.

2 Multiple Classifier Method for Structured Output
Prediction Based on Error Correcting Output Codes

The new Multiple Classifier Method for Structured Output Prediction based on
Error Correcting Output Codes (MCSP-ECOC) proposed in this paper consist
of six basic groups of operations, see Fig. 1. Primarily, distinct structured targets
are extracted from the learning data (training and testing set). It means that
the system discovers all structures (sequences) that differs on at least one item
in the sequence, e.g. for the 3-length sequence (T = 3, C = {0, 1}) we can have
up to 8 possible distinct targets (0,0,0), (0,0,1), (0,1,0), (0,1,1), (1,0,0), (1,0,1),
(1,1,0), (1,1,1). Obviously, in the dataset only some of them may occur. Assume
that only the following patterns exist in the learning dataset: (0,0,0), (0,0,1),
(1,0,1), (1,1,0).

When all target schemes, which occur in the input data, are discovered each
of them is labeled with the temporal single class. For example, we have (0,0,0)
- class A, (0,0,1) - class B, (1,0,1) - class C, (1,1,0) - class D. For each class
a dichotomy of training data is constructed according to the choice of the di-
chotomy construction method. For example, for the one-pair-class code gener-
ation method, it provides four dichotomies: ’A - not A (the rest - BCD)’, ’B
- not B (ACD)’, ’C - not C’, ’D - not D’ and the obtained dychotomy map
is (by rows): for class A - ’1000’, class B - ’0100’, class C - ’0010’, class D -
’0001’. Obviously, there exist numerous methods for code generation, other than
one-pair-class code [12].

Afterwords, for each dichotomy a binary classifier is trained. Using the clas-
sifiers trained for all dichotomies a testing phase starts with the assignment of
binary class to the cases from the test data. Based on the code generated by all
binary assignments (classification results) nearest dichotomy code is retrieved,
e.g. code ’0100’ corresponding to the temporal class B (in the implementation
Hamming distance was used, see Sec. 3). The appropriate temporal class is as-
signed to the case from the nearest dichotomy (e.g. temporal class B). In the final
step of the method, the temporal class is decomposed into the original target
scheme (sequence), e.g. for the temporal class B, we obtain a sequence (0,0,1) in
the classification output.

Presenting the MCSP-ECOC approach for structured prediction, its one prop-
erty needs to be recalled. Structured prediction based on transformation of
multi-class classification task into one or more single-class classification strictly
depends on the size of the structure and its patterns’ diversity. The bigger and
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Fig. 1. Multiple Classifier Method for Structured Output Prediction based on Error
Correcting Output Codes

more diverse structures the more complex code has too be composed in order
to keep its ability of auto-correction. For instance, a sequential structure of a
length equals to 10 elements and with 100 distinct patterns requires 100 temporal
classes and at least 100 classifiers using one-per-class code (low quality encoding)
or as much as 4950 classifiers using all-pairs code (much better encoding) [12].

3 Experiments and Results

The main objective of the performed experiments was to evaluate the classifica-
tion accuracy of the new proposed method called Multiple Classifier Method for
Structured Output Prediction based on Error Correcting Output Codes (MCSP-
ECOC). The MCSP-ECOC method was examined according to hamming loss,
classification accuracy and computation time for three distinct datasets together
with the other state-of-the-art algorithms, representative for the structured pre-
diction problem, namely BPMLL, MLkNN, BRkNN, HMC, HOMER, RAkEL
and AdaBoostSeq (ABS).

According to the nature of the structured prediction standard approaches to
classification, the typical evaluation my not be sufficient and it requires different
evaluation measures than those used in traditional single-label classification.
Some standard evaluation measures of multi-class classifiers from the previous
work have been used in the experiments. The utilized measures are calculated
based on the differences of the actual and the predicted sets of labels (classes)
over all cases xi in the test set. The first measure is Hamming Loss HL, which
was proposed in [15] and is defined as:

HL =
1
N

N∑
i=1

Yi�F (xi)
|Yi| (1)

where: N is the total number of cases xi in the test set; Yi denotes actual
(real) labels (classes) in the sequence, i.e. entire structure corresponding to case
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xi; F (xi) is a sequence of labels predicted by classifier and � stands for the
symmetric difference of two vectors, which is the vector-theoretic equivalent of
the exclusive disjunction in Boolean logic.

The second evaluation measure utilized in the experiments is Classification
Accuracy CA [7], defined as:

CA =
1
N

N∑
i=1

I(Yi = F (xi)) (2)

where: N , Yi, F (xi) have the same meaning as in Eq. 1, I(true) = 1 and
I(false) = 0.

Measure CA is a very strict evaluation measure as it requires the predicted
sequence of labels to be an exact match of the true set of labels.

The performance of the analyzed methods was evaluated using 10-fold cross-
validation and the evaluation measures from Eq. 1 and Eq. 2. These two met-
rics are widely-used in the literature and are indicative for the performance of
multi-label classification methods. Additionally, the computation time has been
monitored.

The experiments were carried out on three datasets from three diverse applica-
tion domains: semantic scene analysis, bioinformatics and music categorization.
The image dataset scene [1] semantically indexes still scenes. The biological
dataset yeast [6] is concerned with protein function classification. The music
dataset emotions [21], in turn, contains data about songs categorized into one
or more classes of emotions.

Table 1. Datasets used in the experiments

Dataset Cases Attributes Sequence length Number of patterns Number of classifiers
1 scene 2407 294 6 15 105
2 yeast 2417 203 14 198 19503
3 emotions 593 72 6 27 351

The basic statistics of utilized datasets, such as the number of cases, the num-
ber of numeric and discrete attributes, the length of label sequence, the number
of distinct patterns in structured targets as well as the number of classifiers built
with all pairs coding technique are presented in Table 1.

The Multiple Classifier Method for Structured Output Prediction based on Er-
ror Correcting Output Codes (MCSP-ECOC) was compared to some other meth-
ods, in particular to AdaBoostSeq, BPMLL, MLkNN, BRkNN, HMC, HOMER
and RAkEL. MCSP-ECOC utilized kNN classifier with k = 3 and Hamming dis-
tance measure was applied to class assignment based on the nearest dichotomy.

As regards Hamming Loss HL, Eq. 1, the MCSP-ECOC algorithm provided
the worst results in comparison with all other tested algorithms. For instance
in evaluation based on the yeast dataset, MCSP-ECOC provided 60% worse
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Fig. 2. Hamming loss (HL) measure for examined algorithms on scene, yeast and
emotions datasets

Fig. 3. Classification Accuracy measure for examined algorithms on scene, yeast and
emotions datasets

results compared to the second worse BPMLL algorithm, Fig. 2. However, it does
not mean that the overall classification accuracy of MCSP-ECOC will result in
unacceptable outcome.

It is worth to mention that while the classification accuracy for all other exam-
ined algorithms depends directly on hamming loss, MCSP-ECOC has additional
feature of code correction. Its high hamming loss does not mean the classification
accuracy have to be unsatisfactory.

In fact, while considering the classification accuracy CA, Eq. 2, MCSP-ECOC
presents satisfactory results. For emotions and scene datasets it provided results
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Fig. 4. Execution time in seconds for examined algorithms on scene, yeast and emotions
datasets

worse by 17% and 3%, accordingly, in comparison to average result of all other
approaches. However for the most complex, yeast dataset MCSP-ECOC pro-
vided results better by 48% than the average of others and 15% better than the
second best result (AdaBoostSeq C4.5), Fig. 3.

Multiple Classifier Method for Structured Output Prediction based on Er-
ror Correcting Output Codes method requires comparable computation time to
other accurate algorithm, i.e. RAkEL, AdaBoostSeq and HMC4. However, in
the classification of more complex structures (yeast dataset) it provides in the
similar time much better results.

4 Conclusions

In this paper it was proposed a method for structured prediction using ensem-
ble of classifiers composed on the basis of Error-Correcting Output Codes. It
was presented that Multiple Classifier Method for Structured Output Prediction
based on Error Correcting Output Codes requires comparable computation time
to other accurate algorithm, but in the classification of more complex structures
it provides in the same time much better results.

Further experiments will be concerning the impact of structural patterns va-
riety on the computation time, the dependency between the coding method and
the accuracy of the classification as well as the coding method adequacy to
distinct types of structures.
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Abstract. Resource management is a challenging issue in cloud computing. 
This paper aims to allocate requested jobs to cloud resources suitable for cloud 
user requirements. To achieve the aim, this paper proposes an ontology-based 
job allocation algorithm for cloud computing to perform inferences based on 
semantic meanings. We extract resource candidates depending on user require-
ments and allocate a job to the most suitable candidate for an agreed Service 
Level Agreement (SLA). The cloud ontology allows the proposed system to de-
fine concepts and describe their relations. Hence, we can process complicated 
queries for searching cloud resources. To evaluate performance of our system, 
we conducted some experiments compared with the existing resource manage-
ment algorithms. Experimental results verify that the ontology-based resource 
management system improves the efficiency of resource management for cloud 
computing. 

Keywords: Cloud Computing, Resource Management, Job Allocation, Ontology. 

1   Introduction 

With the development of mobile industry and internet technology, there have been 
recent researches on cloud computing. Cloud computing provides users IT resources 
integrated into cloud services by using virtualization and distributed processing tech-
nologies. Cloud users can use computing resources or services in anywhere, anytime 
on demand. Infrastructure as a Service (IaaS) is a representative cloud service model 
which provides IT infrastructures like servers, storages, network as a service [1][2]. In 
IaaS model, a cloud provider integrates physical resources into a logical resource 
called a Virtual Machine (VM), and constructs a virtualized environment which con-
sists of several virtual machines interconnected. Cloud users and providers commit to 
an agreement called SLA [3]. 

In cloud computing, the aim of resource management is to allocate resources to a 
job, which is depending on the agreed SLAs and requested from a user. However, 
available resources of cloud providers are changed dynamically and the requirement 
of users is various because resources are virtualized in a cloud computing environ-
ment. Therefore, a resource management algorithm is essentially based on the agreed 
SLA by negotiation process between cloud providers and users. There are various 
resource management algorithms [4][5][6][7] studied by many researchers to manage 
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resources effectively in cloud computing, but the existing algorithms are confined to 
the economic way. They also focus on how to satisfy cloud users with restricted re-
quirements or how to gain the maximum profits of providers. However, we need to 
consider more detailed resource information, such as availability and reliability, in 
order to improve utilization. 

In this paper, we propose an ontology-based resource management system to solve 
problems of existing resource management algorithms in a cloud computing environ-
ment. The proposed system uses an ontology-based job allocation algorithm for re-
source management in a cloud computing environment. We also propose the cloud 
ontology, which defines cloud computing concepts and describes their relations. For 
intelligent resource management, we perform an inference depending on some pre-
defined rules. 

This paper is organized as follows: Section 2 presents resource management prob-
lems in Cloud computing and discusses weak points of existing resource management 
algorithms. The design of the ontology-based resource management system for Cloud 
computing and the ontology-based jobs allocation algorithm are describes in Section 3. 
Section 4 demonstrates effectiveness of the proposed resource management system 
with experimental results. Finally, conclusions are presented in Section 5. 

2   Related Work 

Resource management system plays an important role in allocating jobs to the most 
suitable resources in cloud computing. Several researchers began to study the re-
source management for cloud computing, and we discuss the works closely related to 
our work. There are some resource management algorithms for cloud computing. Y. 
Murata, R. Egawa, M. Higashida, and H. Kobayashi proposed the history of execution 
time-based resource management algorithm [4]. The algorithm estimates the job-start 
time of a queuing system and compares the time with the history of the job-execution 
time. Subsequently, the new job, which can be executed earlier than other jobs, is 
allocated to an appropriate resource. The history of execution time-based resource 
management algorithm provides short waiting time and improves utilization. Re-
source Allocation Strategy based on Market Mechanism (RAS-M) [5] is a profit op-
timization resource management algorithm. The RAS-M focused on price adjustment 
to allocate resources to cloud users with the equilibrium state based on a market 
mechanism. Authors utilize the principle of price and try to maximize profits of re-
source consumers and providers. The response time optimization-based resource 
management algorithm [6] was proposed by M. D. de Assuncao, A. di Costanzo, and 
R. Buyya. In [6], the response time of requested jobs is used for a performance metric. 
The algorithm aims to improve the response time of requested jobs. 

These algorithms provide the resources with the lowest cost or the fastest comput-
ing service based on market mechanism. A cloud computing system has numerous 
components related with each other. However, it is hard to manage effectively not 
only the components but also resource information and process complicated queries 
with diverse factors. To solve these problems, this paper proposes a resource man-
agement system depending on the ontology-based job allocation algorithm. 
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3   Ontology-Based Resource Management System  

3.1   Design of Ontology-Based Resource Management System  

A cloud provider uses virtualization technology in order to integrate dynamically 
scalable resources such as physical machines, data storages, and network. The cloud 
provider constructs virtual machines which need to be rapidly elastic on demand. For 
execution of virtual machines, a cloud system provides virtualized resources as a 
service and remote on-demand access. A cloud user outsources a job to the cloud 
provider and just pays for costs depending on service usage. The cloud provider nego-
tiates with the cloud user and reaches a SLA. The SLA includes properties of cloud 
resources and the requirements of a cloud user, and guarantees Quality of Service 
(QoS) to the cloud user. In cloud computing, SLAs are used to ensure that service 
quality is kept and includes QoS parameters such as response time, reliability, avail-
ability, and so on [8]. 

When a cloud user requires processing a job, a cloud provider constructs virtual 
machines called resource set and provides the virtual machines (VMs) as a service to 
the cloud user. Each VM has another characteristic related to QoS and begins the 
service to meet the agreed SLA. The cloud provider needs to dynamically allocate a 
job to a specific VM in order to meet the SLA and sustain its operations. To realize 
resource management, we therefore design an architecture for the ontology-based 
resource management system for Cloud computing as shown in Fig. 1. 

 

Fig. 1. Architecture of the ontology-based resource management system 

Cloud users request a job with a negotiated SLA with a cloud provider and use re-
sources as a service. Cloud users just throw their jobs to the cloud system and then the 
ontology-based resource management system distributes resources among cloud us-
ers. As shown in Fig. 1, the cloud system includes three main parts which are the  
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ontology-based resource management system, virtual machines, and physical ma-
chines. The ontology-based resource management system is composed of seven com-
ponents; job queue, job scheduling module, cloud ontology with OWL/RDF and Rule, 
VM allocation module, VM monitoring module, fault tolerant module, and accounting 
module. The job queue stores jobs requested from users in consecutive order. The 
submitted SLAs are sent to the cloud ontology and the accounting module. The job 
scheduling module plays an important role in creating a schedule in order to assign 
jobs to VMs. The job schedule is created depending on the ontology-based job alloca-
tion algorithm described in Section 3.2. The cloud ontology is used to define concepts 
underlying the proposed system for cloud computing and describe their relations. The 
VM allocation module allocates VMs to physical resources after jobs are scheduled 
and assigned to each VM. The VM monitoring module delegates a kind of mediator to 
monitor the state of virtual machines and manage their resource information. The 
monitored information is transmitted to cloud ontology for job scheduling. If a failure 
is detected or a regular job processing is inexecutable, the VM monitoring module 
instantly informs the fault tolerant module about the failure. The fault tolerant module 
aims to find an alternative resource and transmit a feedback to the VM monitoring 
module. The accounting module confirms user requirements with each SLA and bills 
costs of cloud service usage and shared resources. Virtual machines compose a re-
source pool from physical machines and perform dynamic provisioning of resources 
without physical constraints. Resources are shared among multiple jobs and easily 
duplicated, migrated, and used. Fig. 2 shows an interaction with each other in the 
ontology-based resource management system in order to assign a job to virtual  
machines. 

 

Fig. 2. Job Allocation Process in the ontology-based resource management system 
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3.2   Design of Cloud Ontology 

This section describes an ontology in order to deal with information related to cloud 
computing resources. The ontology is an explicit specification of a conceptualization 
[9]. We can use an ontology to give semantic meanings to information corresponding 
concepts. Well defined ontology can analyze and reuse semantic meanings. If not, we 
can fall into an infinite loop during the process of inference based on the ontology. In 
a cloud computing environment, requirements of cloud users are very complex and 
delicate, resources are composed of various types of physical machines, and jobs need 
diverse service types. Due to the virtualization of physical resources, resource man-
agement is more complicated and difficult. Therefore, we propose the cloud ontology 
to deal with dynamic resource information for resource management. With the cloud 
ontology, we can deal with various types of queries and allocate resources suitable for 
the type of services and the description of jobs requested from cloud users. 

Resources are conceptualized to classify the type of virtualized resources because 
virtualized resources provide physical resources to cloud users in order to process a 
job in a cloud computing environment. The conceptualization of resources is also 
required to classify the type of physical resources. Cloud services are classified by the 
type of jobs requested from cloud users because a job in cloud computing is a form of 
cloud services. In order to allocate resources to cloud users, we need to consider not 
only the type of resources but also that of cloud services requested from the cloud 
user. We use the Ontology Web Language (OWL) [10] to describe classes,  
constraints, and properties of the cloud ontology in this paper. The OWL allows us  
to extend concepts related to a specific domain as well as describe the concepts  
hierarchically. 

 

Fig. 3. Overview of cloud ontology 
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To perform intelligent resource management, we derive basic concepts of the cloud 
ontology from the ontology-based resource management system in section 3.1. Some 
core classes are defined based on the proposed system and related to other classes 
with constraints. To connect pairs of classes and represent a relationship among 
classes, we use object properties in our ontology. As shown in Fig. 3, we define the 
CloudComputingResource class, which is one of core classes and includes two gen-
eral classes; PhysicalResource class and VirtualizedResource. Physical resources 
should be registered to the virtualized resource for constructing a virtual machine. 
Virtualized resources should be registered to the virtual machine manger for identifi-
cation and classified into three types by a service type. Therefore, the PhysicalRe-
source class has two constraints; hasID, and registeredToVR. The VirtualizedRe-
source class has three constraints; hasID, hasServiceType, and registeredToVMM. In 
cloud computing, jobs should be owned by distinct cloud users and allocated to vir-
tual machines. An agreed SLA is included in a job. Therefore, the CloudJob class has 
four constraints; hasID, hasOwner, hasAgreedSLA, and allocatedToVR. In this way, 
object properties can be represented by constraints of classes. We use data properties 
to specify classes and represent the data range of classes. For example, a physical 
resource has an ID, the type of an operation system, the size of CPU, and so on. The 
ID means an identification number and the ID value is generally represented by an 
integer. The type of an operating system can be represented by string in this way. 
Some classes have common data properties. The VirtualizedResource class has a 
property osType, which describes the type of operating system of a virtualized re-
source. The PhysicalResource class also has a property osType. Therefore, the data 
property osType can be defined in the CloudComputingResource class because the 
PhysicalResource class and the VirtualizedResource class inherit the data properties 
of the CloudComputingResource class. 

3.3   Ontology-Based Job Allocation Algorithm 

This section describes the ontology-based job allocation algorithm. In a cloud com-
puting environment, cloud users request a job with detailed user requirements. User 
requirements include deadline, budget, needs for resources such as CPU size, type of 
operating system, storage size, and QoS parameters such as cost of service, response 
time, reliability, availability, and so on. Existing resource management systems con-
siders few user requirements depending on a simple query. However, the proposed 
system can handle user requirements based on an agreed SLA including detailed user 
requirements. We define the cloud ontology and describe data properties for charac-
teristics of cloud computing objects. 

For an inference based on the cloud ontology, we need to a kind of rules and use 
the Semantic Web Rule Language (SWRL) [11]. A rule of the SWRL has a semantic 
meaning by expressing the relation between an antecedent and a consequent. An ante-
cedent and a consequent can express a class or the property of the class. It can be 
expressed in the same form as ClassName(?x) or hasProperty(?x, ?y). Multiple ante-
cedent or consequent processed with conjunctive operations. Table 1 shows some  
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inference rules that are defined to manage resources for cloud computing. We can 
give semantic meanings to all cloud computing object information by these inference 
rules. For example, we can identify where a virtualized resource is included in. The 
rule 2 extracts available virtualized resources from main user requirements. And we 
can extract virtualized resources which has a service type depending on user require-
ments. User requirements including the agreed SLA reflect characteristics of virtual-
ized resources. For example, we can know what kind of cloud services a cloud user 
requests by some inference rules such as the rule 4, 5, and so on. To identify some 
information, we need to combine a rule with other rules. For example, resource can-
didates of the requested cloud service can be extracted by the rule 3. The rule 3 can be 
expressed by the combination of the rule 2 and one of other rules. The combination of 
rules allows the inference engine to be more flexible. 

Table 1. Inference rules of the cloud ontology 

No Domain rules 

1 
VirtualizedResource(?x)∧registeredToVMM(?x, ?y)∧VirtualMachineManager(?y) 
∧groupName(?z) → includedInVMM(?x, ?z) 

2 
VirtualizedResource (?x) ∧expectTime(?x, ?a) ∧[?a<=qDeadline]∧expectCost(?x, 
?b)∧[?b<=qBudget]  → AvailableResource(?x) 

3 
AvailableResource(?x) ∧hasServiceType (?x, ?a) ∧[?a=qServiceType] 
→ CandidateResource(?x) 

4 
VirtualizedResource (?x)∧osType(?x, ?a)∧[?a=windowXP∨windowNT]∧cpuSpee
d(?x, ?b)∧[?b>=1.80]∧ramSize(?x, ?c)∧[?c>=1024]∧bandwidth(?x, ?d)∧[?d>=10
0]→ hasServiceType(?x, ComputeService) 

5 
Virtualized R e s o u r c e  ( ? x )∧o s T y p e ( ? x ,  ? a )∧ [ ? a = Window2000Server∨
Window2003Server]∧responseTime(?x, ?b)∧[?b>=3.0]∧cost(?x, ?c)∧[?c>=200]∧
storageSize(?x, ?d)∧[?d>=100]→ hasServiceType(?x, WebApplication) 

6 
VirtualizedResource (?x)∧osType(?x, ?a)∧[?a=Linux]∧cpuSpeed(?x, ?b)∧[?b>=2.
13]∧cost(?x, ?c)∧[?c>=100]∧storageSize(?x, ?d)∧[?d>=1000]→ hasServiceType(
?x, StorageService) 

… … 

4   Performance Evaluation 

We implemented a simulation model by applying the discrete event system specifica-
tion (DEVS) formalism [12] to the ontology-based resource management system. The 
Protégé [13] was used to create and edit a cloud ontology, and the Bossam Inference 
Engine [14] was used to implement inference rules in Table 1. To evaluate the Ontol-
ogy-based Resource Management Algorithm (ORMA), we conducted some experi-
ments to compare the proposed ORMA with the Profit-Optimization-based Resource 
Management Algorithm (PORMA) [5] and the Response time-Optimization-based 
Resource Management Algorithm (RORMA) [6]. 
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In our experiments, cloud computing service was provided by a reliable big busi-
ness enterprise and 100 cloud resources are dispersed in the simulation environment 
based on cloud computing. Also, we assumed that cloud resources are virtualized 
machines because we focus on job allocation to virtual machines. We do not consider 
that each virtual machine splits the job in lots and allocates the split job to physical 
machines. As mentioned in section 3.1, virtual machines in cloud computing can 
dynamically allocate resources suitable for user requirements. Hence, we also as-
sumed that cloud resources in this experiment have the ability to process the jobs 
requested from cloud users. And jobs requested from cloud users are a total of 3000. 
A cloud user requests a job with an agreed SLA including deadline, budget, and QoS 
parameters such as response time, reliability, availability, and so on. 

4.1   Simulation Results 

In order to validate the efficiency and excellence of our proposed system, we meas-
ured various performance measures; number of completed jobs, throughput, resource 
utilization, service time. The experimental results are described by the following  
figures. 

Fig. 4 (a) shows the number of completed and lost jobs in this experiment. If there 
is a job being processed on a cloud resource, a newly requested job will probably wait 
for completion of the process. The job loss indicates the expired and non-completed 
jobs. ORMA recorded 2616 completed jobs and 384 lost jobs. PORMA and RORMA 
recorded less completed jobs than ORMA because the algorithms do not consider 
diverse QoS parameters like reliability, availability, and so on. 

In this experiment, the service time indicates the time needed to complete a job 
from the generation time of the job. Therefore, the average response time in this ex-
periment is calculated as the subtraction the completion time of the job from the 
generation time of the job. As mentioned before, the service time can be sum of 
the processing of a virtual machine and the waiting time of a job. Fig. 4 (b) shows the 
average service time of each resource management algorithm as explained above. The 
service time of PORMA is similar to that of ORMA. However, ORMA provided less 
service time on average since ORMA allocate requested jobs to the suitable cloud 
resource for satisfying the cloud user requirements. 

Fig. 4 (c) shows the throughput of three resource management algorithms as time 
progresses. The throughput can be obtained by the number of completed jobs per time 
interval. In this experiment, we measured the throughput every 10 simulation time. As 
shown in Fig. 4 (c), the throughput of ORMA is higher than other resource manage-
ment algorithms. On average, ORMA provided the throughput of about 5.0 jobs, 
which is higher than that of other algorithms. That is to say, ORMA can be process 
more jobs than other algorithms. We also measured the resource utilization.  

Fig. 4 (d) shows the average resource utilization of each resource management al-
gorithm with increasing simulation time. ORMA provided the highest resource utili-
zation among three resource management algorithms. On average, ORMA provided 
resource utilization of about 75.7%, which is 32.3% higher than the utilization pro-
vided by PORMA and 13.7% higher than the utilization provided by RORMA. This 
numerical value shows that ORMA allocates jobs more uniformly to cloud resources 
than existing resource management algorithms.  
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(a) Number of completed and lost jobs                (b) Average service time 

  

                    (c) Throughput              (d) Average resource utilization 
  

Fig. 4. Performance measures compared with existing resource management algorithms 

5   Conclusion 

This paper proposes an ontology-based job allocation algorithm for a resource man-
agement system in cloud computing environment. Managing virtualized cloud re-
sources and diverse user requirements causes some problems such as complexity of 
resource information management and difficulty in guaranteeing satisfaction of cloud 
users. In this paper, we consider virtual machines as the cloud resources of our re-
source management system instead of physical machines. In order to give various 
semantic meanings to cloud resource information, our resource management system 
builds the cloud ontology based on cloud resource information and agreed SLAs. The 
ontology can be extended by new classes and properties on demand. Therefore, the 
ontology can be used to process delicate and complicated queries for cloud resources. 
In addition, we guarantee the quality of service by allocating cloud resources to cloud 
users dynamically depending on agreed SLAs. To evaluate performances, we per-
formed some experiments to compare the existing resource management algorithms 
for cloud computing. Experimental results show that the ontology-based job alloca-
tion algorithm significantly outperforms existing resource management algorithms for 
cloud computing. 
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Abstract. Information security is the key success factor to provide safe cloud 
computing services. Despite its usefulness and cost-effectiveness, public cloud 
computing service is hard to accept because there are many security concerns 
such as data leakage, unauthorized access from outside the system and abnor-
mal activities from inside the system. 

To detect these abnormal activities, intrusion detection system (IDS) require 
a learning process that can cause system performance degradation. However, 
providing high performance computing environment to the subscribers is very 
important, so a lightweight anomaly detection method is highly desired.  

In this paper, we propose a lightweight IDS with self-similarity measures to 
resolve these problems. Normally, a regular and periodic self-similarity can be 
observed in a cloud system’s internal activities such as system calls and process 
status. On the other hand, outliers occur when an anomalous attack happens, 
and then the system's self-similarity cannot be maintained. So monitoring a  
system's self-similarity can be used to detect the system’s anomalies. We devel-
oped a new measure based on cosine similarity and found the optimal time in-
terval for estimating the self-similarity of a given system. As a result, we can 
detect abnormal activities using only a few resources.  

Keywords: cloud computing, information security, self-similarity, lightweight, 
intrusion detection, anomaly detection. 

1   Introduction 

Cloud computing is the most innovative Internet-based distributed computing model 
nowadays. There are four types of cloud computing based on deployment type – pub-
lic, private, community and hybrid cloud. Table 1 shows the differences between 
them. Especially, public cloud infrastructure is managed and owned by third party 
provider. Besides, it has to be accessed through the untrusted and hostile public inter-
net by customers. That is the most obstacles to success of cloud computing era. 

To provide secure services for public cloud users, the providers have to deploy se-
curity safeguards for auditing and intrusion detection. More than anything else, a  
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Table 1. Cloud computing deployment models [1] 

 

public cloud system needs to be able to detect internal and external anomalies caused 
by security failures. However, it is not easy to monitor and detect intrusive events of 
public cloud systems because there are many virtual or real machines, users and in-
coming traffics in the cloud. Fig. 1 shows virtual machines (VMs) running in a single 
hardware. Each VM requires IDS for protecting itself from inside and outside hacker. 
If a VM is compromised and it generates burst traffic or many processes, then the 
VM’s workload will affect the other VMs on the same real machine. Moreover, some 
H-IDS in VMs consume much system resources then it will degrade all of the systems 
in the same real machine. Information security is a key success factor to provide safe 
cloud computing services. Also, we have consider one of the other key success factor 
for cloud computing is providing high performance to the subscribers. Therefore, that 
would be trade-offs between confidentiality versus high performance. That is why 
lightweight IDS is highly desired in cloud service environment.  

 

Fig. 1. Architecture of Host based IDS implementation in cloud computing infrastructure 

In this paper, we will propose a new self-similarity based anomaly detection me-
thod as a lightweight intrusion detection method. We assume that every system has 
self-similarity during normal status. That means when the system is not under attack, 
there will be significant trends of all internal events that will have seasonality and 
repetitiveness. We can observe that every system has its own similarity pattern be-
cause the system’s internal event patterns depend on the usage pattern of users, 
processes and various applications. Furthermore, we can observe that outliers on self-
similarity values occur when an attack or critical system error happens.  
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2   Related Work 

There are three categories of IDS based on where the sensors are located. While a 
network-based IDS collects data from network packets, a host-based IDS collects data 
from the system inside. A hybrid IDS combines a network-based IDS with a host-
based IDS. In addition, IDS can be categorized by methodologies that they employ. 
Misuse detection based IDS works on the signatures of known attacks and thus cannot 
detect unknown attacks. Anomaly detection-based IDS has the ability to find patterns 
that do not conform to the expected network or system behavior. So anomaly detec-
tion based IDS can respond to unknown attacks. 

The IDS we propose uses a method of monitoring self-similarity derived from the 
cosine distance between event distributions. It has been observed that network traffic 
and a system’s internal activities have self-similarity. The activities can be behaviors 
by hardware, software and users. If there are some unexpected spikes in activities, 
they can be seen as related to DDoS attacks, incoming exploits, or malicious user 
behaviors. So far, researches related to the field of self-similarity are focused on find-
ing anomalies in network protocols such as transfer control protocol (TCP), hypertext 
transfer protocol (HTTP), and internet protocol (IP), [4, 5] and also in network traffic 
anomaly detection [3, 6, 7, 8, 9, 10].  

We focus on the host's event log analysis because it gives useful information about 
the system that cannot be captured by network-based IDS. It is better to use a host’s 
event log to create a self-similarity profile because that can reduce useless noise and 
variables from the system outside, which increases the overall accuracy of the self-
similarity profile. In addition, it is the most merit this sensor can work only with the 
native log files without generating any additional log that can degrade disk I/O per-
formance.  

3   Similarity Measure 

Because of the needs for a lightweight IDS, we consider which source of information 
will be most cost-effective. Many host-based IDSs require an audit log created by a 
basic security module (BSM) for monitoring and tracking system calls and activities. 
Therefore, the system administrators have to turn on the trusted system convert and 
run an audit daemon process, but this will increase system CPU load and disk usage 
drastically. To develop a lightweight IDS, we use the system’s default log files in 
order to avoid deploying an additional logging module. If we detect anomalous events 
with this default log that do not have plenty of information, that is very easy to apply 
in cloud computing environment. 

3.1   Cosine Similarity Based Self-similarity 

3.1.1   Similarity Estimation Process 
Suppose  is the number of event records when  and  are given. 
Then in notation,  can be expressed as g , .  
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Suppose Vector  is a system status snapshot in the given time interval t (e.g. 30 
seconds or 10 seconds) and Vector  has elements composed of . So,  can be 
expressed as  , , , , ,              , , , ,  

                ...                  , , , ,  

where x=1,…, m and y=1,…, n.    is the same dimensional vector with  and it has the values as 1, 1, 1, , 1 .  
Then, we can calculate similarity  with cosine distance for each  as follows.  

        · , where t=1, …, k. and 
          

A is the average value of  and σ is standard deviation of .  A ∑  , σ ∑  

We define the inequality equation to find the time interval when the outlier occurs.  2σ 2σ 

We assume that the system’s internal activities follow normal distribution when this 
system is up and running normally. Then, probability an event is within 2 standard 
deviations of the mean, P( 2σ 2σ , equals 95.4%, so a certain out 
of this range can represent the abnormal event. For all t, if  satisfies this inequality 
equation, then the system is normal and has self-similarity. Otherwise, we assume 
attacks or security violations have happened. 

3.1.2   Gaining Optimal Time Interval 
To get an accurate result with the method described in section 3.1.1, we need to 
choose a relevant time interval for estimating self-similarity. That is due to each event 
having its own seasonality for occurring. Hence, if we cannot choose the optimal time 
interval adequately, we will find many outliers even though that event has plenty of 
self-similarity.  

To find out an adequate time interval, Let MAXCOUNT be the number of counts 
that the top number of events generated in the shortest moment. Then the optimal time 
interval for estimating self-similarity can be obtained as follows.  

P = {p  | p  is the number of counts bigger than MAXCOUNT / 2}.  

T = {t  | t  as the time interval between p  and p } 
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For all t , if t  satisfies the following inequality, then the optimum time interval  
is µ. t   µ 2σ , σ  µ

, |P|   3 

where µ is average of T, σ is standard deviation of T, and |P| is the number of p . 

3.2   Hybrid Self-similarity Measure 

We use the optimal time interval value derived from the method described in 3.1.2. 
We transform the event log vector P to meet the following condition.  ∑ p 1  p 0, i 1,2,3, … , n . Then, let H P  ∑ p log p  

Now, let V is unit vector that has the same dimension with P  

                where ∑ v 1  v 0, i 1,2,3, … , n .  

We can estimate similarity value SIM P, V  as like SIM P, V  1  β P, V  

            where, β P, V  H P  V  H P  H V  

We can decide that p  is a normal event, if p  satisfies the following inequality. µ 2σ  p   2  

where µ is mean and σ is standard deviation of similarity values. Otherwise, we treat p  value as outliers. We choose this interval µ 2σ because it is meaningful from 
statistical view when this distribution follows normal distribution as like . 

4   Experiments 

We designed the procedures for measuring similarity as can be seen in Fig. 2.  
The Windows event log preprocessor extracts the number of events from the Win-

dows’ security event log. In the feature selection procedure, our IDS makes groups by 
combination of SID and EventID. SID is a synonym of Security ID in Windows sys-
tem. Uniquely, system administrator has 500 value, as like, system guest has 501 
value for SID. Table 2 shows the examples of security related event IDs and their 
meaning. All events related to security are summarized in [11]. In the similarity mea-
surement procedure, our IDS calculates the self-similarity as described in Section 3. If 
the self-similarity is broken, our system alerts the system administrators. In the check 
outlier’s source procedure, our IDS examines the outlier points and the person who 
makes the abnormal event or which IP address is the source. Finally, our IDS reports 
the information to a system administrator and keeps monitoring the self-similarity of 
the system. 
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Fig. 2. Procedures for detecting anomalous events with self-similarity measurement  

Table 2. Examples of security related event ID 

 

4.1   Cosine Similarity Function with DARPA the 1999 Dataset 

We break down time interval by 30 seconds and remove some noise data. Those noise 
data are removed because the numbers of records are extremely small, and it does not 
influence the similarity measurement. Tuesday of the first week does not have any 
security events at all. The security log file for Friday of the first week has a damaged 
file so those are ignored as well. Tuesday and Wednesday of the second week have 
the same log as Monday of that week. Table 3 shows the experiment results with the 
DARPA 1999 dataset. 

 

Fig. 3. First 2 minutes of Monday of the first week 

Event ID Occurrence Description
529 Logon Failure –

Unknown User 
Name or Password

It indicates an attempt to login with wrong account 
name or password. When this event repeats a lot, then 
that can be password-guessing attack by brute-force.

539 Account Locked Out It indicates an attempt to log on with an account that 
has been locked out. 

627 Change Password 
Attempt

It indicates that someone other than the account holder 
attempted to change a password 
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Table 3. The experiment results with the DARPA 1999 dataset 

 

We can find that the DARPA data shows self-similarity overall when an attack has 
not occurred. Moreover, we can confirm that outliers occur in the second week where 
there are some attacks. Likewise, we measure the self-similarity of our Windows 
system’s dataset. We simulate a network-based attack with Tenable Nessus Scanner 
[12]. This vulnerability scanner can emulate attacks selectively and the total number 
of attack patterns included is 41,014.  

 

Fig. 4. Self-Similarity changes when the attack occurs 

We choose attack plugins within the denial of service, port scanning and windows 
categories in Tenable Nessus and then it sent 37,484 patterns of attacks. Fig. 4 shows 
the self-similarity has changed when the attacks are sent to the target system. Also, 
Tables 4 and 5 show the result of the attack dataset.  

Date A  Outlier ratio 

1st Week Mon 0.155244 0.129492 0% 
1st Week Tue No log No log No log 
1st Week Wed 0.186446 0.173327 0.04% 
1st Week Thu 0.167796 0.164791 0% 
1st Week Fri Log error Log error Log error 
2nd Week Mon 0.348505 0.348505 1.95% 
2nd Week Tue 0.348505 0.348505 1.95% 
2nd Week Wed 0.348505 0.348505 1.95% 
2nd Week Thu 0.088913 0.015611 0.04% 
2nd Week Fri 0.244027 0.235173 0% 
3rd Week Mon 0.510415 0.015024 0.54% 
3rd Week Tue 0.328827 0.027056 0.7% 
3rd Week Wed 0.272329 0.267404 0% 
3rd Week Thu 0.360024 0.038319 1.09% 
3rd Week Fri 0.202278 0.196422 0% 
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Table 4. The result of the attack dataset 

 

Table 5. The result of the attack dataset 

 

Our system detected the outlier when an attack occurred. Thereafter, we could con-
firm that self-similarity was re-achieved. In this experiment, the overall false-positive 
ratio was 4.17 %. When attacks occur, the relevant events are increased, so it is very 
easy for outlier points to be captured with this algorithm.  

 

Fig. 5. Self-similarity changes when DDoS attack is incoming 

 

Fig. 6. Self-similarity changes when service-enumerating attack is incoming 

Fig. 5 and 6 shows the changes of self-similarity when various attacks are incoming.  
We can observe that any attack categories can change self-similarity and we can 

confirm that with our measure very visually. A false positive can be triggered when 
some specific service programs are terminated unexpectedly. Even though this is not 
an attack, it is surely an abnormal event, so it is still useful for an administrator to 
response such a system malfunction.   
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4.2   A Statistical Similarity Measure 

We only use a cosine similarity based method for estimating self-similarity in 4.1 at 
the first. We can show better performance with the statistical similarity measures 
described in 3.2.  

Table 6. The experiment result of the DARPA 1999 dataset 

 

The day without attack, it shows a better outlier detection ability as a result rather 
than only using a cosine similarity function. It shows much better accuracy in the days 
when the attack has happened. Table 7 and 8 shows the result of this algorithm when 
we generate attacks with a Tenable Nessus Scanner.  

Table 7. The result of the attack dataset 

 

Table 8. The result of the attack dataset 

 

Our system detected the outlier when an attack occurred. Thereafter, we could con-
firm that self-similarity was recovered again. In this experiment, the overall false-
positive ratio was 0 %.  
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5   Conclusions 

The proposed methodology has the following merits to detect anomalous events.  

1. It does not need a long learning process that would require many system  
resources.  

2. This self-similarity can be calculated in near-real time.  

Our IDS can work robustly even though the Windows event log does not include 
enough information regarding security rather than the other operating system’s audit 
log. In short, our proposed cosine similarity and hybrid similarity measure is very 
cost-effective anomaly detection method because it shows high accuracy and it works 
in near-real time with few system resources.  
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Abstract. To make production and equipment investments plans in semicon-
ductor lines, the implementation of many variables is needed. These factors 
bring many changes and the result is hard to predict. It is difficult to define a 
standard because there are many influencing factors to make a prediction. This 
project established semiconductor production plans using the marketing pattern 
references on the past to satisfy all conditions from the factors. We come up 
with thesis on reasonable and standardized processes. 

1   Introduction 

Semiconductor industry is the core-part industry leading the society to information 
community of the 21st century. This will accelerate to the latest industry development 
of the nation. Timing industry, higher additional value, higher growth, higher risk, 
and technical integration are the distinctive feature of the semiconductor. Therefore, 
precise prediction of the market is an important factor to respond with most suitable 
production plans for this situation[1][9][12]. But there variety of restrictive condi-
tions, it is difficult to satisfy these conditions with a production plan. Until now, peo-
ple spent too much time on these tasks, therefore automation processes is needed. We 
suggest a reasonable method of producing semiconductor using pattern data from the 
past to solve this problem.  

This paper is organized as following. Chapter 2 describes a plan on production of 
semiconductor. In Chapter 3, presents planning line production using pattern data. 
Chapter 4 concludes with directions for further research. 

2   Production Plan for Semiconductor 

Establishment of sales plan 
 

“Establishment of sales plan” is about how much products will be sold in a certain 
point. The sales plan relies on the following [4][6][7][11]: demand of products, in-
come of the company, possession of the market share and sales cost of each product. 
                                                           
* Corresponding author. 
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Design Rule (DR) 

Process ability and method of manufacturing should be considered in the process of 
designing semi-conductor. Each functional part and the physical distance covers the 
contents of regulations of design. Table 1. shows design rule. The product can be pro-
duced using many different DR, and applying DR is different with each product. The 
number of chips which can be made from a wafer differs with each DR.  

 
Table 1. Amount of chips produced 

Product DR 
Amount of chips 

produced 
DR1 100 
DR2 120 A 
DR3 150 
DR2 200 

B 
DR3 220  

Table 2. Estimating the producible capac-
ity by line 

Line DR Capacity 

DR1 20000 
1 Line 

DR2 25000 

DR2 15000 
2 Line 

DR3 30000 

 
Release period by products and by DR 

DR is different for each product, and the time for the DR to be applied to the line is 
different. Therefore, the production date by product and by DR is needed to establish 
the plan. 

Estimating the producible capacity by line 

Each line has a producible capacity but the usable DR differs from the equipment in 
possession. Therefore to estimate the producible capacity, capacity should be esti-
mated by line and by DR. An example is shown in Table 2. 

Development plan by product, by DR 

To figure out the development period by product and by DR, understanding the period 
to use the line is needed. 

Estimating priority of the production  

Priority of the production is the ratio of DR by product. For example, in A product, 
there are DR1, DR2, and DR3 which production can be applied to. Then priority of 
the production can be estimated as shown in Table 3 and the sum of all DR should be 
100%. 

 
Table 3. Estimating priority of the production 

Product DR Priority of products (%) 

DR1 30 

DR2 20 

DR3 50 
A 

Sum 100 
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Estimating priority of the product is the intermediate result before reaching the final 
result. To get a precise result from the line distribution, priority of the product estima-
tion should be exact. There are many algorithms to get the result for priority of the 
product. In this paper, pattern base algorithm is used to get the result of the line distri-
bution using priority of the product. 

Line Distribution 

All elements produced above should be distributed appropriately to the DR of the line 
concerning the producible capacity. If the elements are distributed unconditionally to 
the DR even if it has enough capacity, many problems can be generated. We assume 
that there are products produced as show in Table 4 in the first quarter of 2005. 

 
Table 4. Necessity amount of the wafer 

Product DR Amount needed to be produced 

DR1 20000 

DR2 10000 A 

DR3 10000 

DR2 15000 
B 

DR3 20000 

We assume that the producible capacity by line and by DR is as described in Table 5. 

Table 5. Capacity by line and by DR 

Line DR Capacity 

DR1 20000 
1 Line 

DR2 25000 

DR2 15000 
2 Line 

DR3 30000 

 
If the distribution behaved like explained in Table 6., the production and necessity 
amount of the wafer can be produced within the producible capacity. 

 
Table 6. Capacity by line and by product 

Line Product DR Capacity 
A DR1 20000 
A DR2 5000 1 Line 
B DR2 5000 
A DR2 5000 
B DR2 10000 
A DR3 10000 

2 Line 

B DR3 20000 
 

The production line management is planned by a quarter of a year, and the operation 
above is done for every quarter. The described above operation has several problems. 
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First, there are 10s and 100s of lines, products, and DRs. For every element many 
other elements related. If one is changed many elements related to the changed ele-
ments have to be changed.  

Second, the amount of products produced in line by product and by DR should be 
continuous through out the quarters. Each product is not only produced. The condi-
tions of the equipments in line should be considered. If the amount of production 
needed to be increased or decreased, the equipments in a semiconductor line should 
be upgraded or replaced. If these conditions are ignored with unreasonable increase or 
decrease, problems will occur. For example, there was a plan to produce 500 products 
this quarter. In the following quarter, the plan should be within +800 ~ -200 products 
for the process to continue without many problems. 

Even if the required amount of each product that can be produced within the pro-
ducible capacity of the line, may not be the same in reality. For example, if the pro-
ducible capacity of DR1 in a whole line is 20000, and the amount of products needed 
is only 10000, and if the producible capacity of DR2 is 35000, and the amount of 
products needed is 50000. In these cases, there will be problems. For these cases, the 
amount of products can be changed, and if there aren’t enough resources, new line 
should be built. 

With these factors, planning is a very hard task even for experts. From this re-
search, theory of best suitable plan is made. This theory satisfies many of these re-
stricted conditions using data patterns line distribution in the past. 

3   Line Distribution Using Pattern Data 

3.1   Definition of Pattern 

Pattern of DR and products can be analyzed with production data in the past. Gener-
ally, there are specific difference between patterns of general products and special 
products. The reason is that general products follows cycle of the common market, 
but the special products are produced and sold by the result of businesses. 

In the beginning of the graph, the amount of the product increased enormously in-
crease. The graph maintains the rate for certain amount of time and it slowly decreases. 

 

Fig. 1. Production data pattern in general products 
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Generally, standardized general products are produced for 3 years. But the period of 
the production can be reduced. Therefore, this paper uses data patterns of general 
products of 2 years and 2.5 years. 

3.2   Release Period and the Amount of Production from Prior Quarter  

Pattern is a relative amount of a product, not an absolute amount. Therefore the 
amount of production in a specific quarter is references the amount of production 
from prior quarter, release period of the product, and the patterns of the past.  

3.3   Distribution of the Line 

From the above data, many elements are combined and distributed to the line. Exam-
ple is as follows. Let’s assume that the amount of production by line, by products, and 
by DR in the first quarter of 2004 is as in Table 7. 

 
Table 7. Distribution of the line 

Line Product DR First quarter of 2004 
A DR1 1000 
A DR2 500 1 Line 
B DR2 1000 

The period of release is as in Table 8. 
 

Table 8. Period of release 

Line Product DR Period of release 

A DR1 
2003year 
1 quarter 

A DR2 
2003year 
4 quarter 

1 Line 

B DR2 
2003year 
3 quarter 

If the products produced above are assumed as general products, then the data pattern 
of general product production should be applied as in Table 9. 

 
Table 9. The data pattern of general product production 

1Q 2 Q 3 Q 4 Q 5 Q 6 Q 7 Q 8 Q 9 Q 10 Q 11 Q 12 Q 
0.1 0.4 0.75 1.0 1.0 0.95 0.6 0.5 0.4 0.3 0.2 0.1 

 
Amount of products in first quarter of A product DR1 in 1 line is 1000, period of re-
lease is the first quarter of 2003. If the pattern data is applied, it is equivalent to 5Q 
1.0. Value of 6Q in next quarter is 1.0, same as 5Q, therefore the amount of produc-
tion of A product DR1 from 1 line is 1000. The amount of production of A product 
DR2 in the first quarter is 500, and the period of release is fourth quarter in 2003. If  
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above data is applied to the pattern data, then the data corresponds to 0.4 of 2Q. The 
value of 3Q of next quarter is 0.75. Therefore, the amount of second quarter = 500 * 
0.75 / 0.4 which equals to 937. If the rest of B product is calculated in the same man-
ner, then the amount of products will look like Table 10. 

 
Table 10. The amount of quarter after distribution of the line 

Line Product DR First quarter Second quarter 
A DR1 1000 1000 
A DR2 500 937 1 Line 
B DR2 1000 1333 

3.4   First Redistribution 

The distribution process of line above, capacity has not been considered. Distribution 
of line has been applied using pattern data and the amount of previous products. In 
this case, amount of wafer produced in line can be over or under the limitation. 

But the production of the wafer in line is efficient to use 100% of the capacity. 
Discordance should be resolved by redistribution. Let look at another example with 
redistribution of line. 

 
Table 11. The amount of quarter 

Line Product DR First quarter Second quarter 
A DR1 1000 1000 
A DR2 500 937 1 Line 
B DR2 1000 1333 

 
Table 12. The Capacity of quarter 

Line DR 
First quarter of capac-

ity 
Second quarter 

of capacity 
DR1 1000 1000 1 Line 
DR2 1500 1600 

 

As in two Table (11 & 12) above, DR of line can be produced by the capacity in the 
first quarter. But if the pattern data is applied to amount of production in first quarter 
to calculate the amount of production of second quarter, it is within the capacity of 
DR1, but the capacity of DR2 is over by 670 sheets. In this case, capacity of DR in 
line should be redistributed to produce properly. 

The redistribution algorithm is as follows.  

The amount of exceed capacity of DR and products should be calculated. Distribute 
the exceeded amount of wafers to corresponding DR with enough capacity. 

Let’s look at another example concerning other lines. 
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Table 13. Production result 

Line DR 
Second quarter of 

capacity 
Second quarter of 

production 
Result 

1 Line DR1 1600 2270 +670 
2 Line DR2 1200 1000 -200 
3 Line DR3 1670 1200 -470 

 
In Table 13, capacity of the DR2 in 1 line is 1600. 2270 should be produced, therefore 
this equipment cannot produce 670. But the capacity of DR2 in 2 line is 1200 and it 
only produces 1000, so it can produce 200 more products. 3 line can product 470 
more products. Therefore, the exceeding requirement of production in 1 line should 
be produced in 2 line and 3 line.  

Second Redistribution 

By using the first redistribution algorithm, solved the conflict between the capacity 
and the amount of products. But it cannot always satisfy the situation. In this case, the 
next algorithm is used for redistribution. 

 
Even if the line uses different DR, if it produces same product, then distribute wafers 
to that line. If DR is different, difference of NetDie should be considered. 

Distribution Ratio 

We have looked at the first and the second redistribution. Redistribution is applied to 
perform the maximum operation of the line even if it ignores the pattern. Producing 
products have discontinuity by line, by product, nor by DR. Discontinuity could be 
applied to some degree, but if it is applied excessively, then this method would be 
reject from the field. To maintain the flow of the process to some degree, Redistribu-
tion Ratio is applied.  

 
Redistribution Ratio 

 
The limitation ratio of moveable product to prevent sudden increase or decrease of 
certain products in specific DR of specific line. 
 
If the Redistribution Ratio is applied, then the continuity is increased but the utiliza-
tion of line capacity can decrease. The utilization is applied in producing each product 
to some degree. So in this result of this experiment, by applying Redistribution Ratio, 
more practical distribution plan could be organized. 

3.5   Experiment Result 

Amount of products by line, by products, and by DR is as follows. The y-axis shows 
the amount of production produced in a line. Increase in amount of products produced 
is shown in the graph. The production period is specific by products, by DR, and by 
amount of production. The result of the model is compared to the result of actual pro-
duction plan. The difference comes from the elaborateness of the pattern, but overall, 
the result shows more than 96% of similarity. 
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Fig. 2. Flow chart of standard process   Fig. 3. Amount of products by line, by products, and 
by DR 

4   Conclusion 

This experiment has used the pattern made from the market data of the past to plan 
investment plan of equipment and to plan production of line. There were some prob-
lems which occurred during the experiment. To apply to pattern data from the past to 
plan production in the future was difficult. The pattern which should be applied to the 
products has been decided in subjective manner. It is unreasonable to apply just the 
pattern data from the past because the period of production is decreasing. Therefore 
the pattern is not just used. The result has been extracted from different period. The 
computing process takes only 3 seconds, but it took much time to adjust the pattern. If 
this method is compared with the method used in the past, it is certain that the time is 
decreased from 10 days to 3 hours. By using the left over time to test in many other 
methods, more efficient plan of operation the line has been made. 

Amount of productions has been calculated in this paper using producible capacity 
of line by quarters which is already decided. The producible capacity of line should 
consider the increase of equipments and line, but it wasn’t considered in this paper. In 
the future, experiment of the increase of equipments applied to line production plan 
should be performed. 
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Abstract. This paper presents a data hiding technique for a halftone
image. Each block of halftone bitmaps is transformed into a sequence of
binary bits, and then regarded as a codeword. From the codeword, we can
get a syndrome value. The XOR operation between a syndrome and 4-
bits secret message is used to conceal 4-bits in the codeword. If the value
of a XOR operation is not decimal zero, the position in a codeword should
be flipped. In this way, one can hide a message. When every embedding
procedure is finished, a sender transmits a stego halftone image to a
receiver. A receiver can then extract secret data with a stego image,
using a hamming code scheme. Using this procedure, we can conceal
secret data in a halftone image and vice versa. Our proposed method is
to hide 4-bits in a 4 × 4 block to flip a bit, is easy to implement, and
achieves a high embedding capacity with good perceptual quality. It can
be used to copyright and secret communications.

Keywords: BTC, Error Diffusion, Dithering, Hamming Code, Halftone
Images.

1 Introduction

Recently, data hiding has become a very interesting field for security and copy-
right, which embeds information into an image. The embedded data usually
contains ownership identification, authentication data, and other information
useful for different applications such as copyright shield, data integrity authen-
tication, verification of origin of data, recipient tracking, and more. The main
requirement for various applications is that the embedding change the image
content imperceptibly. The halftone [7] technique can be used to print books,
newspapers, and magazines because such printing does not require as good a
quality as natural color. A halftone is used to produce two-tone texture patterns
as approximations of the original multi-tone images [1-6].

There are two main kinds of halftoning techniques, ordered dithering [1, 6]
and error diffusion [2, 5, 6]. Error diffusion is more complicated than ordered
dithering, but it can yield a higher visual quality with few blocking effects. It
compares the sum of image pixel intensity and error from the past with a mixed
threshold to determine the output. The halftoning error is then fed forward

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 372–381, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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to its adjacent neighbors using a kernel, so each image pixel efficiently has an
adaptable threshold.

Two commonly used kernels are the Jarvis and the Steinberg [5]. The Jarvis
kernel has large support and tends to give halftone images with high contrast and
coarse texture. The Steinberg kernel has smaller support and gives halftone im-
ages with fine texture and good contrast. Although a few bit-planes are changed
in a 4 × 4 block in halftone image, it will produce a bad effect in the quality
of an image. Thus, it is important to flip a bit in a 4 × 4 block of an image, if
possible.

However, most of the scheme is not proper for hiding much data in a halftone
image because a halftone image is regarded as a binary image. Bit planes are
composed of 0’s or 1’s. Therefore, the special techniques suitable for halftone
images use covering code [10, 11, 12], hamming distance [1] and modified EMD
methods [14]. The reference, [10, 11, 12] used hamming code for data hiding.
Zang [12] and Chang [13] applied their algorithms to grayscale images. On the
other hand, Chao[11] proposed a method to introduce data hiding into a halftone
image. Chao’s method is used on a halftone image and a hamming code (7, 4)
to hide a secret data. This method provides reasonable capacity, but the image
quality is bad for actual application.

In this paper, we present an improving scheme of hamming code for data
hiding in a halftone image, so it can enhance both capacity and quality. The
paper is organized as follows: In Section 2, Error Diffusion algorithms are briefly
described. The proposed hamming code scheme is illustrated via examples and
algorithms in Section 3. In Section 4, experimental results are offered. Finally,
conclusions are discussed in Section 5.

2 Related Works

In this chapter, we explain Error-Diffusion algorithm related data hiding in a
halftone compressed image. Error-Diffusion is a dithering algorithm and is used
to publish newspapers, magazines, and books.

2.1 Error Diffusion

Error diffusion generates blue noise, which is a high frequency complement of
pink noise. It produces good quality halftone patterns, but low frequency energy
is the enemy. Therefore, the blue noise concept has become an important part
of halftoning research [6].

In Fig.1 (a), assumes that the input signal varies from g=0.0 (black) to g=1.0
(white). The threshold is 1/2, so block simple sets the output to 0 for values less
than 1/2 and to 1 for values greater than or equal to 1/2. The binary output
signal is subtracted from the pre-threshold signal to form an error. This error is
”diffused” into yet to be considered input values as governed by the Error Filter.
This algorithm was introduced by Floyd and Steinberg [5], who also proposed
the error filter shown in Fig. 1(b).
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Fig. 1. (a) The error diffusion algorithm. (b) Floyd and Steinberg (Kernel)

2.2 Modified Error Diffusion [9]

The original grayscale is divided into n×n blocks. In the original BTC method,
the image was segmented into 4×4 pixels blocks, assuming that x1, x2, . . . , xn×n

are values of the pixels in a block. For each block, the mean value (x ), maximum
(xmax), and minimum (xmin) are then calculated and encoded.

x =
1
n

n2∑
i=1

xi (1)

Fig. 2. shows the diagram for the modified error diffusion scheme

The variable xi,j denotes the current input pixel value, and xi,j denotes the
diffused error sum added from the neighboring processed pixels with the kernel.
The variable oi,j denotes the binary output in position (i, j), and the error
kernel hm,n is used to diffuse the error caused by the difference, ei,j, between
the output binary value and the input grey level value. The kernel is shown in
Fig. 1(b), where the origin denotes the position of the currently processed pixel.
The variable vi,j denotes the modified value. The variables can be calculated as
follows by Eq.(2) and Eq.(3).
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vi,j = xi,j + xi,j , where xi,j =
2∑

m=0

2∑
n=−2

ei+m,j+n × hm,n (2)

ei,j = vi,j + oi,j , where oi,j =
{

xmin if vi,j < x
xmax if vi,j ≥ x

(3)

In the Error Diffusion method, high mean and low mean is selected for decoding,
so it is a time complex method. However, Modified Error Diffusion employs the
maximum and minimum values of the block. Thus, this method reduces time
complexity and improves image quality significantly.

3 Proposed Method

In this section, we introduce the hamming code theory and propose a data hiding
method using hamming code. A halftone image is the size of N × N , which is
composed of stream of n-pixels, i.e., {0, 1} ∈ n, because a halftone is a bitmap
image. Let r be a non-negative integer, the dimension of the parity space.

Let n = 2r−1 be the code length and k = n − r be the number of bits that
is encoded in each codeword [11, 12, 13]. The codeword will have a minimum
Hamming distance of d = 3, so that one error can be corrected, two errors
detected. Note that one can argue that in order to correct one error, the errors
bit position must be determined. For an n bit code, log2n bits are, therefore,
required. The parity check matrix for the [7, 4] Hamming code is Eq.(4).

H =

⎡⎣1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1

⎤⎦ (4)

For c to be a codeword, it must be in the null space of this matrix, i.e., Hc = 0.
We are assuming that there is a sequence of bits, which has an error in the first
bit position, i.e., 1101010b. We calculate the syndrome as,

S = H × (c)t (5)

where, H is the parity checker matrix and c is a 7-bits sequence binary number.
That is, the syndrome is ([011])t. If a syndrome value is non-zero, it denotes
the position of the bit error. If you are flipping a bit of the position value in
a codeword, the codeword will be the correct bits. Binary Hamming codes are
[2r−1, 2r−1−r] linear codes with parity check matrix H of dimensions r×(2r−1)
whose columns are binary expansions of numbers 1, . . . , 2r−1. For example, the
parity check matrix H for r=4 is
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H =

⎡⎢⎢⎣
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

⎤⎥⎥⎦ (6)

Let us assume that the cover object is an image consisting of N×N pixels. To use
matrix embedding, divide the cover image into N ×N blocks with non-overlap
and scan from left to right and from top to bottom, each pixels consisting of n,
where n is block size.

Example 1. We assume that message m=([101]) and codeword c=([1101001]).
It is easy to calculate the syndrome using Eq.(5) with parity checker H and
a codeword. The syndrome is H × (c)t = ([000])t. In order to hide a message
in a codeword, an exclusive operation is computed in between vector (c)t and
message m, i.e., w = (H×(c)t)⊕m. Next, if the computed syndrome vector w is
0, there is no need to flip a pixel. Otherwise, find the w-th column of c and flip
the w-th pixel. In this example, since the w is not zero, the 5-th ([101]) position
must be flipped.

3.1 Embedding Algorithm

For secret communication, a halftone image must conceal a message that a sender
wants to transmit. In this section, we will show the embedding algorithm stage
by stage.

Input: Original halftone image HI with N × N pixels and the secret data
δ, parity check matrix H . Output: A stego image SI, the peak point α, the
minimum point β, length of secret data |δ|.
Step 1. First, we construct a halftone image, using Eq.(2) and (3) with a

grayscale image. N×N is a block size, which is a unit of processing halftone.
xi,j is a pixel value in a 4 × 4 block of grayscale image. xmax is the largest
value in a block, and xmin is the smallest value in a block. oi,j takes the
value of vi,j depending on Eq.(3). If a vi,j is greater than the x, a oi,j is
assigned to ‘1’; otherwise a oi,j is assigned to ’0’. When a block is encoded
to a halftone image, xmin is ’0’ and xmax is ’1’. Thus, we get a halftone
block in Fig.3. Divide the halftone image HI into 4 × 4 blocks, which are
composed of a c = {c1, c2, · · · , c16}, i.e., ci ∈ {0, 1}, where i = {1 ≤ i ≤ 16}.

Step 2. Read a block and calculate the syndrome using Eq.(5) with parity
checker H and c, i.e., syndrome is S1 = H× (c)t, where c = {c1, c2, · · · , c15}.

Step 3. Read a n-bit binary data; bn is extracted bits from the secret data δ,
where n=4 and b = {b1, b2, b3, b4}, where bi ∈ {0, 1}.

Step 4. Compute the exclusive operation (XOR) between 4-bit secret data and
syndrome value from a block, i.e., S2 = XOR(bi, S1).

Step 5. A syndrome, S2 denotes an index of a codeword, i.e., index is a position,
which takes place as an error. If S2 is zero, it means that there is no error in
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a codeword. Otherwise, we should flip the value of position in a codeword.
Through these steps, it can be possible to hide 4-bits of binary secret data.

Step 6. Go to Step 2 to continue the embedding processes, until there exists
no message for embedding in a halftone image.

Fig. 3. (a) a block of halftone, (b) a bit pane

Example 2: Codeword c = [1 0 1 0 1 1 1 1 1 1 0 0 1 1 1], which is the bits of
Fig. 3(b), reading from top to bottom and from left to right. A message is bi = [1
0 0 1]. Calculate S1 = H×(c)t = [0 0 0 1] and S2 = XOR(bi, S1) = [1 0 0 0]. The
S1 and S2 is the syndrome value, and S1 is not including message value. The S2
is the applied XOR operator between S1 and message bi. S2 indicates we should
flip a bit in a codeword, when a syndrome is not zero. In this example, the first
position in a codeword should be flipped as in Fig.4. As a result, a receiver can
possbily extract a message from the stego image, by calculating the syndrome
of the hamming code.

In a 4×4 block, there is only 1-bit flipped when embedding 4-bits. For hiding
a message in a codeword, we used a halftone image composed of bit-planes, i.e.,
{0, 1}.

Fig. 4. An example of hamming code in an image

3.2 Extraction Algorithm

After the embedding procedure is complete, a sender transmits a stego image
with secret information to a receiver through the communication channel. A
receiver will find a private message with a stego image, using the extracting
algorithm.
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The extraction procedures are below:
Input: The stego image SI with M × N pixels and parity check matrix H .
Output: The original secret message δ.

Step 1. Divide a halftone image SI into 4 × 4 blocks, composed of a c =
{c1, c2, · · · , c16}, i.e., ci ∈ {0, 1}, where i = {1 ≤ i ≤ 16}.

Step 2. cnt = 0, count number of blocks, i.e., bitc = cnt × 4, where, bitc is
numbered of bits to be concealed in an image.

Step 3. Read a block and calculate the syndrome using Eq.(5) with parity
checker H and c, i.e., syndrome is S = H × (c)t, where c = {c1, c2, · · · , c15}.

Step 4. The syndrome S is a 4-bit piece of secret data. It can be combined as
δ = δ||(S). cnt = cnt + 1.

Step 5. Repeat step 3 until cnt = |δ|.

4 Experimental Results

We had experimented with data hiding using nine 512×512 halftone images,
which were obtained by using the Error Diffusion Dithering algorithm [2] from
8-bit gray level images. The important factor for stego image is the quality and
capacity of an image. A PSNR is required to measure a stego image quality
against its original image. The quality of a stego image is an important factor
to apply for communication and watermarking.

A PSNR assumes that distortion is only caused by additive signal-independent
noise. Therefore, noise measures applied directly to a restored image and its
original do not gauge the visual quality. Quality measures based on linear HVS
models assess image quality in three steps. First, an error image is calculated as
the difference between the original image and the restored image. Second, the
error image is weighted by a frequency response of the HVS given by a low pass
contrast. Finally, a signal-to-noise ratio is computed. These quality measures
can take into account the effects of image dimensions, viewing distance, printing
resolution, and ambient illumination. They do not include non-linear property
of contrast perception, such as local luminance, contrast masking and texture
masking. A PSNR was developed to measure the quality of a grayscale image.
Thus, the PSNR was not used to measure our scheme for a halftone image
directly. For this reason, Guo modified the PSNR equation as Eq.(7). Let the
size of the original image be P×Q. The error criterion involved in this study is
defined as below.

PSNR = 10log10 =
(P ×Q× 2552)∑P

i

∑Q
j [
∑

m,n∈R

∑
w2

m,n(xi+m,j+n − εi+m,j+n)2]
, (7)

Fig.5 shows the comparison of image quality between a proposed scheme and
previous schemes. As shown in Fig.5, our scheme provides much higher image
quality than do other schemes. Tsai [10] used the VQ method to make a halftone
image. Therefore, the key problem for the noise introduced by compression is
to reproduce the details removed by down-sampling. The VQ method does not
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Fig. 5. Comparison of image quality for previous and proposed schemes

provide high quality image. Kim [14] also used IODBTC (Improved Ordered
BTC) halftone and concealed secret data using the EMD algorithm [14]. They
show good image quality because only two pixels in a 4×4 block are flipped.
With the proposed scheme, it can be possible to flip only one pixel in a 4×4
block. Therefore, our scheme is better than that for any other method.

Table 1. shows that the embedding capacity of the proposed scheme is larger
than the previous schemes, such as PAN[2], Tsi[10] and Kim[14]. PAN[2] used
the LUT (Look-Up Table) for data hiding.

The Look-up table based method [2] requires cost, which is the construc-
tion and search of LUT with an image. Thus, it was a time complex method.
Tsi [10] proposed reversible data hiding for vector quantization a compressed im-
age, which required a codebook that reduced the size of an image. This scheme
applied the histogram modification method to a codebook. Our proposed scheme
used hamming code (15, 11), where it is possible to hide 4-bit secret data as a
1-pixel flip in a 4×4 block.

In Fig.6, we can see that stego images can be produced using the proposed
scheme. As you can see, it is not easy to discriminate between a halftone and a

Table 1. Comparison of embedding capacity between previous and our method

Capacity
Images PAN[2] Kim[14] Tsi[10] Proposed Method
Lena 831 42,129 4,236 65,536

Airplane 1191 42,088 5,249 65,536
Baboon 54 42,136 698 65,536
Boat 553 42,192 6,305 65,536

Pepper 685 42,127 5,037 65,536
Barbara 254 42,166 3982 65,536
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Fig. 6. The quality of images in the proposed schemes

stego image. The experiment result shows that our proposed scheme is a novel
method for data hiding in a halftone image. Moreover, it is possible to use
steganography, because a stego image will have as good quality as a grayscale
image.

5 Conclusion

In this paper, we proposed a data hiding scheme for a halftone image, using
hamming code (15, 11). The proposed scheme has good performance against
embedding capacity and the quality of a halftone image. Chao[11]’s method is
hamming code(7,4) for data hiding, which produces bad quality of a halftone
image. On the other hand, our scheme show good quality of a halftone image,
thus appropriate for various fields, such as copyright, personal protection, mili-
tary, and communications, because we reduced the distortion.
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Abstract. To reliably detect primary users (PUs) even on the exis-
tence of compromised nodes generating forged sensing reports, secure
distributed spectrum sensing (DSS) schemes in cognitive ratio networks
(CRNs) have been proposed. However, they have the limitation of sens-
ing accuracy for the existence of PU signals due to the absence of exact
signal patterns of PUs. It is caused by FCC restriction (no modification
of) on PUs, and thus the CRNs cannot communicate with PUs in order
to obtain such patterns. To address this challenge, we propose a test
framework utilizing primary user emulation signals that can be applied
to existing DSS schemes for reinforcing the robustness against forged
sensing values. We evaluate our approach via simulation in comparison
with the existing scheme. The results show that our approach improves
sensing accuracy and fusion speed in the attack case.

Keywords: Secure distributed spectrum sensing, Forged sensing
reports, Test framework, Fusion, Cognitive radio networks.

1 Introduction

Recently, to meet the increasing demand for wireless bandwidth, cognitive radio
technologies have been researched. Accurate spectrum sensing in the cognitive
radio networks (CRNs) is a critical issue to avoid interfering primary users (PUs)
communication and to increase the efficiency of channel utilization through shar-
ing resource between PUs and secondary users (SUs) [1, 2, 3]. Distributed spec-
trum sensing (DSS) has been recognized as a viable solution to increase the
accuracy of sensing even in the dynamic wireless characteristics (i.e., fading or
shadowing) [4, 5, 6]. However, the goals of the DSS can be collapsed by only one
compromised SU in the worst case [7].

To overcome such vulnerabilities on DSS schemes in CRNs, several secure DSS
schemes have been proposed [8, 9, 7] . They exploit the similarity of sensing
values in close proximity [9], or the accuracy of past sensing reports [8, 7] in
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order to mitigate the effect of forged sensing reports. However, they do not
always provide the high accuracy of spectrum sensing because they are based on
estimated PU signal patterns without exact ones. It is induced by the restriction
of Federal Communications Commission (FCC); FCC specifically states that “no
modification to the incumbent system (i.e., primary user) should be required to
accommodate opportunistic use of the spectrum by secondary users” [10].

In this paper, under such a restriction, we propose the second best to test
the suspicious SUs generating different sensing results from neighbor SUs or the
final decision, with the exact test signal patterns; the test signals are emulated
with PU features (i.e., pilot, field sync, segment sync and so on) [11] and are
controlled to be received with similar power to one from real PU signals, called
as primary user emulation signal (PUES). This PUES has originally received
attention as a crucial attack in CRNs. However, we exploit the PUES to test the
suspicious SUs on the contrary.

This paper makes the following main contributions:

• Proposal of a general test framework via PUES that can reinforce existing
(secure) DSS schemes. It is performed only in the existence of suspicious SUs
in order to extract the compromised or malfunctioning SUs.
• Evaluation of our approach through simulation. We instantiate the proposed

test framework based on a secure DSS scheme, called as RDSS, and then
compare the test scheme with the original RDSS. The simulation results
show that our test scheme outperforms the RDSS in terms of both defense
performance and fusion speed.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 clarifies network and attack models. Section 4 describes the generic
test framework exploiting PUES for the detection of compromised SUs in DSS
schemes. Section 5 presents our simulation evaluation of the proposed scheme,
and finally Section 6 concludes this paper.

2 Related Work

2.1 Limitation of SDSS

For the success of CRNs, spectrum sensing is the first step but very crucial.
However, a single SU as a radio device, may suffer severe shadowing or multi-
path fading with respect to PU signal so that it may not detect the existence
of PU transmitter even in its vicinities. Thereby, cooperative approaches have
been proposed [4, 5, 6]; multiple cognitive radios cooperate to reach an optimal
global decision (i.e., fusion) by exchanging and combining individual local sens-
ing results. Allowing multiple CRs to cooperate, distributed cooperative sensing
can increase the detection probability, reduce the detection time, and achieve
the diversity gain. However, from the view of security, cooperative approaches
have a decisive vulnerability, i.e., the threats by compromised nodes [12, 13]. The
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threats cannot be solved by basic security mechanisms, i.e., authentication or
cryptography. In the worst case, one compromised node may mislead the
CRNs [7]; while the node just reports the opposite values to original sensing
values.

Therefore, recently several secure DSS schemes has been proposed to enhance
the robustness against such vulnerabilities [8, 9, 7]. RDSS [8] mitigates the effect
of forged sensing reports through decreasing the weight (called as reputation)
while fusing received sensing results to a final decision. However, the mitigation
rate is too late, and thus the effect of attack (i.e., causing the interference to PU
or decreasing the efficiency of channel utilization) may remain for a quite long
time. ADSP [9] explicates the shadowing effect to catch the similarity of sensing
results among SUs in close proximity (cluster). In ADSP, the weight as to the
similarity degree is imposed in fusion, and moreover if the similarity is too small,
the SU is excluded in fusion. However, ADSP has the weakness against major
compromised nodes in a cluster (e.g., in the attack case with more than 1/3
compromised nodes). SCSS [7] also uses suspicious level and trust consistency
of SUs according to the accuracy of past reports, and thus excludes the SUs
with high suspicious and inconsistency levels in fusion. Priori probability for
PU signal patterns is assumed in SCSS, but the exact patterns are hard to be
obtained from empirical data.

All of these efforts to provide the secure DSS process in CRNs are caused
by FCC restriction; FCC prohibits any modification to PUs as mentioned in
Section 1. Consequently, any techniques to inform CRNs of PU signal patterns
cannot be used directly; none of secure DSS schemes cannot be based on real
PU signal patterns, and thus they have the limitation of estimation for such
patterns.

2.2 RDSS

In this subsection, we briefly introduce RDSS [8] that we use to concrete the
proposed framework. In RDSS, a primary transmitter and an ad-hoc CR network
consisting of secondary nodes are assumed. Each secondary acts as a sensing
terminal that conducts local spectrum sensing, and then reports their results to
a data collector or fusion center. The data collector fuses the received reports to
a global decision. In such DSS process, RDSS is proposed to solve the Byzantine
failure problem; reporting the falsified local spectrum sensing results.

To address the challenge, RDSS provides a fusion process decreasing the effect
of forged sensing reports. Basically it builds the propagation model as log-normal
shadowing path loss model, and then it estimates the received power from PU
signal for each SU via the model and the location of SU. Finally it performs a
weighted sequential probability ratio test (WSPRT) according to received reports
and reputation (the accuracy of past sensing reports). Thus, WSPRT for the
fusion gradually decreases the influence of compromised SUs through decreasing
the reputation of SUs with the sensing value different from the final decision.
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3 Network and Attack Models

Our system consists of PUs and CR networks with a base station (BS) and SUs
as shown in Figure 1. A PU is assumed to be at a fixed location (e.g., a TV
broadcast tower). We assume that SUs are equipped with wireless radio devices
and are allowed to transmit signals on the channels allocated to PUs only when
the PUs are not transmitting. To protect the primary signal and increase the
accuracy of spectrum sensing, each SU conducts spectrum sensing for a periodic
quiet period, and gives their sensing results to a center node (referred to as BS
hereafter) in a CRN. Then, the BS fuses the received results to a final result,
and uses the final result for scheduling the communication channels in the CRN
(DSS process). We assume that the BS knows the location of each SU.

The objective of an attacker is to destroy the DSS process, and thus prevent
SUs from using the channel of the PUs or cause the interference to the com-
munication of PUs. For that, the attacker may compromise the SUs to forge
sensing results, i.e., transmit results that are opposite to its local spectrum sens-
ing results, called as spectrum sensing data falsification (SSDF) attack. Figure 1
depicts an example of gathering the sensing results from SUs including a com-
promised SU when PU signal exists (‘1’). However, a normal SU may report a
wrong sensing result (‘0’) because of the shadowing effect.

Moreover, we assume there exists an underlying basic security framework that
enables node authentication and message encryption, and thus eavesdropping,
injecting, or altering the sensing results by outside attackers, could be pre-
vented by the security framework. The physical layer is protected using jamming-
resistant techniques, such as frequency hopping spread spectrum (FHSS) or
direct sequence spread spectrum (DSSS).

Fig. 1. An example of distributed spectrum sensing with a compromised SU

4 PUES-Based Test Framework

Our goal is to enhance the robustness against SSDF attacks, given the restriction
of FCC on (no modification of) PU. As discussed in the Introduction, any DSS
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schemes cannot detect the existence of PU signal with high accuracy in all cases
due to no help of PU (i.e., giving the signal patterns of PU to CRNs). Thus, we
provide a PUES-based test framework that is carried out only if suspicious SUs
exist. This framework can be applied to any fusion mechanisms to reinforce the
security in DSS.

For the test framework, we define a test period that is composed of one or
several sensing rounds after recognizing the existence of suspicious SUs, as shown
in Figure 2. During the test period, the final decisions follow the sensing results
of a BS (u0) and the BS transmits the PUESs with a test probability Pt to test
suspicious SUs during a sensing time when u0= 0. The test framework with the
test period and the general sensing period consists of following steps:

1. Testing nodes in TestSet for a test period, if suspicious SUs exist
(a) Generating PUES for test
(b) Judging sensing results for test signal

2. Performing distributed spectrum sensing for a general sensing period
(a) Determining the final result with gathered sensing results
(b) Composing TestSet

Fig. 2. An example of a test period (e.g.,m=5 and Pt=0.5)

4.1 Testing Nodes in TestSet for a Test Period

As shown in Figure 3, a test period is invoked by sensing suspicious SUs, i.e.,
TestSet, a set including such SUs, is not empty. The length of test period con-
sisting of m sensing rounds can be determined by the intended test accuracy;
the longer test period is, the more accurate test result outputs but the more
overhead of PUES signals is required.

After starting a test period, the BS senses PU signal at each sensing time
during the test period, and it then generates PUES with a test probability Pt in
order to test the nodes in TestSet, only when the BS senses the absence of PU
signal (u0=0). During the test period, only a spectrum sensing result by the BS
is used as the final decision for channel scheduling. The BS also records the test
information, e.g., sensing times generating PUESs, and its own sensing values
for each sensing time.

After gathering sensing results from suspicious SUs in TestSet during the test
period, the BS evaluates the sensing results comparing with the recorded test
information. If the accuracy of the results is below β, the SU is excluded from
the next spectrum sensing. The accuracy is calculated as Eq. 1:

ai =

∑m
j=1 (−1)uij∧(u0j |Tj)

m
, (1)
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Fig. 3. Flowchart of test framework

where ai is the test accuracy for node i, uij and u0j are the sensing result of
node i and BS respectively in jth sensing time, Tj is the existence (‘1’) or absence
(‘0’) of test signal in jth sensing time, and ‘∧’ and ‘|’ are ‘XOR’ and ‘OR’ bit
operations.

4.2 Composing TestSet for a Sensing Period

If the TestSet is empty, the existing DSS schemes [8, 5, 6] are applied. The BS
gathers sensing results from SUs after a sensing time and fuses the gathered
values to a final decision (the existence or absence of PU signal).

However, after finishing the general distributed spectrum sensing, the second
sub-process, composing TestSet, should be added in order to judge whether sus-
picious nodes exist or not. This sub-process is accomplished through examining
sensing accuracy of each SU. If suspicious level of any SU is bigger than the
predefined parameter α (i.e., the sensing accuracy is low), the SU is included to
TestSet. The ways to calculate suspicious level can be obtained from existing se-
cure DSS schemes. For example, the suspicious level of SUs can be induced from
the similarity among the sensing values of SUs in a cluster [9], or the reputation
and suspicious value (related with past sensing accuracy) of each SU [8, 7].

4.3 Instantiation of Test Framework

In this subsection, we briefly present an example to make a concrete test scheme
(named as tRDSS) based on an existing secure DSS scheme (RDSS). In RDSS,
the reputation value of each SU indicates the accuracy of sensing history. How-
ever, if a predefined vale of the reputation is used for composing the TestSet
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with suspicious nodes, the compromised nodes may give the effect of attack to
DSS process for a quite long time until the reputation goes down to the pre-
defined value. Thus, we utilize the variation rate of reputation over a moving
window of size w, trend. The past w reputation values of node i at time tn are
r

tj

i (j = n− w + 1, n− w + 2, . . . , n), and thus the trend is calculated as Eq. 2:

ttn

i =
1
w

n∑
j=n−w+1

r
tj

i − r
tj−1
i . (2)

The calculated trend ttn

i of node i at time tn is compared with the predefined
threshold α′ (≤ 0). If ttn

i < α′ (i.e., it is a decreasing or fluctuated trend), the
BS includes the node i to TestSet to test the node in the next sensing period.
The proper threshold α′ can be set up after investigating the trend values in
normal case. We will show the distribution of trend values in the next section.

5 Performance Evaluation

In this section, we evaluate the proposed approach through MATLAB-simulation.
Our evaluation is focused on the defense capability (correct sensing ratio
(CSR)), miss detection ratio (MDR)), the fusion speed (number of WSPRT
execution), and overhead introduced by the test framework.

5.1 Simulation Environments

In order to exactly compare tRDSS with RDSS, we configure the simulation
network with almost the same parameter values as those of RDSS. In the sim-
ulations, 500 secondaries are randomly located in a 2000m×2000m square area,
and they form a CR network. The 30% compromised secondaries randomly se-
lected report the opposite values to the original sensing from 10th sensing time.
A PU with a duty cycle of 0.2, is located D meters away from the center of the
CR network as shown in Figure 1. A secondary acts as a sensing terminal and
a BS as a fusion node in DSS performs the test scheme tRDSS if it needs. The
interval of sensing period is 30s and each simulation lasts for two hours (refer [8]
for more details). However, we set up the transmitted power of PU as a realistic
value (100W) according to the distance between BS and PU (3000-6000m) in
simulation [14]. In tRDSS, we simply configure both m and β as 1.

5.2 Simulation Results

We carried out the simulations in two attack cases: a normal case and an attack
case. In normal case, we varied the distance D. At the far distance as shown in
Figure 4, sensing performances (MDR and CSR) decrease a little, as the accuracy
of sensing decreases. The number of WSPRT execution required until reaching
the final decision increases in two schemes similarly due to the decreasing sensing
accuracy as shown in Figure 5.
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In the attack case, the results show that tRDSS outperforms RDSS greatly
in terms of defense performance and fusion speed. Especially, in RDSS, MDR is
high even at the near distance as shown in Figure 6. The reason is analyzed as
the effect of 30% compromised nodes is bigger due to high sensing accuracy than
the effect at the far distance. Thus, CSR at the near distance is also low due
to high MDR. When D is larger than 5000, CSR in tRDSS also decreases due
to low sensing accuracy and insufficient sensing reports in the vicinity. However
the decrese of CSR in tRDSS can be alleviated through the test framework in
comparison with RDSS. Figure 7 shows the fusion speed in tRDSS is considerably
fast because most suspicious SUs (attackers) may be fast excluded.

Lastly, Figure 8 shows that the distribution of trends for 500 nodes in nor-
mal and attack cases. In normal case (D=3000m), the trend values are mainly
distributed from 0.6 to 1 (no values less than 0). In normal case with farther
distance (D=6000m), the main distribution moves to between 0.4 and 0.8, and
nodes with negative values occur due to decreasing sensing accuracy. However
in the attack case, many nodes with negative values present, and the nodes are
almost compromised nodes. Thus, we set up -0.2 as the threshold α′ to compose
the TestSet in this simulation.

Fig. 4. Ratio vs. distance in normal Fig. 5. Fusion speed vs. distance in normal

Fig. 6. Ratio vs. distance in attack Fig. 7. Fusion speed vs. distance in attack
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Fig. 8. Trend values in each scenario

5.3 Overhead Analysis

There are two types of overhead introduced by the proposed test framework:
computation and communication overheads. However, the computation induced
by the trend calculation is performed after finishing each DSS process. Moreover,
in the test period, the final decision follows the sensing result of BS. Thus, the
extra operations by the test framework do not at all affect the execution time of
DSS requiring the fast speed.

In this test framework, PUESs to test suspicious SUs are transmitted, intro-
ducing the extra communication overhead O(m · (1 − d) · Pt) in a test period,
where m is the number of sensing rounds in a test period, d is the duty cycle of
PU, and Pt is a test probability (presenting the frequency of PUES). However,
the test is performed only when suspicious SUs are sensed.

6 Conclusion

In this paper, we proposed a generic test framework to exclude the compromised
nodes on the DSS process in CRNs, in order to overcome limitation of existing
DSS schemes under FCC restriction. At first, the test framework composes a
TestSet with suspicious SUs during the general sensing period. If the TestSet
is empty, the general DSS scheme is performed continuously. However, if the
suspicious SUs exist, the center node (BS) performs PUES test and judges the
gathered sensing results of test nodes in TestSet in order to distinguish the com-
promised nodes. Then, we instantiated a concrete scheme called tRDSS based
on the proposed test framework and RDSS, an existing secure DSS scheme. To
investigate the properties of the proposed scheme, we conducted a set of sim-
ulation experiments and compared tRDSS with RDSS. Our simulation results
indicate that our approach can successfully enforce a secure DSS scheme to the
more secure version. In particular, the instantiated scheme, tRDSS, outperforms
previous scheme in terms of both defense and fusion speed performances.
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Abstract. Nowadays, the importance of corporations’ business information is 
getting higher and industry people are trying to find software solution prevent-
ing the information asset from being disclosed by attackers. There are several 
representative commercial tools for this purpose and the tools are deployed in 
many corporations which are handling the critical information such as trade se-
cret, intellectual property and personal information. The tools usually monitor 
traffic which can contain the important information and also they are watching 
the e-mail and instant messenger’s content. In this work, we are considering the 
privacy violations in the procedures of data leakage prevention especially the 
monitoring procedures. In addition, we have tried to make a data model consi-
dering the trade-off relation between data leakage prevention and privacy viola-
tion. Specifically speaking, we have analyzed the information units of e-mail 
and instant messenger and assigned a kind of assigned distinct weight values in 
the privacy and leakage protection viewpoints. In addition, we have shown a 
case how the weight values are accumulated to represent privacy violation level 
and data leakage prevention level. Our data model, weight value assignment re-
sult and the two kinds of level derivation process are implemented as a database 
model and user interface. 

1   Introduction 

Developments in communication technology have made it possible for unauthorized 
users to access the confidential information of corporations. Such access can create 
crises that can even threaten the survival of a corporation. The development of com-
munications media such as the Internet has enabled the easy sharing of data; this has 
led to an increase in the risk of important corporate information being leaked. To 
mitigate this risk, corporations use systems that are developed to prevent the loss or 
leakage of information; such systems are referred to as data loss prevention (DLP) 
systems. However, one consequence of using these systems is that administrators 
monitoring outgoing data might gain unauthorized access to employees’ personal 
information without their consent. This paper presents a data correlation model for 
assigning a score to captured packet data and applying the system for DLP. As a main 
idea, the system collects various network security logs for identification of malicious 
behavior and correlates the logs. Finally, the system calculates score from result of 
correlation logs or behaviors. 
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Using this model, corporations can protect their data against leakage while at the 
same time protecting the privacy of their employees. 

Section 2 discusses the standards used for the theoretical classification of data ac-
cording to its degree of importance in terms of DLP Level and according to the degree 
to which it can compromise employee security privacy level. Further, section 2 
presents the proposed theory of data correlation model. In section 3, case studies of 
private violations caused through the use of DLP systems by corporations are dis-
cussed, and possible methods for privacy protection are suggested. Section 3 also 
presents a data correlation model that assigns a score to out-going data on the basis of 
its importance in terms of information leakage detection and the degree to which it 
can compromise employee privacy. Also, various scenarios to which the proposed 
model can be applied are mentioned and the results of the model’s implementation are 
discussed. Our data model, the two kinds of level derivation process is implemented 
as a database model and user interface. Section 4 presents some concluding remarks 
and outline of future research. 

2   Trade-Off Model of DLP and Privacy Protection 

In this section, the various DLP and privacy levels used to classify information are 
presented along with their respective definitions. Further, the proposed data correla-
tion model based on the above classification is introduced. 

If administrators of a corporation aim for 100% data leakage prevention, they may 
end up having to tolerate the violation of employee privacy; on the other hand, if they 
aim for 100% employee privacy protection, they may end up having to tolerate the 
leakage of confidential data. However, if corporations want to maintain a balance 
between information leakage and employee privacy protection, the proposed correla-
tion model can be applied.  

2.1   Definition of DLP Level 

When data packets are filtered through a DLP system, they are classified into four 
levels on the basis of their degree of importance regarding DLP. 

Table 1. Definition of DLP Level 

Level  Description 

 High  Contains sensitive information of a corporation 

 Medium-High  Data has a direct influence on company’s assets 

 Medium-Low  Data has an indirect influence on company’s assets, but   
(For example, filename or e-mail subject) 

 Low  Data is not needed for DLP in captured packets 
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2.2   Definition of Privacy Protection Level 

When DLP systems are used, privacy violations can occur while the administrator 
monitors data flow. To address this concern, the above four levels are applied to pri-
vacy protection and are defined in Table 2. 

Table 2. Definition of Privacy Protection Level 

Level  Description 

 High 
Information distinguishes users directly  
(e.g., e-mail address) 
Sensitive personal information 

 Medium-High 
 Data can be identified directly who you are or who’s behavior by DLP 
administrator 

 Medium-Low 
 Data can be guess who you are or who’s behavior by DLP administra-
tor 

 Low  Information cannot be used to distinguish the sender and/or receiver 

2.3   Trade-Off Model 

Fig. 1 illustrates the trade-off between the level of importance of data in terms of DLP 
level and the level of privacy of personal information. Most corporations currently have 
policies that are configured to maximize only the level of DLP; this inevitably results in 
privacy violations. However, achieving the optimum balance to address both of these 
concerns is not as simple as determining the mid-point on a graph, which has been done in 
Fig. 1. Corporations need to determine the optimum balance by factoring in the nature of 
the work and the sensitivity of the information that they handle. The correlation model 
presented in this paper enables corporations to set the level for DLP a required, and to 
provide detailed data along with a score corresponding to the level of privacy protection. 

 

Fig. 1. Correlation of Privacy Protection and DLP Level 
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3   Data Modeling Considering a Correlation between DLP and 
Privacy Protection in Email and IM 

3.1   Header Analysis of Email and IM (Instant Messenger) 

The system in this work involves the construction of a mathematical model that is 
based on the results of outgoing data classification according to the levels listed in 
Table 1 and Table 2. The message of email and IM can be represented as the header, 
body and attached files as shown in Table 3. Table 3 shows composition of each mes-
sage component.  

Table 3. Elements of E-mails and IM Messages [2] 

 Element Type 

E-mail 

Header From, To, CC, BCC, Subject, 
Reply-to, Date, Timestamp txt 

Body Content Txt 

Files filename txt, bin

IM 

Header Port Number, Sender Email ID, 
Receiver Email ID, IP

Txt 

Body Content Txt 

Files filename txt, bin 

Especially, in the header information case, each component can have its own sensi-
tivity in terms of DLP level and Privacy level. The Table 4 shows their DLP level and 
Privacy level considering the meaning of each element. 

Table 4. Levels of Data of Email and IM System Header 

DLP 
Level E-mail_Data Privacy

Level 
DLP 
Level IM_Data Privacy 

Level 
3 To 2 3 SBserver IP 2 
3 Cc 2 3 Sender E-mail(ID) 2 
3 Bcc 2 3 Port Number 2 
4 Subject 1 1 Receiver E-mail(ID) 4 
2 From 3    
2 Reply-To 3    
3 Received 2    
1 Message ID 4    
3 Date 2    
1 MIME=Version 4    
1 Content-Type 4    
1 Charset=”euc-kr” 4    

 
In addition, we have derived a value which represents the header’s DLP level and 

Privacy level using the expression (1). The aim of the expression (1) is normalization 
of the header’s DLP level.  
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 Sum of DLP levels of Selected ComponentsSum of DLP levels of Header s all Component 
 

                                                   (1) 

 
Where,  : DLP level of a Header                

     : Privacy level of a Header  

3.2   Calculation of DLP and Privacy Level 

3.2.1   Basic Expression  Level α Header Body AttachedFile  (2)

where,  α+β+γ=1  
             0 ≤α, β, γ ≤ 1 

Equation (2) is a formula used to assign a score of DLP to e-mails and IM’s messages. 
As the expression shows, there are three coefficients which represent the weight of 
components of the messages. At this moment, we use the fixed three values α, β, and 
γ for representation of components’ contribution to the score, as shown in Table 5. 
The Levelpri is also calculated in the same manner of (2) using same coefficients.  

Table 5. Weight of the each element in Email and IM 

Classification Message’s Composition Weight 

Header 
Sender, receiver, CC(Bcc), Subject, 

Timestamp, etc. 0.2(α) 

Body Message, Content 0.4( β ) 

Attached File OLE, File (PPT, Doc, Txt, Etc.)  0.4( γ ) 
 

3.2.2   Case Study 
In this section, a case is introduced to present how the suggested expressions are ap-
plied in real scenario.  

<Scenario> 
Corporation A starts to monitor the e-mails sent by one of their employees, Bob, 

using a DLP system. 

1. Corporation A wants to intercept an e-mail sent by Bob (bob@mail.com) to 
Alice (alice@host.com) 

2. When the monitoring is started, the DLP system starts detecting any data being 
sent from Bob’s e-mail address 

3. By default, the header information should be confirmed without checking the 
contents of the text or opening any attachments. Typically, the internal information 
flow to the body, rather than information listed in the attached file confidential docu-
ments attached to the inside if you try to send a frequent. 

4. When performing a data check through a monitoring process, the proposed mod-
el calculates using the expression (1) and (2). 
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Table 6. Example of Sending an E-mail 

Element Content Check 

To: alice@host.com O 
Cc: Empty O 
Bcc: Empty O 
Subject Hello friend! O 
From bob@mail.com O 
From:"" Empty O 
Reply-To: bob@mail.com O 
Received:  X 
Message_ID  X 
Date: 2010-02-17 am 10:16 O 
MIME-Version:  X 
Content-Type: Text/Plain, Multipart O 
charset="euc-kr"  X 

Body_Check 
Hello, how are you doing? 
Read enclosed document. 

It’s between ourselves 
X 

AttachedFile_Check 

Title: The employee’s salaries: 
Will Smith – 500$ 
Kate Brown – 600$ 
Andy Hue – 360$ 

O 

 

Table 6 is an example of captured message contents of e-mail from Bob to Alice. In 
this case, it checks header information of email like To, Cc, Bcc, Subject, From, Re-
ply-to, Date, Content-Type and AttachedFile’s name of captured packets. The calcula-
tion results of DLP level and Privacy level are as follows. 

[DLP Level] 
             3 3 3 4 2                                                  2 3 1   /27 

                               = 21/27   
                               = 0.78 

     =0 
=1                    …� 

 

According to result of �, the DLP is calculated as shown in below;��
 

DLP 0.2 0.4 0.4  
=0.2 0.78 0.4 0 0.4 1 
=0.56                                        …② 

 

[Privacy Level] 
                            2 2 2  13 3 2 4   /33 

=19/33  
                              = 0.58              =1                          =0                           …� 
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According to result of �, Privacy Level is calculated as shown in below; 
�                         0.2 0.4 0.4  

=0.2 0.58 0.4 1 0.4 0 
=0.516                                     …④ 

 

Based on the above results like ①, ②, ③, ④, the DLP Level is slightly higher than 
the Privacy Level.  

The proposed formula can be applied to eight possible scenarios as shown in 
Tables 7 and 8. We hypothesized an inverse relation between the DLP level and pri-
vacy protection level, and this hypothesis is proved Fig. 2 by plotting the graph of the 
data in Tables 7 and 8.  

Table 7. Using the three elements to create a case 

 1 2 3 4 5 6 7 8 

Header O O O O X X X X 

Body O O X X O O X X 

Attached File O X O X O X O X 

Table 8. Result of each calculated case 

 H(0.2)_D B(0.2)_D A(0.4)_D D_Sum H(0.2)_P B(0.4)_P A(0.4)_P P_Sum 

1 0.71 1 1 0.942 0.12 0 0 0.024 

2 0.71 1 0 0.542 0.12 0 1 0.424 

3 0.71 0 1 0.542 0.12 1 0 0.424 

4 0.71 0 0 0.142 0.12 1 1 0.824 

5 0 1 1 0.8 1 0 0 0.2 

6 0 1 0 0.4 1 0 1 0.6 

7 0 0 1 0.4 1 1 0 0.6 

8 0 0 0 0 1 1 1 1 
(where, H_D =   level, H_P =  level, B = Body level, A = Attachedfile level,  

D_Sum =sum of H_D, B, A, P_Sum = sum of H_P, B,A) 

3.3   Implementation Results 

As a concept proving implementation of our suggesting trade-off model and calcula-
tion method, we have implemented a database model and web based user interface. 
Fig. 3 shows the policy editing view which enables the administrator to choose the 
monitoring target for DLP and Privacy Protection. Based on the selected items, the 
DLP level and Privacy Protection level can be calculated and saved into the database. 
The Fig. 4 shows an web-based user interface which will be shown to administrator. 
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Fig. 2. Correlation of DLPLevel and Privacy Level 

 
 
 

 

Fig. 3. Policy Edit/View 
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Fig. 4. Results of Implementation 

4   Conclusion  

In this paper, information regarding the sensibility of both personal and internal-
corporation information is analyzed, along with a model that offers a data score that 
detects a trade-off model between the two sensibilities. Further, a concept proving 
implementation is presented to rank the results of collected messages of e-mail and 
IM obtained using the proposed model. This model can also be used to define privacy 
protection policies within corporations.  

The fact that the developed model discussed in this paper can be used to detect in-
formation leakage and to protect privacy according to effective inner-corporation 
policies and at different levels is of great significance. 
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Abstract. In the metal grating production process, a cutting plan should decide 
how pieces of metal rectangles are allocated and cutout from plate sheets called 
panels. The cutting plan can generate various possible combinations of rectan-
gle allocations within the panels in order to select the best plan that minimizes 
material waste. To achieve the best plan, A* algorithm of artificial Intelligence 
is exploited. The plan is evaluated to show how effective it is in terms of mate-
rial utilization. 

Keywords: A* algorithm, cutting plan, grating production, combinatorial  
optimization. 

1   Introduction 

In modern manufacturing industries, industries, automatic systems composed of com-
puters are common. The CAM (Computer aided manufacturing) is defined as the 
effective use of computer technology in the planning, management, and control of the 
manufacturing function [1]. The cutting problem is NP-complete with a number of 
industrial and commercial applications [2]. This problem appears in the cutting of 
steel plates into required sizes, in the cutting of wood sheets to make furniture and in 
the cutting of cardboard into boxes. The related problem of minimizing the amount of 
waste, or a loss produced by the cutting can be converted into this problem by making 
the value of all pieces equal to their areas [3]. 

The cutting stock problem has been treated first by Kantorovich [4] and later by 
Gilmore and Gomory [5,6]. Christofides and Whitlock [7] proposed a depth-first 
branch-and-bound algorithm in which all possible guillotine cutting patterns are enu-
merated by constructing a tree[2], as does Beasley with the nonguillotine variant [8]. 
However, once again, with larger instances the method becomes time infeasible. 
Beasley compares both optimal and heuristic algorithms using dynamic programming 
[3]. Hifi and Zissimopolous [9] presented an exact algorithm that improves on the 
approach used by Christofides and Whitlock [10].  

Recently, Van Dat Cung et al [11] developed a new version of the algorithm pro-
posed in Hifi and Zissimopolous [9] that used a best-first branch-and-bound approach 
to solve exactly some variants of cutting problem [10]. Viswanathan and Bagchi [2] 
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applied the best-first search method to solve two-dimension cutting stock problem, 
and Victor Parada Daza et al. [12] improved Wang’s algorithm [13] by heuristic 
method.  

Another method for placing rectangles on the plates is BL (Bottom Left) method in 
which rectangles are allocated based on the first come first serve principle [13,14]. 
Chazelle [15] applied the BL method in finding the lowest possible BL stable location 
and broke ties by taking the leftmost. Jakobs [16] used a BL method that takes as 
input a list of rectangles and places each one in turn onto the stock sheet. Liu and 
Teng [17] offer a new method that allows for representation of any BL stable solution. 

The products that are manufactured by the S company near Seoul, South Korea are 
the metal grating of various rectangle shapes. The company wants to generate an 
efficient cutting plan in order to reduce loss of material before the actual production 
process. The cutting plan should decide how pieces of metal gratings are allocated 
and cutout from the panels. The problem of cutting plan generation in metal manufac-
turing processes is similar to that of two-dimensional cutting stock problem. This 
paper deals with the problem of rectangle shaped grating allocations in order to  
select the best cutting plan that minimizes material loss. To solve this problem, the  
S company’s manufacturing process is identified first and then A* algorithm is  
applied. 

2   Related Work 

Some of the research lists in the previous section are further in the following  
subsections. 

2.1   Bottom Left 

The size of the search space of the orthogonal packing problem is infinite since every 
movement of a rectangle into a packing pattern is a feasible direction creates a new 
packing pattern [16]. The BL heuristic, introduce, in [14], is perhaps the most widely 
used heuristic for placing rectangles [18].  

 

Fig. 1. A bottom-left strategy 

This allocation strategy first places the rectangles in the top-right location and 
makes successive moves of sliding it as far down and left as possible [10]. 
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2.2   Depth-First Breach-and-Bound 

Christofides and Whitlock [7] used a depth-first branch-and-bound tree search method 
to solve a two-dimensional guillotine problem [10]. The algorithm starts with posi-
tioning the stock rectangle at the root of the tree. The collections of rectangles that are 
achieved by a guillotine cutting process on the stock rectangle is represented by the 
rest of the nodes in the tree. Branching activity of the edges on the tree corresponds to 
the guillotine cutting process [2]. 

3   Manufacturing Metal Gratings 

Metal gratings, simply defined, are open grid assemblies of metal bars in which the 
principal load bearing bars run parallel in one direction and are spaced equidistant from 
each other, either by attachment to cross bars running in a perpendicular direction. 

 

Fig. 2. Grating shape and usage 

These gratings are used to cover water drains along the sides of streets. I is also 
used as a flooring material for various types of production plants and ships. Figure 2 
shows a shape and usage of grating. 

The manufacturing process of the metal grating is proposed of a requirement 
analysis, layout design, project welding, cutting and testing. Figure 3 shows a step of 
a cutting process. Before cutting gratings, manufacturers consider a way how to cut a 
panel to reduce a material loss. The layout design of gratings on the panel should be 
considered for reducing manufacturing cost since the material loss is decided in this 
step. In figure 3, thick lines imply a machine cutting line in the layout sheet. The 
machine cutting is applied for complete vertical cuttings of a panel.  In the slot, dash 
lines imply a manual cutting line by human. Shade portion implies material loss.   

Thus, the cutting plan should be generated in such a way that it should maximize 
the panel utilization. The cutting plan denotes the layout design. 
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Fig. 3. Cutting type and cutting plan 

4   Application of A* Algorithm 

4.1   A* Algorithm 

A* algorithm, which is a kind of tree search method, uses a heuristic evaluation func-
tion [20]. The heuristic evaluation function helps decide which node in the best one to 
expand next.  

Let h(n) be the actual cost of the minimal cost path between node n and a goal 
node and let g(n) be the cost of a minimal cost path from the start node, n0 to node n. 
Then equation (1) is the cost of a minimal cost path from n0 to a goal node over all 
paths that are constrained to go through node n. 

( ) ( ) ( )f n g n h n= +  (1) 

For each node n, let heuristic factor h*(n) be some estimate of h(n), and let depth 
factor g*(n) be the cost of the lowest-cost path found by A* so far to node n. The 
estimate of heuristic evaluation if defined: 

( ) ( ) ( )* **f n g n h n= +  
(2) 

In algorithm A* we use equation (2). 

 

Fig. 4. Hypothetical layouts in a panel 
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Fig. 4 shows a hypothetical layout of gratings a panel. Grating g1, g2 and g3 are 
elected by A* algorithm. In tree search space, a root node selects next node from 
candidate nodes using an evaluation function. In cutting plan, the root node and can-
didate nodes correspond to a panel and gratings.  Also an edge between nodes corre-
sponds to material loss and it is estimated by the evaluation function.  Thus, the short-
est path found in the tree becomes the optimal plan in the cutting plan in the cutting 
process. 

4.3   Grating Layout 

As shown in fig. 3, a machine cutting is applied for the vertical cut which results in a 
slot. The slot is decided by the grating allocated at the top position of a panel. So, the 
slot is created by machine cutting only. Manual cutting consists of vertical and hori-
zontal cuttings.  Fig. 5 shows the layout of gratings within a slot.  

 

Fig. 5. Layout of gratings within a slot 

The sub-gratings are collection of more than on grating that are allocated horizontally 
within a slot. In fig. 5, gk+2 is sub-grating of gk+1.  

5   Heuristic Evaluation Functions 

5.1   g*(n): Estimate of Depth Factor 

The heuristic evaluation function is shown in equation (2). For an arbitrary node nc, 
let Sc be a set of allocated nodes within the cth slot and an element of Sc is s, then the 
depth factor g* is defined as follows:  
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( ) ( ) ( )* * costc ancestor cg n g n n= +  

Where                                                                                                                          (3) 

( ) ( ){ } ( )
1

 cost
s

c c k k c cutting
k

n SPW MaxLen W L n
=

= × − × +⎡ ⎤
⎢ ⎥⎣ ⎦∑

 

In equation (3), the cost consists of the material loss and the number of cuttings need 
for nc. PW is panel width and MaxLen(Sc) is the maximum length of the gratings 
within slot Sc. W and L is a width and a length of a grating, respectively. So, the left 
side of the cost function is a material loss in the slot Sc. |nc|cutting is the number of the 
cuttings needed for producing the grating nc. 

5.2   h*(n): Estimate of Heuristic Factor 

The h*(n) represents the future cost regarding the node not yet expanded in a panel. 
So, h*(n) is applied in evaluating the result of the hyper-allocation of the gratings to 
the unallocated portion of the current panel being planned.  

Let M’ be a set of nodes that exclude node nc and ancestors of node nc, i.e., a set of 
nodes not yet expanded. The hyper-allocation algorithm is shown below: 

 

Hyper-Allocation Algorithm 

1. The elements of M’ is sorted by the width of elements in descending order. 

2. The first element in the sorted list of M’ is allocated and is removed from M’. If there is 
no element in the M’, exit algorithms. 

3. Loop: 

3.1 In M’, if there is an element which can be allocated in the slot formed by 2 then the 
element is allocated and is removed from M’.  

3.2. If the number of elements of M’ is zero, then exit the loop. 

4. In M’, if there is no element which can be allocated in the slot, then go to 2. 

 
Grating allocation with the hyper-allocation algorithm does not ensure optimal layout 
of gratings. So, the material loss for the algorithm should be defined. Let S’ be a set 
of slots generated by the algorithm and the number of elements in S’ is s, then h*(nc) 
is defined as: 
 

(4) 

In equation (4), SW and SL are a width and a length of a slot, respectively. The first 
term of the equation is the sum of the total expected loss for the remaining allocation 

( ) ( )*

1 1

s s

c

k k

k k k cutting
h n PW SW SL n

= =

= − × +∑ ∑
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in a panel. The equation only designates a material loss for SW is less or equal to 80% 
of PW. This is a reasonable criterion by export cutting planner in the S company. 

6   Simulation Results 

Simulation is performed to show the effectiveness of the proposed cutting algorithm 
against the current manual plan generation method adopted by expert cutting planners 
in S company. The expert cutting planners seldom look for the adaptively grating 
allocation due to the complexity in the cutting plan. Their general approach in the 
cutting plan is based on a simple greedy algorithm. A wider grating has higher prior-
ity than narrow one in the allocation. That is, the expert cutting planner firstly allo-
cates the widest grating on the panel. 

The simulation is performed on two different cases. For both cases we observed the 
amount of loss of raw material and number of cuttings needed in production. In the 
first case, the gratings to be produced are randomly decided so that we can have as 
many different types of gratings as possible. The gratings to be produced in the sec-
ond case are decided based on the last one year of real production data of S company. 
There are relatively more identical types of gratings compared to the first case.  The 
dimensions of the gratings in both cases range from 300mm to 995mm for both sides 
of rectangles. About 30% of the gratings are of identical size in the second case. 

 

 

  (a)                                                               (b) 

Fig. 6. Evaluation of material loss (a) and number of cuttings (b) for randomly generated  
gratings 

Figure 7 (a) shows that the material loss in the grating production with the A* al-
gorithm is much less than the manual plan generation method. As the number gratings 
to be produced are increased, the difference in material loss becomes larger due to the 
increased complexity in the plan generation. The number of cuttings needed in grating 
production is shown in figure 7 (b). It shows that efficient use of the material in the 
A* algorithm is achieved without the added cost of cutting operation. 
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(a)                                                               (b) 

Fig. 7. Evaluation of material loss (a) and number of cuttings (b) for gratings produced by  
S company 

Figure 8 (a) and (b) show the simulation results of the material loss and count of 
the number of cuttings in grating production, respectively. The difference in material 
loss is slightly less in this case and the rest of the simulation results are similar to that 
of the first case. As shown in figure 8 (a) the difference between the A* algorithm and 
the manual method is about 6 m2 in producing 250 gratings. If a company produces 
10,000 gratings per year, the difference will be about 240 m2. For production of 
20,000 gratings per year, it will be 480 m2. This represents a significant reduction in 
material waste. The difference tends to be larger in the current actual grating produc-
tion environment since the frequent plan modifications are requested in the middle of 
the grating production and not all these requests can be accepted due to the slow man-
ual plan generation. 

7   Conclusion 

Cutting plan generation is one of the most important parts of grating production since 
the plan determines the amount of material loss. Generally the material loss affects 
mostly the grating production cost. The existing manual plan generation method is 
slow and inefficient and the number of employees that participate in the plan genera-
tion is larger than in a computerized system.  

We proposed a computerized plan generation system implemented based on the A* 
algorithm, in which each grating is represented as a node to be expanded in the search 
tree. As described in this paper, the A* algorithm applies well in solving the problem 
of grating plan generation. The simulation results demonstrate that the proposed A* 
algorithm based cutting plan is much more efficient, in terms of material usage, with-
out the added cost of cutting operations, over the manual cutting plan generation 
method. Further, the computerized system enables fast plan generation when plan 
modifications are requested. As a result, the overall production time can also be re-
duced. The future research includes refinement of the algorithm by considering addi-
tional factors such as the gap between gratings, blade type of machine saw, and so on. 
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Abstract. Stock index time series may allow investors to become aware of the 
change of stock market. In the paper, we aim at forecasting S&P 500 Index, one 
of the most representative stock indices in United States. A self-organizing 
fuzzy-based approach for intelligent predictor is used. The design for the pre-
dictor is divided into the structure and parameter learning stages. The FCM-
Based Splitting Algorithm is used to determine the optimal number of fuzzy 
rules for the predictor. Two hybrid learning algorithms, the PSO-RLSE and 
PSO-RLSE-PSO methods, are used for the parameter learning of the predictor, 
respectively. To test the proposed approach, we devise experiments to compare 
the performances by the intelligent predictor trained with the two learning algo-
rithms, respectively. Moreover, an additional experiment for different input  
orders is conducted to see the influence on the performance. The excellent per-
formances in accuracy by the proposed intelligent approach are exposed. 

Keywords: Forecasting, Hybrid Learning, Clustering, Fuzzy System, Particle 
Swarm Optimization (PSO), Recursive Least Squares Estimator (RLSE). 

1   Introduction 

System modeling is usually based on systemic thinking and is important to various 
research areas, such as forecasting [1], control, signal processing, and many others. 
System modeling can provide an interactive environment for designers to test and 
confirm a specific part of an overall problem. Time series is a sequence of data points 
which are measured typically at successive time intervals, for instance, the stock in-
dex. Stock indices can make investors to understand the changes of stock market. The 
change of stock market means opportunity and risk of economic arrangement. We 
choose the S&P 500 index [2] as a research subject. For many large-cap American 
stocks, the S&P 500 is one of the most widely influential indices. Published since 
1957, the S&P 500 is an index of the prices of the most representative five hundred 
companies in NYSE Euronext and Nasdaq OMX group. And, it is calculated by a 
free-float capitalization-weighted method [3]. Many kinds of funds, such as pension 
funds and mutual funds, are planned to track the performance of the S&P 500 index. 

For time series prediction, there exist a considerable number of studies in literature. 
Artificial neural network (ANN) is one of commonly used approaches, for which 
several optimization algorithms have been used [4]-[8]. For example, Luna et al.  
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suggested a constructive fuzzy system modeling based on Takagi-Sugeno system and 
the expectation maximization technique for time series prediction [4]. Chen et al. 
introduced a new time series forecasting model based on the flexible neural tree 
(FNT) [5]. Rojas et al. designed a hybrid ANN and ARMA models to solve time 
series problems [6]. Wang et al. proposed a novel adaptive neural network (ADNN) 
with the adaptive metrics of inputs and a new mechanism for admixture of outputs for 
time-series prediction [7]. 

In this study, we use neural fuzzy theory and clustering method to design the intel-
ligent predictor, and then propose a PSO-RLSE-PSO hybrid learning algorithm to 
train the predictor for the prediction of the S&P 500. A neural fuzzy system (NFS) [9] 
[10] is not only a useful model to process linguistic information with uncertainty [11] 
but also can be greatly practical in function approximation. In this study, the type of 
Takagi-Sugeno (T-S) fuzzy system [12] is designed and utilized in the aspect of time 
series forecasting [13] [14]. The design of the intelligent predictor includes two stag-
es, which are the structure learning stage for the structure arrangement of the predic-
tor and the parameter learning stage for the optimal performance by the predictor. The 
size of the rule base for the neural fuzzy system is automatically determined by a 
clustering algorithm, called FCM-Based Splitting Algorithm (FBSA) [15]. To adapt 
the free parameters in the NFS-based predictor, a PSO-RLSE-PSO hybrid learning 
algorithm with the particle swarm optimization (PSO) [16] and the recursive least 
squares estimator (RLSE) [12] is used to make the prediction as accurate as possible. 
The PSO-RLSE-PSO is an improved method from the hybrid PSO-RLSE method. 
And it can upgrade the prediction performance. In addition, this study also investi-
gates the arrangement of the predictor inputs for its possible impact on the forecasting 
performance. 

In Section 2, the rationale of the study is given, including the theory of neural 
fuzzy system (NFS), the FBSA clustering method for structure learning, and the PSO-
RLSE-PSO hybrid learning method for parameter learning. In Section 3, experiments 
are devised to test the proposed method for the prediction of the S&P 500. The results 
by the proposed PSO-RLSE-PSO learning method and by the PSO-RSLE learning 
method are compared. The experiment for different arrangement of the predictor 
inputs is conducted in Section 3 as well. A good discussion is given in Section 4. 
Finally the paper is concluded. 

2   Methodology 

In this section, we specify the rationale of the proposed approach for the S&P 500 
time series forecasting. Firstly, the theory of neural fuzzy system (NFS) is given. The 
operation of the proposed intelligent predictor is based on the NFS theory. Then, the 
FBSA clustering method is specified. The FBSA is used to automatically determine 
the optimal number of fuzzy If-Then rules for the intelligent predictor. Thirdly, the 
proposed PSO-RLSE-PSO learning method is explained, which is used to fine-tune 
the free parameters of the proposed predictor for accurate prediction.  
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2.1   Fuzzy System 

To design a fuzzy intelligent predictor with multiple inputs and single output, the 
first-order Takagi-Sugeno (T-S) fuzzy model is used to develop a systematic approach 
for fuzzy rules [15]. In the first-order T-S fuzzy model with K fuzzy rules, a fuzzy 
rule, whose consequent part is a linear combination of crisp inputs, is given as  
follows. Rule : IF  and and  THEN  (1) 

where the index  stands for the numeral order of the fuzzy rules from 1 to ;  is 
the jth linguistic variable, whose base (numerical) variable is denoted as . , , ,  are the numerical inputs to the NFS at time ;  is the 
output of the th rule, , , ,  are the premise fuzzy sets of the th fuzzy 
rule, and , , ,  are the consequent parameters of the th fuzzy rule. 
The output of fuzzy system can be expressed as follows. 

 (2) 

where  

∑  (3) 

 (4) 

We use Gaussian membership function in the study, defined as follows. gaussian , , exp 2  (5) 

where  and  are the mean and spread. The set of all the means and spreads are 
called the precise part parameters of the fuzzy rules. For the S&P 500 time series 
forecasting, we assume the training data for the NFS-based intelligent predictor is 
given as , 1, 2, . The prediction error is defined as 

 (6) 

for 1, 2,  n, where X(i) is the observed data and  is the forecast. For n pre-
diction errors, the root mean square error (RMSE) is defined as 

RMSE 1
 (7) 
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Step 1: Set  and . 
Step 2: Initialize  cluster centers (V). 
Step 3: For c =  to  

Step 3.1: Apply the basic FCM algorithm to update the membership matrix (U) and the 
cluster centers (V). 

Step 3.2: Test for convergence; if not converged, go to Step 3.1. 
Step 3.3: Compute a validity value . 
Step 3.4: Compute a score  for each cluster; split the worst cluster. 

Step 4: Compute  such that the cluster validity index  is optimal. 

 
Fig. 1. Implementation procedure of the FBSA, where cf  is the optimal number of clusters. 
Each cluster located in the input space of the NFS-based intelligent predictor represents the 
premise part of a T-S fuzzy rule. Thus, cf  clusters can create the same amount of T-S fuzzy If-
Then rule for the predictor. 

The RMSE can be used as a measure for prediction performance. And, it can be used 
as a cost function for the training of the fuzzy intelligent predictor. With the cost 
function, machine learning methods, such as PSO and RLSE, can be used to adapt the 
free parameters of the predictor. In the following, we continue to specify the self-
organization development for the optimal number of fuzzy If-Then rules of the intel-
ligent predictor, using the FBSA clustering method. Note that for each cluster deter-
mined by the FBSA a fuzzy If-Then rule can be created. 

2.2   Structure Learning for the Proposed Predictor 

The FCM-Based Splitting Algorithm (FBSA) proposed by Sun et al. [15] is a cluster-
ing algorithm based on Fuzzy C-Means and clustering validity. The general strategy 
adopted for the algorithm is that at each step of the algorithm it can identify the worst 
cluster and split it into two clusters while keeping the others. The procedure of FBSA 
is described in Fig.1. To determine the worst cluster, a score function , associated 
with cluster , is applied as follows. ∑_ _ _ _ _ _  (8) 

In general, when  is small, the cluster tends to contain a large number of data 
vectors with low membership degree. The cluster with the smallest score needs to be 
split into two clusters. Also, the FBSA uses a validity index to decide the optimal 
number of clusters, given below.  

, ,  (9) 

where 
∑

, its value generally decreases when c increases because 

the clusters become more compact. The range of  is between 0 and 1. The 
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separation between clusters is defined as ∑ ∑ , 

where  and , . 

2.3   Parameter Learning for the Proposed Predictor 

After the structure learning of the predictor using the FBSA specified in the preceding 
subsection, we devise a hybrid learning method, called the PSO-RLSE-PSO method, 
for the parameter learning of the predictor. The original Particle Swarm Optimization 
(PSO) method [16] was first proposed by Kennedy and Eberhart, and it has been 
widely used in solving optimization problems [17]. The concept of PSO is from the 
behaviors for food searching by a swarm of birds. Every particle in a PSO swarm can 
be regarded as a bird seeking for food. The location of food can be viewed as a solu-
tion. All the particles form a population called a swarm. In the searching space, each 
particle owns its position and velocity, which can be adjusted by the search expe-
riences of its own and the swarm. A particle changes its search direction according to 
its best location called Pbest and the swarm’s best location called Gbest. To obtain 
the optimal solution, particles apply the idea of fitness function (or cost function) in 
terms of RMSE. For each particle, the velocity and position are updated as follows. 1  

 
(10)

 1  (11)

where  is the velocity of the th particle, at the tth learning iteration, ,  are 
the parameters for PSO,  is the inertia weight, { , } are random num-
bers between 0 and 1, and  is the location of the ith particle.  

The method of recursive least square estimator (RLSE) is basically from the least 
squares estimation (LSE) [12] [18] and is very efficient for the linear regression mod-
el optimization. Given a set of training data {(uj, yj), j=1,2,…,n}, a linear regression 
model can be given below.  

 (12) 

where  is the input vector to the model, , 1, 2, ,  are known func-
tions of , , 1, 2, ,  are the free parameters to be estimated, and  is the 
model error. With the RLSE method, the solution will be obtained iteratively. At 
iteration , the parameter can be calculated using the following equations [13]. 

1  (13) 
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 Fig. 2. The validity-index curve by the 
 FBSA 

Table 1. The validity-index result by the 
FBSA (Time series of daily S&P 500 index) 
 

 

 

 (14) 

where  is the iteration index, k=0,1,2…n-1. Before starting the RLSE,  and  
are needed to be initialized. Usually, we set   to zero vector and  to , where 

 is a large number and  is the identity matrix. 
With the PSO and the RLSE specified above, we explain the proposed PSO-RLSE-

PSO learning method, which is processed with two phases. In Phase 1, in hybrid way, 
we use PSO to adjust the premise parameters and RLSE to adjust consequent parame-
ters. In Phase 2, the premise part parameters are fixed, and PSO is again used to adjust 
the consequent part parameters. In this way, the performance by the proposed predic-
tor can be further improved. With the proposed hybrid learning method, better predic-
tion performance has been shown in our experiments.  

3   Experiments 

With the proposed approach, two experiments are conducted in the section.  The 
design of the proposed intelligent predictor is implemented by a two-stage machine 
learning procedure, the structure learning for stage 1 and the parameter learning for 
stage 2. In the structure learning stage, the FBSA method is applied to determine the 
optimal number of fuzzy rules for the NFS-based intelligent predictor. After this, the 
parameter learning stage follows to fine tune the predictor for accurate prediction 
performance. From the Yahoo! Finance website, the S&P 500 index data is the time 
series of daily closing values of from May 9th, 2006 to April 30th, 2010. According to 
the clustering result by the FBSA, the optimal number of fuzzy rule is five, and the 
validity-index curve and values are shown in Fig. 2 and Table 1. Because the data 
range of S&P 500 time series is wide, the data set is normalized from 0 to 1. The two 
third of the data set is used for training, and the rest is for testing. For prediction, we 
assume the stock index is related to previous records. To investigate the influence of  
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Table 2. The RMSE of the PSO-RLSE method and the PSO-RLSE-PSO method 

 

 

(a) (b) 

Fig. 3. Prediction responses with the input vector type in (15) (a) by the PSO-RLSE method (b) 
by the PSO-RLSE-PSO method. The blue line is for the observed data, the red line is for the 
system responses, and the green line stands for the errors of prediction. 

input order to the prediction performance, two types of input vector to the intelligent 
predictor are given below. 5 4 1  (15) 4 1 5  (16) 

Each input variable has five fuzzy sets described by the type of Gaussian membership 
function. There are five fuzzy rules in the fuzzy intelligent predictor. For parameter 
learning, the predictor is trained by the PSO-RLSE method and the PSO-RLSE-PSO 
method, respectively. The settings for PSO and RLSE are given in the following. For 
PSO, swarm size is set to 50, initial particle positions and velocities are set randomly 
with Gaussian distribution, , ,  are set to 0.5, 2, 2 , and the max number of 
learning iterations is set to 500. For Phase 2 of the PSO-RLSE-PSO method, these 
settings are the same. For RLSE, the initial θ0 is set to zero vector, and α is set to 10 .  

After learning, the results by the proposed approach are summarized in Table 2. 
For the input vector type in (15), the prediction responses by the fuzzy intelligent 
predictor, trained by the PSO-RLSE and the PSO-RLSE-PSO, are shown in Fig. 3, 
respectively.  For the latter, the parameters of the fuzzy intelligent predictor after 
learning are given in Table 3. 

Input Vector Type (15) (16) 
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Table 3. Parameters of the proposed predictor with the input vector type in (15) after learning  
by the PSO-RLSE-PSO method 

 

4   Discussion and Conclusion 

In this study, a self-organizing fuzzy-based system has been used as an intelligent 
predictor for the S&P 500 index time series forecasting. The design of the predictor 
includes a two-stage procedure. The FCM-Based Splitting Algorithm (FBSA) has 
been used for the structure-learning stage to automatically determine the optimal 
number of fuzzy If-Then rules for the predictor, and the PSO-RLSE-PSO hybrid 
learning method has been used to fine-tune the parameters of the intelligent predictor. 
By the proposed approach, excellent prediction performance in terms of forecasting 
accuracy has been shown. The well-known PSO is an excellent method for optimiza-
tion. The concept of PSO is from the simulation of social behaviors. Every particle 
can be regarded as a bird to seek for food which can be seen as a global solution and 
all the particles form a population called a swarm. In the searching space, each par-
ticle owns its position and velocity and both will be adjusted by the experience itself 
and the swarm’s behavior. With appropriate settings, the PSO algorithm can reach the 
optimal solution quickly. RLSE is a widely used method in linear regression prob-
lems. It has much less computational overhead, computing time and resources, which 
means it needs a little time and a few resources to achieve optimization. For the pur-
pose of fast learning, we separate the free parameters into two subsets, which are the 
subset of premise parameters and the subset of consequent parameters. This separa-
tion is based on the concept of divide-and-conquer to downsize the search dimension 
for optimization. The PSO method is applied to optimize the subset of premise para-
meters, and the RLSE algorithm is for the optimization of the subset of consequent 
parameters. In hybrid way, the two methods are combined to become the PSO-RLSE 
method to achieve the fast learning purpose. Because the RLSE is good at the 
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optimization of linear regression model only, it might not be good enough to reach the 
optimal solution for the problem of nonlinear time series forecasting in the study. 
Thus, to further investigate for optimal solution, we apply the PSO again to update the 
subset of consequent parameters while fixing the subset of premise parameters after 
the PSO-RLSE learning. This induces the proposed PSO-RLSE-PSO learning me-
thod. The experimental results in Table 2 and Fig.3 confirm that the proposed PSO-
RLSE-PSO performs better than the PSO-RLSE method. The self-organizing fuzzy-
based intelligent approach has shown excellent performance in accuracy for the S&P 
500 index forecasting. 

The main contributions of this study are threefold. First, the fuzzy intelligent pre-
diction approach is explicable by human experience and knowledge for forecasting 
S&P 500, one of the most important indices of the stock markets in the US. Second, 
the self-organizing and swarm-based machine learning methods used in this study can 
avoid human interference and add simplicity and objectivity to the structure of the 
prediction model. Third, the proposed hybrid learning method used in the parameter 
learning phase can adapt the prediction model with fast learning convergence. The 
performance by this self-organizing fuzzy approach shows excellent prediction 
performance. 
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Abstract. The binary classification problem consists in finding a sep-
arating surface minimizing an appropriate measure of the classification
error. Several mathematical programming-based approaches for this
problem have been proposed. The aim of spherical seperation is to find, in
the input space or in the feature space, a minimal volume sphere separat-
ing set A from set B (i.e. a sphere enclosing all points of A and no points
of B). The problem can be cast into the DC programming framework.
Afterwards, we propose a simple DCA scheme for solving the resulting
DC program in which all computations are explicit. Computational re-
sults show the efficiency of the proposed algorithms over the two other
spherical seperation methods: FC[6] and UCM[7].

Keywords: Classification, Spherical Seperation, DC Programming, DCA.

1 Introduction

In supervised classification, the goal is to learn a function which assigns labels
to arbitrary objects, given a set of already assigned independent instances. This
problem is fundamental in data mining and has a vast number of applications
in various domains (cancer diagnosis, document classification, text categoriza-
tion,. . . ). In this paper, we consider a specific problem that has two classes,
namely, the binary classification problem. Many methods for binary classifica-
tion were proposed. Support Vector Machines (SVMs) method is one of the
optimization-based approaches for solving supervised machine learning prob-
lems. The basic idea of SVM is to implicitly transform data to a higher dimen-
tional space and to find a linear binary classifier (hyperplane) without having
to perform any computations in the high dimensional space. However, SVM
classifiers have some limitations (for example, SVM classifiers can not preserve
the distance in input space). We can directly use general nonlinear separation
surfaces (spherical surface, ellipsodal surface, polyhedral surface, ...) in the in-
put space. Few authors attempted to solve the pattern separation problem by
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ellipsoids ([8,9]). Ellipsoidal separator is efficient for the binary classification
problems in which a class is much smaller than another. For example, in the
document categorization, the set of relevant documents is usually much smaller
than the set of all available documents. In ([6,7]), the authors have considered a
sphere as a separation surface. In [6], the authors assume that the center of the
sphere is fixed, then the problem reduces to the minimization of a convex and
nonsmooth function of just one variable (optimal radius). In [7], a unconstrained
moving center case is considered. The problem has been formulated as a minimi-
sation of a nonconvexe/nondifferentiable problem. More precisely, two nonempty
and disjoint finite sets of sample points in the finite dimensional space R

n en-
dowed with the Euclid norm ‖·‖, say A = {a1, a2, ..., am}; B = {b1, b2, ..., bk} are
given. The objective is to find a sphere enclosing all points of A and no points
of B, i.e., a sphere separating A from B (note that the role of the two sets A
and B is not symmetric). If such a sphere (called S(x, R)-centered at x with the
radius R ∈ R) exists, A and B are said to be spherically separable, namely,

‖ai − x‖2 ≤ R2, for all ai ∈ A, (1)

‖bj − x‖2 ≥ R2, for all bj ∈ B. (2)

However, we are not able to know, in advance, whether the existence of such a
sphere. We have to find a minimal error separating sphere involving a classifi-
cation error function which is suitably defined. According to relations (1), (2),
classification error functions can be naturally defined as follows:

wα(x, R) :=
k∑

i=1

max{0, ‖ai− x‖2 −R2}α +
m∑

j=1

max{0,−‖bj − x‖2 + R2}α, (3)

where α ≥ 1 is a given real number. One aims to find a minimum radius sphere
separating A from B. By taking into account the definition of the classification
error function wα, we have to deal with the following nonconvex optimization
problem:

(Pα)

⎧⎨⎩min
x,R

fα(x, R) := R2α + C
∑k

i=1 max{0, ‖ai − x‖2 −R2}α

+C
∑m

j=1 max{0,−‖bj − x‖2 + R2}α,
(4)

where the positive constant C states the relative importance of the two objec-
tives, the radius and the classification error. Note that with α = 1 the objective
function is nonsmooth, but it is a smooth problem for α > 1. In [7], the authors
have considered the case α = 1 and proposed a method based on DC (Differ-
ence of two Convexe) Programming and DCA for solving this problem. This
DCA scheme requires to solve one quadratic program at each iteration. In our
work, we deal with optimization problem (4) with α = 2. We have the following
optimization problem:

(P2)

⎧⎨⎩min
x,R

f(x, R) := R4 + C
∑k

i=1 max{0, ‖ai − x‖2 −R2}2

+C
∑m

j=1 max{0,−‖bj − x‖2 + R2}2.
(5)
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In this work, we attempt to use DC programming and DCA (DC Algorithm)
which is a robust approach for nonconvex continuous optimisation ([2], [5]) to
solve the spherical seperation problem (5). Our motivation is based on the fact
that DCA has been successfully applied to many real wold non-convex optimiza-
tion problems, especially in Machine Learning for which they provide quite often
a global solution and proved to be more robust and efficient than the standard
methods). Generally, DCA is a continuous approach that aims to solve a DC
program that takes the form:

βp = inf{F (x) := G(x) −H(x) : x ∈ IRn} (Pdc)

where G, H are lower semicontinuous proper convex functions on IRn. Such a
function F is called DC function, and G−H , DC decomposition of F while G and
H are DC components of F. The construction of DCA involves DC components
G and H but not the function F itself. Hence, for a DC program, each DC
decomposition corresponds to a different version of DCA. Since a DC function
F has an infinite number of DC decompositions which have crucial impacts on
the qualities (speed of convergence, robustness, efficiency, globality of computed
solutions,. . . ) of DCA, the search of a “good” DC decomposition is important
from algorithmic point of views.

The investigation of DC programming and DCA to the spherical separation
problem (5) requires a rigorous study for reformulating it in term of a DC pro-
gram. We first reformulate (5) in the form of DC program. Afterwards, we pro-
pose a simple DCA scheme for solving the resulting DC program in which all
computations are explicit. Numerical experiments on several data sets show the
efficiency of the proposed method and its superiority over two others spherical
seperation methods: FC[6] and UCM[7].

The paper is organized as follows. For the reader’s convenience, we provide a
brief introduction to DC programming and DCA in Section 2. DC programming
and DCA for solving the problem are investigated in Section 3. Preliminary
computational results are reported in the last section.

2 An Introduction of DC Programming and DCA

To give the reader an easy understanding of the theory of DC programming
& DCA and our motivation to use them for solving Problem (P2) , we briefly
outline these tools in this section.

DC Programming and DCA constitute the backbone of smooth/nonsmooth
nonconvex programming and global optimization. They address the problem of
minimizing a function f which is a difference of convex functions on the whole
space IRp or on a convex set C ⊂ IRp. Generally speaking, a DC program takes
the form

α = inf{f(x) := g(x)− h(x) : x ∈ IRp} (Pdc) (6)

where g, h are lower semicontinuous proper convex functions on IRp. Such a
function f is called DC function, and g− h, DC decomposition of f while g and
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h are DC components of f. The convex constraint x ∈ C can be incorporated in
the objective function of (Pdc) by using the indicator function on C denoted χC

which is defined by χC(x) = 0 if x ∈ C, ∞ otherwise. Let

g∗(y) := sup{〈x, y〉 − g(x) : x ∈ IRp}

be the conjugate function of g. Then, the following program is called the dual
program of (Pdc):

αD = inf{h∗(y)− g∗(y) : y ∈ IRp}. (Ddc) (7)

One can prove that α = αD, (see e.g. [1,2]) and there is the perfect symmetry
between primal and dual DC programs: the dual to (Ddc) is exactly (Pdc).

DCA is based on the local optimality conditions of (Pdc), namely

∂h(x∗) ∩ ∂g(x∗) �= ∅ (8)

(such a point x∗ is called critical point of g − h), and

∅ �= ∂h(x∗) ⊂ ∂g(x∗). (9)

The condition (9) is necessary local optimality of (Pdc). It is also sufficient for
many classes of DC programs. In particular it is sufficient for the next cases
quite often encountered in practice:

i) In polyhedral DC programs with h being a polyhedral convex function (see [1]
- [2], [4,5] and references therein). In this case, if h is differentiable at a critical
point x∗, then x∗ is actually a local minimizer for (Pdc). Since a convex function
is differentiable everywhere except for a set of measure zero, one can say that a
critical point x∗ is almost always a local minimizer for (Pdc).
ii) In case of the function f is locally convex at x∗ ([2]).

The idea of DCA is simple: each iteration of DCA approximates the concave
part −h by its affine majorization (that corresponds to taking yk ∈ ∂h(xk))
and minimizes the resulting convex function (that is equivalent to determining
xk+1 ∈ ∂g∗(yk)).

DCA scheme
Initialization: Let x0 ∈ IRp be a best guest, 0← k.
Repeat

Calculate yk ∈ ∂h(xk)
Calculate xl+1 ∈ argmin{g(x)− h(xk)− 〈x − xk, yk〉 : x ∈ IRp} (Pk)
k + 1← k

Until convergence of xk.
Convergence properties of DCA and its theoretical basis can be found in [1] -

[2], [4,5], for instance it is important to mention that

– DCA is a descent method (the sequences {g(xk) − h(xk)} and {h∗(yk) −
g∗(yk)} are decreasing) without linesearch;
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– If the optimal value α of the problem (Pdc) is finite and the infinite sequences
{xk} and {yk} are bounded then every limit point x∗ (resp. ỹ) of the sequence
{xk} (resp. {yk}) is a critical point of g − h (resp. h∗ − g∗).

– DCA has a linear convergence for general DC programs.
– DCA has a finite convergence for polyhedral DC programs.

It is interesting to note that ([1] - [2], [4]), DCA works with the convex DC
components g and h but not the DC function f itself. Moreover, a DC func-
tion f has infinitely many DC decompositions which have crucial impacts on
the qualities (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA. For a complete study of DC programming and DCA the
reader is referred to [1], - [2], [4,5] and references therein. The solution of a
nonconvex program by DCA must be composed of two stages: the search of an
appropriate DC decomposition and that of a good initial point. We shall apply
all these DC enhancement features to solve problem (P2) in its equivalent DC
program given in the next section.

3 Solving Spherical Seperation Problem by DCA

3.1 DC Formulation of (P2)

We first reformulate (P2) in the form of DC program.

Lemma 1. Given (x0, R0) ∈ R
n+1. Problem (5) is then equivalent to the fol-

lowing constrained optimization problem⎧⎪⎨⎪⎩
min f(x, R)
s.t. ‖x− ā‖2 ≤ (1 + (kC)−1)1/2f(x0, R0)1/2,

R ∈ [0, f(x0, R0)1/4],
(10)

where ā denotes the barycenter of A = {a1, a2, ..., ak}, i.e., ā := 1
k

∑k
i=1 ai.

Proof. Let (x∗, R∗) be a minimizer of problem (5).
Obviously, 0 ≤ R∗ ≤ f(x∗, R∗)1/4 ≤ f(x0, R0)1/4. We have

‖x∗ − ā‖2 =
∥∥∥ 1

k

∑k
i=1(x

∗ − ai)
∥∥∥2 ≤ 1

k

∑k
i=1 ‖x∗ − ai‖2

≤ 1
k

∑k
i=1 max{0, ‖x∗ − ai‖2 −R∗2}+ R∗2.

On the other hand, by using the Cauchy-Schwarz inequality,

1
k

∑k
i=1 max{0, ‖x∗ − ai‖2 −R∗2} ≤

(
1
k

∑k
i=1 max{0, ‖x∗ − ai‖2 −R∗2}

)1/2

≤
(

f(x∗,R∗)
kC

)1/2
.

Combining the preceding inequalities, one obtains

‖x∗ − ā‖2 ≤ (f(x∗, R∗))1/2(kC)−1/2 + R∗2 ≤ (1 + (kC)−1)1/2f(x∗, R∗)1/2

≤ (1 + (kC)−1)1/2f(x0, R0)1/2. ��
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Set
z := R2; γ2 := (1 + (kC)−1)1/2f(x0, R0)1/2; z0 := f(x0, R0)1/2

and denote a set D ⊆ R
n+1 by

D := {(x, z) ∈ R
n+1 : ‖x− ā‖2 ≤ γ2; z ∈ [0, z0]}. (11)

Then by Lemma 1, problem (5) is equivalent to the following problem

(Pdc
2 )

⎧⎨⎩ min
(x,z)∈D

F (x, z) := z2 + C
∑k

i=1 max{0, ‖ai − x‖2 − z}2

+C
∑m

j=1 max{0,−‖bj − x‖2 + z}2.
(12)

The following lemma allows us to formulate problem (Pdc
2 ) as a DC

programming.

Lemma 2. Let

ϕ(x, z) := C

k∑
i=1

max{0, ‖ai − x‖2 − z}2 + C

m∑
j=1

max{0,−‖bj − x‖2 + z}2. (13)

There exists ρ0 > 0 (will be explicitly defined) such that the function

h(x, z) :=
ρ0

2
(‖x‖2 + z2)− ϕ(x, z), (x, z) ∈ R

n+1

is a convex function on D.

Proof. Denote

ϕi(x, z) := max{0, ‖ai − x‖2 − z}2, i = 1..m;
ψ(x, z) := max{0,−‖bj − x‖2 + z}2, j = 1..k.

Obviously, for i = 1..k, j := 1..m, one has

∇ϕi(x, z) =
{

2(‖ai − x‖2 − z)
(
2(x− ai),−1

)
if ‖ai − x‖2 − z ≥ 0,

0 otherwise; (14)

∇ψj(x, z) =
{

2(z − ‖bj − x‖2)(2(bj − x), 1
)

if z − ‖bj − x‖2 ≥ 0,
0 otherwise. (15)

Let us show that for each i = 1..k, ∇ϕi is Lipschitzian on D. Given (u, s), (v, t) ∈
D. If ‖u−ai‖2−s ≥ 0 and ‖v−ai‖2−t ≥ 0 then, by using the triangle inequality,
one has

‖∇ϕi(u, s)−∇ϕi(v, t)‖
= 2‖(‖u− ai‖2 − s)

(
2(u− ai),−1

)− (‖v − ai‖2 − t)
(
2(v − ai),−1

)‖
≤ 4(‖ai − u‖2 − s)‖u− v‖+ 2(2‖v − ai‖+ 1)(|‖ai − u‖2 − ‖ai − v‖2|+ |s− t|)
≤ 4(‖ai − u‖2 − s)‖u− v‖
+2(‖v − ai‖+ 1)max{‖ai − u‖+ ‖ai − v‖, 1}(‖u− v‖+ |s− t|)
≤ ρ(ϕi)‖(u, s)− (v, t)‖,
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where

ρ(ϕi) := 8(‖ai − ā‖2 + γ2) + 4(2‖ai − ā‖+ γ + 1)max{2‖ai − ā‖+ 2γ, 1}. (16)

If ‖u − ai‖2 − s ≥ 0 and ‖v − ai‖2 − t ≤ 0 then, by the continuity of the
function (x, z) �→ ‖x− ai‖2 − z and by the convexity of D, there exists (y, r) ∈
[(u, s), (v, t)] ⊆ D such that ‖ai − y‖2 − r = 0. Therefore, by (16), one also has

‖∇ϕi(u, s)−∇ϕi(v, t)‖ = ‖∇ϕi(u, s)− 0‖ = ‖∇ϕi(u, s)−∇ϕi(y, r)‖
≤ ρ(ϕi)‖(u, s)− (y, r)‖ ≤ ρ(ϕi)‖(u, s)− (v, t)‖.

Hence, ∇ϕi is Lipschitzian on D with the Lipschitz constant ρ(ϕi) defined by
(16). Similarly, ∇ψ is Lipschizian on D with the Lipschitz constant ρ(ψi) defined
by

ρ(ψi) := 4z0 + 4(2‖bi − ā‖+ γ + 1)max{2‖bi − ā‖+ 2γ, 1}. (17)

Consequently,

∇ϕ(x, z) = C

⎛⎝ k∑
i=1

∇ϕi(x, z) +
m∑

j=1

∇ψj(x, z)

⎞⎠
is Lipschitzian on D with the Lipschitz constant ρ0 defined by

ρ0 := C

⎛⎝ m∑
i=1

ρ(ϕi) +
k∑

j=1

ρ(ψj)

⎞⎠ . (18)

Let h(x, z) := ρ0
2 (‖x‖2 + z2)−ϕ(x, z), (x, z) ∈ Rn+1. Then for all (x, z), (y, t) ∈

D, one has

〈∇h(x, z)−∇h(y, t), (x, z)− (y, t)〉 = ρ0‖(x, z)− (y, t)‖2−
〈∇ϕ(x, z) −∇ϕ(y, t), (x, z)− (y, t)〉 ≥ 0.

Then, ∇h is a monotone operator on D. Consequently, h is a convex function
on D and one completes the proof. �

3.2 DC Algorithm (DCA) for Solving (P2)

From the above lemma, we can propose a DC decomposition of F (x, z) on D as
follows:

F (x, z) = g(x, z)− h(x, z), (19)

where

g(x, z) =
ρ0

2
‖x‖2 + (

ρ0

2
+ 1)z2 and h(x, z) =

ρ0

2
(‖x‖2 + z2)− ϕ(x, z). (20)

Applying DC algorithm to solve problem (Pdc
2 ) with this DC decomposition, we

have the following DC algorithm.
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Algorithm DCA

• Initialization: Select (x0, z0) ∈ D. 0← l.
• Repeat
◦ Compute (yl, tl) = ∇h(xl, zl) via (14) and (15).
◦ (xl+1, zl+1) = PB(ā,γ)(yl/ρ0)× P[0,z0](tl/(ρ0 + 2)).
◦ l + 1← l

• Until convergence of (xl, zl).

Note that the projection of points onto balls and rectangles are explicitly com-
puted, then all computations in our DCA scheme are explicit.

3.3 Starting Point for DCA

Finding a good starting point is a challenge in designing the solution methods
of DC programs by DCA. The search of such a point depends on the structure
of the problem being considered. Generally, a good starting point for DCA must
not be a local minimizer, because DCA is stationary from such a point. Never-
theless, we observe that from any initial point which is not a local minimizer,
the objective function is decreasing rapidly during some first iterations of DCA.
For this problem, we can define a starting point by:

– the barycenter of the set A: x
(1)
0 = 1

k

k∑
i=1

ai.

– a point ”far” from both the sets A and B (M is a sufficiently large positive

constant): x
(2)
0 = 1

k

k∑
i=1

ai + M

(
1
k

k∑
i=1

ai − 1
m

m∑
j=1

bj

)
.

4 Computational Results

We have implemented the algorithm in the V.S C++ v6.0 environment and
performed the experiments on a Intel Duo Core 3.06GHz, with 4Go of RAM.
Our experiments are realized on 6 datasets taken from UCI Machine Learn-
ing Repository (Ionosphere, Bupa, Pima, Wisconsin Breast, Wisconsin WDBC,
Sonar). The information about datasets is summarized in Table 1.

Table 1. Datasets

Dataset Points Dimension

Ionosphere 351 34
Bupa 345 6
Pima 768 8

Wisconsin Breast 683 9
Wiconsin WDBC 569 30

Sonar 208 60
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The tenfold cross-validation protocol was used. This protocol consists in split-
ting the dataset into ten equally size subsets. Nine of those subsets are used as
training set and the remaining is considered as a test set.

We compare our algorithm DCA with two other ones:

– FC-Fixed Center([6]): the center of the sphere is fixed, thus the problem
reduces to the minimization of a convex and nonsmooth function of just one
variable (optimal radius).

– UMC([7]): the authors considered the problem (Pα) with α = 1. A method
based on DC Programming and DCA was proposed for solving this problem
in which, at each iteration, one has to solve a quadratic program.

CPLEX 11.1 is used for solving quadratic program and linear program. In
Table 2, we summarize the computational results obtained by each of three
methods. For each dataset, we report the percentage of well classified points on
training and test set and CPU time (in seconds). We also report the BER (Bal-
anced Error Rate) as the average of the error rate on positive class examples
and the error rate on negative class examples. Its definition is:

BER = 1
2

(
#positive instances predicted wrong

#positive instances + #negative instances predicted wrong
#negative instances

)
.

From the computational results we see that:

– In most of cases, DCA gives the best percentage of well classified points and
BER.

– DCA is much faster than UMC([7]). In fact, in UMC([7]), we have to
solve one quadratic program at each iteration while DCA only requires the
explicit computations of ∂h(xk) and ∂g∗(yk).

5 Conclusion

We have rigorously studied the DC programming and DCA for the problem of
spherical separation. The effect of DC decomposition are well exploited for ob-
taining a fast and robust algorithm. The results of DCA are interesting: they
only require the projection of points onto balls/rectangles that is explicitly com-
puted. The numerical results on several real data sets show that our algorithm is
an efficient approach for spherical separation in large data sets and it is superior
to other ones on both running-time and quality of solutions.
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Abstract. Inventory routing problem (IRP) has received growing at-
tention from both researchers and supply chain planners. It can be for-
mulated as a mixed 0-1 nonlinear programming problem that is difficult
to solve. We propose a new approach based on DC (Difference of Con-
vex Functions) programming and DCA (DC Algorithm) for solving this
challenging problem. Using an exact penalty technique and a decompo-
sition technique, the original problem is transformed into an equivalent
DC problem. DCA applied on the resulting problem gives the promising
results.

Keywords: DC programming, DCA, Inventory routing problem.

1 Introduction

The inventory routing problem addresses the issue of product inventory polices
and distribution plans in a cost effective manner. More precisely, given a dis-
tribution center, a set of sales-points with their demand rates and one/many
vehicle(s), the objective of this problem is to determine a distribution plan that
minimizes the total cost including the operation cost, the transportation cost,
the delivery handling cost and the inventory holding cost.

Much research has investigated inventory routing problem ([1,2,3,4,5,6,15]).
Federgruen and Zipkin [5] are probably the pioneers who investigated the in-
tegration of inventory management and routing problems. They modeled the
problem as a mixed integer nonlinear program and proposed an approximation
solution method. Golden et al. [6] studied a vehicle routing problem (VRP) with
an inventory component and used a heuristic method. Chien et al. [2] consid-
ered the same problem and solved it by using a Lagrange dual ascent method.
Recently, Aghezzaf et al. [1] proposed a mixed 0-1 nonlinear program and used
column generation algorithm to solve it.

In this paper, we consider a single vehicle inventory routing problem (SIRP) - a
special case of IRP, in which a single vehicle replenishes a set of sales-points from
a single distribution center. It is formulated as a mixed 0-1 nonlinear program.
Aghezzaf et al. [15] proposed an approach transforming (SIRP) into a sequence
of mixed 0-1 linear problems (MILP) that are still NP-hard. Then, the MILPs

N.T. Nguyen, C.-G. Kim, and A. Janiak (Eds.): ACIIDS 2011, LNAI 6592, pp. 432–441, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Solving an Inventory Routing Problem 433

are solved by MILP solvers. Clearly, this approach is not efficient. We propose a
new approach based on DC programming and DCA to tackle directly the original
mixed 0-1 nonlinear program.

DC programming and DCA are introduced by Pham Dinh in 1985 and have
been extensively developed by Le Thi and Pham Dinh since 1994. Although
DCA is a continuous approach, it has been investigated for solving efficiently
large-scale quadratic and/or linear programming with binary variables (see e.g.
[8,9,14] and the references therein) via exact penalty techniques. This motivates
us to use DCA for the SIRP. Thanks to a new result concerning with exact
penalty techniques in DC programming [10], we first reformulate the SIRP as
a continuous optimization problem which is, in fact, a DC program. Then, we
apply DCA to the resulting problem. Despite its local character, DCA with a
good initial point quite often converges to global solutions in practice. In this
work, a heuristic is used to seek an initial point for DCA. Moreover, in order to
evaluate the solution quality of DCA, we also propose a way for determining a
lower bound of the optimal value.

The rest of paper is organized as follows: The problem statement and its math-
ematical formulation are described in Section 2. Section 3 is dedicated to DC
programming and DCA for solving the considered problem. The determination
of lower bounds is presented in Section 4 while the numerical experiments are
reported in Section 5. Section 6 gives some conclusions and perspectives.

2 Problem Statement and Its Mathematical Formulation

We consider an inventory routing problem in which we develop a cyclical distri-
bution plan of a single product from a distribution center r to a set of sales-points
S. The objective is to minimize the expected distribution and the inventory costs
during the planning horizon without causing stock-outs at any sales-points.

Assume that the vehicle, with the capacity K, travels at an average speed ν.
Each sales-point i ∈ S has a demand rate di units per hour. The duration of
trip from the sales-point i ∈ S+ = S ∪ {r} to the sales-point j ∈ S+ = S ∪ {r}
is denoted by tij (in hours). The variables are following: T -the cycle time of
the tour made by the vehicle; xij - the binary variable which is equal to 1 if the
sales-point j ∈ S+ is served immediately after the sales-point i ∈ S+, and 0
otherwise; Qij-the quantity of product remaining in the vehicle when it travels
from i ∈ S+ to j ∈ S+; and qj- the quantity that is delivered to j ∈ S by the
vehicle.

The cost rate function of this model has four components: the fixed operating
cost φ; the transportation cost 1

T

∑
i∈S+

∑
j∈S+(δνtijxij), where δ is the travel

cost per km; the delivery handling cost
∑

i∈S ϕi

T , where ϕi is the cost per delivery
at the sales-point i; and the inventory holding cost

∑
i∈S

1
2ηiqi, where η is the

holding cost per ton per hour at the sales-point i (suppose that the average
stockage is qi/2). The mathematical formulation, that is deduced from [15], can
be written as follows:
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(SIRP ) min φ +
1
T

(∑
i∈S+

∑
j∈S+

(δνtijxij) +
∑
i∈S

ϕi

)
+
∑
i∈S

1
2
ηiqi (1a)

subject to:∑
i∈S+

xij = 1, ∀j ∈ S, (1b)

∑
i∈S+

xij −
∑

k∈S+

xjk = 0, ∀j ∈ S+, (1c)

∑
i∈S+

∑
j∈S+

tijxij − T ≤ 0, (1d)

∑
i∈S+

Qij −
∑

k∈S+

Qjk = qj , ∀j ∈ S, (1e)

Qij ≤ Kxij , ∀i, j ∈ S+, (1f)
qj ≥ djT, ∀j ∈ S, (1g)∑
j∈S

qj ≤ K, (1h)

xij ∈ {0, 1}, Qij ≥ 0, qj ≥ 0, T ≥ 0, i, j ∈ S+. (1i)

Constraints (1b) guarantee that each sales-point is served one time. Constraints
(1c) assure that the vehicle has to leave a sales-point served to the next sales-
point or to the distribution center. Constraint (1d) indicates that the cycle time
has to be greater than the total transportation time of the vehicle. Constraints
(1e) are the delivered load balance. Constraints (1f) ensure that the quantity
carried by the vehicle does not exceed the maximum capacity of the vehicle.
Constraints (1g) state that the quantity delivered to a sales-point is greater
than its demand. Constraint (1h) specifies that the quantity delivered to all
sales-points is less than the vehicle capacity.

We adopt two assumptions: firstly, the time for loading/unloading the prod-
uct is small in comparison to the travel time so that it is neglected; secondly, the
inventory capacity of sales-points is so large that the corresponding capacity con-
straints can be omitted. Note that T is bounded in an interval [Tmin, Tmax]. Tmin

may be computed by the travel time of the travelling salesman tour (TTSP ) and
Tmax is determined from constraint (1h): Tmax = K∑

i∈S di
. Moreover, problem

(SIRP) is a mixed 0-1 nonlinear program which is hard to solve.

3 Solution Method via DC Programming and DCA

3.1 DC Programming and DCA

In recent years, DC programming has been developed extensively, becoming an
attractive topic of research in non-convex programming. A DC program is that
of the form

α := min
{

f(x) := g(x)− h(x) : x ∈ R
n
}

, (2)
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with g, h being lower semi-continuous proper convex functions on R
n, and its

dual is defined as
min
{
h∗(y)− g∗(y) : y ∈ R

n
}
, (3)

where g∗(y) := max{xT y − g(x) : x ∈ R
n} is the conjugate function of g.

Based on local optimality conditions and duality in DC programming, the
algorithm DCA consists in the construction of two sequences {xk} and {yk},
candidates to be optimal solutions of primal and dual programs respectively, in
a way such that {g(xk)−h(xk)} and {h∗(yk)− g∗(yk)} are decreasing. The idea
of DCA is simple: each iteration of DCA approximates the concave part −h by
its affine majorization (that corresponds to taking yk ∈ ∂h(xk)) and minimizes
the resulting convex function.

Generic DCA scheme:
Initialization Let x0 ∈ R

n be a best guess, 0← k;
Repeat
- Calculate yk ∈ ∂h(xk);
- Calculate xk+1 ∈ arg min

{
g(x)− h(xk)− 〈x − xk, yk〉 : x ∈ R

n
}

(Pk);
- k + 1← k;
Until convergence of xk.

The convergence properties of DCA and its theoretical basis can be found in
[11,12,13].

3.2 DC Reformulation

Let U be the feasible set of problem (SIRP). By passing the constant φ, problem
(SIRP ) becomes the following problem

(SIRP1) min f(z) :=
1
T

(∑
i∈S+

∑
j∈S+

(δνtijxij) +
∑
i∈S

ϕi

)
+
∑
i∈S

1
2
ηiqi

subject to
z = (x, Q, q, T ) ∈ U,

x ∈ {0, 1}(n+1)2.

Continuous formulation. By using an exact penalty result, we can reformulate
(SIRP1) in the form of a continuous problem. Let U ′ be the set defined by
U ′ := U ∩ {[0, 1](n+1)2 × R

(n+1)2+n+1}. Let p be the finite function defined on
U ′ by

p(z) ≡ p(x) =
∑

i,j∈S+

xij(1− xij). (5)

Clearly, the function p is nonnegative and concave on U ′ and{
z = (x, Q, q, T ) ∈ U : x ∈ {0, 1}(n+1)2

}
= {z ∈ U ′ : p(z) ≤ 0}.

Hence, problem (SIRP1) can be rewritten as

min
{
f(z) : z = (x, Q, q, T ) ∈ U ′ and p(z) ≤ 0

}
. (6)
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Theorem 1. [10] Let U ′ be a nonempty bounded polyhedral convex set in R
m,

f be a finite DC function on U ′ and p be a finite nonnegative concave function
on U ′. Then there exists t0 ≥ 0 such that for all t > t0 the following problems
have the same optimal value and the same solution set:

(Pt) min
{

f(z) + tp(z) : z ∈ U ′
}
; (P ) min

{
f(z) : z ∈ U ′, p(z) ≤ 0

}
.

Proof. The proof can be found in [10]. ��
Since the objective function f(z) ∈ C2(U ′) (the derivatives f ′ and f ′′ exist and
are continuous on the compact set U ′), it is a DC function on U ′ ([7]). Due to
Theorem 1, with a sufficiently large number ξ, problem (6) is equivalent to:

min{F (z) := f(z) + ξp(z) : z ∈ U ′}. (7)

DC formulation. For applying DCA, we need a DC decomposition of F (z).
We use the following DC decomposition:

F (z) := g(z)− h(z) =
λ

2
‖z‖2 −

(λ

2
‖z‖2 − F (z)

)
, (8)

where λ is a positive number such that h(z) = λ
2 ‖z‖2 − F (z) is convex.

Since the function −p is already convex, the function h is convex if h(z) =
λ
2 ‖z‖2 − f(z) is convex, i.e., its Hessian matrix is semi-definite positive.

For notational simplicity, we represent z = (z1, z2, . . . , z2(n+1)2+n+1) for

(x00, . . . , x0n, . . . , xn0, . . . , xnn, Q00, . . . , Q0n, . . . , Qn0, . . . , Qnn, q1, q2, . . . , qn, T ).

We have ∇2h(z) = λI −∇2f(z) where
(∇2f(z)

)
ll′ = ∂f2

∂zl∂zl′
is computed as⎧⎪⎪⎪⎨⎪⎪⎪⎩

− δνtij

T2 , if
{

(l = 1, ..., (n + 1)2and l′ �= 2(n + 1)2 + n + 1) or
(l �= 2(n + 1)2 + n + 1and l′ = 1, ..., (n + 1)2 ;

2
T3

( ∑
i,j∈S+

δνtijxij +
∑
i∈S

ϕi

)
, if l = l′ = 2(n + 1)2 + n + 1;

0, otherwise.
(9)

We have ‖∇2f(z)‖∞ =
∑

i,j∈S+

δνtij

T 2 + 2
T 3

( ∑
i,j∈S+

δνtijxij +
∑
i∈S

ϕi

)
. Hence,

‖∇2f(z)‖∞ ≤
∑

i,j∈S+

δνtij
T 2 +

2
T 3

(
δνT +

∑
i∈S

ϕi

) ≤ δν

T 2
min

( ∑
i,j∈S+

tij +2
)
+

2
∑
i∈S

ϕi

T 3
min

,

(10)
where Tmin is a lower bound of T . So, the matrix ∇2h(z) is semi-definite positive
when we choose λ satisfying the following condition:

λ ≥
( δν

T 2
min

( ∑
i,j∈S+

tij + 2
)

+
2
∑
i∈S

ϕi

T 3
min

)
. (11)
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Problem (7) can be now written in the form of DC program:

min{G(z)− h(z)}, (12)

where G(z) := χU ′(z) + λ
2 ‖z‖2 is clearly a convex function with any value of λ

satisfying (11) and χU ′(z) is the indicator function of U ′.

3.3 DCA for Solving (12)

According to the generic DCA scheme given above, DCA applied on the last
problem (12) consists of computing the two sequences {uk} and {zk} such that

uk ∈ ∂h(zk); zk+1 ∈ arg min
{
G(z)− 〈z, uk〉 : z ∈ R

2(n+1)2+n+1
}

.

Since the function h is differentiable, the sequence uk
l is computed as

uk
l =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λzk

l − δνtij

T
+ 2ξzk

l − ξ, l = 1, ..., (n + 1)2 ;
λzk

l , l = (n + 1)2 + 1, ..., 2(n + 1)2;
λzk

l − ηi
2

, l = 2(n + 1)2 + 1, ..., 2(n + 1)2 + n;

λzk
l + 1

(zk
l
)2

( ∑
i,j∈S+

(δνtijxij) +
∑
i∈S

ϕi

)
, l = 2(n + 1)2 + n + 1.

(13)
zk+1 is an optimal solution of the following convex quadratic problem:

min
{

λ

2
‖z‖2 − 〈uk, z〉 : z ∈ U ′

}
. (14)

Finally, DCA applied to (12) can be described as follows:

Algorithm DCA-IRP:
Step 1 : Choose an initial point z0 and a number ε > 0. Set k = 0;
Step 2 : Compute uk ∈ ∂h(x) via (13);
Step 3 : Solve the convex quadratic problem (14) to obtain zk+1;
Step 4 : if (‖zk+1 − zk‖ ≤ ε(‖zk‖+ 1) then stop, zk is the computed solution,

else set k = k + 1 and go to Step 2;

The convergence of Algorithm DCA can be summarized in the next theorem.

Theorem 2. (Convergence properties of the algorithm DCA)
i) DCA-IRP generates a sequence {zk} such that the sequence {F (zk)} is
monotonously decreasing.
ii) The sequence {zk} converges to the point z∗ which satisfies the necessary local
optimality condition.

Proof. (i) and (ii) are direct consequences of the convergence properties of gen-
eral DC programs. See [11,12,13] for the detail. ��
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4 Computing a Lower Bound

Lemma 1. [7] Let p ≥ 0, r ≥ 0. If u(x), v(x) are convex and finite on R
n then the

function max{ru(x)+pv(x)−pr, su(x)+ qv(x)− qs} provides a convex minorant
of the product u(x)v(x) on the set {x ∈ R

n|p ≤ u(x) ≤ q, r ≤ v(x) ≤ s}.
Proof. See [7]. ��
Consider the objective function of (SIRP1). We have

f(z) ≥
∑
i∈S+

∑
j∈S+

δνtijzij +
∑
i∈S

ϕi

T
+
∑
i∈S

1
2
ηiqi,

where zij is a convex minorant of the function fij := xij
1
T . The functions xij

and 1
T are clearly convex. Moreover, we have 0 ≤ xij ≤ 1 and 1

Tmax
≤ 1

T ≤ 1
Tmin

.

From Lemma 1, we get a convex minorant of the function fij = xij
1
T :

zij = max{ xij

Tmax
;

xij

Tmin
+

1
T
− 1

Tmin
}. (15)

Let α be the optimal value of the original problem. The optimal value α1 of the
following problem

(Relax1) α1 = min
∑

i∈S+

∑
j∈S+

(δνtijzij) +
∑

i∈S ϕi

T
+
∑
i∈S

1
2
ηiqi (16a)

subject to:

zij ≥ xij

Tmax
, ∀i, j ∈ S+, (16b)

zij ≥ xij

Tmin
+

1
T
− 1

Tmin
, ∀i, j ∈ S+, (16c)

and constraints (1b)- (1h) , (16d)
xij ∈ {0, 1}, Qij ≥ 0, qj ≥ 0, T ≥ 0, zij ≥ 0, i, j ∈ S+ (16e)

is a lower bound of α.
In problem (Relax1), we relax xij ∈ {0, 1} by xij ∈ [0, 1] and replace the

term 1
T by its affine minorant. Since 1

T is convex in the interval [Tmin, Tmax], we
choose the tangent of 1

T at T0 ∈ [Tmin, Tmax] as an affine minorant of 1
T . It is

− 1
T 2
0
T + 2

T0
.

So, we have a new relaxed problem:

(Relax2) α2 = min
∑

i,j∈S+

(δνtijzij) +
∑
i∈S

ϕi(
2
T0
− T

T 2
0

) +
∑
i∈S

1
2
ηiqi (17a)

subject to:

zij ≥ xij

Tmax
, ∀i, j ∈ S+, (17b)

zij ≥ xij

Tmin
− T

T 2
0

+
2
T0
− 1

Tmin
, ∀i, j ∈ S+, (17c)

and constraints (16d)- (16e) . (17d)
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Problem (Relax2) is a linear programming so it is easy to solve. Its optimal
value α2 is a lower bound of (IRP1) (α2 ≤ α1 ≤ α).

5 Numerical Experiment

The time for computing the travel time of TSP tour is not small. In our code,
Tmin is determined by the length of the minimal spanning tree (Prim′s Algo-
rithm) that is, in fact, a lower bound of minimal TSP tour. We take T0 =
Tmin+Tmax

2 and the initial point of DCA-IRP is chosen by a heuristic (see Ap-
pendix A). The algorithm DCA-IRP was coded in C and run on a Intel CPU
1.73Ghz of 2GB RAM. The commercial software CPLEX 9.1 is used for solving
convex quadratic programming and linear programming.

The test data is generated as follows: the sales-points are randomly distributed
over a square of 200 by 200 km. The distribution center is placed at the square
center. The distance between any two sales-points is their Euclidean distance.
The fixed delivery handing cost φ (10 euros) and the holding cost η (0.1 euro) are
the same for all sales-points. The vehicle travels at the average speed 50 km/h.
The transportation cost is 1 euro. We tested DCA-IRP with n = 10, K = 100;
n = 20, K = 200 and n = 30, K = 300. Table 1, 2 and 3 show the results in which
we used the following notations: VarBin- the number of binary variables; VarLin-
the number of continuous variables; Contr- the number of constraints; UB- the
value of the objective function obtained by DCA-IRP; CPU- the computing time
of the algorithm; Iter- the iteration number of the algorithm; LB- the lower bound
obtained by solving the relaxed problem (Relax2); and Gap = UB−LB

UB 100%.

Table 1. Results with n = 10 and K = 100

Instance VarBin VarLin Contr UB CPU Iter LB Gap
1 121 132 164 88.866 0.453 24 76.939 13.42
2 121 132 164 90.893 23.063 966 78.891 13.20
3 121 132 164 89.889 0.094 8 77.279 14.03
4 121 132 164 88.221 6.094 444 76.438 13.36
5 121 132 164 87.420 0.234 18 77.153 11.74
6 121 132 164 92.846 0.531 39 84.700 08.77
7 121 132 164 91.686 1.219 94 78.604 14.27
8 121 132 164 88.972 0.078 6 80.769 09.22
9 121 132 164 84.799 1.859 103 71.111 16.14
10 121 132 164 88.821 0.156 9 74.441 16.19

Average 121 132 164 3.378 13.03

From the result tables, we observe that:
- DCA-IRP always furnishes integer solutions although it works on a continuous
domain.
- The algorithm is fast. With n = 10 (121 binary variables), it takes less than one
second for 6/10 instances. With n = 30 (the problem has 961 binary variables),
the problems are averagely solved in 40 seconds.
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Table 2. Results with n = 20 and K = 200

Instance VarBin VarLin Contr UB CPU Iter LB Gap
1 441 462 564 113.506 2.156 35 99.539 12.31
2 441 462 564 121.532 2.797 44 108.393 10.81
3 441 462 564 116.688 2.032 33 104.176 10.72
4 441 462 564 124.376 4.547 55 110.054 11.52
5 441 462 564 119.869 2.843 34 105.058 12.36
6 441 462 564 109.476 4.703 49 97.913 10.56
7 441 462 564 124.611 4.187 28 113.702 08.75
8 441 462 564 121.762 5.406 88 110.508 09.24
9 441 462 564 117.138 5.062 79 102.551 12.45
10 441 462 564 110.562 2.141 31 99.677 09.85

Average 441 462 564 3.587 10.86

Table 3. Results with n = 30 and K = 300

Instance VarBin VarLin Contr UB CPU Iter LB Gap
1 961 992 1084 135.613 38.047 222 116.722 13.93
2 961 992 1084 135.038 44.672 240 119.570 11.45
3 961 992 1084 136.940 69.859 358 123.642 09.71
4 961 992 1084 137.389 23.985 127 117.343 14.59
5 961 992 1084 142.434 31.313 169 124.221 12.79
6 961 992 1084 143.933 28.578 133 126.003 12.46
7 961 992 1084 132.314 19.125 124 114.258 13.65
8 961 992 1084 139.348 60.560 420 120.501 13.52
9 961 992 1084 136.612 36.750 225 121.671 10.94
10 961 992 1084 139.485 31.734 179 120.269 13.78

Average 961 992 1084 38.462 12.68

- The quality of the solution obtained by DCA-IRP is good. The goodness is
proved by the comparison with the lower bound. Gap is about 10%-13%.

6 Conclusion

In this paper, a single vehicle inventory routing problem is considered. We pro-
pose a new approach based on DC programming and DCA to solve it. The
numerical results show that DCA is a fast and scalable algorithm for finding
a good approximation solution: it realizes well the trade-off between efficiency
and accuracy. It is so interesting to combine DCA with global approaches such
as Branch and Bound for globally solving this difficult problem. This work is in
progress.
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A Starting Point for DCA

We seek a Hamiltonian cycle via all sales-points and the distribution center. The
starting binary variables for DCA are fixed by the value correspondant to the
Hamiltonian cycle found. The starting continuous variables for DCA are randomly
chosen. The procedure for finding a Hamiltonian cycle can be described as follows:
◦ Input: A distribution center r and n sales-points.
◦ Initialize: Choose the distribution center r is the first point of the cycle and
r is the current point; all n sales-points are marked ”not visited”;
◦ Repeat until: No sales-point ”not visited” exists:

∗ Choose a sales-point i ”not visited” that is the nearest to the current
sales-point and take it to the cycle;

∗The sales-point i becomes the current sales-point and is marked ”visited”;
◦ Output: a Hamiltonian cycle.
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Abstract. In this paper, we consider a portfolio optimization problem
with a Value-at-Risk constraint. It is a nonconvex nonsmooth optimiza-
tion problem which is very hard to solve. We propose an approach based
on the Cross-Entropy (CE) method to tackle it. The numerical results
show the efficiency of our approach.
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1 Introduction

Value-at-Risk (V aR, see e.g. [11]) is an important topic for modern financial risk
management, especially due to regulatory reasons in the context of Basel-II for
the banking sector, as well as Solvency-II for the insurance sector.

The Value-at-Risk of a random variable X is defined as

V aRα = inf{u : FX(u) ≥ α} = F−1
X (α), 0 < α < 1,

where FX is the distribution function of X .
V aR was first proposed by the global financial services firm JPMorgan Chase

& Co. as a measure of acceptability for a financial position with random return.
If V aRα is taken to be quantile function of the return distribution of X , then
V aRα is said to be an acceptability functional. A higher value indicates a more
acceptable, i.e. better, less risky portfolio. If on the other hand X represents the
random losses, then V aR1−α is a risk functional. High values indicate higher risk
and thereby worse portfolios. See [16] for an in-depth discussion of acceptability
and risk functionals. In this paper X will represent anticipated (random) returns,
and therefore V aRα is considered as an acceptability functional.

However V aRα -being the quantile of the return distribution -has the un-
desirable property namely, it is nonconcave function. The non-concavity of the
quantile function has two major drawbacks, one being of practical and the other
of technical nature. Therefore, maximizing Value-at-Risk or minimizing a con-
vex function under a Value-at-Risk constraint leads to a non-convex optimization
problem, which consequently is hard to solve.
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In this paper, we consider the following non-convex portfolio optimization
problem for n assets: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

max E(xT ξ)

s.t.
n∑

i=1
xi = 1,

xi ≥ 0, 1 ≤ i ≤ n,
V aRα(xT ξ) ≥ a,

(1)

where xi denotes the relative weight of asset i in the portfolio, ξi the random

return of asset i, xT ξ =
n∑

i=1
xiξi.

Because of the shortcomings of V aR mentioned, in practice it is often replaced
by the Average Value-at-Risk (AV aR, also called Conditional Value-at-Risk) in
optimization problems of the type (1) [1, 19, 23]. However, due to regulatory
frameworks such as Basel II and Solvency II, Value-at-Risk remains to be an
industry standard and is widely used in portfolio planning. Therefore, numerous
approaches to solve problems of the form (1) either exactly or approximately have
been proposed in the literature [4–6, 8–10, 15, 24]. In [4], Benati and Rizzi point
out this problem to be hard (NP-complete in the strong sense), and propose a
straightforward approach to solve (1) exactly based on a mixed-integer program
formulation of the problem. Some heuristic solution schemes have been designed,
such as random search with threshold acceptance [8, 9], or evolutionary compu-
tation techniques [10]. In [5] complete enumeration on the risk-return grid is
used to find near optimal portfolios for the VaR portfolio optimization problem.
Pang and Leyffer [15] formulate the problem as a linear program with equi-
librium constraints to derive lower and upper bounds for a Branch-and-Bound
solution. Cheon et al. [6] propose a solution technique for the more general class
of probabilistically constrained linear programs which is based on a Branch-
Reduced-Cut algorithm. Wozabal et al. [24] give a representation of the VaR as
the difference of convex (D.C.) functions in the case finite scenario, and there-
fore propose Branch-and-Bound algorithm to find global optima of (1). Wozabal
[25] introduced a DC Algorithm (DCA) to the D.C. formulation of the problem
based on a penalty technique which is not still proved to be exact penalty.

In this paper, we propose an approach based on the Cross-Entropy (CE)
method to tackle Problem (1). The CE method was motivated by an adaptive
algorithm for estimating probabilities of rare events in complex stochastic net-
work [20], which involves variance minimization. It was soon realized [21, 22] that
a simple cross-entropy modification of [20] could be used not only for estimating
probabilities of rare event but for solving difficult combinatorial optimization
problems as well. This is done by translating the “deterministic” optimization
problem into a related “stochastic” optimization problem and then using rare
event simulation technique similar to [20]. Several recent application demon-
strate the power of the CE method as a generic and practical tool for solving
NP-hard problems. The difficulty in applying CE method is how to find a fam-
ily of pdfs (probability density functions) on the feasible set of the optimization
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problem and such that updating the parameters could be done as easily as possi-
ble. Due to the special structure of feasible set of problem (1), we will construct a
“natural” family of pdfs on it such that CE method could be applied. The numer-
ical results will demonstrate that our proposed algorithm finds a near-optimal
solution efficiently.

The rest of paper is organized as follows. In section 2, we present in sum-
marize about the CE method. In Section 3, we propose an application CE for
our problem based on a family of exponential pdfs. Numerical experiments are
reported in Section 4 while some conclusions and perspectives are discussed in
Section 5.

2 The Cross-Entropy Method

The Cross - Entropy (CE) method [7, 12, 18, 20–22] has been developed by
Rubinstein initially for evaluating rare events probabilities, for which a direct
computation by usual methods would be unreliable. To use the CE method for
solving a deterministic optimization problem, one must translate the problem
into a stochastic one. The set of feasible solutions is then regarded as a set of
events subjected to an importance density. Thus, using rare event simulation
technique.

Suppose that we wish to maximize a real-valued performance function S over
a set X . Let us denote the maximum by γ∗, thus

γ∗ = max
x∈X

S(x). (2)

The starting point in the methodology of the CE method is to associate an es-
timation problem with the optimization problem (2). To this end we define a
collection of indicator functions I{S(x)≤γ} on X for family of (discrete) prob-
ability density functions (pdfs) on X , parameterized by a real-valued (vector)
v.

For a certain u ∈ V , we consider the associated stochastic problem (ASP):

�(γ) = Pu(S(x) ≥ γ) =
∑
x∈X

I{S(x)≥γ}f(x; u)

= EuI{S(x)≥γ}, (3)

where Pu is the probability measure under which the random state X has the
pdf f(·; u), and Eu denotes the corresponding expectation operator. The idea
of CE method is to construct simultaneously a sequence of levels γ̂1, γ̂2, ..., γ̂T

and parameters (vectors) v̂1, v̂2, ..., v̂T such that γ̂T is close to the optimal γ∗

and v̂T is such that the corresponding density assigns high probability mass to
the collection of states that give a high value. More specifically, we initialize by
setting v0 = u, choosing a not very small quantity θ, and then we proceed as
follows:
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1. Adaptive updating of γt. For a fixed vt, let γt be the θ-quantile of S(X)
under vt−1. That is, γt satisfies

Pvt−1 (S(X) ≥ γt) ≥ θ,Pvt−1(S(X) ≤ γt) ≥ 1− θ, (4)

where X ∼ f(·; vt−1).
A simple estimator of γt, denote γ̂t can be obtained by drawing a random

sample X1, X2, ..., XN from f(·; vt−1). Suppose that S(Xσ(1)) ≤ S(Xσ(2)) ≤
... ≤ S(Xσ(N)), where σ is a permutation of the set {1, ..., N}. Evaluating
the (1− θ)-quantile of S(X) as

γ̂t = S	(1−θ)N
. (5)

2. Adaptive updating of vt. For a fixed γt and vt−1, derive vt by minimizing
the Kullback-Leibler distance, or equivalent to solving the next program

max
v

Evt−1I{S(X)≥γt}W (X i; u, vt−1) ln f(X ; v), (6)

where
W (x; u, vt−1) =

f(x; u)
f(x; vt−1)

·

The stochastic counterpart of (6) is as follows: for fixed γ̂t and v̂t−1 (the
estimate of vt−1), derive v̂t from following program

max
v

D(v) :=
1
N

N∑
i=1

I{S(Xi)≥γt}W (X i; u, vt−1) ln f(X i; v). (7)

In typical applications, the function D is concave and differentiable with
respect to v, and thus the updating equation (7) is equivalent to solving the
following system of equations:

1
N

N∑
i=1

I{S(Xi)≥γt}W (X i; u, vt−1)∇ ln f(X i; v) = 0, (8)

where the gradient is with respect to v.

Remark 1. Instead of updating the parameter v directly via the solution of (7)
we use the following smoothed version

v̂t = αṽt + (1− α)v̂t−1, t = 1, 2, ..., (9)

where ṽt is the parameter vector from the solution of (7), and α is called the
smoothing parameter, with 0.7 ≤ α ≤ 1.

CE Algorithm for Optimization
1. Choose v̂0, and 0 < θ < 1. Set t = 1.
2. Generate N samples X1, X2, ..., XN according to f(·; v̂t−1), and compute

(1− θ)-quantile γ̂t of S according to (5).
3. Using the same samples X1, X2, ..., XN to solve the stochastic programming

(7). Denote the solution by ṽt.
4. Applying (9) to smooth out the vector ṽt.
5. Repeat step 2-4 until a pre-precified stopping criterion is met.
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3 Application CE Method to Problem (1)

We consider the set

X = {x = (x1, x2, ..., xn) ∈ IRn :
n∑

i=1

xi = 1, xi ≥ 0, i = 1, 2, ..., n}.

To apply CE, we will construct a family of pdfs {f(·; v), v ∈ V } on X and then
use the penalty technique to treat the Value-at-Risk constraint of Problem (1)
as follows

if x ∈ X, V aRα(xT ξ) < a then S(x) = 0,

where S(x) = E(xT ξ) is objective function of (1). Here, we assume that the
distribution of ξ (for instance, in the case finite scenario (a very common case
in practice)) allows us to compute S(x) and V aRα(xT ξ) uncomplicatedly.

The straightforward construction of a “natural” family of pdfs {f(·; v), v ∈ V }
on X is in general difficult. Thus, instead of the set X , we consider the following
set

Ω = {x = (x1, x2, ..., xn−1) ∈ IRn−1 :
n−1∑
i=1

xi ≤ 1, xi ≥ 0, i = 1, 2, ..., n− 1}.

There exist a diffeomorphism P from X to Ω as follows

x = (x1, x2, ..., xn) ∈ X �→ P (x) = (x1, x2, ..., xn−1) ∈ Ω. (10)

Therefore, having a family of pdfs {f(·; v), v ∈ V } on Ω is equivalent to having
a family of pdfs on X . The reason to choose Ω is that we can use a lot of the
“natural” family of pdfs on it. In this paper, we choose a family of pdfs as follows.
Firstly, we consider the exponential distribution on IRn

+

f(x; v) = exp(−
n∑

i=1

xi

vi
)

n∏
i=1

1
vi

, x ∈ IRn
+,

where v = (v1, v2, ..., vn) ∈ IRn
++ is the parameter. Thus, we have∫

IRn
+

f(x; v)dx = 1, ∀v ∈ IRn
++.

By considering the diffeomorphism H from Ω × (0, +∞) to IRn
+

H : Ω × (0, +∞)→ IRn
+

(y1, ..., yn−1, t) �→ (x1, x2, ..., xn),{
xi = tyi, i = 1, 2, ..., n− 1,
xn = t(1− y1 − ...− yn−1),

we have a transformation of variable for above integral.
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The Jacobian matrix of the function H

JH(y, t) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

t 0 0 . . . 0 y1
0 t 0 . . . 0 y2

. . .
0 0 0 . . . t yn−1

−t −t −t . . . −t 1−
n−1∑
i=1

yi

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

It is clear to see that det(JH(y, t)) = tn−1. Thus, we have

1 =
∫

IRn
+

f(x; v)dx =
∫

Ω

⎛⎝ +∞∫
0

f((y, t); v)tn−1dt

⎞⎠ dy

=
1

n∏
i=1

vi

∫
Ω

⎛⎝ +∞∫
0

exp

(
−t

n−1∑
i=1

yi

vi
− t(1− y1 − ...− yn−1)

vn

)
tn−1dt

⎞⎠ dy

=
∫

Ω

1
n∏

i=1
vi

· (n− 1)!(
n−1∑
i=1

yi

vi
− (1−y1−...−yn−1)

vn

)n dy·

Now, we get a family of probability measures on Ω with the pdfs

g(x; v) =
1

n∏
i=1

vi

· (n− 1)!(
n−1∑
i=1

xi

vi
− (1−x1−...−xn−1)

vn

)n , x = (x1, ..., xn−1). (11)

Therefore, by using the map P , we have a family of pdfs on X as follows

g(x; v) =
1

n∏
i=1

vi

· (n− 1)!(
x1
v1

+ x2
v2

+ . . . + xn

vn

)n , x = (x1, ..., xn−1, xn) ∈ X. (12)

Updating the parameter vt

We have

ln g(x; v) =
n−1∑
i=1

ln i− n ln(
n∑

i=1

xi

vi
)−

n∑
i=1

ln vi.

Thus

∂

∂vj
ln g(x; v) =

1
v2

j

⎛⎜⎜⎝ nxj
n∑

i=1

xi

vi

− vj

⎞⎟⎟⎠ , j = 1, 2, ..., n.
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In our case, we can solve the system of equation (8) to give a update the param-
eter v.

N∑
i=1

I{S(Xi)≥γ}W (X i; u, vt−1)

⎛⎜⎜⎝ nxj
n∑

i=1

xi

vi

− vj

⎞⎟⎟⎠ = 0, j = 1, 2, ..., n,

therefore

vj =

N∑
i=1

I{S(Xi)≥γ}W (X i; u, vt−1).n.Xij

N∑
i=1

I{S(Xi)≥γ}W (X i; u, vt−1).
n∑

i=1

Xij

vj

, (13)

where
X i = (Xi1, Xi2, ..., Xin) ∈ X, i = 1, 2, ..., N.

We only consider v = (v1, v2, ..., vn) satisfying

vj > 0, j = 1, 2, ..., n and
n∑

j=1

vj = 1. (14)

By solving the system of equations (13) with the condition (14), we have the
formula to update v:

ṽt
j =

N∑
i=1

I{S(Xi)≥γ}W (X i; u, vt−1)Xij

N∑
i=1

I{S(Xi)≥γ}W (X i; u, vt−1)
, j = 1, 2, ..., n. (15)

In practice, we can generate the samples on X by g(·; v) as follows:

1. Generate the sample x = (x1, x2, ..., xn) ∈ IRn
+ by f(·; v).

2. If x1 + x2 + ... + xn > 0 then take y = (y1, y2, ..., yn) ∈ X , where

yi =
xi

x1 + x2 + ... + xn
, i = 1, 2, ..., n.

Our CE algorithm for solving Problem (1) can be described as follows

Step 1. Initialize v0 = u = ( 1
n , 1

n , ..., 1
n ), and θ ∈ (0, 1), V M = [∅], ε > 0.

Step2.DrawN samplesX1, X2, ..., XN according to g(x; vt).ComputeS(Xk), k=
1, 2, ..., N . Sort the sequence {S(Xk)}Nk=1 increasingly. Suppose that S(Xσ(1)) ≤
S(Xσ(2)) ≤ ... ≤ S(Xσ(N)), where σ is a permutation of the set {1, 2, ..., N}. Set
H = �(1− θ)N�, then choose H best draws Xσ(H), Xσ(H+1), ..., Xσ(N).
Step 3. Update vt+1 by the formula (15) and the smoothed updating (9).

Step 4. Set M = 1
N−H+1

N∑
i=H

S(Xσ(i)), V M = [V M ; M ], Δt = std(V M), where

std(V ) computes the sample standard deviation of the data in V .
Step 5. Iterate step 2-5 until Δt < ε.
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Here, M is “mean” of the best values {S(Xk)}Nk=H , and V M in iteration k
is a vector which contains M at all iterations less or equal k. In practice, in
each iteration we should store the “best” value of the sequence {S(Xk)}Nk=1, i.e.,
S(Xσ(N)), to get the “best” value when the algorithm stops.

4 Numerical Results

In this section we compare our CE algorithm with a global method. This global
method bases on a new reformulation of Problem (1) as polyhedral concave
programming by using an exact penalty technique [14]. We use the empirical
distribution of two years of weekly data, i.e., S = 104 scenarios of the following

Table 1. Time frame: 2004-2005, weekly data

Name Average Return Variance V aR0.045 AV aR0.045

CAC 40 1.0027144 0.000217647 0.9742 0.9694
Standard&Poors100 1.0004326 0.000179629 0.9755 0.9717
Nasdaq 100 1.0013597 0.000471718 0.9653 0.9504
FTSE 100 1.0021901 0.000151213 0.9824 0.9797
Hang Seng 1.0016546 0.000421260 0.9624 0.9561

Table 2. The performance of CE algorithm compared with global solutions

CE method Optimal solution
a Objective V aR0.045 Time (s) Δ Optimal V aR0.045 Error

0.9745 1.00270419 0.9745018 2.265625 7.1335E-06 1.00270427 0.9745 7.52E-08
0.975 1.00268620 0.9750009 2.390625 3.134E-07 1.00268702 0.975 8.19E-07
0.9755 1.00266935 0.9755004 2.265625 6.042E-07 1.00266978 0.9755 4.267E-07
0.976 1.00265231 0.9760023 2.3125 6.094E-07 1.00265254 0.976 2.331E-07
0.9765 1.00263104 0.9765280 2.375 1.5138E-06 1.00263307 0.9765 2.0349E-06
0.977 1.00260890 0.9770584 2.296875 1.7695E-06 1.00261218 0.977 3.2807E-06
0.9775 1.00258806 0.9775243 2.359375 1.5626E-06 1.00259129 0.9775 3.2317E-06
0.978 1.00256581 0.9780673 2.421875 2.1486E-06 1.0025704 0.978 4.5887E-06
0.9785 1.00254669 0.9785454 2.390625 2.0039E-06 1.00254951 0.9785 2.8197E-06
0.979 1.00252463 0.9790105 2.25 2.2734E-06 1.00252862 0.979 3.9859E-06
0.9795 1.00250197 0.9795217 2.234375 1.2756E-05 1.00250773 0.9795 5.7558E-06
0.98 1.00242424 0.9800061 2.328125 2.0580E-05 1.00248684 0.98 6.25981E-05
0.9805 1.00230423 0.9805012 2.265625 9.051E-07 1.00230464 0.9805 4.146E-07
0.981 1.00228115 0.9810232 2.25 3.1013E-06 1.00228322 0.981 2.0653E-06
0.9815 1.00226396 0.9815007 2.3125 1.8223E-06 1.00226662 0.9815 2.6617E-06
0.982 1.00224391 0.9820372 2.1875 2.78E-06 1.00224655 0.982 2.6376E-06
0.9825 1.00222225 0.9825275 2.34375 4.5333E-06 1.00222647 0.9825 4.216E-06
0.983 1.00167853 0.9830363 2.3125 0.22936342 1.00173056 0.983 5.20262E-05
0.9835 1.00155414 0.9835389 2.21875 0.01503709 1.00160072 0.9835 4.65773E-05
0.984 NA NA NA NA 1.00146105 0.984
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5 indices: CAC 40, Standard&Poors 100, Nasdaq 100, FTSE 100, and Hang Seng.
We take α = 0.045.

The CE algorithm for this problem is written in MATLAB 2007, and is tested
on a notebook with chipset Intel(R) Core(TM) Duo CPU 2.0 GHz, 3GB of RAM.
The interesting range for a is between the V aR of the portfolio that consists only
of the asset with the highest return (i.e. CAC 40 with V aR0.045 of 0.9742 and
expected weekly return 1.0027144) and the last feasible value of a, which is 0.984.
And the a varies in 0.0005 steps.

In CE method, we take the number of samples N = 2000, θ = 0.01, the
parameter smooth α = 0.8 and the number of iteration is limited to 20. The
results are presented in Table (2). We observe from the numerical results that
the CE algorithm furnished an ε-optimal solution with ε varies from 7.52E-08
to 6.26E-05 in all cases, except for one case a = 0.984 where because the event
[x ∈ X : V aRα(xT ξ) ≥ 0.984] is too rare. Moreover the CE is very fast: CPU
time is less than 2.5 seconds.

5 Conclusion

In this paper, we have proposed a simple and efficient approach based on the
CE method for solving a Value-at-Risk constrained Optimization. Although the
theoretical convergence properties of the CE method are not yet fully under-
stood, the computational results in Table (2) show the efficiency of the proposed
approach. It finds a near-optimal solution in a shot time. In future works we plan
to apply our CE algorithm for large scale setting and develop global approaches
for this problem.
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Abstract. User positioning is a very important feature in user adaptive system. 
The user position can be estimated by various positioning methods. This paper 
investigates an impact of similarity measurements on localization error in de-
terministic database correlation method. It is also called fingerprinting. Main 
idea is to compare widely used Euclidean distance with other similarity meas-
urements. Seven different similarity measurements are implemented to simula-
tion model created in Matlab software tool. Computation complexity of each 
similarity measurement is investigated and impact of similarity measurements 
on localization error in normal and extreme conditions is shown. 

Keywords: Database correlation method, similarity measurements, fingerprint-
ing localization, indoor positioning. 

1   Introduction 

The number of LBS (Location Based Services) is rising very fast in last years [1]. 
Basic requirement for LBS is to know user location. That can be achieved by various 
ways in dependency on environment, e.g. GPS (Global Positioning System) in out-
door. On the other hand, there can be problem with high signal attenuation in indoor 
environment and dense urban areas. Alternative positioning solutions have to be used. 
Generally, they utilized various wireless communication platforms, e.g. cellular net-
works or IEEE 802.11x etc.  

Positioning based on cellular networks is often used as alternative solution in urban 
environment. In urban environment, A-GPS can be also used to estimate location.  
Problem with localization is even bigger in indoor environment. Signal fluctuations 
are large because of multipath signal propagation. Many indoor localization algo-
rithms and systems [2] based on Bluetooth [3], Zig-Bee [4], UWB (Ultra Wide Band) 
[5, 6], RFID [7] and IEEE 802.11x [8] were developed. 

The most popular algorithms used in indoor environment are based on 
IEEE 802.11 [9 - 12]. Most of they uses signal strength information and are based on 
fingerprinting algorithm. The biggest advantage is that the algorithm does not need a 
new infrastructure. Another advantage seems to be multipath propagation resistance. 

Fingerprinting algorithm can be implemented in various ways from mathematical 
point of view. They can be divided into deterministic and probabilistic algorithms. In 
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our work we deal with fingerprinting based on deterministic algorithms based on 
nearest neighbor algorithm (NN), as well as more complicated algorithms k-nearest 
neighbours (KNN) and weighted k-nearest neighbours (WKNN) [13].  

Most of researchers dealing with deterministic fingerprinting algorithms use 
Euclidean distance as similarity measurements between vector of RSSI (Received 
Signal Strength Information) collected in on-line phase and vectors stored in radio 
map. We try to compare Euclidean distance with another six similarity measurements 
and find which one is the best solution for deterministic fingerprinting localization.  

Rest of paper is organized as follows. Section 2 describes related work on finger-
printing localization algorithms. In Section 3 different metrics used in our simulations 
are described. Simulation model created in Matlab software tool and simulation sce-
narios are presented in Section 4. In Section 5 simulation results are shown. Finally, 
Section 5 concludes the paper and provides directions for future work. 

2   Related Work 

The fingerprinting localization algorithms can be divided in two phases – off-line 
phase and on-line phase. In off-line phase radio map is created in area, where local-
ization will be performed. In on-line phase position of mobile nodes is estimated. 

Radio map construction starts by dividing area of interest into cells [14]. Each cell 
is represented by one reference point. In this point RSSI value from all transmitters in 
range – fingerprint is measured for certain period of time and stored in database. 

Most of researchers in field of fingerprinting localization use deterministic ap-
proach of localization. In deterministic approach position of mobile node is computed 
as combination of radio map points, using:  
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where pi are coordinates of i-th reference point in radio map, ωi and ωj are weights 
and M is number of reference points stored in radio map.  

The mathematical algorithm, which keeps the K biggest weights and sets the others 
to zero is called the WKNN (Weighted K-Nearest Neighbor) [8]. WKNN with all 
weights ωi = 1 is called the KNN (K-Nearest Neighbor) algorithm [14]. The simplest 
algorithm, where K = 1, is called the NN (Nearest Neighbor) [15].  

One of possible weight computation is the inverse of distance between two RSSI 
vectors. Most of authors use Euclidean distance [8, 13-16], Junyang Zhou et al use 
Mahalanobis distance [17] and Binghao Li et al introduces generalized Minkowski 
distance [14]. 

3   Similarity Measurements 

In this section similarity measurements that will be used in simulations are intro-
duced. First three distances are from Minkowski distance family, next two distances  
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belongs to L1 family, also called the absolute difference [18]. All of these distances 
measure difference of two vectors. Last two types of measurements are based on 
correlation, which means that they measure similarity between two vectors.  

3.1   Manhattan Distance 

Manhattan distance is also known as city block distance, boxcar distance or absolute 
value distance [19]. It represents distance between points in a city road grid. It exam-
ines the absolute differences between coordinates of a pair of objects, or simply vec-
tors. City Block distance is given by: 

∑
=

−=
n

k
jkikMij bad

1

, (2) 

Where n is number of elements in vector, aik represents k-th element of vector A and 
bjk represents k-th element of vector B.  

3.2   Euclidean Distance 

Euclidean Distance is the most common use of distance. In most cases when people 
said about distance, they will refer to Euclidean distance. Euclidean distance or sim-
ply 'distance' examines the root of square differences between coordinates of a pair of 
objects. Euclidean distance is given by (3) and represents shortest distance between 
two vectors in Cartesian coordinate system. 
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Where n is number of elements in vector, aik represents k-th element of vector A and 
bjk represents k-th element of vector B. 

3.3   Minkowski Distance 

Minkowski distance is the generalized metric distance, it is given by (4). When m = 1 
it becomes city block distance and when m = 2, it becomes Euclidean distance. This 
distance can be used for both ordinal and quantitative variables. 
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Where n is number of elements in vector, aik represents k-th element of vector A and 
bjk represents k-th element of vector B and m is root level. 
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3.4   Canberra Distance 

Canberra distance examines the sum of series of a fraction differences between two 
vectors. Each term of fraction difference has value between 0 and 1. If one of coordi-
nate is zero, the term become unity regardless the other value, thus the distance will 
not be affected.  
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Where n is number of elements in vector, aik represents k-th element of vector A and 
bjk represents k-th element of vector B. 

Note that if both elements are zeros, we need to be defined as 0/0=0. This distance 
is very sensitive to a small change when both elements are near to zero. 

3.5   Sorensen Distance 

Sorensen distance is sometimes also called Bray Curtis distance. It is in fact a nor-
malization method that is commonly used in many science fields. It views the space 
as grid similar to the city block distance. Sorensen distance is given by (6) and has a 
nice property that if all elements are positive, its value is between zero and one. Zero 
Sorensen distance represents exact similar vectors.  
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Where n is number of elements in vector, aik represents k-th element of vector A and 
bjk represents k-th element of vector B. 

If both vectors have zero elements, the Sorensen distance is undefined. The nor-
malization is done using absolute difference divided by the summation. 

3.6   Angular Separation 

Angular separation represents cosine angle between two vectors. It measures similar-
ity rather than distance or dissimilarity. Thus, higher value of Angular separation 
indicates the two objects are similar. Angular separation is given by: 
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Where n is number of elements in vector, aik represents k-th element of vector A and 
bjr represents r-th element of vector B. 

The value of angular separation is [-1, 1] similar to cosine. It is often called as Co-
efficient of Correlation. 
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3.7   Correlation Coefficient 

Correlation coefficient is standardized angular separation by centering the vectors  
to its mean value. The value is between -1 and +1. Same as angular separation it 
measures similarity rather than distance or dissimilarity. Correlation coefficient is 
given by: 
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Where n is number of elements in vector, aik represents k-th element of vector A and 

bjr represents k-th element of vector B and ia and jb are mean values of vectors A 

and B respectively. 
Correlation coefficient measures the strength and the direction of a linear relation-

ship between two vectors. 

4   Simulation Model 

Simulation model created in Matlab software tool was used for investigation of im-
pact of similarity measurement on localization error. Fingerprinting is based on signal 
strength measurements, therefore simulation model can be divided into two parts: 
radio channel and fingerprinting method. Three mathematical algorithms introduced 
in section 2 – NN, KNN and WKNN were implemented in the simulation model.  

Received signal strength is modelled by two independent parts: path-loss and im-
mediate variations of signal strength. Path-loss is based on multi-wall-and-floor 
model (MWF). The MWF model considers the nonlinear relationship between the 
cumulative penetration loss and the number of penetrated floors and walls. Total loss 
LWMF in distance d can be computed from equation: 
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Where L0 is path loss in distance of 1m in dB, n is power decay index, d is distance 
between transceiver and receiver in meters, I is number of walls types, Kwi is number 
of traversed walls of category i, Lwik is attenuation due to wall type i and k-th traversed 
wall in dB, J stands for number of floor types, Kfj is number of traversed walls  
of category j and Lfjk represents attenuation due to wall type i and k-th traversed wall 
in dB. 

Immediate variations of signal strength could be caused by objects motion at ob-
served area. These variations influence RSSI measurements and add measurement 
error. Behavior of the variations was derived from experimental measurements. Ex-
perimental measurements were performed on notebook Asus N series, with use of 
WirelessMon software. RSSI values from access point (AP) in range were measured 
400 times. Achieved results are depicted in Fig. 1 (up chart).  
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Fig. 1. Histogram of simulated and measured RSSI 

According achieved measured data, immediate variations of RSSI were simulated 
as random variable E computed as product of two random variables with lognormal 
and uniform distribution respectively. Histogram of 400 simulated RSSI values is 
shown in Fig. 1.  

Simulations of similarity measurements were done in two different scenarios. In 
Scenario 1 we simulated fingerprinting localization in normal conditions. This means 
that in on-line and off-line phase same propagation conditions were assumed. We 
used 6 access points to cover area of 512 square meters. Reference points were chosen 
in grid with 2 m distance between them. Position of mobile node is randomly chosen 
from all points in area. In this simulation measured RSSI values in both on-line and 
off-line phase were simulated with use of MWF affected with random variable E. 

The problem of fading was partially eliminated by estimation of local average 
power in both scenarios. It is calculated as 

∑
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where Ns is number of samples, in this case Ns = 20 was used. 
In on-line phase all mathematical algorithms were used with combination of all 

similarity measurements. In situations when KNN and WKNN algorithms were used 
number of used reference point was set to 4. 

In Scenario 2 we assume different environment conditions in on-line and off-line 
phase. Thus this scenario can be marked as extreme conditions scenario. In off-line 
phase, when radio map is created, fading error is simulated as random variable with 
uniform distribution with values from -4 dBm to 20 dBm, and in on-line phase the 
same distribution as in previous scenario was used. In this case, Ns = 5 (local average 
power), so fading problem is not eliminated well. All the other simulation properties 
were same as in Scenario 1. Simulations in both scenarios were performed with 10000 
independent repetitions. 
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5   Simulation Results 

Simulations results are introduced in this section. The results provide detailed analysis 
of positioning accuracy in terms of root mean square error (RMSE). The RMSE is 
calculated as follows:  

22 )()( LrLr yyxxRMSE −+−= , (11) 

where [xr, yr] are coordinates of real (accurate) MS position and [xL, yL] are estimated 
coordinates of MS computed by given mathematical algorithm. 

In Fig. 2, simulation results for Scenario 1 can be seen.  
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Fig. 2. Mean RMSE values for different algorithms and similarity measurements 

On the basis of shown results it can be noted that particular similarity measure-
ments have impact on RMSE regardless of mathematical algorithm. It is evident that 
Angular separation and Correlation coefficient metrics achieved the worst results 
compare with other similarity measurements. Results of remaining five metrics are 
almost same for individual mathematic algorithms. On the other hand, following simi-
larity measurements Manhattan distance, Euclidean distance and Sorensen distance 
obtained a little bit higher accuracy. Euclidean distance performs slightly worse in 
combination with NN algorithm. 

Difference between observed mathematical algorithms is not big from global point 
of view. WKNN algorithm achieved the best results (the smallest positioning error), 
RMSE is approximately 15 % lower. Positioning results for NN and KNN is almost 
same.  

It is known that Manhattan and Euclidean distances are special cases of Minkowski 
distance. Hence, next simulation was designed to find out how Minkowski distance is 
affected by root coefficient m. Simulation results are shown in Fig. 3. It is clear that 
the best results are achieved in case of m = 1.5 for all algorithms. The greater the root 
coefficient m, the higher is the positioning error. This simulation confirms fact from 
previous one that WKNN is the most accurate mathematical algorithm.  
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Fig. 3. RMSE values for different algorithms and root coefficient of Minkowski distance 

Results of simulations in the extreme case (Scenario 2) are shown in Fig. 4. From 
results can be seen that best results can be achieved by same distances as in ideal case. 
Euclidean distance performs slightly better in combination with NN algorithm, but in 
more sophisticated KNN and WKNN algorithms performance of Manhattan, Euclid-
ean, Minkowski and Sorensen distances is almost the same. Angular separation and 
correlation coefficient shows the worst results.  
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Fig. 4. Mean RMSE values for different algorithms and similarity measurements under extreme 
conditions 

According the simulations results can be assumed that Manhattan and Sorensen 
distances performs well in both normal and extreme conditions, Euclidean distance 
performs almost same as those, difference is only with use of NN algorithm. 

Last simulation results are aimed to reveal complexity of similarity measurement 
methods. In Fig. 5 mean computing time of each similarity measurement can be seen. 
From the figure it is clear that lowest complexity has Manhattan, Canberra and Soren-
sen distances. 
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Fig. 5. Mean computing time of similarity measurements 

Low complexity is very important in situations, when localization is offered for 
wide area with high number of users. If system must localize all of them in real time it 
needs to use computation methods with the lowest possible complexity. 

6   Conclusion and Future Work 

From results shown in this paper it is clear that Euclidean distance is not best similar-
ity measurement for fingerprinting localization in WLAN networks. On the basis of 
achieved simulation results can be assumed that Manhattan and Sorensen distance 
performs better or same as Euclidean distance. Another advantage of Manhattan and 
Sorensen distances is lower complexity of computation, so these similarity measure-
ments can be used in localization systems covering wide areas with high number of 
users, with better results than commonly used Euclidean distance. 

For future Sorensen and Manhattan distance will be implemented into real localiza-
tion system WiFiLOC, to verify results of simulation in real environment. There is 
also space for modification of localization algorithms and development of new 
mathematical algorithms to improve localization accuracy. 
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Abstract. The need for devices with the ability to detect toxic gases, trapped 
people and to multifunction has increased. Dangerous places and armed 
conflicts have increased the demand for remote and autonomous devices. We 
propose a concept of two such devices with the ability to comfortably and 
remotely control such devices and even with an autonomous control in remote 
areas inside the buildings. The localization by WiFi is used to locate a position 
where the GPS signal is not well presented. The ability to locate a mobile 
device by a wireless network is a well known possibility. The current problem 
is precise indoor localization where WiFi signal from the building infrastructure 
is not strong enough to obtain right position.  

Keywords: Orientation, Navigation, Embedded system, Wireless communication. 

1   Introduction 

Mobile devices usually use global navigation systems like GPS, Glonass etc. for 
orientation in open space [1]. Navigation systems are very helpful in our everyday 
lives. The problem is rising in places with a high density of buildings. The precision 
of computing positions is too low. Inside buildings the normal navigation is usually 
not possible at all [2]. The reason is low signal or total signal absence. Different 
technologies for the navigation of mobile devices have to be used in buildings. For 
example: the human body uses stereovision for environment detection and orientation 
in cooperation with “maps” or other information (info panels, labels and indicators). 
Unfortunately this method is over the computation/power/space possibilities of 
today’s embedded systems in mobile devices. It is also possible to equip rooms of a 
building with a set of transmitters like GPS. But this method is very expensive and 
complicated. The best method would use the current data infrastructure of the 
building – the net of mobile Ethernet access points (WiFi, WiMax,...) [8].This method 
is described in the following paragraphs. A net of access points is not sufficient on its 
own. For obtaining the right position of mobile devices, it is necessary to equip the 
device with other sensors and maps. When needed we can dynamically place 
additional access points to achieve a higher communication range or a higher 
precision of position detection. 
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1.1   Motivation 

Humans are well equipped with set of sensors for environment detection. However, 
some places are hidden to human vision, are too dangerous or too far away. As a 
result there is a need to equip the user with some devices which increase human 
perspective. This mobile device could search for people who have been trapped by an 
earthquake using infra camera and make audio-visual contact before the rescue come. 
Another example is searching for dangerous chemicals or to find criminals before 
authorities arrived. The simplest usage is to send or bring some item to a given 
position. Remote mobile robots are a common thing now, but this device should fulfill 
the given task using its own artificial intelligence at the end of the development. A 
special set of mobile devices was built at the Technical University of Ostrava for this 
purpose. The set is displayed in (Fig. 1).  

 

Fig. 1. The set of devices for increased human perspective 

The first small handheld mobile device is the remote control and provides Human-
Machine Interface to the user. The remote control is used for monitoring and 
controlling the second mobile device – a probe. The probe is equipped with a group of 
distance, pressure, temperature and other sensors for environment detection. This 
device is able to move by itself to a desired position sing preprogrammed scenarios 
and to send environment information from sensors. The two devices are connected 
using wireless connection. The current phase is indoor localization improvement. 

2   Localization 

The primary localization is needed to detect a position inside the building. 
Consequently, the map of the detected location is loaded into a mobile device to 
activate other sensors to “open the eyes” of our mobile devices. If the mobile device 
knows the position of the stationary device (transmitter), it also knows its own 
position within a range of this location provider. The typical range varies from 30 to 
100 m where there is WiFi, respectively 50 m where there is BT case or 30 km for 
GSM. Granularity of the location can be improved by triangulation of two or more 
visible APs (Access Points). The mobile client currently supports the application in 
automatically retrieving location information from nearby WiFi, BT and GSM 
location providers, and in interacting with the PDPT server [3,4].  
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A first key step of the localization is a data collection phase. The information about 
the radio signals is recorded as a function of a user’s location. The signal information 
is used to construct and validate models for signal propagation. Among other 
information, the signal strength (SS) is available where WiFi, BT and GSM networks 
are available.  

To get a user position with more accuracy, the triangulation is currently used in 
PDPT framework. Other localization techniques like Monte Carlo localization can be 
used to get a better position if it is needed, but the PDPT framework provides good 
results only with triangulation techniques on a basic level of localization. [9]  

2.1   WiFi Localization 

In a real case of indoor localization by WiFi networks, several types of environments 
are used like open spaces, walls and mixed spaces. The Cisco APs (Cisco Aironet 
1121 and 1131) are used in the test environment at the Technical University of 
Ostrava.  

The measurements on three selected (representing three types of environment) APs 
of all APs have been performed to get signal strength (SS) characteristics. The 
characteristics were combined to get a one characteristic called “Super-Ideal 
characteristic”. The computed equation for Super-Ideal characteristic is taken as basic 
equation for PDPT Core to compute the real distance from WiFi SS. The equation has 
a sufficient coefficient of determination R2 = 80 % (R2= ssreg/sstotal).  

In the case of in-door location the damping effect of walls especially when the 
number of BS´s is small could hamper the positioning. However the precise 
positioning is not needed in all cases. When the granularity of object areas to be 
prebuffered into the mobile device cache is in level less than tens of meters, the 
localization by one or two visible BS´s is possible with high level of success. 
Maximal location error for static localization is 25 meters for the case the only 1 WiFi 
AP is in the range, 7 meters for 2 APs in range, resp. less than 5 meters in case of 3 or 
more WiFi APs (mentioned Cisco models) in range. This localization error can be 
rapidly reduced by use of dynamic localization in a sense of user movement trajectory 
computation. Naturally, this localization principle can be applied to other wireless 
technologies like Bluetooth, GSM or WiMAX. 

2.2   Odometry Localization 

The primary localization is made through a WiFi infrastructure. However, the 
accuracy of position for mobile robot is insufficient. As a result WiFi localization can 
be used for roughly localization – which room the device is in. Nevertheless, the WiFi 
signal is not well presented in all places. 

Odometry was tested, due to get more precise position of mobile device. Odometry 
is the use of data from moving sensors to estimate change in position over time. The 
probe simply count route based on incremental sensors from all wheels and steer 
angle. The practical results show that real precision of position is from 1 to 10% with 
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integral character depending on surface conditions and trajectory. In cooperation with 
distance sensors and maps it is possible to correct inaccuracy of the method. 

2.3   Magnetic Field Measuring 

The magnetic field sensor could be one of sensor which is able to correct inaccuracy 
of previous method. The electronic compass was used for measuring azimuth of the 
probe. The probe was placed on 9 places with the same azimuth. The azimuth was 
measured on these places using electronics compass and magnetic compass. (Fig. 2) 
shows measuring result.  

 

Fig. 2. Indoor Magnetic field measurement 

In spite of expectations, practical measurements inside the building shows high 
influence of metal construction of the building and influence of electric wiring in 
walls. As a result we can say that this method is not possible to use to obtain more 
precision position. 

2.4   Laser Scanner Measuring 

The current work on more precise position is to use distance sensors. The probe is 
equipped with laser scanner, two pieso-sensors and four corner optical distance 
sensors. Estimation of the position within a room is done using of fingerprinting 
localization. For similarity measurement is used correlation between fingerprint and 
current measurement. Data from laser sensors is array of distances between the sensor 
and closest subject within given angle. The range is 270° and maximum distance is 
20m. The space around the sensor can be displayed by connecting measurement 
distances/angle. The C# implementation of used formula [1] is shown in (Fig. 3).  

                                             

(1)
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Fig. 3. Implementation of similarity measurement 

The measured data from the laboratory of embedded system are shown on (Fig.4). 
The room is approx. 3m x 4m. The open door can be seen as long rectangle in bottom 
part. Right picture shows probe rotated (angle 30.75°). The angle is computed using 
correlation. The correlation curve is displayed on right part of the picture. The 
measured angle is found as global maximum of the curve. 

 

Fig. 4. An angle measurement of the probe 

The measurement is influenced by the difference between fingerprint and current 
state of the environment. The error in measurement is increasing especially due to 
placing new furniture or due to movement of people. The given method was tested by 
movement of a man in different distance from the sensor. The measurement results 
are shown on (Fig. 5). Left picture represent error when human is 30cm from the 
sensor (minimal due to size of the probe); right picture display situation when human 
is 1m from the sensor. A human stands in the worst part of the area due to masking 
view into the corridor. The corridor has high weight in correlation in the case.  

As a result we can say that this method is very suitable to obtain more precise 
position within given room. The method could also be used for determine if estimated 
position from WiFi infrastructure is right due to correlation of measured data to 
expected fingerprint. 
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Fig. 5. An angle measurement error of the probe with disturbance 30cm and 1m from the sensor 

3   Remote Control 

The remote control is the first mobile device from the set. The remote control 
provides Human-Machine Interface. The remote control is a medium sized handheld 
device. Remote control provides monitor and control of the probe, display 
information from sensors, setting the task or the desired position in auto mode, 
manual control using a gamepad or joystick, maps insertion and actualization, audio-
visual interface, diagnostic interface with trends and help. 

The user has full control of the second mobile device (the probe) or he can give the 
task to the probe. The user can handle the probe using a color display and touch panel. 
Manual mode is also available. The probe is controlled by a gamepad in manual 
mode. Programmed application provides intuitive user interface with a set of buttons, 
value displays and screens. First picture (Fig. 6a.) displays the situation measured 
using distance sensors – laser, optical, and pieso. In the situation something is very 
close to the back of the probe. The only free space to ride is on the right side. Next 
three pictures (Fig.6a to Fig.7b.) illustrate other screens of the remote control. [5] 

  

Fig. 6. Sensors screen from remote control application – laser, pieso and infra distance sensors 
(left figure 6a). Position of the probe and maps of remote control application (right figure 6b).  
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Fig. 7. Camera and diagnostic screen from remote control application (left figure 7a). 
Diagnostic screen from remote control application – trends or list of values (right figure 7b).  

3.1   Architecture of the Remote Control 

The remote control uses the iMX31LiteKit embedded controlling board based on the 
ARM architecture. The core of the board is the Freescale iMX31 microprocessor. The 
embedded board is equipped with a set of interfaces (Ethernet, serial, SPI, SD, CF 
etc.) The controlling application is stored on external SD card. 

For debugging purposes, the device is equipped with Ethernet connection. The 
remote control communicates with the probe using the WiFi module Owspa311 
connected via serial interface. The remote control uses a touch panel placed on the 
color display with a resolution of 640x480 pixels. It is possible to use a gamepad or 
joystick in the case of manual mode. The architecture is displayed in (Fig. 8). 

 

Fig. 8. Architecture of the Remote Control – display, mainboard and WiFi communication 

3.2   SW Architecture of the Remote Control 

The software application is based on the LinuxLink embedded linux. The application 
is programmed and compiled using the TimeStorm integrated development 
environment (IDE) including board support package (BSP) for the iMX31Litekit. The 
Fedora Linux host machine and the NFS (network file system) are used  
for developing the application. This way is quite complicated but very fast. The 
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application is compiled and stored on the NFS or on an SD card. After reset (power 
on) the Logic Loader loads the application from the SD card and starts it. 

The application is developed in the Qt graphic tool – Qt Creator. In this tool it is 
possible to create the design, windows, buttons and main root. To create the final 
application it is necessary to select an external compiler and to make the application. 
Another way is to use the Qt designer, which only generates functions and windows. 
The application is then programmed and compiled in some IDE environment – the 
TimeStorm in the case of the iMX31. 

4   Probe 

The second mobile device – the probe – is based on a massive chassis with a 
distributed control system, motor and high capacity battery. It is approximately 85cm 
meter long and 60cm high without an antenna. The weight is approximately 10kg 
including the DC drive, the battery, the CAN based distributed control system and all 
sensors. 

The probe includes a set of sensors for distance measuring, environment 
measurement and position and movement detection. For example, the Laser scanner 
can measure an environment up to 20meters in 270 degrees. The probe includes infra-
camera, pieso and optical distance sensors, pressure, temperature, GAS sensors, 3-
axis accelerometers etc. The audio-visual interface is in the preparation phase. [5,6] 

4.1   Architecture of the Probe 

The probe is equipped with a distributed control system with a set of embedded 
control and monitoring boards. The system is based on the industrial CAN bus and the 
CANOpen application layer. 

The main control unit uses the same HW architecture like the remote control. The 
control unit is based on the iMX31LiteKit and it is also equipped with LinuxLink 
(Fig. 9). 

Other control boards are based on industrial microcontrollers Freescale HCS12 
with the cooperation of the FreeRTOS operating system. These boards are 
programmed using C programming language using the CodeWarrior IDE. The probe 
communicates with the remote control using the WiFi module Owspa311.  

 

Fig. 9. Architecture of the probe: CAN based distributed control system 
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During the ride it is necessary to check the state of the embedded power source – the 
battery. Power consumption of the probe is displayed in (Fig. 7). During the ride the 
average power consumption of the probe is approximately 2.3 Ampers. The capacity 
of the battery is 4.6 Ah. So the probe can work in an active state for a maximum of 2 
hours. The solar panel is prepared for charging the battery during the ride for the 
future. In the case of low energy the probe will stop, turn off the sensor system and 
wait to charge the battery [7]. 

4.2   SW Architecture of Main Control Unit of the Probe 

The main Control unit of the Probe uses a similar SW platform to the remote control. 
The main control application uses several cooperation processes. This method enables 
the main control system to dynamically start, stop or replace part of the application 
without influencing the rest of the application. 

5   Conclusion 

The proposed set of mobile devices in the article successfully works at the Technical 
University of Ostrava. The main purpose of the project is to give the tool to the user 
which can extend the user perspective. The mobile device is equipped with an 
algorithm for finding the best way from the current to desired position. The outdoor 
precision obtain from GPS is sufficient, but the precision of indoor localization using 
only WiFi is insufficient. The current state of the project due to low precision is to use 
information from distance and other sensor to precise the localization. As a result the 
current work is focused on using data from laser scanner. In the future dynamic 
generation of the map based on information from sensors will be implemented. 
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Abstract. Paper describe a solution to solve a problem of unpleasant morning 
wakeup of people by developing of a special application for mobile smart 
phones (or mobile devices) which provide a smart pleasant wakeup based on 
detection of users sleep stages. Developed application named wakeNsmile pre-
sent a Proactive User Adaptive System, which react by his functionality to user 
request in sense of pleasant morning wakeup. This user request is solved by use 
of sleep stages detection during the night (sleeping process). These detections 
running during monitoring phase 30 minutes before requested wakeup [1], [2]. 
If application detects usefull sleep stage during this time window, the user is 
wakeup before requested time. If however no detection is happened, user is 
wakeup at requested time. User adaptivity can be enhanced by user data re-
cording and processing to reach higher level of successful sleep stage detection 
[3]. When used in connection with EEG signal processing and motion detection 
of user a complex system can be developed as Proactive User Adaptive System 
for HomeCare. Such complex solution can improve user comfort (e.g. children 
don’t need further to stay in hospital to monitor their EEG to detect anomalies). 

Keywords: Proactive; User Adaptive System; FFT Analysis; Mobile Device; 
Localization.  

1   Introduction 

Sleep is a complex process regulated with our brain and as such is driven by 24 hour 
biological rhythm. Our biological clocks are controlled by chemical substances that 
are mostly known to us. One of them is hormone called melatonin which is suspected 
to make us feel sleepy. 

This substance is produced in our brain and some scientists believe that it is also 
cause of a metabolism slowdown before falling asleep. Melatonin secretion leads to 
the body temperature reduction, blood flow towards brain limitation and muscles 
slackness. 

Approximately two hours after we fall asleep our eyes start to move back and forth 
irregularly. Based on this fact, sleep stages are divided into two main stages  
REM sleep with (Rapid Eye Movement) and NREM sleep stage (Non Rapid Eye 
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Movement). NREM sleep is divided into another four sub-stages, when with increas-
ing number the sleep is more and more deeper. [4] 

During healthy individual sleep, REM and NREM stages changes a few times. 
Most of the dreams are happening in REM stage. Body muscles are completely loos-
ened and thanks’ to this fact one is awaken refreshed. 

During deep (NREM 3 and 4) sleep stages blood pressure is decreasing which low-
ers chance of cardiovascular danger [4] and growth hormone is produced in its maxi-
mum in adolescent age. [5] 
 
Sleep stages: 

a) Wake (Awake) 
b) REM – we dream in this stage 
c) NREM1 – falling asleep 
d) NREM2 – light sleep 
e) NREM3 – deep sleep 
f) NREM4 – deepest sleep 
 
A graph that visualizes sleep architecture in a time (Series of individual stages) is 
known as Hypnogram. Typical hypnogram is displayed on image (Fig. 1) (duration - 
8 hours, obvious periodical changes of deep sleep stages and REM sleep stages).  

 

Fig. 1. Hypnogram with optimal wake up periods 

We can observe periods of mild sleep as potential candidates to wake up on previous 
figure. According to information provided in previous paragraphs, the most optimal 
time period to wake up is of course after 8 hours of sleep. This period is marked by 
green arrow on picture (Fig. 1). 
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2   Discussion of Similar Solutions 

The final goal of this project is a developing of proactive user adaptive system for 
pleasant wakeup, which will be operated on windows mobile devices. This UAS ap-
plication, will implement algorithms to detect sleep stages. Currently there are some 
similar projects available to download and run onto various mobile device platforms 
from Nokia, Apple iPhone, Windows Mobile etc. However nobody provide info what 
algorithms are implemented and how. What level of successfully detected sleep stages 
and finally waked up users is possible to achieve. 

First project from [6] is available to Nokia and iPhone mobile platforms named 
HappyWakeUp. This solution does not try to wake you up when you are in deep sleep 
or if you are in REM sleep (sleep phase with dreaming). These are the moments when 
it is most difficult to wake up [6]. 

HappyWakeUp application is based on principle of active monitoring of users 
sleep using the microphone of the mobile phone. It is trying to detect user movements 
in a bed. This is the reason, why user’s mobile device (mobile phone) must be placed 
near to user. Application then makes statistical analysis of the quality and cycles of 
user sleep. As authors describe, application is developed to detect only statistically 
significant movements as arousals, because during these moments users are actually 
awake or almost awake [6]. Authors however don’t publish any other details like 
algorithms or techniques, so it is impossible to evaluate their software according these 
principles.  

It is also possible to find other similar projects like HappyWakeUp. For example at 
Macjek Drejak Labs develop a Sleep Cycle mobile application. Their application 
Sleep Cycle has become a huge success with a #1 paid app position in many coun-
tries, including Germany, Japan and Russia [7]. Instead of HappyWakeUp a Sleep 
Cycle application monitor users move by using of embedded accelerometers which 
are actually equipped with modern mobile devices (like iPhones or some HTC types). 
User make during different sleep phases different moving in bed, which is possible to 
determine by Sleep Cycle application. Remainder phases of signal processing stay 
without any changes [8]. 

Presented problems with availability of any information about quality of detection 
or statistical results leads to need of a proactive UAS for pleasant wake up, which is 
discussed in rest of this paper. Following parts deal with an algorithms and their im-
plementation to real application to detect sleep stages by using of microphone input. 
Using of accelerometers will be investigated in near future. 

3   Implementation of Proactive UAS for Pleasant Wakeup 

Our proactive UAS for pleasant wakeup was named as wakeNsmile application (Fig-
ure 2). This application is written in C# programming language using .NET Compact 
Framework in version 3.5, which is a special framework solution from Microsoft for 
mobile devices [9]. Application was developed in Visual Studio and tested on a HTC 
Roadster mobile device with Windows Mobile 6.5 operating system. 

wakeNsmile application uses user control called Alarm, that has been created as  
a part of this project. Application is using Math.NET [10] neodym library for FIR 
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(Finite Impulse Response) filter design and WaveIn and WaveOut libraries [11] for 
mobile device sound interface communication. 

User control Alarm is reusable component and can be added to a newly created 
project and adjusted by needs of a programmer. User control is using number of other 
classes that take care of signal recording and analysis (Fig. 3): 

 Recorder class 
 Analyzer class 
 Wave, WaveIn, WnsWaveIn, WaveOut class 
 Player class 

 

Fig. 2. Block diagram of wakeNsmile application 

Recorder, Analyzer and Alarm (user control) classes are all running in their own 
threads (Fig. 2) so that signal recording is not influenced by signal analysis. By this 
reason a user is always able to interact with program even during signal recording and 
analysis. 

Recorder class is using WnsWaveIn class [11] and saves the sound recorded from 
the device microphone input. Class is designed using singleton design pattern because 
as device can record from only one device input in a time. 

Instance of a recorder class is running in its own thread. Thus the graphical user in-
terface Alarm (user control) is ready and available to receive command at any time 
even during recording and analysis process and Analyzer class is able to analyze data 
sample at another sample recording without recording interruption. 

.NET compact framework does not offer any classes or interfaces to communicate 
with audio interface on mobile device. Thus WaveIn and WaveOut classes are used. 
Recorder class contains important constant MAX_REC_TIME, which defines time 
range of record before it is processed and analyzed. By default it is set to 50ms. That 
means that 50ms worth data samples are recorded and then handed over to Analyzer 
class that starts signal analysis in its own thread immediately. This constant can be 
changed by developer if needed (see end of section 4). 

Analyzer class is class intended for recorded signal with MAX_REC_TIME  
analysis.  

Last but not least Player class as wrapper around WaveOut class that plays alarm 
sound in a loop until stopped by user. Instance of this singleton pattern designed class 
is running in its own thread as well. 



476 O. Krejcar and J. Jirka 

 

Fig. 3. Class diagram of wakeNsmile application 

4   Sleep Stage Analysis Algorithm 

Sleep stage analysis algorithm is based upon knowledge about specific sleep stages, 
and empirical testing on two subjects. Detection algorithm is based on presumption 
that if patient is in the REM phase and his sleep is not disturbed or pathological in any 
way his muscles start to spasm that lead into a user movement that itself can be re-
corded and detected by the device microphone. If patient is in NREM stage 2 and 
higher sleep stage all of his muscles are relaxed and thus no body movement occurs. 
[12], [13]. Recording itself is triggered 30minutes (by default) before the wake up 
time set by the user before sleep. If an erratic movement is detected within this inter-
val user is awaken at that time when the erratic movement occur. Time interval of 30 
minutes was estimated from facts mentioned in studies [12], [13]. This time window 
has represent REM stage of sleep, when we are almost awake. If no movement sound 
is detected during this 30 minutes window user is awaken on set up time. According 
to [13], at least once the REM phase occurs during this 30min. window. 
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Fig. 4. UML activity diagram sleep stages detection algorithm  

Algorithm (Fig. 4) itself is based on time-series analysis. It is based on sound wave 
differences (period, amplitude), that are abnormal and above isoline. Isoline is com-
puted by linear moving average algorithm. Waves are likely to be more similar within 
biological manifestations of sleep (breath, snoring). Waves are much more similar in 
means of period and amplitude. These waves as biological manifestation during sleep 
are taken as false deviations from isoline as they most likely represent deeper NREM 
stage of sleep and thus are not positive to wake user up and are taken in final statisti-
cal analysis as negative sleep anomaly. 
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On the other hand if erratic waves (different in period and amplitude) are registered 
at least DETECT_ANOMALIES_COUNT they are taken into final statistical analysis 
as positive sleep anomaly. These erratic waves in final analysis are most likely  
to represent user movement in a bed which is manifestation of brain-motor  
interconnection that occurs during REM stage of sleep that is very positive to wake 
user up.  

Algorithm described in previous paragraphs is adjustable for developer in many 
ways. Every constant that can adjust sensitivity of algorithm in any aspect described 
is shown below. These constants are saved in Analyzer.cs file: 

 
//How many minutes before wake up time should detection begin 
public const int WAKE_WINDOW_LENGTH = 30;    
//How fast signal should change to monitor its tendency 
const double DETECT_DIFFERENCE_SPEED = 20;  
//Difference between isoline amp. given by MA usually 0 
const int DETECT_DIFFERENCE_AMPLITUDE = 40;  
//How many s mic input should be above 
const double DETECT_DIFFERENCE_SECONDS = 0.1;    
//How many anomalies with respect to detect setting there should  
const int DETECT_ANOMALIES_COUNT = 3;         
//Filter out snore and breathing as periodic biological event  
const bool SB_FILTER = true;  
//How many periods of SB peaks to wait for  
const int SB_FILTER_PERIOD_NUM = 3;     
const double SB_FILTER_AMPLITUDE_SIMILARITY_COEFF =  
                                                DETECT_DIFFERENCE_AMPLITUDE / 4; 
const double SB_FILTER_TIMESPAN_SIMILARITY_COEFF =  
                                              DETECT_DIFFERENCE_SECONDS / 4;       
//How big moving average window is (in n. of samples) 
const int MA_FILTER_WINDOW_SIZE = 100;   
//How big moving average window is (in n. of samples)      
const int MA_FILTER_DELTA = 20;   
const int SIGNAL_BOOST = 4;  //Amplification of incoming signal    
const int SAMPLE_RATE = 22050; //Do not change this - yet 
const int FIR_FILTER_LOWPASS_CUTOFF = 2000; // In Hz 

5   Proactive User Adaptivity 

wakeNsmile application is developed to react on users declared request in form of 
happy wake up at predefined time (Fig. 5). The time defined for alarm is however the 
latest possible time to wake up of user. We are trying to detect a body state in which 
the user is most able to wake up with a smile. Time period for detection analysis of 
state phases is declared to 30 minutes. A Fast Fourier Transformation (FFT) and some 
other sophisticated methods are used for it. Created application is an ideal example of 
user adaptive solution for mobile devices. Currently a single application is developed, 
but a distributed architecture version with a neural network analysis and people  
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database is planned for future steps to be a completely embedded solution at Mobile 
UAS Framework. Developed application act as a proactive solution is sense of wake 
up of users in most suitable time. 

 

Fig. 5. wakeNsmile application example  

6   User Adaptive System for Homecare 

Developer wakeNsmile application is practicable as it is as an example of proactive 
UAS for pleasant wakeup. Due to the used modular conception of developer solution, 
a system is easy extensible and reconfigurable in other UAS solution. The most valu-
able part of describet solution is Alarm component, which make it possible to use in 
more complex solution of User Adaptive System for HomeCare. Within this UAS 
Framework the most usable application area is in home care of young patients (e.g. 
for monitoring EEG for epilepsy detection). This use is one of further steps in our 
future research of developed solution.  

The goal of this UAS HomeCare Framework is developing of monitoring as well 
as supervising part of interconnect system for mobile devices (typically mobile smart 
phones). Monitoring device will use the embedded accelerometer device for motion 
detection of user. If some motions were detected (e.g. in case of patient/user shaking), 
a recording of sound as well as EEG monitoring is activated along with particular 
analysis of these data. In same time alarm is violated at supervisor mobile device 
(in home care typically parent act for this role) to invoke needed action (e.g. help to 
patient).  

The whole measurement chain along with complete architecture is provided at fig-
ure (Fig. 6). From remote PDA of supervisor a next alarm is violated into Central 
monitoring statio, where paramedics can examine record and make further actions 
(e.g. Ambulance service invocation to safe patient life in the worst case).  
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Fig. 6. Measurement chain of EEG, sound and motion activity monitoring. Complete Proactive 
User Adaptive System for HomeCare. 

7   Conclusion 

wakeNsmile application was created as Proactive User Adaptive System solution for 
pleasant morning wakeup of users. Our tests provide more than 72 % of successful 
happy wakeup from all test persons (over 89% in case of healthy persons). 

The solution is working fine, but in some areas where detection algorithm does not 
work the use is not recommended. The used method of sleep stage detection (sound 
analysis by use of mobile device microphone) is not applicable for people with sleep-
ing disorders like insomnia, etc whose sleeping manifestations are pathological. This 
method is also not applicable in noisy areas which are also unhealthy for sleeping. 
Another problem is physiological manifestations of sleep like snoring or cough. But 
these manifestations can be detected and filtered out. Snoring itself is physiological 
periodic process that can be detected and distinguished from erratic movement anom-
aly sounds that are key data for the detection algorithm. Snoring is an unwanted event 
that occurs during NREM sleep stages [14], [15]. 
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Abstract. This paper focuses on the intelligent adaptive user system for analy-
sis and detection of dangerous wave propagation with wide setting of parame-
ters and limits, which depends on user type and requirements. The designed 
mathematical model as user adaptive interface is powerful instrument for  
complex analysis and approximate result of unhealthy effects of acoustic, and 
vibration wave’s propagation without necessity to practice testing of health pa-
rameters. The solution is based on species interaction given by medical and 
physics regularities. The model makes it possible to intelligent customize vari-
ous additional depending elements and parameters to the model, with their 
specification, which is given for example by vibration dampening capacity, 
noise attenuation, and source power. The paper paragraphs describe a mutual 
parameter dependences, algorithms, methods and analyses of designed adaptive 
model with the function mathematical block description. The developed model 
is constructed in the mathematical program Matlab.  

Keywords: user modeling, adaptation, wave propagation, acoustic, vibration, 
analysis. 

1   Introduction 

There is presented user adaptively setting system for mathematical modeling and 
simulation of a wave sources, a wave propagation track, and a wave analyses for 
unhealthy verification. The developed analysis system is adaptive for various parame-
ters and situation cases. The model parts of whole adaptive analysis system are simu-
lated as particular blocks in Matlab Simulink programming environment by means of 
structural programming. These parts can be connected and mutually combined to the 
schemes corresponding to practice situations, which are approach to real unhealthy 
risks.  The mathematical models of named model parts are based on physic formulas, 
which are solved by means of acoustic and vibration principles as stated below. The 
equations and mathematical relations are solved by regular numerical methods and 
blocks programmed in Matlab Simulink, which enables these manual or automatic 
simulation settings: variable dynamic step, relative and absolute tolerance, type of 
simulation character.  

Due to the extreme range and complexity of this problematic, the presented paper 
only describes the basic necessary model parts of the whole analysis system for  
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unhealthy wave propagation, which are a wave source block, a wave propagation 
track block, and a wave analysis block. It is also presented for comparison of simula-
tion blocks implementation and mathematical formulas with defined effects. There is 
described a basic implementation methods and a main structure of the presented wave 
propagation model. Last but not least, the paper not only shows the model of a sepa-
rate model parts itself with defined functionality, but also its integration into the 
model system with complex wave propagation algorithms, together with wave source, 
and wave analyses results, as it can be seen as structure in Fig. 1. The solution advan-
tage is that there are many configurations and various parameters settings of each 
block, which is implemented to the model structure. The interconnections of model 
blocks differ from case to case; it depends on focused wave analysis and wave source. 
The following paragraphs deal with description of wave analysis system and particu-
lar model block analyses. 

The mutual dependencies among the function blocks and mathematical formulas 
are programmed specially for result of health risks and unhealthy effects. The model 
structure is implemented by sub-models, which define the mathematical function 
blocks. The described algorithms inside sub-models were programmed as the Simu-
link blocks and Embedded-functions combination. An advantage of Embedded-
functions is the possibility to construct a basic blocks, which could be used many 
times in a model with varying parameters. The Embedded-functions are programmed 
for mathematical set of equations and graphical animations. The presented solution is 
seriously helpful instrument for design and analyses, which defines unhealthy effects 
of acoustic, vibration wave propagation, and their reduction compare to unhealthy 
limits, which are given by available sanitary standards. The model realization enables 
to adaptively build various situations with defined wave sources, distances, and barri-
ers. Afterward, the results from model computing could be gravely useful for design 
of barriers, materials, distances, which should be implemented in practice for elimina-
tion of unhealthy dangerous wave effects to human body. 

2   Mathematical Modeling Structure 

The mathematical program environment Matlab with Simulink toolbox provides a 
powerful instrument for the capabilities of the developed model represented wave 
propagation and its healthy analyses. This paper describes what the model simulates 
and how and why it is convenient to use one. 

The implemented model structure is divided to sub-models, which represent differ-
ent functions of the mathematical blocks. The basic sub-models of unhealthy wave 
propagation modeling are compound by connection or their combination of the wave 
source block, wave propagation track block, and wave analysis block. The model 
contains Embedded-functions, which are additional element of Matlab modeling. The 
Embedded-functions enable to add customized algorithms to Simulink models, either 
written in Matlab programming language. After Embedded-function has been written 
and placed its name in an model block, there is possible to customize the user inter-
face by using masking [6],[7].  
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The sub-models and Embedded-functions can be effectively used for a variety of 
applications, such as general purpose blocks in Simulink, describing a system as a 
mathematical equations, graphical animation using. An advantage of sub-models 
using is that it is possible to build a general algorithms in block that is usable for 
many times in a model with varying parameters and different purpose. These editable 
parameters and values are defined by user in each sub-system block setting window 
[3],[4]. 

 

 

Fig. 1. The basic model structure of adaptive user system for unhealthy wave propagation 
analyses 
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3   Simulation of Wave Propagation 

The presented simulation comes with purpose of evaluation for unhealthy wave 
propagation recognition in area with known wave source and barrier. Mathematical 
algorithms, which are implemented to simulation of wave propagation, are based on 
combination an equation of motion and on a wave equation. The equations are given 
by sum of dynamical physical values changes by waves and of steady state of system. 
An equation of motion for gas and liquid denotes pressure p  changes in time t  de-

pend on vector of element speed iv changes and capacity power 0=iG , which is 

equal to zero in this case as shown in the following expression [2]:  
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where ρ  is liquid density. The vector of position ix  could define area from one-

dimensional to three-dimensional axes. The wave equation is given by pressure p  

changes in time t  with wave propagation speed c  and vector of element speed 

iv changes depend on position vector ix  and liquid density ρ  as shown in the fol-

lowing expression [2]: 
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The wave source was modeled as a block for acoustic or vibration signal generating 
with various parameters computation which characterize basic physical values of 

signal, as signal amplitude MAXW , signal frequency ][Hzf , pressure level ][dBL , 

intensity ][ 2−⋅ mWI , pressure ][Pap , power ][WP . The generated signal is pre-

sented as a harmonic signal with defined outputs which are connectable to the wave 
propagation track block or the wave analysis block, which is shown as structure in 
Fig. 2 and Fig. 3. [5]. 

The wave propagation track is separate to the block for acoustic or vibration signal 
transmission with various types of medium and character. There is possible to signal 
propagation as one a dimensional wave, a reflection wave, and s space wave for vari-
ous adaptable environment parameters. The graphical results of model characteristics 
are presented in Fig. 4 and Fig. 5 as wave pressure and spherical propagation depends 
on distance and time. 

Computed values for one dimensional propagation which characterize propagation 
situation are implemented by the following equations [1],[2]: 
- speed potential Φ  

                             ( )ϕω +⋅−⋅⋅=Φ xktWMAX cos  (3) 
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- pressure p  
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Φ∂⋅−= xktW
t

p MAX sin  (4) 

- speed v  

( )ϕω +⋅−⋅⋅⋅=
∂
Φ∂= xktWk
x

v MAX sin  (5) 

- intensity ][ 2−⋅ mWI  
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where wave number k  is given by formula: 

λ
πω ⋅== 2

c
k  (7) 

 
 
 
 

 
 

Fig. 2. The block of acoustic source and parameter menu for acoustic source setting 
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The barriers, which can be inside propagation track, are implemented by sound-

proof value [ ]dBRθ , for example homogenous soft wall of low frequency signal as 

shown in the following implemented formula: 
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where m  is weight of wall and θ  is an angle of wave incidence. 

 

Fig. 3. The example of mathematical model parts of acoustic source, which is developed in 
Matlab Simulink programming environment  
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Fig. 4. The graph of wave pressure propagation depends on distance and time  
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Fig. 5. The graph of wave spherical propagation depends on distance and time 
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4   Analyses of Unhealthy Waves 

The wave analyses are implemented in the block for acoustic or vibration signal rec-
ognition and comparison to the various sanitary limits. The results are presented as 
graphs for signal trajectory showing, frequency spectrum of signal, wave propagation 
color graphs. 

The acoustic propagation analyses, which are simulated, are usable for computa-
tion of velocity of wave propagation, sanitary verifying and other parameters by 
graphical presentation. For sanitary analyses, there is important acoustic wave value 
of actual acoustic pressure level ][dBL , which is presented by implemented equation 

[1]:  
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where reference pressure is [ ]Pap 5
0 102 −⋅= . 

This parameter is subjectively feels by human ear in dependency on frequencies 
from 20Hz to 20kHz, where frequency around 4kHz is the most sensible. The sensi-
tive characteristics-phones are implemented as a collection of interpolated polynomial 
equations, given by example of equation for the lowest hearing level for frequencies 
from 1kHz to 16kHz and presented in Fig. 6 

10.3 +0.01x - + x108.0 + x103.2-      

+ x106.9 + x107.5- x103.9 + x10-7.9
26-39-

4-135-176-217-26

⋅⋅

⋅⋅⋅⋅=y  (10) 

 

The designed analyses are component of graphical results and they evaluate biological 
effects on acoustic noise, which are defined by standard specification as time limiting 
noise, impulse noise, infra-noise, ultra-noise, communal noise and others. The dan-
gerous and restricted levels of noise are marked for recognition. 
 

 

Fig. 6. Waves analysis example in frequency domain 
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The other wave propagation type in simulation is vibration of mechanical systems. 
For sanitary analyses, there is important vibration wave value of acceleration 

level ][dBLa , which is presented by equation [1]:  
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where reference acceleration is [ ]26

0 10 −− ⋅= sma . 

The vibration analyses as previous are component of graphical results and they 
evaluate biological effects on vibration, which are horizontal or vertical, time limit-
ing, defined on part of body and others. The dangerous levels are marked for recogni-
tion too. 

5   User Adaptation in Mathematical Modeling and Analysis 

The applications designed for simulation could support the adaptive capabilities and 
user expertise mathematical modeling, processed through the user model parameters 
dealing with the various system responses. The purpose of the described research is 
almost to investigate how the users could interact a developed program in a more 
natural way with the aspects influence the program’s interaction capabilities and the 
program naturalness of the dialogue. The developed user adaptive programs have to 
keep the recommendations of the appropriate reaction and possibility of modeling 
situation, which has to correspond to physical possibilities.  

The solution of adaptable model should be seriously helpful instrument for design 
and analyses, which defines and simulate characteristic dependences, which are given 
by available standards and mathematical equations. The model realization enables to 
build various situations with defined parameters. Afterward, the results from model 
computing could be gravely useful for design of real application, which could be 
implemented in practice usage. The mathematical modeling of complex adaptive 
system should be constructing by basic elementary blocks which represent the 
mathematical functions, which could be used many times in a model with varying 
parameters.  

6   Conclusion 

The purpose of the paper was to verify the possibility of user adaptability in the simu-
lation and modeling for analyses of unhealthy acoustic and vibration waves, which 
combines theoretical physic knowledge and medical skills. The adaptable model is 
described by structure in Fig. 1. The particular parts of blocks were developed to 
theoretical knowledge. 

The basic innovation is that the developed wave propagation and analyses user 
adaptable model. The designed model of analysis wave propagation system is very 
useful instrument for various adaptable analyses of unhealthy effects to human body 
of acoustic, vibration wave’s propagation. Thanks to the model, there is possible to 
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reduce effectiveness by defined barriers compare to unhealthy limits, which are given 
by sanitary standards. The model realization is variable for situations and user given 
by parameters of wave modules. The adaptively mathematical model is usable for 
design of barriers, specifying of distances, verifying of measured data, unhealthy 
factors analyzing. The project simulation results are prepared for verifying by meas-
urement. 
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Abstract. User adaptive systems for data management becoming more impor-
tant in the home security and maintenance systems. There does exist plenty of 
monitoring systems with relevant outputs without right driven information  
between user and maintenance system. Especially the real time biotelemetry 
system base on vital function monitoring and first-aid treatment are the main 
focuses for user adaptation. The goal of this work is design and implementation 
of such kind of maintenance system providing information by user adaptive sys-
tem for protection and saving haleness and human life. System design consists 
from hardware implementation of the sensing and transmission part and from 
logical structure by software implementation with user adaptation. 

Keywords:  User Adaptive, Embedded System, Biotelemetry, Electrodes. 

1   Introduction 

Embedded systems are the combination of hardware and software which are parts of 
larger arrangements devices.  Most of these are part of the control device, so is also 
known as embedded control system.  Embedded systems are mostly designed for user 
adaptability in operational to respond occurrence in real-time. Those embedded sys-
tems may rapidly change the way of human’s interaction with their surroundings in 
conjunction with a number of units and sensors, which can provide the information 
captured, shared and processed in entirely new ways. Many of the embedded systems 
were designed mainly according to actual requirement.  

The large group of embedded systems is used in medicine, medical devices, self 
monitoring devices and more and more in health home care applications. With regard 
to the health-care embedded systems and monitoring devices, valuation and the nec-
essary for more health maintenance monitoring system implementation growing with 
the number of group of an elderly people and senescent singles. Some of them are 
familiar wit actual information technologies and they will involve user adaptability 
embedded systems for vital function monitoring as accessory of daily life as to which 
can safe their life in critical situation.  

The health care embedded systems can be spread onto three extensive categories. 
These categories are the managing unwell patients with chronic conditions or im-
plants, managing the wholesome people as prevention and finally can be used as 
clinical support. [1] 
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In health home care systems the patients should check personal health status by 
themselves with their health status real time feedback displayed. In line with represen-
tative biomedical signals that need to be measured from the patients, various types of 
medical transducers will be connected to the embedded system for signal acquire-
ment. By sensing the discrete biomedical signals to embedded parameter detector, 
extractor the relevant parameters will be data mined by using promising mathematical 
techniques. [2] 

2   Home Care User Adaptive System Concept  

The concept of biotelemetric embedded health supervisory systems is based on usabil-
ity inside and outside the user flat. There is the mobile part of measuring system 
which can be taken also outside the flat. The sensor and actuator placed in the flat as 
fixed or movable or mobile like ECG electrodes connected to the mobile part. All the 
data from sensors and mobile unit are collected in the home acquisition unit placed in 
each flat unit. This unit communicates with the surrounding sensors and actuators by 
wire or wireless way. Out coming communication between flat acquisition unit and 
dispatching centre is made by Ethernet as Fig.1. [4] 

 

Fig. 1. Home Care User Adaptive Health Supervisory System Concept with Communication 
Schematic Visualization in Interior and Outer Part 

Mobile unit with other sensors can be wearable on the user to take out away from 
flat. Then after the unit becomes standalone concerning data measuring and transmis-
sion by GPRS data connection. In the same time the GPS localization is add into the 
measured data.  

Main property of mobile unit is mobility with light weight, long life battery profile, 
first aid emergency pushbutton and user interface for self check information. Appear-
ance of mobile unit can be similar to mobile phone due easy user utilization. The 
sensors and home health embedded systems also have to be untroubled for daily usage 
with the low cost of arrangement and operation. This system provide reliable, secure 
and diagnosis prediction credulity respecting of the hardware and software parts.  
[5], [6] 
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3   Embedded Hardware 

The main hardware components of inner part in Home Care measurement system are 
mobile part, acquisition unit and set of sensors. The sensors are particular components 
which are movement and position sensors as static part and personal medical diagnos-
tics systems as semi static sensors. The semi static medical diagnostics sensors like 
body weight, non-invasive blood pressure, pulse oxymetry, glycaemia, temperature 
and indoor humidity and lighting. Those sensors provide user interacted data for im-
provement the diagnosis. Those data can be used for health condition status prediction 
concerning circadian rhythm and historical data trends. The special part of sensors is 
mobile wearable sensors placed on body of use and connected by wire into mobile 
part. The sensors are devices embedding data into biotelemetric embedded health su-
pervisory systems without any requirement for critical data processing performance.  

 

Fig. 2. HW Structure of the Mobile Unit with Programmable FPGA Device. Serial EEPROM is 
Used for Actual Communication Parameters, ID Codes and the Time Stamps Derived from 
RTC. RGB Video Interface is Ready for Diagnostics of the Logic Design. 

Important role has various management servers and data aggregation points in out-
side part of system. These points are made of standard server hardware parts and their 
performance for data effect manipulation is further than appropriate. Key unit  for 
embedded data handling and processing are mobile part and  acquisition unit. There is 
a unification microcontroller design on both units due to the efficiency and cost point 
of view. Block scheme of this architecture can be seen in Fig. 2. 

FPGA device in Fig. 2 constitutes the heart of the mobile unit. That device is used 
for wide range of concurrently processed operations. The most important ones are 
listed below: 

The first stage of the FPGA design structure is a Raw Biometric Data Parsing, 
which classifies several data types acquired from sensors. The most important func-
tions utilize DSP features of the FPGA like DSP preprocessing and Harmful Event 
Detection. All the processed data are evaluated depending on network structure pa-
rameters. Next some data frames are marked with time stamp and then the data are 
encapsulated into frames and compressed. Last logical block adjacent to serial com-
munication pins is an SPI control unit for ZigBee interface. All sequential controllers  
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inside the FPGA logic are designed as safety synchronous Finite State Machines 
(Figure 3) with one-hot encoding. 

All signal processing functions inside FPGA use specific HW features of the de-
vice including DSP cores and dedicated multipliers. Time stamps feature with events 
saving into EEPROM is helpful in the case the wireless communication should tem-
porarily lost. For that event also the embedded FIFO buffer is needed.  

Communication between FPGA and peripherals is implemented using three wire 
SPI and I2C bus. Both ZigBee controller and FPGA perform their tasks autonomously 
and can achieve high communication throughput.  

Another FPGA function is a logical diagnostics module implemented in the design. 
For that feature the VGA interface enables real-time monitoring of essential process-
ing parameters of the mobile unit on the common VGA display.   

 

Fig. 3. State Diagram of the Communication Controller for Translation to VHDL Unit. The 
Finite State Machine (FSM) with 8 States is Controlled by 20 MHz Clock and Utilizes about 23 
FPGA Slices. 

Differences between unit of acquisition and mobile unit are in their power solution. 
Mobile unit is mobile device powered by LiIon mAh accumulator with full output 
operating in three days. Data acquisition unit is mains powered device connected to 
the Ethernet. For ZigBee wireless communication is used 2.4 GHz ISM band ZigBee 
chipset working with ZigBee protocol stack. [3] 

Caching of biotelemetric data is implemented with 1MB fast FRAM memory. 
Main goal of cash memory is providing temporal data storage to prevent short time 
outage on ZigBee or Ethernet network.  

Table 1. Device Utilization Summary for Home Care Embedded System Designs 

Resources Logic Utilization 
Used Available Utilization 

Slice Flip-Flops 1715 3840 45% 
Number of 4 input LUTs 2109 3840 55% 
Number of occupied Slices 1195 1920 62% 
Number of Block RAMs 10 12 83% 
Total equivalent gate count for design                     43315 
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3.1   Interior Equipment Description 

User adaptive system is designed as embedded system implemented in place where 
the user spends their time like home or rest home. These interiors part primary meas-
ure and monitor biological data from patient and handle it through acquisition unit 
outside the flat thought Ethernet connection. Communication between the interior 
parts of the monitoring system is realised by short range ZigBee communication tech-
nology. There are main components in wireless net like data acquisition unit, mobile 
unit and sensors as in Fig. 4. In case of larger distance wireless communication be-
tween one flat components can be add the ZigBee routers as communication repeater.  

 

Fig. 4. Communication in Interior Part of Home Maintenance Biotelemetric System. The Data 
from Sensors Flow through Acquisition Unit to Mobile Unit to User Adaptive System.  

Constituent part of this user adaptability system is mobile unit which measure bio-
medical data from wearable on body sensors like multi-channel ECG, body and sur-
rounding temperature and standing and falling acceleration. The mobile unit is inbuilt 
into the standard mobile phone case equipped our embedded electronics. Data outgo-
ing from mobile unit and from sensors in interior part are aggregated into acquisition 
unit in flat and then transferred by Ethernet communication transfer. Data acquisition 
unit is the only data interconnection part between outside and inside parts. [7], [8] 

3.2   Outside Segment of Maintenance System 

In case of straight interaction and ambient intelligence in medical systems communi-
cation midst healthcare processes and the home care supervisory systems and the 
profound embedding of wireless sensor into the neighbourhood. These are the most 
accountable feature of embedded systems application from point of view technologi-
cal infrastructure for ambient intelligence realization. 

Transmitted data from acquisition unit have to be processed, stored and mostly real 
time analysed for feedback interaction in user or first aid in case of serious disorders. 
This outside part are mostly dispatching centre that collection multiple interior parts 
in one time to monitoring individual users. Parts of the maintenance system in interior 
and outside part handover data through TCP/IP protocols through Ethernet communi-
cation transfer as Fig. 5. Outgoing part consist from dispatching centre, servers that 
providing protocols settings, real time providing servers and Simple Network Man-
agement Protocol for managing the communication net. 
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Fig. 5. Outside Part of Home Maintenance Biotelemetric System. The Acquisition Unit Pro-
vides Data from Monitoring Unit to Outside Situated Communication with DHCP and NTP 
Servers. Main Terminal Displays the Actual Status and Alerts from Flat Unit. 

4   User Adaptive Interface  

Mobile unit is able to monitor basic man’s life function. This unit integrates all the 
measurement, visualisation and wireless communication properties. For the user inter-
face is used LCD display, matrix alphanumerical keyboard and ON/OFF button 
driven by FPGA with external flash memory for maps and trends history storage. 
Effect of display and keyboard is admitting easy interaction with user. User can select 
his measured biomedical data. Keyboard admits customization of graphical user inter-
face on Fig. 7. Sensor and data interface on the mobile unit makes possibility for 
uploading new user interface. 

 

  
 

 

Fig. 6. User Adaptive Interface Components from the Left LCD matrix display, Matrix , Al-
phanumerical Keyboard, Data Interface with (1) power connector and (2) data connector, 
FLASH memory for user data storage 

Mobile unit is in direct interaction of user. This unit has numerical keyboard, LCD 
display and several pushbuttons which makes it possible for user to set on values of 
monitoring, individual pre-sets and visualise measured data Fig. 6. 

Data interpretation is realised by graphic user interface on embedded system like 
mobile phone. The user has straight contact with the mobile unit for visualising actual 
measured data or pre sets values of monitoring. There are main information on dis-
play like battery status, wireless network quality and actual time. 
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Fig. 7. Main Controlling part of the Mobile Unit is FPGA Device. User Adaptive Interface is 
driven by microcontroller with  AVR architecture. Communication between them by I2C both 
side communication. 

 
 

 

Fig. 8. Initial Screen of User Interface with Main Menu Items 

In context switch menu user adjusts the visualisation of alphanumerical data or 
their graphic visualisation Fig. 8. Possibility of visualisation of electrocardiogram, 
data trends or blood pressure values is shown in Fig. 9. Inseparable part of user ad-
justing is settings of signal feed speed, intensity of LCD backlighting etc. There is 
also push panic button and demo mode for introducing the system. 

 
Actual Measurement Visualization. ECG (channel 1 and 2), Plethysmography  
(including SpO2 and heart beat). Last twenty minutes of measured data is stored on 
Flash memory for post processing and pre event analyzing.  

 

  

Fig. 9. Records Visualization on User Interface from the Left Real dual channel ECG, Finger 
Plethysmography  
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Trends Visualization like body and surrounding  temperature, systolic and diastolic 
pressure, heart beat, SpO2, body weight, position trajectory in room Fig.10. In trends 
Visualization can be set on the same scale for all kind of data trends.   
 
 
 
 
 
 
 
 

Fig. 10. List of Interacting Trends Chart Accesable from User Interface from thje left Body and 
Surrounding Temperature, Systolic and Diastolic Pressure, Oxygen saturation - SpO2, Body 
Weight 

Additional Information can user chooses in menu like actual user position in flat can 
be shown as point on the map Fig. 11. Also the first aid can be used. In menu event 
visualization can be shown. There is also Flash memory actualization for uploading 
maps and user interface pre sets values. In Demo mode there is introduction into the 
system and demonstrate how mange the user interface. Speed of screen feed and 
backlighting use can adjust by their own needs. 
 
    

Fig. 11. Additional Informations in User Adaptive System Contains from the Left: User Posi-
tion, Firs Aid Call, DEMO Mode and Flash Updating Menu 

Data that are measured and visualised on mobile unit screen are transmitted by 
identified ZigBee cluster ID wireless security communication.  The same data source 
and packet transmission identification is used for communication with outer part of 
maintenance system  by Ethernet thought acquisition unit. 

5   Data Communication in Health Supervisory Systems  

Data communication in biotelemetric embedded health supervisory systems is par-
tially realised in wire and ZigBee wireless data transmission shown on Fig. 4. The 
main effect of that data transmission is easy monitoring and management on internal 



500 M. Penhaker et al. 

part. Concentration interface between internal and external part represents acquisition 
unit which is the data interpreter. This unit use SNMP technology for management 
and internal part of system instatement management by dedicated ZigBee links. There 
is dedicated 16 bit ZigBee cluster ID for management link between every single Zig-
Bee device and acquisition unit. In data communication are defined  messages con-
taining notification of error and their type, commission for system reset, battery 
charge condition of each elements, timing and ZigBee network settings including 
PAN identification. There is one to one mapping between data transported by differ-
ent network technologies without any data and protocol translation. [9] 

Data flow controlling is providing in outside part of biotelemetric health supervi-
sory systems without conversion into ZigBee messages of internal part of system. The 
outside part data communication is driven by DHCP and NTP technology for assign-
ing TCP/IP protocol coherent settings, IP address of SNMP Network Monitoring 
Station.  

6   Conclusion 

Nowadays the health maintenance telemetry systems form part of daily life.  Every-
dayness will be in the near future monitored by health embedded systems and inspect 
our lives and health. In our work was such kind of health maintenance system concep-
tion introduced. Presented system is implemented in our two-room testing flat carried 
on VSB – Technical university of Ostrava and University of Ostrava. Health mainte-
nance system is presently realised for singles indoor monitoring. Nowadays systems 
implementation provides priceless information about the hardware configuration 
improvement in the future and also valuable health data files for more accurately 
diagnosis assesment.  In the future we would like to improve  the system by integrat-
ing GPRS and 3.5G communication for outdoor on-line monitoring including  posi-
tion monitoring by GPS system.  
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Abstract. Recent surge of ubiquitous computing devices enables users to carry 
their own ubiquitous decision support systems (UDSS) and make important 
decisions by using them. However, there few studies investigating why UDSS 
users intend to use the systems continuously because there are a large number 
of elements to be taken into consideration. Peculiar factors about the UDSS that 
this study focuses on include the connectivity and context-awareness function, 
which were not considered in previous studies of the adoption of UDSS. 
Accordingly, this study empirically explores this research question by using the 
scanphone-based ubiquitous delivery system(UDS), which many delivery 
service providers have been adopting recently as a form of the ubiquitous 
decision support system (UDSS). The results reveal that the connectivity, 
context-awareness function, and perceived values play meaningful roles in the 
UDSS. Based on the results, this study suggests implications and directions for 
future research for planning and realizing the future UDSS. 

Keywords: Ubiquitous decision support system(UDSS), connectivity, context-
awareness function, perceived value, Ubiquitous delivery system(UDS), 
scanphone. 

1   Introduction 

The corporate environments of information technology have been rapidly changing 
recently. The individualistic work environments have been shifting toward the network-
based cooperation systems according to the advent of the internet. In Korea, 
particularly, such changes in the work environments are accelerating due to the growth 

                                                           
* Corresponding author. 



 Effect of Connectivity and Context-Awareness on Users’ Adoption of UDSS 503 

of the mobile market, and the so-called ‘ubiquitous environment’ is arriving. In the 
ubiquitous environment, it is expected that higher interaction will be accomplished 
between companies and their clients as well as providers and their partners, and the 
decision-making methods will also change according to the changes in the work 
processes and methods [1]. As a result, the roles of the decision support system that 
supports decision-making in the ubiquitous environment will diversify and attain greater 
importance. However, although previous studies reviewed the UDSS, they did not 
perform enough research on the actual acceptance status and the key functions of the 
UDSS. Toward this end, this study intends to suggest the scanphone-based ubiquitous 
delivery system(UDS), which is being adopted by numerous delivery service providers 
recently, as a form of the UDSS and empirically analyze how the UDSS is being 
accepted by users. This study is to examine the factors that affect the continuous 
intention to use the UDS of current UDS users. The following are the study objectives: 
First, this study aims to evaluate the functions of the UDS as a UDSS, defining the 
required function of a decision support system in the ubiquitous environment as 
controllability. Second, this study also intends to examine the effects of the connectivity 
and context- awareness function, which are the key natures of the UDSS, and the 
perceived values of the UDSS on the continuous intention to use through trust and 
decision satisfaction. 

2   Literature review 

2.1   Ubiquitous 

Ubiquitous, as Weiser [2] suggested, means a state where computers and objects are 
interconnected through a network without any spatial and temporal constraints. He 
advocated the environment where all objects are equipped with microcomputers and 
connected to a network by adopting the concept of computing everywhere. Weiser [2] 
interpreted the ubiquitous network as three concepts: Everywhere-on, whatever-on, and 
always on. In addition, use of the terms, ubiquitous network, ubiquitous computing, 
pervasive computing, and nomadic computer, are commonly mixed with one another. In 
the ubiquitous environment, users can be provided with any information they need 
anywhere anytime, and mobile service can be offered to mobile users. Therefore, the 
ubiquitous computing technology is emerging as a next-generation industry, and studies 
related to this are actively being carried out in the relevant academic world. Many of 
ubiquitous-related studies are researching on provision of more efficient services for 
users, which is because most users own mobile devices and are provided with various 
services, such as education, business, travel, and shopping, using the devices [3]. The 
growing significance of users in the ubiquitous environment is leading to lively studies 
of the ubiquitous decision support system (UDSS) for the purpose of supporting 
decision-making of users more efficiently.  

2.2   Evaluation of UDS as a UDSS 

As stated above, although there have been studies of ubiquitous steadily, studies of 
the UDSS have been insufficient relatively. This study intends to use the conceptual 
definitions that Kwon et al. [1] suggested of the UDSS.  
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Table 1. Competencies of UDSS and UDS level 

Classification Key competencies of UDSS Level of UDS 

Embeddedness 
Wireless networking through compact intelligent device that
is put inside of physical living space  

Medium 

Mobility Working in the flexible mobile infrastructure of client devices High 

Nomadicity 
Providing mobile users with computing and communication 
services that are transparent, integrated, and convenient 

High 

Portability 
Offering a decision support system regardless of users’
location using light and compact mobile devices  

High 

 
 
Since the study, one of the pioneering studies of the UDSS, deals with the scope, 

conceptual characteristics, and cases of the UDSS in detail, it is expected to be useful 
to understand this study. Kwon et al. [1] defines the UDSS as a system that supports 
users’ decision-making process by enabling them to access to the intelligent space 
anywhere and anytime. The UDS, the subject of this study, can be assessed as follows 
at the level of the competencies of the UDSS that Kwon et al. [1] suggested. From the 
perspective of the UDSS, the UDS is not competent enough to offer information or 
services that are suitable for the characteristics of users using the self-intelligence.  

Table 2. Examples of context-aware decision making using UDS 

Decision-making 
process 

Example 

Intelligence 
◦ John, a delivery man, wants to make decisions on delivery destination

confirmation, delivery product check, customer check, delivery order,
and one-day collection.  

Design  

◦ John, a delivery man, wants to know the best route to his delivery
destinations for today. 
◦ John, a delivery man, wants to know if he can visit his destination for

one-day collecting from his current location.  
◦ John, a delivery man, wants to know his best destination he can visit 

next in case his destinations are changed due to one-day collecting. 

Choice 
◦ John, a delivery man, can choose the best one among various

alternatives 

 
 
However, in terms of mobility, portability, and nomadicity, the UDS is providing 

various practical functions compared to services that simply use cell phones. 
Meanwhile, the interaction between the UDS and decision-making can be interpreted 
based on the decision-making process of Simon [4]. While the typical decision-
making process is understood by the perceptual process of the decision makers, the 
decision-making process that is based on the connectivity and context-awareness 
function is defined by the decision-making circumstances that exist in problematic 
circumstances of the decision makers, for the decisions are made according to the 
environments and perceptions of the decision makers. Table 2 indicates examples of 
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decision-making using UDS that show the application examples of the UDSS in the 
ubiquitous environment.  

3   Research Model and Hypotheses 

Figure 1 indicates that the connectivity and context-awareness function of the UDS 
and perceived values have effects on the continuous intention to use through the 
decision satisfaction and trust. A hypothesis was built based on this conceptual model.  

H1

Context-aware
function

Connectivity

Perceived
value

Continuous
Intention to use

Trust

Decision
Satisfaction

H2

H3

H4

H5

H6

H7

H8

H9

 

Fig. 1. Research Model 

3.1   Connectivity  

The concept of ‘connectivity’ that this study suggests encompasses both mobility and 
ubiquity. Therefore, the connectivity in the ubiquitous environment enables 
immediate access to customers, services, or information using the UDS, whenever 
needed and wherever the users are. Figge [5] also defines connectivity in terms of its 
accessibility to information regardless of time and location. In this respect, it can be 
interpreted that decision makers may be satisfied with the decision-making and trust it 
with confidence in its grounds when they can access to information or services they 
want to anywhere and anytime. Hence, we hypothesize: 

 
Hypothesis 1: Connectivity has a positive effect on the trust. 
Hypothesis 2: Connectivity has a positive effect on the decision satisfaction. 

3.2   Context-Awareness Function 

All people are surrounded by various forms, levels, and types of circumstances. Every 
‘moment of life’, like when they feel need for something or when they want to 
purchase something, is included in circumstances. In other words, circumstances can 
be defines as the physical and mental state in which the user is in, comprehensively 
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considering time, place, and occasion surrounding the user. The context-awareness 
means the degree of the provision of the most effective information and services to 
users by considering overall circumstances in which users are, which is based on the 
localization and user identity of the ubiquitous environment [6]. The various 
information that the context-awareness function offers is expected to actively help the 
decision making process under various circumstances. This help will positively affect 
the decision satisfaction and trust. Hence, we hypothesize: 

 
Hypothesis 3: Context-awareness function has a positive effect on the trust. 
Hypothesis 4: Context-awareness function has a positive effect on the decision 

satisfaction. 

3.3   Perceived Value 

A perceived value in use of the UDS means a benefit or an advantage that the user 
receives as using the UDS. In marketing field, perceived values of users have been 
considered as one of the key variables that cause behavior of customers. The 
predominant view considers the perceived values of users as a trade off sacrifice and 
benefits. Putting together various views of researchers, a value can be defined as a 
benefit that is yielded as paying for products or services a company offers monetarily 
and non-monetarily in terms of a trade-off. In previous studies, perceived values of 
users are considered positive(+) when perceived quality is bigger than perceived 
sacrifice. This can be applied to the UDS; users of the UDS will not use the UDS 
unless the benefits of use of the UDS are bigger than the mental and temporal costs 
that they have paid to use a new system. If the users continue using the UDS, this 
generates decision satisfaction and trust of the UDS. Hence, we hypothesize: 

 
Hypothesis 5: Perceived value has a positive effect on the trust. 
Hypothesis 6: Perceived value has a positive effect on the decision satisfaction. 

3.4   Decision Satisfaction and Trust 

Decision satisfaction indicates whether users of the UDS are satisfied with the 
decision-making after using it. Since the key function of the UDS is to support the 
decision-making of users, it is very important to know whether the users have 
followed the decision support function of the UDS and been satisfied with it. 
Moreover, if the users of the UDS felt decision satisfaction are likely to trust and 
continuously use the UDS. The reason why the ‘continuous’ intention to use was 
asked instead of intention to use as a variable to measure the performance of the UDS 
is that the UDS is not really in its adoption stage in terms of diffusion stages of 
information systems. It is more crucial to estimate the intention to use the UDS 
continuously in the future because the UDS is already being used. If the users are 
satisfied with the decision support function of the UDS and eventually trust it, they 
will continuously use the UDS in the future. Hence, we hypothesize: 
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Hypothesis 7: Decision satisfaction has a positive effect on the trust. 
Hypothesis 8: Trust has a positive effect on the continuous intention to use. 
Hypothesis 9: Decision satisfaction has a positive effect on the continuous 

intention to use. 

4   Research Methodology 

4.1   Measurement Items 

The variable of this study were measured according to Likert scale of 7 levels 
(1= strongly disagree, 7= strongly agree). The measuring items were modified and 
developed for this study, based on the measuring items that had been proved in their 
reliability and validity. As the circumstances of previous studies and those of this 
study were different, 30 respondents first were asked to answer the first draft of 
questions to verify the validity of the questions, which were changed afterwards into 
modified ones that were more acceptable to delivery men, considering the reaction of 
the respondents. Finally, the final questions were determined after discussions of 
delivery experts and relevant researchers. 

4.2   Instrument Development and Data Collection  

The main objective of this study is to examine the functions of the UDS as a form of 
the UDSS and empirically verify the intention to continuously use the UDS of 
delivery men who are using the UDS, considering the effects of connectivity, context-
awareness function, and perceived values on it through decision satisfaction and trust. 
The objects that fulfilled all of these conditions were surveyed by D research institute, 
being interviewed for 20 to 25 minutes, and 5 dollars were rewarded to each of them. 
As a result, a total of 403 questionnaires were collected, but only 340 of them were 
analyzed after excluding those that had problems. All of the 340 respondents were 
men, and 244 of them (71.8%) were high school graduates. As for ages of the 
respondents, 92 of them (27.1%) were under 34 years old, 191 (56.2%) were between 
34 and 44, 51 (15.0%) and 6 (1.8%) were over 56. In addition, as for the period of 
engagement in the delivery job, 191 of them (56.2%) were less than 3 years, 92 
(27.1%) were between 3 and 6 years, 38 (11.2%) were 7 to 9 years, and 19 (5.6) of 
them were more than 10 years. 

4.3   Measurement Model 

Overall measurement quality is assessed using confirmatory factor analysis [7]. 
Although measurement quality is sometimes assessed factor by factor, in the current 
study each multiple-item indicator is considered simultaneously to provide for the 
fullest test of convergent and discriminant validity.  
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Table 3. Measurement model from confirmatory factor analysisa 

Constructs and variables Standardized 
factor loadings 

CCRa AVEb 

Connectivity  0.902 0.698 
1. I can access to the internet and obtain necessary services and

information (ex. Delivery destination, delivery product, customer 
information, delivery information) whenever I want. 

0.863   

2. I can use necessary services and information by accessing to the
internet whenever I want, even when I am on the move. 

0.863   

3. Interaction for obtaining necessary services and information is
immediately available anywhere and anytime. 

0.912   

4. The information and services are available when I need them no
matter where I am. 

0.793   

Context-awareness function  0.868 0.687 
1. I can be provided with useful information (ex. Providing certain 

information at certain time to help delivery or customer visit). 
0.826   

2. I can be provided with information and services that are suitable
for the place I am in (ex. Conveying the one-day collection order in 
the area near from where I am delivering).  

0.792   

3. I can be provided with useful information in accordance with my
circumstances including the time and place.  

0.867   

Perceived value  0.928 0.811 
1. Using a scanphone reduces the cost for searching delivery

destination. 
0.887   

2. Using a scanphone reduces mental efforts required in the delivery
processes and procedures.  

0.792   

3. Using a scanphone reduces the general costs of the delivery
process. 

0.946   

Trust  0.838 0.635 
1. The scanphone for delivery offers accurate information on

customers, delivery destination, and delivery products.*  
-   

2. The scanphone for delivery fulfills my needs.* -   
3. The scanphone for delivery is reliable. 0.725   
4. The scanphone for delivery is related to my present and future

benefits. 
0.764   

5. Generally, I trust the scanphone for delivery. 0.892   
Decision Satisfaction  0.893 0.736 
1. I am satisfied with the quality of the information and services that

the scanphone for delivery provides.*  
-   

2. I am satisfied with the quality of the system of the scanphone for
delivery.   

0.800   

3. I am satisfied with my use of the scanphone for delivery. 0.892   
4. I am generally satisfied with the scanphone for delivery.  0.879   
Continuous intention to use  0.957 0.881 
1. I intend to use the PDA for delivery again.  0.932   
2. I intend to use the PDA for delivery as often as possible.  0.962   
3. I intend to use the PDA for delivery continuously in the future. 0.921   
4. I intend to recommend the PDA for delivery to others.* -   

�
2 = 356.681, d.f = 174, p = .000, GFI = 0.911, AGFI = 0.882, NFI = 0.935, CFI =0.965, RMSEA = 0.056. 

a CCR : Composite Construct Reliability. 
b AVE : Average Variance Extracted. 
* Deleted items during Confirmatory Factor Analysis. 
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As shown in Table 3, four items with low factor loadings (below 0.50) are dropped 
from further analysis [7, 8]. All loadings exceed 0.50, and each indicator t-value 
exceeds 13.125 (p < 0.001). The χ2 fit statistics show 244.327 with 137 degrees of 
freedom (χ2/d.f = 1.783) (p < 0.001). The root mean square error of approximation 
(RMSEA) is 0.048; the comparative fit index (CFI) is 0.978; the adjusted goodness-
of-fit index (AGFI) is 0.0.904; and the normed fit index (NFI) is 0.952. All statistics 
support the overall measurement quality given the number of indicators [7].  

Furthermore, evidence of discriminant validity exists when the proportion of 
variance extracted in each construct exceeds the square of the Φ coefficients 
representing its correlation with other factors [9]. One pair of scales with a high 
correlation between them is perceived value and decision satisfaction (Φ = 0.544, Φ² 
= 0.296) (see Table 4). The variance extracted estimates are 0.811 and 0.736, 
indicating adequate discriminant validity. To allay concern about the discriminant 
validity of trust and continuous intention to use, the correlation between self 
presentation and community commitment is 0.488 (Φ² = 0.238). The variance 
extracted estimates for these scales are 0.635 and 0.881, respectively. Thus, according 
to this assessment, the measures appear to have acceptable levels of validity.  

Table 4. Descriptive statistics and correlations 

Construct Mean(S.D.) (1) (2) (3) (4) (5) (6) 

(1) Connectivity 3.766(1.446) 1.000      

(2) Context-awareness 3.191(1.448) 0.419 1.000     

(3) Perceived Value 2.929(1.610) 0.349 0.335 1.000    

(4) Trust 3.639(1.248) 0.411 0.314 0.444 1.000   

(5) Decision satisfaction 3.022(1.397) 0.364 0.388 0.544 0.443 1.000  

(6) Continuous Intention 3.862(1.566) 0.335 0.358 0.350 0.488 0.457 1.000 

4.4   Structural Model 

Table 4 presents the maximum-likelihood estimates for the various overall fit 
parameters. The χ² statistic suggests that the data do not fit the model (χ² = 364.711, df = 
126, p <0.000). However, because of the sensitivity of the χ² statistic to sample size it is 
not always an appropriate measure of the goodness-of-fit of the model. Therefore, 
multiple fit indices assess the overall evaluation of fit [10, 11]. The goodness-of-fit 
index (GFI) is 0.893; the Bentler and Bonett [12] normed fit index (NFI) is 0.889, 
respectively. Moreover, RMSEA is 0.075 and CFI is 0.924. These multiple indicators 
suggest that the model has good fit, justifying further interpretation. 

Hypotheses H1, H3 and H5 address the structural relationships among connectivity, 
context-awareness function, perceived value and trust. Connectivity has a positive 
effect on trust (β = 0.201, t-value = 3.133, p < 0.01), and is statistically significant at 
the p < 0.01 level, supporting H1. But, context-awareness function has a no effect on 
trust (β = 0.081, t-value = 1.213, n.s). And, perceived value has a positive effect on 
trust (β = 0.206, t-value = 2.995, p < 0.01).   
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Fig 2. The estimated structural model 

χ2 = 248.547, d.f = 140, p = 0.000, GFI = 0.930, AGFI=0.904, RMSEA = 0.048, NFI = 0.951, CFI = 0.978 

Also, hypotheses H2, H4 and H6 address the structural relationships among 
connectivity, context-awareness function, perceived value and decision satisfaction. 
Connectivity has a positive effect on decision satisfaction (β = 0.128, t-value = 2.198, 
p < 0.05), and is statistically significant at the p < 0.05 level, supporting H2. H4 is 
supported by the significant positive impact of context-awareness function on 
decision satisfaction (β = 0.210, t-value = 3.451, p < 0.01). Also, H6 is supported by 
the significant positive impact of perceived value on decision satisfaction (β = 0.456, 
t-value = 7.783, p < 0.01). Decision satisfaction also has a positive impact on trust (β 
= 0.250, t-value = 3.387, p < 0.01), thus supporting H7. Trust has a significant positive 
effect on continuous intention to use (β = 0.435, t-value = 6.901, p < 0.001), so H8 is 
supported as well. Finally, decision satisfaction is associated with continuous 
intention to use (β = 0.274, t-value = 4.706, p < 0.1), supporting H9. 

5   Conclusions 

This study empirically verified the impacts of the connectivity and context-awareness 
function, which are the key natures of the ubiquitous environment, on the decision-
making process and the quality of the decisions of decision makers, considering the 
UDS used in the delivery field as a form of the UDSS. The results indicated that even 
in the current UDSS, which is at its early stage, the connectivity of ubiquitous aroused 
users’ decision satisfaction and trust and had meaningful impacts on the continuous 
intention to use. It is thought to be a very significant result that the connectivity and 
context-awareness function, the key natures of the ubiquitous environment, are 
helpful for decision-making of decision makers who are actually using the UDSS to 
perform their work. It is expected that more meaningful and notable results will be 
drawn when the competencies of the UDSS become more diverse and personalized. 
The contributions of this study are that this study empirically verified the connectivity 
and context-awareness function of the ubiquitous environment by setting the UDS as 
a form of the early UDSS. Although previous studies have considered the 
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connectivity and context-awareness function, none of them reviewed the UDSS 
empirically by considering it within the ubiquitous environment. However, this study 
has the following limitations. The first limitation is whether the UDS, the study 
object, has fundamental functions of the UDSS sufficiently. To solve this problem, 
the researchers of this study reviewed various types of UDS in delivery fields and 
selected the objects that were the closest to the actual UDSS for analysis, but it still 
remains as a limitation. The second limitation is the frequency of use of the UDS of 
delivery men. According to the survey, there were some delivery men who thought 
that the UDS was making their jobs more complicated and made decisions according 
to personal experience. It was the limitation that this study could not relieve their bias. 
Future studies are required to examine if the UDS is arousing the intention of use and 
offering convenience and usefulness to individual decision makers.  
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Abstract. Creativity emerges as one of important resources for management. 
However, definitions of creativity have varied with researchers, and there is no 
universally agreed consensus about how to manage creativity in organizations. 
In this sense, managers who are interested in adopting specific type of creativity 
management strategy were confused. To avoid this problem, this study proposes 
a new method to creativity management by using a Bayesian Network (BN) that 
consists of nodes and arcs, and enables sensitivity analyses with various 
scenarios of interest. By focusing on individual creativity and its relationships 
with knowledge characteristic, intrinsic motivation, knowledge heterogeneity 
among team members, and organizational learning, we collected 222 valid 
questionnaires and performed what-if/goal seeking simulations based on TAN 
(Tree Augmented Naïve Bayesian Network) structure. Empirical results were 
promising and its practical meanings were well interpreted.  

Keywords: Creativity management, Bayesian network, TAN, Sensitivity 
analysis, What-if analysis, Goal-seeking analysis. 

1   Introduction 

The importance of creativity as a source of individual and organizational performance has 
been emphasized. Moreover, recent organizations consider creativity as a strategic mean 
for enhancement of value creation in the competitive market environment. Studies of 
factors influencing creativity has been expanded from individual level based on the 
individual characteristic to group and organizational level based on social factors and 
contextual factors [12, 19]. As individuals conduct their tasks generally under 
circumstances of organization, various social and contextual factors should be considered 
simultaneously besides individual characteristic - intellectual capability, knowledge level, 
motivation, and self-efficacy, etc. - in order to explain creativity revelation processes [19]. 
This paper discusses the relationship between factors of individual characteristic and 
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factors of organizational characteristic among factors influencing creativity. Furthermore, 
this paper is intended as an explanation of how these factors affect individual creativity. 
Even though various factors can be considered to explain individual creativity, we will 
consider two individual factors - intrinsic motivation and individual knowledge 
characteristic - and three organizational factors – organizational learning culture, 
knowledge sharing, and knowledge heterogeneity. In order to address these research 
questions, we will experiment the relationship among those factors influencing creativity 
with Bayesian network. In the traditional social researches, the regression method has 
been used to address these kinds of research questions. However, the tradition method has 
its rigorous functional form. For overcoming the rigidness of the regression, this paper 
uses a new approach with Bayesian Network. The Bayesian Network is unique method 
because the structure form of Bayesian Network explains the causality between target 
variable and all other variables. Also, it can help researchers interpret the results through 
experiments of what-if analysis and goal-seeking analysis. Therefore, we adopt the 
Bayesian Network to induce causality between six variables – individual creativity, 
individual knowledge characteristic, intrinsic motivation, knowledge sharing, 
organizational learning culture, and knowledge heterogeneity.  

2   Literature Review 

2.1  Creativity 

Though creativity has been used variously in the different fields, it is considered as a 
series of processes that is capable of inducing innovative results based on the ability 
to create something new and innovative [2]. Studies of factors influencing creativity 
has been expanded from individual level based on the individual characteristics – 
personal characteristics, cognitive capabilities, and task environment - to group and 
organizational level, namely, group creativity and organizational creativity [12, 19]. 
Woodman et al. [19] insisted that various factors from individual level to group and 
organization level have an effect on creativity. Also they regarded that individual 
characteristics affecting creativity includes cognitive awareness, personality, intrinsic 
motivation, knowledge, etc. And there are various group characteristics and 
organizational characteristics affecting creativity such as cohesiveness, diversity, 
culture, resources, compensation, and structure. They found that these factors from 
three levels affect creative behavior and creative circumstances, and then creativity 
could be revealed through interactions. Therefore, when we address individual 
creativity revelation processes in organizations, we should consider organizational 
and contextual characteristics as well as personal characteristics. This paper focuses 
on motivation and individual knowledge among personal factors affecting creativity. 
There are two kinds of motivation – intrinsic motivation and extrinsic motivation. 
Intrinsic motivation has been treated as key factors by many researchers [3]. Intrinsic 
motivation refers to the motivational state in which an individual is attracted to their 
work in and of itself, not due to any external outcomes that might result from task 
engagement [5]. When people have higher intrinsic motivation, they have passion for 
their own tasks, and then they tend to contribute to their work [1]. Regarding social 
and organizational factors influencing on creativity, many researches emphasize on 
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organizational learning culture, knowledge sharing, and knowledge heterogeneity. 
Senge [16] addressed that learning organization means a continuous testing of 
experience and its transformation into knowledge available to whole organization and 
relevant to their mission. Garvin [8] defined learning organization as a competent 
organization that can create, acquire, and diffuse knowledge. Therefore, an 
organization with high level of organizational learning culture can positively affect 
creativity. Also knowledge sharing is related to creativity. Nelson and Cooprider [14] 
studied relationship between work performances and knowledge sharing. They found 
that knowledge sharing could enhance productivity as well as potential problem 
solving capability. Knowledge heterogeneity refers to variety of specialty that 
individuals possess [18]. When members hold different knowledge, skills, and 
capabilities, these kinds of heterogeneity can provide organizations useful 
perspectives and alternatives so that they enhance problem solving capabilities, 
organizational performances, and eventually creativity [15]. 

2.2   Bayesian Network 

Recently complexities of decision making problems tend to grow exponentially as 
number of related variables increase, and causal relationships among them also get 
complicated much more. Creativity is no exception. Basically, creativity concept is 
elusive and abstract. Especially, from the perspective of managers and strategists, 
how to increase creativity on the either individual-level basis or team-level basis 
requires handling a large number of related factors in an organized way to come up 
with effective strategies of increasing the creativity. We argue that Bayesian network 
(BN) can be used as an extremely effective mechanism with which managers are able 
to locate strategic variables that seem to affect creativity significantly. Basically, BN 
is a graphical model that consists of a qualitative part(structural model) providing a 
visual representation of the interactions amid nodes(or variables) of interest, and a 
quantitative part(set of local probability distributions) allowing probabilistic inference 
and numerically measuring the impact of a node or a set of nodes on others [11]. Both 
the qualitative and quantitative parts determine a unique joint probability distribution 
over the variables in a specific problem [9]. In this sense, let us consider basic 
concepts of BN in a rather succinct way.  

family-out bowel-problem

light-on dog-out

hear-bark

family-out bowel-problem

light-on dog-out

hear-bark
 

Fig. 1. Simple Bayesian Network (adapted from Charniak (1991)) 

First, BNs are directed acyclic graphs(DAGs) (like Figure 1), where the nodes are 
random variables, and thought of as variables(or factors) related to the target problem. 
The arcs specify the independence assumptions that must hold between the nodes. 
Such independence assumptions determine what probability information is required to 
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specify the probability distribution among the nodes in the BN. However, managers 
like to interpret the arcs as causality, which is right in some cases, and wrong in many 
cases. Therefore, how to interpret the arcs in BN requires caution. Second, BNs allow 
decision makers to calculate the conditional probabilities of the nodes in the network 
given that the values of some of the nodes have been observed. This is related to 
sensitivity analysis that this study focuses on. In Figure 1, for example, if you observe 
that the light is on(light-on = true) but do not hear your dog(hear-bark = false), the 
conditional probability of family-out given these pieces of evidence can be 
calculated(For this case, it is .5.). This process is about evaluation of the BN given the 
evidence. Then the conditional probability of the nodes given the changing evidence 
will also change our belief about the nodes. From this perspective, we believe that BN 
can be used very effectively for various kinds of sensitivity analyses with scenarios of 
interest within creativity managers’ minds. Third, as noted previously, the arcs in BN 
can be interpreted as either causal relations or probabilistic relations. In Figure 1, the 
causal interpretation of the arcs says that the family being out has a direct causal 
connection to the dog being out, which, in turn, is directly connected to your hearing 
her. On the contrary, in the probabilistic interpretation, we adopt the independence 
assumptions that the causal interpretation suggests. Note that if you want to say that 
the location of the family was directly relevant to your hearing the dog, then you 
would have to put another arc directly between the two. From the structural point of 
view, the most general types of BNs are Naïve Bayesian Network(NBN) and Tree 
Augmented Naïve Bayesian Network(TAN). Though NBN has the simplest structure, 
in which a class node is linked with all of the children nodes, this study uses TAN [7] 
to overcome too rigid assumption of NBN such that independence between children 
variables should be maintained. In other words, to represent a wide variety of causal 
relationships existing among variables of interest in reality, we use TAN instead of 
NBN. In one word, TAN is an expansion of NBN into a tree shape. 

3   Research Methodology and Experiment 

3.1   Questionnaire Measurement and Survey 

Survey research methods were typically used in the previous studies in order to reveal 
the relationships among factors affecting creativity. We adapted measurement items 
based on the reliable literature and conducted questionnaire survey on a 7-point, 
Likert-scale for this study. For example, in the case of individual creativity, we 
adapted four measurement items from the measures developed by Munoz-Doyague et 
al. [13] and Ettlie & O’Keefe [6]. To determine individual knowledge characteristic, 
three survey items were adapted from Hoegl et al. [10]. After constructing the 
questionnaire, 241 members were selected from the project teams in 14 software 
development companies and 12 system integration companies. Among responses, 222 
responses were selected as suitable for this study. 

3.2   Reliability and Confirmatory Factor Analysis  

Six constructs were used in the questionnaire - individual creativity, individual 
knowledge characteristic, knowledge sharing, intrinsic motivation, knowledge 
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heterogeneity, and organizational learning culture. The confirmatory factor analysis 
was conducted for investigating validity and several measurement items were 
removed after principle component analysis with varimax method. As shown in the 
table 1, all constructs were considered to be reliable in the fact that the values of 
Cronbach’s α of the six constructs were all greater than 0.6. The first factor, intrinsic 
motivation, explained 32.9% of the total variance. The total variance explained by the 
six factors was 71.5%.  

Table 1. Reliability and Factor Analysis 

Variables 
Cronbach’s 

alpha 
MT OL KN CR HT KS 

MT3 0.823 -0.005 0.159 0.211 0.052 0.088 
MT2 0.814 0.186 0.179 0.115 0.117 0.058 
MT5 0.810 0.120 0.126 0.259 0.035 0.122 
MT4 0.810 0.093 0.115 0.224 -0.039 0.155 
MT1 

0.909 

0.774 0.148 0.123 0.105 0.293 -0.008 
OL3 0.143 0.821 0.121 0.178 0.079 0.000 
OL4 0.159 0.816 0.091 0.071 -0.016 0.010 
OL5 -0.008 0.790 -0.015 0.186 0.040 0.039 
OL1 0.046 0.775 0.050 0.045 -0.088 0.072 
OL2 0.206 0.710 0.095 0.090 0.142 -0.032 
OL7 

0.876 

0.011 0.703 -0.010 0.118 0.103 0.113 
KN1 0.161 0.092 0.887 0.152 0.157 0.081 
KN2 0.193 0.174 0.858 0.213 0.066 0.084 
KN3 

0.917 
0.253 0.007 0.834 0.204 0.148 0.165 

CR2 0.169 0.187 0.099 0.762 0.113 0.035 
CR3 0.230 0.279 0.221 0.723 0.015 0.025 
CR4 0.384 0.169 0.325 0.690 0.062 0.008 
CR1 

0.843 

0.435 0.197 0.156 0.608 0.115 0.052 
HT2 0.176 -0.007 0.019 0.057 0.831 0.208 
HT1 -0.017 0.016 0.129 0.022 0.800 0.011 
HT3 

0.786 
0.169 0.180 0.149 0.131 0.794 0.070 

KS4 0.124 0.039 0.034 -0.001 0.096 0.847 
KS3 0.048 0.153 0.099 -0.042 0.175 0.807 
KS2 

0.672 
0.196 -0.045 0.314 0.329 -0.036 0.543 

Eigenvalues 7.886 3.015 2.060 1.695 1.472 1.024 
Variance explained (%) 32.9% 12.6% 8.6% 7.1% 6.1% 4.3% 

Total variance explained (%) 32.9% 45.4% 54.0% 61.1% 67.2% 71.5% 

Note: MT: Intrinsic Motivation, OL: Organizational Learning Culture, KN: Individual 
Knowledge Characteristic, CR: Individual Creativity, HT: Knowledge Heterogeneity, KS: 
Knowledge Sharing. 

3.3   Experiment Results  

The average values of each factor were calculated and then 7-point Likert-type scale 
was discretized into either Low(1 to 3), Middle(3 to 5), or High(5 to 7) in order to apply 
BN to the data. Basically, causal relationship among six variables and prediction 
accuracy were calculated by BN, as shown in Figure 2, where structure learning 
performed by WEKA (accessible from http://www.cs.waikato.ac.nz/ml/weka/) produces 
TAN as one of the best BN type for the empirical data. Regarding causal relationship, 
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all six variables have direct or indirect probabilistic relationship as shown in Figure 2. 
First, we found that all explanatory variables have direct relationship to target node, 
individual creativity. Second, intrinsic motivation is related to individual knowledge 
characteristic and knowledge heterogeneity. Likewise, individual knowledge 
characteristic is related to knowledge sharing and intrinsic motivation, and knowledge 
sharing is related to individual knowledge characteristic and organizational learning 
culture. The prediction accuracy of this model was 72.5% and causal relationships are 
easily identified using BN as shown in Figure 2. 

 

Fig. 2. Causal Relationship with individual creativity as a target node 

In addition, the force of arc and node analysis was conducted in order to verify which 
node is relatively important and which relationship is relatively strong. As shown in the 
Figure 3, the most important node related to creativity is intrinsic motivation(global force 
of the node: 0.30), followed by individual knowledge characteristic(0.28), knowledge 
sharing(0.19), organizational learning culture(0.18), and knowledge heterogeneity(0.12). 
Also each node has its global contribution based on its own Kullback-Leibler(KL) 
divergence. Figure 3 shows the value of KL divergence and the value of global 
contribution for each node. From this analysis, we can find that the strongest relationship 
is the relation between intrinsic motivation and individual creativity(KL divergence: 0.14 
and global contribution 17.8%), followed by the relation between individual knowledge 
characteristic and individual creativity(0.13, 16.9%), and organizational learning culture 
and individual creativity(0.11, 14.6%).  

Scenario-based simulation(What-if and Goal-seeking analysis) was conducted 
based on two scenarios to find out how the posterior probabilities of each variable 
would change from the causal relationship in this model.  
 
Scenario 1 (What-if analysis): Among explanatory variables, if the value of individual 
knowledge characteristic is high (i.e., it has a value between 5 and 7) and no other 
variables are changed, how do the individual creativity and other variables change? 
 
As shown in Figure 4-(a), individual knowledge characteristic is related to individual 
creativity, intrinsic motivation, and knowledge sharing. Originally, the prior 
probability of middle individual creativity has the largest probability. However, if the  
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Fig. 3. Arc force and node force 

 

Fig. 4. Scenario Analysis Result 
 
 
value of individual knowledge characteristic is set to be high, the posterior probability 
of the high individual creativity becomes largest. From this result, we can infer that 
increase in the value of individual knowledge characteristic helps increase the 
individual creativity level. Moreover, intrinsic motivation value and knowledge 
sharing value changes favorably most when the value of individual knowledge 
characteristic increases.  
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Scenario 2 (Goal-seeking analysis): For individual creativity to be high, what other 
factors should be changed? 
 

As shown in the model above, individual creativity is affected by five variables: 
intrinsic motivation, individual knowledge characteristic, knowledge sharing, 
organizational learning culture, and knowledge heterogeneity. When the individual 
creativity is set to the highest level, the posterior probability for each high level of all 
of the variables increased. Among these variables, the levels of intrinsic motivation 
and those of individual knowledge characteristic increased when the value of 
individual creativity is set to be high as shown in Figure 4-(b). Also, other variables 
increased slightly if the individual creativity level increased.  

4   Discussion 

Through the BN based analysis with empirical data, it was found that those 
explanatory factors on which this paper focuses – individual knowledge characteristic, 
intrinsic motivation, knowledge sharing, organizational learning culture, and 
knowledge heterogeneity - directly affect individual creativity. In addition, we found 
the causality and relations among these variables. That is, intrinsic motivation is 
related to individual knowledge characteristic and knowledge heterogeneity. 
Likewise, individual knowledge characteristic has relationship with knowledge 
sharing and intrinsic motivation, and knowledge sharing is related to individual 
knowledge characteristic and organizational learning culture. Also it was found that 
what variables are relatively important and what causal relations are relatively 
stronger through the functions BN provides. The most important variable related to 
individual creativity seems intrinsic motivation, followed by individual knowledge 
characteristic, knowledge sharing, organizational learning culture, and knowledge 
heterogeneity. Also, the strongest relationship seems the relation between intrinsic 
motivation and individual creativity, followed by the relation between individual 
knowledge characteristic and individual creativity, and organizational learning culture 
and individual creativity. With these findings and several scenario-based simulation 
(what-if and goal-seeking analysis), we can have several implications for managers to 
conduct creativity strategically. First of all, managers should pay attention to intrinsic 
motivation enhancement and individual knowledge level enhancement of team 
members in order to increase creativity of the team as individual affecting factors. 
Second, BN results show that organizational learning culture affect knowledge 
sharing, and then affect individual knowledge and individual creativity. In addition, 
knowledge heterogeneity among team members expedites intrinsic motivation and 
individual creativity. Therefore, managers should encourage favorable organizational 
learning culture and consider maintaining diversity of team knowledge structure in 
terms of managing social affecting factors to creativity. Third, from the scenario-
based simulation, the importance of intrinsic motivation and individual knowledge 
were reassured because they are the most influential factors to creativity. Therefore, 
intrinsic motivation and individual knowledge should be managed by organizations 
for strategic creativity management. Finally, managers can conduct more detailed 
simulations variously by scenarios referred to scenarios which were experimented in 
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this paper. We proved that Bayesian network is appropriate for analyzing the causality 
among related factors. 

5   Conclusion 

Recent organizations consider creativity as a strategic mean for enhancement of value 
creation in the competitive market environment. However, definitions of creativity 
have varied with researchers, and there is no universally agreed consensus about how 
to manage creativity in organizations. In this sense, managers who are interested in 
adopting specific type of creativity management strategy were confused. To avoid this 
problem, this study proposes a new method to creativity management by using a 
Bayesian Network that consists of nodes and arcs, and enables sensitivity analyses 
with various scenarios. Even though various factors can be considered to explain 
creativity, this paper considered two individual related factors - intrinsic motivation 
and individual knowledge characteristic - and three organizational related factors – 
organizational learning culture, knowledge sharing, and knowledge heterogeneity. We 
conducted experiments of the relationship among factors influencing individual 
creativity with Bayesian network. Through causality and scenario-based analysis of 
Bayesian network, we found that all factors – individual knowledge characteristic, 
intrinsic motivation, knowledge sharing, organizational learning culture, and 
knowledge heterogeneity - directly affect to individual creativity. Further, we found 
the causality and relations among these variables. Intrinsic motivation is related to 
individual knowledge characteristic and knowledge heterogeneity. Individual 
knowledge characteristic has relationship with knowledge sharing and intrinsic 
motivation, and knowledge sharing is related to individual knowledge characteristic 
and organizational learning culture. In addition, it was found that the relatively 
important variables were intrinsic motivation and individual knowledge characteristic. 
With the findings from causality and several scenario-based simulations by Bayesian 
network, we can have several important implications for managers. Managers should 
pay attention to intrinsic motivation enhancement and individual knowledge level 
enhancement of team members in order to increase creativity as individual factors. 
Further, managers should encourage favorable organizational learning culture and 
consider maintaining diversity of team knowledge structure in terms of managing 
social factors. Through this study, we proved that Bayesian network can be used as an 
extremely effective mechanism with which managers are able to locate strategic 
variables that seem to affect creativity significantly. Nevertheless, there are some 
considerations for further study. For example, we considered only five variables for 
explaining creativity. Other factors should be considered such as social network 
structure for rich understanding of team level and organizational level creativity.  
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Abstract. As market competition grows fierce, how to maintain competitiveness 
in the market emerges a crucial issue for all the organizations. Aware of this ur-
gent fact, companies have been seeking best way of managing their creativity at 
competitive levels. However, most of existing approaches currently discussed in 
literature were limited to narrative and elusive statements from which creativity 
management strategists could not extract set of concrete action rules. To over-
come this pitfall, this study proposes a novel approach to creativity management 
by adopting General Bayesian Network (GBN). Especially, based on the findings 
from literature that balance of exploration and exploitation leads to sustainable 
management of creativity, we built a research model including the five variables 
affecting individual creativity such as exploration, exploitation, task complexity, 
bureaucratic culture, and supportive culture. To induce a set of causal relation-
ships among the individual creativity and the five variables, GBN was applied to 
227 valid questionnaire sample data. Through the what-if and goal-seeking simu-
lations, promising empirical results were obtained, which shed robust and mea-
ningful platform for further studies in this exciting field.  

Keywords: Individual creativity, Exploration, Exploitation, Organizational cul-
ture, Task complexity, General Bayesian Network. 

1   Introduction 

From the several decades ago, companies have consumed much of their conventional 
management resources to build and exercise strategies more effectively in the compet-
itive market. Problems with this approach are that there remain few tangible resources 
they can spend further, and intangible resources are necessary to be found and applied 
to enhancing the effectiveness of management strategies. In this respect, creativity 
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management has emerged as an important strategy. However, existing studies about 
creativity were limited to just discussing academic issues, most of which practitioners 
cannot adopt in reality. To overcome this pitfall, this study proposes a new approach 
to individual creativity management by using a General Bayesian Network (GBN). 

It is widely known that creativity has a wide variety of variables that may affect it, 
ranging from organizational culture, leadership to individual knowledge level [39]. 
However, for the practitioners to apply academic findings to the real issue of creativi-
ty management, extraction of causal relationships from among the set of creativity 
and relevant variables is necessary. GBN [9, 20] seems appropriate from this perspec-
tive, because GBN has been successfully applied to resolving highly complicated 
decision making problems [8, 9, 20]. By applying the GBN to survey data, we suc-
cessfully extracted causal relationships between exploration, exploitation, and other 
relevant factors affecting individual creativity.  

Empirical findings revealed that from taking advantage of the flexible structure and 
inference capabilities supported by the GBN, balancing exploration and exploitation 
can be obtained very effectively by adjusting related factors such as task complexity, 
bureaucratic culture, and supportive culture.  

2   Previous Studies 

2.1   Individual Creativity 

From the existing literature, we confirmed that the concept of creativity has expanded 
into diversified fields, including the arts, science, and business disciplines (e.g., [35, 
36, 38]). Creativity is complex concept that researchers defined in different ways [33]. 
Therefore, there are many definitions about creativity. Typically, Amabile [3] defined 
creativity as the “production of novel and useful ideas”. In other words, creativity can 
be defined as any process used to generate creative outcomes based on the ability to 
produce something new [3]. This definition has been cited in later conceptual models 
[39] and in various studies [2, 27].  

Guilford [11] argued that creativity is a continuous trait in all people and that indi-
viduals with recognized creative talent simply have “more of what all of us have.” 
After Guilford’s study, researchers have mainly centered on “individual” creativity. 
For example, Amabile [4, 2] suggested that creativity has a greater chance to occur 
when people’s creative abilities and expertise overlap with their strongest intrinsic 
interests and that the greater the level of each one of the components the greater will 
be the creativity. This is called the ‘‘creativity intersection’’ [3], so that an individual 
possessing the three components (i.e., domain-relevant knowledge, creativity relevant 
skills, and intrinsic motivation) will have a higher probability for being creative. Be-
sides, the levels of each one of his joint components determine the final level of crea-
tivity reached by an individual. 

2.2   Exploitation and Exploration 

The concept of exploration and exploitation introduced by March [21] as follows: 
“Exploration includes things captured by terms such as search, variation, risk taking, 
experimentation, flexibility, discovery, and innovation. Exploitation includes such 
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things as refinement, choice, production, efficiency, selection, implementation, and 
execution.” Moreover, Levinthal and March [17] added a definition that exploration is 
related to a pursuit of new knowledge, whereas exploitation is related to the use and 
development of things already known. After them, many researchers have had various 
distinctions between exploration and exploitation (e.g., [5, 12, 16]).  

Many researchers have been interested in exploration and exploitation as indepen-
dent variables for corporate performance. For instance, Rosenkopf & Nerkar [29] in-
vestigated the domain and overall impact of exploration on technological evolution 
within or across organizational or technological boundaries and distinguished between 
different types of explorations. Nerkar [26] investigated impacts of temporal exploita-
tion and exploration on later knowledge creation. And Ahuja & Lampert [1] examined 
the impact of exploratory strategies on the number of breakthrough inventions by a 
firm in the subsequent period.  

On the other hand, there are many studies considering exploration and exploitation 
as dependent variables. For example, Benner & Tushman [6] studies the influence of 
process management on exploitative and explorative innovations.  

In these ways, the studies about exploration and exploitation have used the two 
constructs as dependent variables, and examined the influence of special independent 
variables on them or the effect of diverse independent variables on firm’s perfor-
mance and its substitutes. In this study, we don’t try to put out comprehensive  
interpretations about these, but we attempt to approach viewpoint of ambidexterity 
exploration-exploitation, based on existed studied references. 

2.3   Organizational Culture 

Although the universal definition of organizational culture has been elusive [18], it is 
defined as patterns of values, beliefs and assumptions shared by members within or-
ganization [34, 31]. The values, beliefs, and assumptions underlying an organization’s 
culture bind its employees together and become the manner or strategies through 
which the organization achieves its goals [22].  

From literatures, there have been the diversified influences of organizational cul-
ture on individuals and organization. For example, organizational culture influenced 
not only knowledge circulation and its sharing, but is an important factor in know-
ledge management field indispensible with e-business and knowledge management in 
organization [19]. Moreover, organizational culture has also been shown to impact on 
ways for members to operating units and playing their roles in many facets [24]. Mar-
tins and Terblanche [23] regarded it as a critical component of organization’s success. 
Besides, Ruppel and Harrington [30] discovered that organizational culture has influ-
ence on Intranet’s implementation and found that the positive effects of organizational 
culture, emphasizing ‘care, flexibility and innovative policies and procedures’, on 
knowledge circulation and dissemination are expected. 

Organizational culture in this paper is based on studies of Hill and Jones [13], Wal-
lach [37] and Lin [19]. Hill and Jones [13] defined the organizational culture as the 
“common value and rule specified for internal members.” Organizational culture is 
grouped into two types [37] : (1) Bureaucratic culture: means that most of the work in 
an organization is standardized and operates on the basis of control and power. Tasks 
are completed in proper sequence and enterprise ethic is specially emphasized. (2) 
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Supportive culture: means an open and harmonious working environment. Participa-
tion, teamwork and interpersonal relationship are specially emphasized.  

2.4   Bayesian Network 

Bayesian Network (BN) is a powerful formalism for representing a joint probability 
distribution on a set of statistical variables. It can represent domain knowledge and its 
uncertainties, making possible reasoning with uncertainties. Basically, Bayesian net-
works are directed acyclic graphs (DAG) that allow for efficient and effective repre-
sentation of joint probability distributions over a set of random variables. Formally, a 
BN consists of two parts. The first part is a DAG consisting of nodes and arcs. The 
nodes are the variables X1,X2, . . . , Xn in the data set whereas the arcs indicate direct 
dependencies between the variables. The second part represents the conditional prob-
ability distributions. 

The BN can be used as a classifier when users want to determine whether the exact 
probability of an event is above (or below) a certain threshold [7]. When the BN is 
used as a classifier, a class node should be designated in advance. The class node  
then becomes a target node with which other nodes are interlinked depending on the 
structure.  

To improve classification performance, Cheng and Greiner [9] suggested two BN 
structures called a Bayesian Network Augmented NBN (BAN) and a General Baye-
sian Network (GBN). A BAN allows all other nodes to be direct children of the class 
node, but a complete BN is constructed between the child nodes. Meanwhile, a GBN 
is a full-fledged BN in which causal relationships between the class node and all other 
nodes are flexibly formulated using an efficient network construction technique based 
on conditional independence tests [8]. 

3   Research Methodology and Experiment 

3.1   Questionnaire Survey and Sample Statistics 

To analyze the relationships among factors affecting individual creativity, survey 
items were adapted from previous studies. For example, formed from 4 items ob-
tained from Ettlie and O’Keefe [10], Scott and Bruce [32], Zhou and George [40], and 
Munoz-Doyague et. al. [25], a 7-point scale was made in order to measure individual 
creativity. The scale measured the concept’s two fundamental aspects, namely novelty 
and utility. The items were averaged out and a high score represented an employee 
with a highly creative value. And based on Lee and Choi [15], Katila and Ahuja [14], 
and Prieto et. al. [28], exploitation and exploration have been measured by using 9 
items, four items concerning to exploration and five items concerning to exploitation. 
The first four items measured the degree to which the business proposal development 
introduce new ideas, new knowledge and cover and correct problems areas where 
customers were unsatisfied. The last five items measured the degree to which the 
business proposal development introduces lessons learnt in the past, existing compe-
tences, and combines and integrate different knowledge. 

After constructing the questionnaire, the survey was conducted people for who is 
working in IT companies in South Korea and has experience at the proposal project. 
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Among the initial response of 240 persons composed of 44 teams, 227 responses are 
included in the survey target. Among them, there are 194 males and 33 females. In 
terms of age group, 29 are in the age 20 to 30, 122 are in the age 30 to 40, the highest 
among the groups, 67 are in the age 40 to 50, and 9 are in the age 50 or higher. 

3.2   Reliability and Confirmatory Factor Analysis 

Six constructs were used in the research question, namely, task complexity, organiza-
tional culture(i.e., bureaucratic culture and supportive culture), exploitation, explora-
tion, and individual creativity. In Table 1, Cronbach’s alpha values for the six  
constructs were all greater than 0.7, indicating that these items were reliable. In addi-
tion, principle component analysis with the verimax rotation option was used to test 
the validity of each item. The first factor, exploitation, explained 32.3% of the total 
variance; the second factor, individual creativity, 9.7%. The total variance explained 
by the six factors was 66.5%. On the basis of these results, we concluded that the 
questionnaire items were statistically valid. 

Table 1. Reliability and Factor analysis 

 
* Note : ET: Exploitation, IC: Individual creativity, TC: Task Complexity, ER: Exploration, SP: Supportive 
culture, BR: Bureaucratic culture. 
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3.3   Results 

To apply the GBN mechanism to the questionnaire data, we calculated the average 
values for each factor and then transformed the Likert scale for each factor into either 
Low(1 to 3), Middle(3 to 5), or High(5 to 7). Causal relationships among the seven 
variables were depicted by the GBN results, as shown in Figure 1. 

First, the two variables of exploitation and exploration were found to have a direct 
relationship to individual creativity. Second, exploitation is related to task complexity 
and bureaucratic culture. Likewise, bureaucratic culture is associated with supportive 
culture. The prediction accuracy of this model was 74.01 %. Consequently, casual 
relationships are able to be easily identified using GBN.  

 
* Note : I_Creativity: Individual creativity, Complexity: Task Complexity, S_Culture: Supportive culture, 
B_Culture: Bureaucratic culture 

Fig. 1. GBN with individual creativity as a target node 

In order to know the what-if and goal-seeking support capability of the GBN, let us 
consider the following two scenarios, in which sensitivity analysis is performed by 
taking advantage of causal relationships suggested by Figure 1. 

Scenario 1 (What-if Analysis) : With ambidexterity perspective, among five values, if 
the exploitation and exploration are high at the same time (i.e., each of them has a 
value between 5 and 7) and no other variables are changed, how do the individual 
creativity and other variables change? 

As shown in Figure 2, exploitation and exploration are related with individual creativ-
ity, task complexity, and bureaucratic culture. Originally, the prior probability  
of middle individual creativity has the largest probability. However, when the  
exploitation and exploration are set to be high, the posterior probability of the  
high individual creativity becomes largest. This means that increase in exploit- 
tation and exploration help increase the individual creativity level. In addition,  
bureaucratic culture changes favorably most when exploitation and exploration value 
increases.  
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Fig. 2. What-if analysis result 

Scenario 2 (Goal-Seeking analysis) : For Individual creativity to be high, what other 
factors should be changed? 

Consequently, the individual creativity is affected mainly by exploration. In other 
words, for individual creativity to be high, exploration factor should be changed. In 
addition, when the individual creativity is set to the highest level, the posterior proba-
bility for each high level of all of the variables increased. Notably, when the individual 
creativity is set to the highest level, posterior probability changing of the supportive 
culture is greater than the bureaucratic culture. Eventually, to derive individual creativ-
ity of high level, it is showing that needs to construct organizational supportive culture. 

 

Fig. 3. Goal-seeking analysis result 

3.4   Discussion 

We implemented a Bayesian network simulation for the members of proposal teams 
in SI companies to analyze the individual creativity. From analyzing the GBN results, 
it was found that those factors mainly affecting the individual creativity are exploita-
tion and exploration. In addition, exploitation is related to task complexity and bu-
reaucratic culture. Bureaucratic culture is associated with supportive culture. And we 
found that the most important node affecting the individual creativity is the explora-
tion. Moreover, we verified, if both exploitation and exploration are increasing at the 
same time, maximize the individual creativity. There are several implications for the 
IT companies.  

First of all, both exploitation and exploration are important factors for individual 
creativity in SI proposals. According to the level of exploitation and exploration,  
significant differences existed with regard to influence on individual creativity.  
Therefore, IT corporations should be recognized that both exploitation and explora-
tion are critical antecedents of individual creativity. 
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Second, GBN results tell that the exploitation is related to task complexity and bu-
reaucratic culture. And bureaucratic culture is associated with supportive culture. Ex-
ploitation is utilization and development of existing knowledge. Thus, active exploita-
tion in order to make this happen, rather than too easy task, relatively high levels of 
complexity task. And companies build an appropriate level of control based on sup-
portive culture is also needed.   

Finally, we proved that GBN is suitable for analyzing the causal relationship among 
related factors. In addition, by what-if and goal-seeking analysis, more detailed analy-
sis which is difficult in traditional methods like regression analysis is possible.  

4   Concluding Remarks  

We proposed using the GBN to obtain a set of causal relationships and build useful 
management strategies about individual creativity by performing a variety of sensitiv-
ity analyses.  

Findings from using the GBN are as follows. First, we found that individual crea-
tivity is closely related to exploitation and exploration. Second, exploitation is asso-
ciated with task complexity and bureaucratic culture. Bureaucratic culture is related to 
supportive culture. Third, through goal-seeking analysis, in order to increase individ-
ual creativity, you should enhance the exploration. But the effect is greater when en-
hance both exploitation and exploration at the same time.  

Through our experience with using the GBN, we came to firmly believe that GBN 
has great potentials enough to provide causal relationships as well as sensitivity ana-
lyses capability, all of which could be extremely useful for IT companies to under-
stand which factors are probably crucial in determining individual creativity. Deriva-
tion of the GBN-based individual creativity enhancement strategies like this would 
lead to mutually beneficial outcomes for both IT companies and customers.  

Nevertheless, future study issues still remain unanswered. First, a number of con-
trol variables including gender, age, and other individual related factors need to be 
introduced. Second, our study targeted members of a proposal team who worked to-
gether for only a short time period. Therefore, our results may be difficult to general-
ize to entire organizations. It is found that the study needs to generalize its results by 
allowing the analysis pool to include other groups besides the proposal teams and 
conduct comparison study between the more diversified groups in a bigger pool. Fi-
nally, the structural equation modeling approach needs to be applied to induce statisti-
cally significant results. 
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Abstract. In the field of decision making, cognitive map (CM) has been suc-
cessfully applied to resolving a wide variety of complicated decision making 
problems. However, in literature, it is very rare to find those studies investigat-
ing the influence of CM on decision maker’s semantic and syntactic compre-
hension, and inferential problem-solving performance. To pursue this research 
issue, we suggest the empirical findings from the rigorous experiment where 
participants were invited from those having experience with six sigma projects 
for years. To systematically test the effect of CM, participant were grouped into 
two expertise types (experts vs novice) and two types of CM method knowl-
edge (high CM knowledge vs low CM knowledge). Experimental results 
showed that CM can be used in significantly enhancing decision makers’ se-
mantic and syntactic comprehension, as well as inferential problem-solving.  

Keywords: Cognitive map, Semantic comprehension, Syntactic comprehen-
sion, Inferential problem-solving, Six sigma. 

1   Introduction 

Causal map (CM) is used to capture perception of decision makers (DMs) faced with 
complex and unstructured decision problems. Many relevant literatures showed that a 
CM can be used for solving many kinds of decision problems [1], [2], [3], [4], [5], 
[6], [7], [8], [9], most of which belong to unstructured decision problems. And, CM 
can describe and facilitate elaboration to real world in individuals. Elaboration is the 
cognitive process whereby individuals consciously or subconsciously establish paths 
between nodes in a semantic network representing newly learned material and nodes 
representing already known material [10]. In this sense, we will attempt to verify that 

                                                           
* Corresponding author. 



 The Role of CM on Influencing DMs Semantic and Syntactic Comprehension 533 

CM is an effective methodology through an experiment in this paper. In this experi-
mental, we examined the overall research question: “How do CM method and appli-
cation domain knowledge influence performance on different types of schema under-
standing tasks?” So, we examine the effects of both CM and application domain 
knowledge on different types of schema understanding tasks: syntactic and semantic 
comprehension tasks and schema-based inferential problem-solving tasks. Our thesis 
was that while CM method knowledge is important in solving all such tasks, the role 
of application domain knowledge is contingent upon the type of understanding task 
under investigation. We use the theory of cognitive fit to establish theoretical differ-
ences in the role of application domain knowledge among the different types of 
schema understanding tasks.  

2   Theory and Hypothesis 

2.1   Semantic Network and Problem Solving 

CM proposes that individuals will be more able to understand domain knowledge that 
complies with its criteria. To explain why its conditions affect analyst understanding, 
we must support its criteria with theories of cognition. Two bodies of theory help to 
explain this link. First, we draw upon semantic network theory to propose that CM 
lead analysts to construct efficient mental representations of a domain [11]. Semantic 
network theory states that individuals store concepts in memory as nodes connected 
by paths [12]. To perform cognitive tasks, individuals must recall concepts from 
memory. Recall follows a process of spreading activation: a node is primed in mem-
ory, which leads to paths connecting to it being activated [12]. Activation has to be 
strong enough for a search to reach a connected node. Empirical tests show that 
greater activation strength enables faster and more accurate recall [12]. CM leads to 
efficient mental representations by reducing activation strength and excluding rele-
vant nodes. 

Second, problem-solving theories suggest that the quality of a person’s mental rep-
resentation of a domain is a key driver of his/her ability to reason about the domain 
[13]. Specifically, problem solving theories suggest that a person reasons about a do-
main by drawing on his/her mental representation of the domain together with his/her 
mental representation of the problem s/he faces about the domain to construct a 
“problem space” in memory [13]. Tests show that problem solving performance is 
driven by a person’s ability to search his/her problem space [13], [14]. Because se-
mantic network theory suggests that CM lead to efficient mental representations, we 
can therefore tie CM to understanding by proposing that CM reduce analysts’ ability 
to construct inefficient problem spaces in memory and thereby increase analysts’ abil-
ity to search their problem space when reasoning about the domain. 

An assumption of the preceding arguments is that individuals encode elements of 
CM into memory in a more or less one-to-one mapping so that causal relations in the 
CM will be manifest in an individuals’ mental representation of the model. This as-
sumption might not hold in two situations. The first is when individuals have plenty 
of time to analyze a model. In this case, individuals are likely to engage in elaboration 
processes to restructure their semantic network. Such elaboration not only alters the 
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mental representation of the model, but can improve an individual’s memory by in-
creasing the priming of concept nodes and improving the structure of the semantic 
network [12], [15]. The second exception is when individuals have existing knowl-
edge of the domain represented in the model. In such cases, individuals internalize 
concepts in the model by integrating them with concepts in their existing semantic 
network of the domain [14], [16]. Thus, if individual describe concept nodes of casual 
relationships from CM, individuals may use their existing domain knowledge to iden-
tify problems in the model and infer or conclude a more plausible interpretation of the 
terms or relationships in the model when internalizing it [17]. Research on the influ-
ence of domain knowledge is complex and ongoing [18], but, complex and ongoing 
domain knowledge was described with CM. 

2.2   Conceptual Schema Understanding Task 

Our paper first present the types of conceptual schema understanding tasks that have 
been addressed in prior conceptual modeling research. Schema understanding tasks 
can be viewed as either read-to-do (with access to the schema) [18] or read-to-recall 
tasks (without access to the schema) [19]. Recall tasks have been used to investigate 
problem solvers’ knowledge structures, that is, chunks of knowledge that are stored in 
internal memory and reused when appropriate. Perhaps the best known studies of this 
type have been those conducted by Weber (see, for example, [20]).  

Two types of comprehension tasks that have been employed in prior IS research 
are supported in the education literature, which identifies two different types of 
knowledge, syntactic and semantic [21], [22]. We refer to such tasks as syntactic and 
semantic comprehension tasks. Syntactic knowledge involves understanding the vo-
cabulary specific to a modeling formalism. Syntactic comprehension tasks are those 
that assess the understanding of just the syntax of the formalism associated with a 
schema. Semantic knowledge involves understanding the meaning, or the semantics, 
of the data embedded in the conceptual schema. Thus, semantic comprehension tasks 
are those that assess the understanding of the data semantics conveyed through con-
structs in the schema [23].  

More recently, researchers have investigated tasks that require a deeper level of 
understanding than comprehension tasks, tasks that are referred to as problem-solving 
tasks [24]. We refer to a problem-solving task that can be solved using knowledge 
represented in the schema as a “schema based problem-solving task.” The feature of 
using a CM is to support a “what-if” and “goal seeking” analysis. As revealed in pre-
vious studies, CMs must be further improved to deal with uncertainty and vagueness 
regarding the decision environments so that they may be used as a knowledge engi-
neering tool to extract causal knowledge from factors representing environments [25]. 
For this purpose, a CM is organized as a matrix, in which it contains some specific 
inputs (or stimulus vectors) and produces outputs (or consequence vectors). The 
“what-if” and “goal seeking” analysis can be easily performed on this matrix repre-
sentation. So, a further type of problem-solving task, which we refer to as an “inferen-
tial problem-solving task,” requires CM users to use information beyond what is 
provided in the schema. A number of recent studies have used this type of task in ad-
dition to comprehension tasks [17], [18], [20], [26].  
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2.3   Cognitive Fit 

The notion of task-technology cognitive fit is viewed as an important factor determin-
ing whether the use of technology would result in performance improvement [27], 
[28], [29], [30]. Briefly, the task-technology fit hypothesis argues that for an informa-
tion system to have a positive impact on performance, it must be designed and utilized 
in such a way that it fits with the tasks it supports. When the information emphasized 
by the presentation matches the task, decision makers can use the same mental repre-
sentation and decision processes for both the presentation and the task, resulting in 
faster and more accurate solutions [29]. When a mismatch occurs, one of two proc-
esses will occur. First, decision makers may transform the presented data to better 
match the task, which might increase the time needed and might decrease accuracy 
because any transformation can introduce errors [29]. Alternatively, decision makers 
may adjust their decision processes to match the presentation [31], decreasing accu-
racy and increasing time because the information does not match the ultimate needs of 
the task. 

To better understand this relationship, we first need to explain the key concept 
equivocality of information. Daft and Macintosh defined information equivocality as 
“the multiplicity of meaning conveyed by information about organizational activities” 
(p. 211). High equivocality means confusion and lack of understanding [32]. Note that 
at times the literature uses the term equivocality to describe the characteristics of 
tasks. In this paper, we use the term exclusively to describe information characteris-
tics. Moreover, we refer to less-analyzable task was consists of syntactic and semantic 
knowledge. By contrast, problem solving task was presented as analyzable task. 
Therefore, we will examine whether quality in decision making can be changed by the 
task type (analyzable vs less-analyzable) of Text and CM and its equivocality. 

2.4   Hypotheses 

Conceptual schemas are well-formalized representations of the structure of data 
within a specific application domain. However, CM knowledge has not been investi-
gated in the context of conceptual schema understanding. Many researches on the role 
of CM knowledge have been conducted in the context of CM method development 
and application [6], [8], [9], [33]. But, many researches have been conducted in con-
ceptual modeling area [15], [34], [35], [36]. [34] and [36] found that the quality of 
schemas developed by subjects with high-IS domain knowledge were generally supe-
rior to those developed by subjects with low-IS domain knowledge. Because CM was 
belong to IS domain knowledge, this paradigm was applied to CM knowledge. There-
fore, we expect that decision makers with greater CM knowledge will perform better 
on all types of conceptual schema understanding tasks than those with less CM 
knowledge. We investigate the following hypotheses.  

 

• H1 (a). Decision Makers with high CM knowledge are more accurate on syn-
tactic comprehension tasks than those with low CM knowledge.  

• H1 (b). Expert with domain knowledge are accurate on syntactic comprehen-
sion tasks than novice with domain knowledge. 

• H2 (a). Decision Makers with high CM knowledge are more accurate on se-
mantic comprehension tasks than those with low CM knowledge. 
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• H2 (b). Expert with domain knowledge are more accurate on semantic com-
prehension tasks than novice with domain knowledge. 

• H3 (a). Decision Makers with high CM knowledge are more accurate on 
schema-based inferential problem-solving tasks than those with low CM 
knowledge. 

• H3 (b). Expert with domain knowledge are more accurate on inferential 
problem-solving tasks than novice with domain knowledge. 

3   Overview of the Experiments 

To test the hypotheses, we conducted an experiment. The design of the experiment 
was motivated in part by research undertaken by Mayer and his colleagues [16], [37]. 
They had performed a series of experiments in which they had examined the impact 
of text versus diagrams on their participants’ ability to learn a domain. Mayer and his 
colleagues made three predictions. First, they hypothesized that participants who re-
ceived diagrams would perform better on problem-solving tasks than those who 
received text. They argued that diagrams allowed participants to develop more sophis-
ticated cognitive models of the domain to be learned. Participants would develop a 
deep understanding of the domain rather than a surface understanding. Second, they 
hypothesized that participants who received diagrams would perform worse on verba-
tim-recall tasks than those who received text. They argued that the deeper conceptual 
processing undertaken by participants who received the diagrams would undermine 
their ability to retain the information they needed for verbatim recall. Third, they hy-
pothesized that participants who received diagrams would perform about the same on 
comprehension tests as those who received text. To the extent that comprehension 
tests required more conceptual understanding of the domain, participants who re-
ceived diagrams would do better.  

This experiment involved a comprehension task and problem solving task. The 
comprehension questions we asked of participants in the experiment were straight-
forward and often relied on analysis of features of the causal map. The problem solv-
ing task was that can be solved using knowledge represented in the schema as a 
“schema based problem-solving task.” A further type of problem-solving task, which 
we refer to as an “inferential problem-solving task,” requires conceptual modelers to 
use information beyond what is provided in the schema [38]. Thus, our expectation 
was that participants who received the familiarity with the application domain knowl-
edge would still outperform those who received the unfamiliarity with the application 
domain knowledge. 

4   Experiment 

We conducted a laboratory experiment to test the hypotheses present above. The ex-
periment employs two-way ANOVA of 2 x 2 design. First, the between-subject factor 
is the type of participant group: expertise (Master Black Belt: MBB, Black Belt: BB) 
or novice (Green Belt: GB). The expert group comprised of MBBs, BBs who had 
received fairly extensive training to undertake 6-sigma analysis and evaluation during 
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more than 3years; the novice group comprised of GB who had an experience of 6-
sigma analysis and evaluation for 1~6 months. Second, the between-subject factor is 
the CM method knowledge type (high CM knowledge vs. low CM knowledge).  

4.1   Task Material 

A real world 6-sigma project analysis and evaluation case was used as the experimen-
tal stimulus. In order to provide the subjects with a realistic environment, the CM case 
was selected based on three criteria. First, the CM case must describe fundamental 
problems in the 6-sigma analysis and evaluation project that can only be used by 
MBBs, BBs and GBs. Second, the case should balance the amount of relevant infor-
mation among multiple nodes and causality from different perspectives. Third, the 
scope of the case should not be exceedingly large, since the subjects must be able to 
understand the entire 6-sigma business system within the given time limits of the ex-
periment (Appendix A).  

To build a causal map of 6-sigma CM, we used a four step process suggested by 
[33]. To determine the factors regarding 6-sigma project analysis and evaluation, an 
extensive open interview was performed with 5 experts such as MBBs. Our interview 
used open interview techniques with probes to facilitate the interview process [1]. 
Respondents were asked about 6-sigma project analysis and evaluation factors that 
seem relevant to the 6-sigma project analysis and evaluation decision process. The 
interviewers did not constrain responses to questions. Each interview lasted from 60 
to 90 minutes.  

To form the groups, we used participants’ scores on the CM method test that the 
participants. For this, we divided the participants with two groups; expert and novice. 
One group was educated for CM method during two or three days and had to answer 
several questions by using CM. The other group was simply educated for CM method 
only to do an experiment during half an hour without special education.  

We applied same dependent variables, syntactic and semantic comprehensive as 
well as schema of inferential problem-solving task.  

4.2   Participants 

The participants were MBBs, BBs who work on 6-sigma project during more than 3 
years, and GBs work on 6-sigma project for 1-6 months. The 64 responses, totally, 
were used to prove research hypotheses. To investigate our hypotheses related to CM 
method knowledge, we needed to form groups of participants with high and low ex-
pertise in the CM method. Participation was voluntary; all participants were offered 
$30 gift certificates to encourage their participation in the experiment. All the respon-
dents were male. On average, expert group was 41.3 years old, and they conducted 
the 6-sigma related project 6.4 unit per year, but novice group was 0.8 unit per year. 

4.3   Experimental Procedures  

The experimental procedures were divided into three sections. First, the subjects were 
given instructions about the general nature of the experiment and were told that verbal  
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protocols would be collected. Second, one of the researchers provided a review of 
causal map method concepts to the subjects for approximately 20~30 minutes. Third, 
the subjects were then presented with the experimental 6-sigma CM and were asked 
to analysis and evaluation the project based on the 6-sigma CM. Since the 6-sigma 
CM was provided on paper, subjects could spread them out physically in parallel. The 
subjects were given 60 minutes to understand the diagrams and come up with what 
they believed were the fundamental problems in the 6-sigma project analysis and 
evaluation. Due to the intended complexity of the experimental task, most subjects 
worked up until the 60- minute time limit.  

4.4   Results 

The sample size was 64 for the analysis on understanding tasks questionnaire. Data 
associated with understanding tasks was analyzed using a MANOVA test with the 
three independent variables, expert-novice group and High-Low CM knowledge type. 
The MANOVA model was applied to test the influence of the Expert-Novice type 
(Expert-Group vs Novice-Group) and CM knowledge type (High CM Knowledge-
Group vs Low CM Knowledge-Group) on the three dependent variables. The main 
effect of the Expert-Novice type was significant (F(3, 58) = 34.059, p=0.000) and the 
main effect of the CM knowledge type was also significant (F(3, 58) = 7.170, 
p=0.000). The interaction effect between the Expert-Novice type and CM knowledge 
type was significant (F(3, 58) = 3.279, p=0.027, p<0.05) was significant. Because the 
MANOVA results were significant, these results were further analyzed using individ-
ual ANOVAs to examine the effects of the Expert-Novice type and CM knowledge 
type on each dependent variable. 

Table 1. Results of the ANOVA for Schema Understanding Tasks 
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Table 1 reports the results of ANOVA. In syntactic comprehension, the main effect 
of the Expert-Novice type (F(1, 60) = 49.724, p=0.000) and CM knowledge type (F(1, 
60) = 15.967, p=0.000) was significant. But, the interaction effect between the Expert-
Novice type and CM knowledge type was not significant (F(1, 60) = 1.381, p=0.245). 
In semantic comprehension, the main effect of the Expert-Novice type (F(1, 60) = 
93.100, p=0.000) and CM knowledge type (F(1, 60) = 8.967, p=0.004) was signifi-
cant. The interaction effect between the Expert-Novice type and CM knowledge type 
was also significant (F(1, 60) = 3.985, p=0.050). In inferential problem solving, the 
main effect of the Expert-Novice type (F(1, 60) = 21.263, p=0.000) and CM knowl-
edge type (F(1, 60) = 9.606, p=0.003) was significant. The interaction effect between 
the Expert-Novice type and CM knowledge type was also significant (F(1, 60) = 
4.166, p=0.046). 

The mean values and standard deviations are shown in Table 2, for each type of 
understanding task for participants with high and low-CM knowledge in each of the 
expert and novice group, respectively.  

Table 2. T-Test Result for Performance on Schema Understanding Tasks 

 

In Table 2, participants with High-CM-knowledge group performed better than 
those with Low-CM-knowledge group for all types of understanding tasks; syntactic 
comprehension, semantic comprehension, and inferential problem-solving tasks, in 
both Expert group and Novice group. For H1(a), decision makers with high CM 
knowledge are more accuracy than those with low CM knowledge (0.87 for Hi-CM 
knowledge and 0.76 for Low CM knowledge; t = 2.99, p=0.004), in both Expert-
Novice groups. For H2(a), decision makers with high CM knowledge are more accu-
racy than those with low CM knowledge (0.87 for Hi-CM knowledge and 0.81 for 
Low CM knowledge; t = 2.08, p=0.050), in both Expert-Novice groups. For H3(a), 
decision makers with high CM knowledge are more accuracy than those with low CM 
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knowledge (0.91 for Hi-CM knowledge and 0.78 for Low-CM knowledge; t = 2.64, 
p=0.020), in both Expert-Novice group. Therefore, all differences were significant 
influence of CM knowledge on the three comprehension task in the both Expert-
Novice groups. Hence, overall, results in both in both Expert-Novice groups suggest 
that CM knowledge affects problem-solving performance on all types of understand-
ing tasks, supporting Hypotheses 1(a), 2(a), and 3(a). 

Next, we investigate Hypotheses 1(b), 2(b), and 3(b), that the influence of Expert 
and Novice type on performance in understanding tasks is contingent on the type of 
understanding task under investigation. For H1(b), expert are more accuracy than 
novice (0.91 for Expert and 0.73 for Novice; t = 6.31, p=0.000). For H2(b), expert are 
more accuracy than novice (0.93 for Expert and 0.75 for Novice; t = 8.90, p=0.000). 
For H3(b), expert are more accuracy than novice (0.94 for Expert and 0.75 for Nov-
ice; t = 4.23, p=0.000). Therefore, all differences were significant influence of Expert-
Novice on the three comprehension task in the both CM knowledge types. Hence, 
overall, results suggest that Expert-Novice affects problem-solving performance on 
all types of understanding tasks, supporting Hypotheses 1(b), 2(b), and 3(b). 

5   Discussion and Concluding Remarks 

In this section we discuss our findings and present the contributions of our research. 
We conclude with the implications of our research for both future research and for 
practice. 

In the experiment, we explored the role of CM knowledge and application do-
mains in decision making with CM method. We examined the overall research ques-
tion: “How do CM method and application domain knowledge influence performance 
on different types of schema understanding tasks?” To do so, we conducted an ex-
periment in which we manipulated both CM knowledge and application domain 
knowledge. This research addresses the role of CM knowledge and application do-
main knowledge in understanding decision problem both theoretically via the theory 
of cognitive fit, and empirically. Specifically, we address the role of CM knowledge 
and application domain knowledge on the performance of decision makers on differ-
ent types of understanding tasks. Our research shows that while CM knowledge is 
important to the solution of all types of schema understanding tasks, application do-
main knowledge affects the solution of just inferential problem solving tasks, tasks for 
which decision makers must transform knowledge with CM method in the schema 
into a form suitable for task solution.  

The experiment has the following limitations. First, our study was conducted in a 
laboratory setting, which means that it suffered the typical limitations of all experi-
ments. On the other hand, we were able to control for many aspects that might have 
come into play had we conducted our study in a professional setting. Second, we pre-
sented the tasks to participants in the same order (syntactic, semantic, inferential 
problem solving) so that we could have greater confidence that any effects of applica-
tion domain knowledge on the more demanding inferential problem-solving tasks 
were due to application knowledge itself, and not to lack of knowledge of the schema. 
Because we presented our tasks always in the same sequence, we need to consider the 
potential effects of fatigue. Note that in the presence of fatigue effects, performance in 
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the second domain would have been worse than in the first domain for each of the 
inferential problem-solving tasks, a phenomenon we did not observe. Further, subjects 
were given different types of tasks in the same order in each application domain; thus, 
in comparing performance across CM knowledge and applications domains, the ef-
fects of fatigue were essentially controlled. 
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Appendix A  

Appendix A 6-Sigma project CM 

The figure below shows the result derived from interview with professionals on 6-
sigma project development and evaluation of performance. The result consists of fac-
tors that were configured into the map. Appendix_Table 1 shows the values for the 
input node on the map. Appendix_Figure 1 is a map that proposing various reasoning 
once a user enters a value.  

Appendix_Table 1. Development and evaluation of the input node values in the map for 6-
sigma project 
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Appendix_Fig. 1. Analysis and evaluation of Cognitive Map in 6-Sigma Project 
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Abstract. Central points of this paper are placed on team creativity and Bayes-
ian network approach as an assistant means. Above all, we seek to intensify our 
PLS model by using Bayesian network (BN) approach as an ancillary role. Be-
yond managers’ control, we emphasize a voluntarily and informally emergent 
structure and introduce a social network perspective within team creativity. In 
this sense, we propose a new integrative team creativity model in which shared 
leadership, interpersonal trust and knowledge sharing are included and their 
subsequent influence on team creativity is analyzed. For the sake of empirical 
analysis, an e-learning course was administered in a private university, and 40 
teams were organized for this study. 249 valid questionnaires were garnered, 
and initially analyzed by PLS (Partial least squares) model. Then, we suggested 
a new PLS model based on the results of Bayesian networks, and confirmed the 
successful application of our proposed approach.  

Keywords: Team creativity, Bayesian networks, Shared leadership, Social  
network, Interpersonal trust, Knowledge-sharing, PLS (Partial least squares)  
model. 

1   Introduction 

The ability to develop and implement innovation is essential to today’s competitive 
business environment [19]. Many organizations have turned to team-based work  
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systems to increase their responsiveness and ability to foster innovation (cf. [27]). 
Such organizations need to be concerned not only with fostering creativity and inno-
vation among individual employees, but also developing creative and innovative 
teams. However, fewer studies have investigated “team creativity” compared to those 
studying individual creativity. In this article, we explore the effects of shared leader-
ship, knowledge-sharing, and interpersonal trust on team creativity taking a team-
based approach. Broadly stated, Bayesian networks (BNs) are directed acyclic graphs 
(DAGs) with a set of probability tables. According to Lauritzen [21], graphical mod-
els, in particular those based on DAGs, have natural causal interpretations and thus 
form a language in which causal concepts can be discussed and analyzed in precise 
terms. Therefore, BNs are extremely valuable for providing actionable information 
and advice. This article proposes to implement Bayesian networks (BNs) after con-
ducting an initial PLS modeling. Bayesian network approach, as an ancillary role, will 
help us to find out unexpected results and revise the initial PLS model. Therefore, an 
empirical study for our integrative team creativity model is presented to demonstrate 
the successful application of the proposed method. 

2   Initial PLS Model 

2.1   Theoretical Background and Hypotheses 

The research model used in this paper builds on the team level constructs of shared 
leadership, cognition-based trust, affect-based trust, knowledge sharing, and their 
subsequent impacts on team creativity.  

Shared leadership and Team creativity 

Intrinsic motivation is a key factor in creativity [2] and is often considered the me-
chanism by which situational factors such as leadership contribute to creativity [2, 
30]. Transformational leadership is positively related to follower creativity [35]. 
However, prior research has highlighted the analysis of vertical leadership and indi-
vidual creativity. Our model requires another kind of leadership as an emergent team 
property to analyze team creativity. Shared leadership is a relational phenomenon that 
involves mutual influence among team members [26]. Social network theory provides 
a natural theoretical and analytical approach to studying the relational influence struc-
tures of teams [26]. Therefore, although there are a few useful self-reported ratings [5, 
32] that can measure shared leadership, this article focuses on a social network ap-
proach [24, 7] that uses density, a measure of the total amount of leadership displayed 
by team members as perceived by others on the team. Equation (1) shows how to 
calculate density for shared leadership. On the basis of these studies, we proposed the 
following hypothesis:  

H1: Shared leadership will positively contribute to team creativity. 

Density = S / 7N (N-1)                                 (1)1 

                                                           
1 In this equation, S is the sum of all values that team members would rate each other for lead-

ership. N equals the number of team members; N (N-1) is the total number of possible ties in 
a team. The number 7 represents the maximum value rated by a peer in a team. 
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Shared leadership and Trust 

Podsakoff et al. [33] showed that trust, conceptualized as faith in and loyalty to a 
leader is directly related to transformational leadership. However, prior research has 
focused on a single leader and has excluded reciprocal trust. Social network analysis 
is suitable for the study of multiple sources of leadership influence and the distributed 
leadership grounded in the interactions among team members [26, 13]. Moreover, 
interpersonal trust (cognition- and affect-based trust) is appropriate for the social 
network approach [12]. On the basis of these studies, we proposed the following 
hypotheses: 

H2: Shared leadership will positively contribute to cognition-based trust. 
H3: Shared leadership will positively contribute to affect-based trust.  

Shared leadership and Knowledge sharing 

Knowledge sharing is a critical team process because if knowledge is not shared, the 
cognitive resources available to a team remain underutilized [4]. The team leader has 
an important role to play in properly extracting the shared knowledge of the team. 
Empowering leadership is different from autocratic leadership, and one of the central 
differences in the outcomes is that autocratic leadership inhibits knowledge sharing 
among team members [39]. Studies have shown that team communication styles, 
agreeable and extravert, are positively related to knowledge sharing willingness and 
behaviors [15]. Therefore, leadership distributed within a team, or shared leadership, 
may be associated with knowledge sharing. From these findings, we proposed the 
following hypothesis:  

H4: Shared leadership will positively contribute to knowledge sharing. 

Trust and Knowledge sharing 

Researchers have used social exchange theory to examine how trust and justice, two 
key components in interpersonal relationships, relate to knowledge sharing [31, 34]. 
Examining trust and justice is important because knowledge sharing involves provid-
ing knowledge to another person or a collective unit, such as a team or community of 
practice with expectations for reciprocity (e.g., [38]). Research has shown that affect- 
and cognition-based trust have a positive influence on knowledge sharing at the dy-
adic and team levels [11, 28, 38]. On the basis of these studies, we proposed the fol-
lowing hypotheses:  

H5: Cognition-based trust will positively contribute to knowledge-sharing. 
H6: Affect-based trust will positively contribute to knowledge-sharing. 

Knowledge sharing and Team Creativity 

Employees may share their ideas with others to further develop them and to facilitate 
creativity [29]. An effective working relationship exists when both parties exchange 
knowledge resources to foster progress and to resolve difficulties of both technical 
and artistic natures. Sharing knowledge is an important facilitator of creative collabo-
ration [23]. These findings suggest the following hypothesis: 

H7: Knowledge sharing will positively contribute to team creativity.  



548 K.C. Lee et al. 

Trust and Team Creativity 

Even though a general consensus holds that mutual trust is a key factor in joint inno-
vative developments, the literature on the effects of trust on joint/team creativity  
remains largely inconclusive [6]. On the other hand, several authors [17, 36] have 
observed that mutual trust is conducive to an increase in joint/team creativity. These 
findings suggest the following hypothesis: 

H8: Cognition-based trust will positively contribute to team creativity. 
H9: Affect-based trust will positively contribute to team creativity. 

2.2   Empirical Analysis  

Empirical data were gathered from a questionnaire survey. The participants were 
undergraduate students who had taken a web-based e-learning course called “Digital 
information technology and its application” at a Korean University. We created 40 
teams consisting of four to eight members in an impersonal situation and gave each  
 

Table 1. The Results of Confirmatory Factor Analysis for Initial PLS Model 

 
 A measure of the total amount of leadership displayed by team members as perceived by others on a team. 

 

Fig. 1. Initial PLS Model 
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team an assignment that required creativity, notifying the participants that the assign-
ment would have a critical effect on their grade. Finally, we provided questionnaires 
to students in the course, and yielded 249 useable cases. Then, we used SmartPLS 2.0 
to analyze the measurement and structural models. We undertook assessments of 
discriminant and convergent validities, and secured them (Table 1). As shown in 
Fig. 1, our model results show that H6 and H9 are rejected and the other hypotheses 
are accepted.  

3   Revised PLS Model 

3.1   Bayesian Networks  

Bayesian Networks 

Bayesian networks (BNs) are graphical models that combine elements of both graph 
and probability theory. Broadly stated, BNs are directed acyclic graphs (DAGs) with 
a set of probability tables. A BN encodes the probability distribution of a set of ran-
dom variables by specifying a set of conditional independence assumptions together 
with a set of relationships among these variables and their related joint probabilities 
[20]. In this paper, we used WEKA which offers various algorithms such as: hill 
climbing, K2, simulated annealing, genetic, tabu, TAN, and so on. We selected the 
TAN (Tree Augmented Naïve Bayes) among these algorithms. It can produce a caus-
al-effect graph in which the class attribute treated as the only and greatest parent node 
of all other nodes is located at the top in the DAG [16]. The causal-effect graph of the 
TAN is formed by calculating the maximum weight spanning tree using Chow and 
Liu’s method [10]. The TAN is an extension of the Naïve Bayes: it removes the Naïve 
Bayes assumption that all the attributes are independent. Moreover, the TAN finds 
correlations among the attributes and connects them in the network structure learning 
process [37]. According to Friedman et al. [16], the TAN provides for additional 
edges between attributes that capture correlations among them, and it approximates 
the interactions between attributes by using a tree structure imposed on the Naïve 
Bayes structure. Bayesian network classifiers incorporated in WEKA, such as the 
Bayesian network with the TAN search algorithm, have exhibited excellent perform-
ance in data mining [8]. 

BNs Experiment  

The Bayesian network classifier with the TAN search algorithm was implemented 
with WEKA. We selected the “equal frequency” option under unsupervised discreti-
zation in WEKA. In our dataset, most items of latent variables have skewed distribu-
tions for the positive direction. Therefore, in case of equal width discretization, lower 
values of the items have very few numbers that make discretization effects to be mea-
ningless. The prediction accuracy of this experiment was 70%. Consequently, casual 
relationships are able to be easily identified using the TAN search algorithm. Com-
pared to the initial PLS model, the results of Bayesian network show unexpected 
relationships (Table 2). As shown in Fig. 2, when the team creativity value is set to 
the highest level, the posterior probability for each high level of all the variables in-
creased. On the other hand, the medium level of affect-based trust value is the most 
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outstanding. This indirectly explains the rejected hypothesis 9 the initial PLS model, 
in that the causal relationship doesn’t represent the linearity between affect-based 
trust and team creativity. As mention above, the previous researches [14, 9] did not 
find a direct and positive impact of mutual trust on the creativities of R&D project 
teams. 

Table 2. Comparison BN with Initial PLS Model 

 

 

Fig. 2. Bayesian Network Analysis 

3.2   Proposed Approach  

Comparison Bayesian Networks with PLS modeling 

Anderson and Vastag [3] stress that the SEM (Structural Equation Model) such as 
PLS model is likely the preferred method if the objective is only a description of theo-
retical constructs with no interest in inference to observable variables, while the 
Bayesian network approach should be selected if objectives include prediction and 
diagnostics of observed variables. The SEM highlights theory confirmation while 
Bayesian network approach stresses causal explanation [20]. Similar to PLS path 
modeling, BNs graphically portray the nature and strength of relationships—not nec-
essarily hypothesized—among several constructs or variables. In a BN, a directed 
acyclic graph (DAG) represents a set of conditional independence constraints, or 
assumptions, among a given number of variables and their related conditional prob-
ability distributions. Instead of formulating a network, or model, on the basis of the-
ory and then testing it, as with the PLS path modeling, BN techniques identify the 
network that fits the data best.  
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Fig. 3. Proposed approach for causal analysis 

Application of Proposed Approach 

Regarding theory dependency, the Bayesian network is data driven with no restric-
tions, while PLS path modeling is based on theory [20]. A few studies have suggested 
implementing the Bayesian network prior to conducting PLS path modeling for the 
solution of excessively complicated relationships between constructs [37]. However, 
without previous theories, serious problems would arise in social science research. As 
shown in Fig. 3, we propose a new method to revise PLS modeling according to the 
DAG of the Bayesian network. The proposed approach for causal analysis consists of 
four phases: ‘Literature review’, ‘Initial PLS analysis, ‘Bayesian network analysis’ 
and ‘Revised PLS analysis’. We employ WEKA to obtain a DAG through Bayesian 
network classifiers with a TAN search algorithm. Based on the DAG, we amended the 
initial model and implemented analysis with SmartPLS. 

Additional Hypothesis and Interpretation for Revised PLS model 

Table 2 and Fig. 2 show that there is an unexpected path (‘Path CT → AT’) that was 
not considered in the initial model. We should additionally consider this path in PLS 
model. Cognitive trust (CT) provides a base for affective trust (AT) and should there-
fore exist before affective trust develops [22]. But as affective trust matures, the 
potential for decoupling of trust dimensions and reverse causation increases [25]. 
Attitude theory researchers have long argued that the relationship between cognition 
and affect in attitude formation is bidirectional [18]. On the basis of these studies, we 
proposed the following hypotheses and amended the initial model (Fig. 4):   

H10: Cognition-based trust will positively contribute to affect-based trust. 
There are three paths that have no causal relationship in the DAG of the Bayesian 

network (Fig. 2). Two of them (‘Path SL → AT’ and ‘Path AT → KS’) are consistent 
with the results of the revised PLS model (Fig. 4). On the other hand, the ‘Path SL → 
KS’ is inconsistent with the results of the revised PLS model. Non-causal relationship 
of the Path (H4) is due to the nonlinearity of Bayesian networks. In other words, 
Shared leadership doesn’t directly contribute to knowledge sharing, but indirectly 
through cognition-based trust in Bayesian network. The ‘Path CT →KS’ in the initial 
PLS model has the reverse direction (KS → CT) in the DAG of the Bayesian net-
work. Trust is an attitude construct, while knowledge sharing is a behavioral 
construct. We cannot find any previous study employing knowledge sharing as an 
antecedent on trust. TRA (Theory of reasoned action) posits that individual behavior 
is driven by behavioral intentions where behavioral intentions are a function of an 
individual's attitude toward the behavior and subjective norms surrounding the 
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performance of the behavior [1]. Attitude toward the behavior is defined as the indi-
vidual's positive or negative feelings about performing a behavior. Therefore, it is 
difficult to use knowledge sharing as an antecedent of trust.  

 

Fig. 4. Revised PLS Model 

4   Discussion 

4.1   Theoretical and Practical Implications 

This study’s objective was to intensify the theory of team creativity by examining the 
effects of shared leadership, knowledge-sharing, and interpersonal trust on team crea-
tivity using a team-based approach. As for theoretical importance, we selected and 
tested constructs that are most closely related to creativity at the team level. Above 
all, we intensified our PLS model by using Bayesian network (BN) approach as an 
ancillary role. Unexpected results from the results of BN helped us to revise the initial 
PLS model. We constructed a new PLS model through an additional hypothesis and 
interpretations. An empirical study for our integrative team creativity model is pre-
sented to demonstrate the successful application of the proposed method. Therefore, 
we suggest that many researchers employ our Bayesian network approach. 

This study has important implications for team leaders and managers. Given the 
need for team creativity in solving complex challenges faced by organizations, man-
agers should ensure that each team has a clear and shared sense of direction and pur-
pose, thereby promoting participation in team activities and identifying the organiza-
tional contexts in which shared leadership, knowledge-sharing, and cognition-based 
trust are most likely to enhance team creativity. 

4.2   Limitations and Future Research 

This paper has limitations that should be addressed in future research. First, our study 
targeted student samples in an e-learning course, which is a non-face-to-face  
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environment. Consequently, we did not confirm the effects of affect-based trust. Be-
cause the samples were students, not full-time employees, the results may differ in an 
actual workplace. Future research should pursue comparative studies in various envi-
ronments. Second, an important focus for future research is the long-term effects (i.e., 
whether team members’ reactions to constructs were temporary or whether such reac-
tions were permanent) of shared leadership, knowledge-sharing and interpersonal 
trust. Third, we did not consider many important antecedents of team creativity. Fu-
ture research should probe into how personal traits (such as age, level of education, 
and working experience), diversity within a team, and organizational characteristics 
(such as firm size and industry type) may moderate the relationships among the con-
structs.  Finally, we didn’t apply various algorithms (such as hill climbing, K2, simu-
lated annealing, genetic, tabu and so on) of Bayesian networks to the proposed ap-
proach. Moreover, we didn’t fully explain indirect effects in the DAG of the Bayesian 
network. In our results, shared leadership indirectly contributes to knowledge sharing 
through cognition-based trust. Future research should implement other BN algo-
rithms, and examine theoretical backgrounds for the explanation of indirect influence. 
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Abstract. Online games become very popular as the Internet permeates down 
to all ranks of our lives. However, contrary to our common sense that those 
users loyal to the online games will just enjoy the games only for the sake of 
pleasure, user's perceived loneliness and stress are believed to affect their 
loyalty for the games. However, this research issue remains unexplored 
sufficiently in the fields of IS studies. In this sense, this paper proposes a new 
research model in which users' perceived loneliness and stress have 
relationships to game loyalty through other experiential factors such as flow, 
enjoyment, and character identification. To prove the validity of our proposed 
research model, empirical analysis was performed with 187 valid questionnaires 
using PLS (Partial Least Square). Results revealed that the proposed research 
model is statistically significant, and loneliness and perceive stress hold crucial 
position in the users' loyalty to games.  

Keywords: online game, perceived stress, loneliness, character identification, 
enjoyment, flow. 

1   Introduction 

The Internet has become a very integral part of modern daily life. Due to the 
availability of high speed Internet at locations across the globe, previously impossible 
things have become possible due to the Internet. Specifically, we can transfer money 
to others via electronic banking while listening to music via online radio. In addition, 
local Internet users can join a specific online game and play with global gamers.  

As many people consider online gaming a leisure, and as young children are 
becoming increasingly familiar with the computer and the Internet, the market volume 
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of this online gaming industry and the number of online gamers are increasing, with 
the global revenue of online gaming expected to reach $24.8 billion by 2013 [1]. This 
increase in revenue creates new jobs such as professional gaming and new markets 
such as Internet cafés. In addition, game-based learning is a new topic in the 
educational sphere. However, the development of game addiction has resulted in 
many negative by products such divorce, job loss and school absences.  

To help analyze the positive and negative effects of online gaming, game 
development companies and researchers are now studying the motivations behind 
online game play. However, most research focuses on only one set of aspects, either 
the psychological or the experiential. In addition, much research focuses on young 
students and adolescents. However, as the number of older people playing online 
games has been increasing and because many years have passed since the introduction 
of online games [2], a broad survey including older game users is needed [3]. 

In this study, we aimed to determine which characteristics affect loyalty for online 
gaming. Specifically, the psychological factors, including loneliness and perceived 
stress, and experiential factors, including character identification, flow, and perceived 
enjoyment, were studied. In addition, our data included individuals greater than forty 
years of age.   

2   Previous Studies 

Studies regarding online games can be broadly classified into three categories.  
The first is adoption, which includes the characteristics that affect game playing. The 
second is addiction, when a game user feels a compulsion to use the online game. The 
final category is the business model of online games such as a market for game items. 

2.1   Adoption of Online Games 

By using and extending the Technology Adoption Model (TAM) or the Theory of 
Reasoned Action (TRA), many researchers endeavor to explain why users play online 
games. For example, Hsu and Lu [4] found that the flow experience is an important 
factor in the intention to play an online game. Wu and Liu [5] uncovered that trust in 
online game websites and online game enjoyment are positively related to the attitude 
toward online games. In addition, Wang and Wang [6] found that male game users 
have a higher intention to play online game than do female game users. Furthermore, 
as increasingly older game users play online games, Williams et al. [3] insisted on the 
need for a broad sampling that is not focused only on young people.  

2.2   Addictions to Online Games 

As the Internet becomes more popular and is used by more people, Internet addiction 
is becoming more prevalent. Young [7] defined Internet addiction as “an impulse-
control disorder which does not involve an intoxicant” and developed a questionnaire 
to measure Internet addiction. This scale is used worldwide to measure Internet 
addiction [8, 9, 10]. In addition, this measure can also be applied to online game 
addiction after modifying some of the meanings [11, 12].  
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2.3   Business Model of Online Games 

The online game business model is classified into a subscription model and a free-to-
play model. In the subscription model, in order to play a specific game, the game 
users subscribe to that game on a monthly basis. However, in the free-to-play model, 
a person can play the online game free of charge. However, to adorn or increase the 
power of one’s game character (i.e., avatar), online game items (virtual products) 
must be purchased. Therefore, Lin and Sun [13] insisted that these game users are no 
longer simple players but have also become consumers. The motivations for 
purchasing game items are the perceived playfulness, character competency, and the 
requirements of the quest system [14]. In addition, social networking services such 
Facebook and MySpace now include social games in which users can purchase game 
items to enhance their game environments.  

3   Hypothesis Development 

3.1   Loneliness, Perceived Stress and Character Identification 

Loneliness is defined as an unpleasant response experienced by a person who has not 
established close and meaningful relationships with others [15]. Modern society may 
foster these feelings of loneliness, leading to a population which contains many lonely 
individuals.  

People experience stress from many sources, including work, school, and their personal 
lives. Through interactions with other, however, people come to realize that these stresses 
are common, and this knowledge of shared experience can help to alleviate some of the 
stress. However, lacking these sorts of social interactions, lonely people will experience 
enhanced stress. Previous research has shown that loneliness is moderately correlated with 
perceived stress [16, 17]. Hence, we formed the following hypothesis: 

 
Hypothesis 1a: Loneliness is positively related to perceived stress. 
 

In online games, users create game characters (i.e., avatars). When gamers play 
online games continuously, they may purchase game items to adorn a game character 
or to increase its power. Therefore, as the cumulative time of playing an online game 
increases, the user begins to relate to the game character, coming to view the avatar as 
an online version of her/himself. For example, if the game character is killed by 
others in an online game, the gamers feel that they have been attacked by others in the 
real world. This characteristic can be defined as character identification, and 
researchers have confirmed that game users develop a close relationship with their 
game characters [18, 19].  

Lonely individuals often use the Internet to connect with other people [20, 21]. In 
addition, they may express themselves better online than they are able to do in an 
offline environment. Therefore, these lonely users more easily become attached to 
online games and their game characters [22, 23]. Based on these facts, we present the 
following hypothesis: 

 
Hypothesis 1b: Loneliness is positively related to character identification.  
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3.2   Perceived Stress, Character Identification, Enjoyment and Flow 

Online games are often used as a means to escape from stress. Since online games 
have no definitive ending, game users may invest unintended amounts of time into 
their game playing. During online game play, uses think less about their current 
problems, focusing instead on the game itself. Therefore, a stressed person is able to 
more easily experience the flow of the game compared to the experience of others 
who are not stressed. Henceforth, the following hypothesis is presented. 
 

Hypothesis 2a: Perceived stress is positively related to the flow. 
 
When playing online games, many gamers do often become unaware of the current 

time and experience a rapid passage of time. This characteristic is defined as flow, 
“the holistic sensation that people feel when they act with total involvement” [24]. 
This flow experience may develop and increase when game users interact with their 
game characters. The more a user plays a game, the more identity he/she will feel 
with the game character and the more attention he/she will invest in the game. 
Therefore, the experience of flow increases with character identification. Therefore, 
the following hypothesis is derived. 

 
Hypothesis 2b: Character identification is positively related to the flow. 

 
The feelings of game users often become dependent on their success or failure in 

the game. These feelings are often impacted by the strength of the relationship 
between the game user and the character. When a game user identifies with a game 
character, this feeling will increase. However, if s/he does not identify with the game 
character, this feeling will decrease. In accordance with this concept, we propose the 
following hypothesis.  

 
Hypothesis 2c: Character identification is positively related to perceived 

enjoyment. 
 

Many people engage in online gaming to experience fun and to escape the stress of 
daily life [25, 26]. Generally, if a TV program is funny, a person does not want to stop 
watching. Similarly, when online gaming provides pleasure, the user wants to 
continuously play. While playing that game, the user is unaware of the current time 
and of how much time has elapsed during game play. Therefore, enjoyment will 
increase the possibility of flow. In addition, the enjoyment experienced from playing 
a game is one of the factors that affect the flow experience [27]. Hence, we form the 
following hypothesis: 

 
Hypothesis 2d: Perceived enjoyment is positively related to flow. 

3.3   Flow and Loyalty 

On Internet sites, the flow experience is positively related to the loyalty to that 
website, such as those for online tours [28] or professional sports [29].  
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When game users experience flow, they are able to forget their current problems 
and stress, thus increasing the desire to play. In addition, users recommend the game 
to others based on the positive flow experience [30]. Using these facts, we present the 
following hypothesis: 

 
Hypothesis 3: Flow is positively related to online game loyalty. 

Loyalty

Perceived
Enjoyment

Flow

Loneliness

Perceived 
Stress

Character
Identification

H1b

H1a

H2a

H2b
H2d

H2c

H3

 

Fig. 1. Research Model 

4   Empirical Analysis 

4.1   Questionnaire Survey and Sample Statistics 

The survey items that we used were adopted from the literature. First, to measure 
loneliness, we used a short-form UCLA Loneliness Scale (ULS-8) [31] consisting of 
eight items. This scale is as reliable and valid as is the long form UCLA loneliness 
scale. Second, to measure the perceived stress, we used the four-item Perceived Stress 
Scale (PSS) [32, 33]. Third, to measure character identification, we used 
questionnaires from two previous studies of Hefner et al. and Fornell and Larcker [18, 
34] and additional questionnaires modified from famous literature. All of the 
questionnaires used a seven-point scale, ranging from completely disagree to 
completely agree.  

The samples were collected using an online survey in Korea. The respondents 
ranged from teenagers to users in their fifties (10-19: 29, 20-29: 36, 30-39: 45, 40-49: 
43, and 50-59: 34). Almost the same number of male and female respondents 
participated in this survey, and there were 187 total respondents.  

4.2   Reliability and Confirmatory Factor Analyses 

Preliminary analysis 

Six constructs of loneliness, loyalty, character identification, flow, enjoyment, and 
perceived stress were used in this analysis. The survey items of each construct were 
reliable, with Cronbach’s alpha values greater than 0.7. The validities of the survey 
items were tested using a principal component analysis with varimax rotation.  
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Table 1. Results of reliability and factor analyses 

Survey item Cronbach’s α LONE LOYA CHAR FLOW ENJ STR 
loneliness5 0.883      
loneliness1 0.870      
loneliness2 0.868      
loneliness8 0.839      
loneliness4 0.832      
loneliness7 0.806      
loneliness6 

0.934 

0.724      
loyalty4  0.844     
loyalty5  0.770     
loyalty1  0.762     
loyalty3  0.762     
loyalty2 

0.893 

 0.754     
char_identi2   0.882    
char_identi4   0.861    
char_identi1   0.842    
char_identi3 

0.913 

  0.794    
game_flow1    0.840   
game_flow3    0.821   
game_flow2    0.806   
game_flow4 

0.905 

   0.735   
game_enjoyment2     0.812  
game_enjoyment3     0.779  
game_enjoyment1     0.766  
game_enjoyment4 

0.887 

    0.656  
perceived_stress3      0.827 
perceived_stress2      0.744 
perceived_stress4      0.709 
perceived_stress1 

0.745 

     0.629 
Eigenvalue 7.485 6.171 2.448 2.071 1.348 1.115 

Variance explained 26.732 22.040 8.743 7.397 4.816 3.981 
Total variance explained (%) 26.732 48.772 57.515 64.912 69.727 73.709 

Note 1: LONE: Loneliness, LOYA: Loyalty, CHAR: Character Identification,  
            FLOW: Flow, ENJ: Enjoyment, STR: Perceived Stress 
Note 2: One item of loneliness (item #3) was not included in the factor analysis. 
 
 

The first factor, loneliness, explained 26.73% of the total variance; the second 
factor, loyalty, accounted for 22.04%. The total variance explained by the six factors 
was 73.7%, as shown in Table 1. From these results, we concluded that the survey 
items were statistically valid. 

 
The measurement model 

 
To confirm the reliability and validity of the measurement data, we performed a 
confirmatory factor analysis. In the reliability test, all of the composite reliabilities 
were greater than 0.7, and the AVEs (Average Variance Extracted) were greater than 
0.5 [35]. For the validity test, the correlation between two factors was less than the 
square root of the AVE value of each factor [35]. Therefore, as shown in Table 2, 
these data were reliable and valid.  
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Table 2. Correlations of latent variables and AVEs 

Construct 
Composite 
Reliability 

LONE LOYA CHAR FLOW ENJ STR 

Loneliness 0.946 0.847      
Loyalty 0.921 -0.103 0.837     
Character Identification 0.939 0.242 0.283 0.891    
Flow 0.934 0.138 0.434 0.496 0.883   
Enjoyment 0.920 -0.170 0.665 0.243 0.490 0.862  
Perceived Stress 0.830 0.321 -0.046 0.221 0.289 -0.010 0.743 

Note: Values on the underlined diagonal are the square roots of the AVEs.  
 
 

The structural model 
 
This study’s hypotheses were tested using SmartPLS 2.0 with the bootstrapping 
procedure, and all of the hypotheses were accepted at a 99% confidence level. 

Loyalty
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Perceived 
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Character
Identification

0.242*

0.321*

0.216*

0.349*

0.407*

0.243*

0.434*

*: <0.01  

Fig. 2. Results of the structural model 

4.3   Discussion 

This paper addressed the psychological and experiential factors that affect customer 
loyalty in online games using the PLS (Partial Least Square). From this analysis, we 
reached the following conclusions. First, lonely people experience greater stress 
because they do not have people to talk with or with whom to relieve stress. In 
addition, if a game user feels lonely, s/he tends to attach to her/his game character 
through character identity, and s/he plays the online game to experience interactions 
with others.  

Second, a person who is feeling stress tends to more easily identify with the game 
character to experience enjoyment from the online game, increasing the state of flow. 
While playing the game, a gamer forgets his/her current problems and focuses only on 
playing the game. Therefore, the player reaches the state of flow. In addition, if the 
gamer identifies with the game character, s/he focuses more intently on the game. 
Therefore, character identification positively impacts the flow of the game.  
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Third, in an online game, when a gamer’s character kills monsters or defeats other 
players, the player is happy. Similarly, if a person identifies with the game character, 
s/he finds the online game enjoyable. Therefore, character identification is an 
important factor in enhancing online gaming enjoyment.  

Finally, a game user who experiences flow will want to play the online game again 
and will recommend the game to other people. Our results confirm the results of 
previous research, and game development companies should develop online games to 
ensure the feeling of flow during game play. 

5   Concluding Remarks 

Advances in high speed Internet have helped the online gaming industry flourish. 
Without meeting in the real world, users can meet other individuals in the cyber world 
(i.e., via an online game). By playing online games, game users relieve stress and 
experience enjoyment. Many years have passed since online games were introduced, 
contributing to the variety of ages that now play online games. However, there has 
been limited research considering both the psychological and experiential factors, as 
well as limited studies of users from various age groups.  

In this study, we aimed to identify the factors related to loyalty in online gaming in 
users of various ages. Using PLS analysis, we found that loneliness is positively 
related to perceived stress and character identification in gaming. Second, perceived 
stress, character identification, and enjoyment are positively related to gaming flow. 
Third, character identification is positively related to enjoyment. Finally, the flow is 
positively related to loyalty to an online game. 

These results help us to understand online game users and should be considered by 
online game developers and publishers in order to increase the market sizes of online 
games. This study reports an approach which considers both psychological and 
experiential factors in online gaming. However, many factors may also depend on the 
game users’ favorite game genres and ages. These factors will be analyzed in detail in 
future works. 
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Abstract. Particle swarm optimization (PSO) is a novel population-based 
searching technique proposed as an alternative to genetic algorithm (GA). It has 
had wide applications in a variety of fields. We suggest a hybrid clustering al-
gorithm, which applies the combination of conventional PSO and SA (Simu-
lated Annealing) algorithm to the process of K-means clustering in order to 
solve the problem of premature convergence. In addition we develop an ad-
justment algorithm, which modifies the acceleration constants of PSO by com-
parison of global and local best position, and is applied to the mixture algorithm 
named as SA-PSO so as to minimize the search of unnecessary areas and  
enhance performance. We simulated and compared three algorithms (K-PSO, 
SA-PSO and Adjusted SA-PSO). The results demonstrated our new approach 
(Adjusted SA-PSO) had the most excellent performance in usefulness and reli-
ability evaluation, which denotes fitness function and mean absolute error  
respectively.  

Keywords: K-means clustering, PSO (Particle Swarm Optimization), SA algo-
rithm (Simulated Annealing), SA-PSO, Adjusted SA-PSO.  

1   Introduction 

The study of nonlinear functions, which have local and global solutions, has been an 
interesting subject for many scientists to delve into. In search of optimization solu-
tion, one of the most effective and useful methods is probabilistic optimization. Evo-
lutionary computation (EC) is a probabilistic optimization algorithm to provide a 
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valuable solution for clustering. There have been various studies using clustering-
based evolutionary computation techniques such as Genetic Algorithm (GA), Evolu-
tion Strategies (ES), Particle Swarm Optimization (PSO) and so on [1, 3, 14]. 

Particle Swarm Optimization (PSO) is a type of EC techniques that was first pro-
posed by Kenney and Eberhart in 1995 [8]. PSO was inspired by the social behavior 
of organisms such as bird flocking or fish schooling. PSO algorithm is easy to imple-
ment and takes a short time for calculation, and does not need a large memory.  
However, it still has the problem of premature convergence [12, 14]. To solve the 
weakness, many studies have introduced SA (Simulated Annealing) into PSO algo-
rithm, which are named as SA-PSO [6, 7, 17]. Notwithstanding the performance of 
SA-PSO, the jump attribute of the SA bring about another premature convergence. In 
this respect, it requires the continuous development of PSO-based algorithm.  

In this paper, we try to apply hybrid K-means clustering and PSO-based algorithm 
to carry out data clustering with Matlab tool. To find the most effective clustering 
method, we suggest a new approach named as “Adjusted SA-PSO algorithm”, which 
would improve the hybrid algorithm of PSO and SA. Adjusted SA-PSO modifies the 
existing SA-PSO algorithm by adding functions to prevent from falling into local 
optimization solution. We compare the proposed approach with existing clustering 
algorithms and evaluate the usefulness and reliability. 

2   Algorithms to Cluster Data 

2.1   K-Means Clustering 

K-means clustering [13] groups data vectors into a predefined number of clusters, 
based on Euclidean distance as similarity measure. The K-means method is a widely 
used clustering procedure that searches for a nearly optimal partition with a fixed 
number of clusters. Data vectors within a cluster have small Euclidean distances from 
one another, and are associated with one centroid vector. The centroid vector is the 
mean of the data vectors that belong to the corresponding cluster. The process of  
K-means clustering is the equation (1) and (2) in Section 3 below. The K-means algo-
rithm has been popular because of its easiness and simplicity for application. How-
ever, above all it may converge to a local minimum under certain conditions. To 
eliminate the premature convergence, The K-means has widely been combined with 
other algorithms. 

2.2   PSO (Particle Swarm Optimization) 

Particle swarm optimization (PSO) is an evolutionary optimization technique devel-
oped by Kennedy and Eberhart [8]. PSO has been known to be a powerful tool to 
solve problems characterized by nonlinearity, multi-optimization, and multi-
dimensionality through adaptation derived from the theory of social psychology. In 
PSO algorithm, each particle has a simple individual behavior that results in a  
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complex emergent global performance. Basically, each individual analyses its current 
state comparing with its own experience and the experience of others. The goal of the 
PSO is to find the particle position that results in the best evaluation of a given fitness 
(objective) function. Each particle represents a position in an N dimensional space, 
and is flown through this multi-dimensional search space, adjusting its position to-
ward both the particle's best position found thus far and the best position in the 
neighborhood of that particle [16]. Each particle is adjusted by the equations (9) and 
(10) in the section 3 below. In equation (9), w is the inertia weight that controls the 
convergence of the particles; iY  is the vector containing the best position of particle i; 

iY  is the vector containing the best position among all particles within a pre-defined 

neighborhood; C1 is the stochastic weight vector that will weigh the influence of the 
cognitive component; C1 and C2 is the weight vector that will weigh the influence of 
the social component. Van den Bergh [15] demonstrated that when w = 0.72 and C1 = 
C2 = 1.49 these values ensured good convergence. However, we initialize the specific 
value of C1 and C2, and introduce their adjustment into our proposed method in the 
section 3. 

2.3   SA (Simulated Annealing) 

In its original form [9], SA (Simulated Annealing) algorithm is based on the analogy 
between the simulation of the annealing of solids and the problem of solving large 
combinatorial optimization problems [10]. For this reason the algorithm became 
known as "simulated annealing". SA improves the shortcoming of conventional heu-
ristic techniques based on repeated improvements which converge into local mini-
mum solution. In condensed matter physics, annealing denotes a physical process in 
which a solid in a heat bath is heated up by increasing the temperature of the heat bath 
to a maximum value at which all particles of the solid randomly arrange themselves in 
the liquid phase, followed by cooling through slowly lowering the temperature of the 
heat bath [10]. In this way, all particles arrange themselves in the low energy ground 
state of a corresponding lattice, provided the maximum temperature is sufficiently 
high and the cooling is carried out sufficiently slowly. The cooling phase of the an-
nealing process starts off from a randomly selected point within the search space. If 
the fitness of a new candidate solution is less than the fitness of the current solution, 
the new candidate solution is not automatically rejected. Instead it becomes the cur-
rent solution with a certain transition probability p(T). If ∆ E is the difference between 
previous candidate solution and current one, this transition probability depends on the 
difference in the fitness ∆ E and the temperature T. Here, ‘temperature’ is an abstract 
control parameter for the algorithm rather than a real physical measure. In Section 3 
below, the equation (5) includes a common transition function p(T) = exp(-∆ E /T) for 
a given temperature and a given difference in fitness. The algorithm starts with a high 
temperature, which is subsequently reduced slowly, usually in steps. In Section 3 
below, the equation (7) shows the standard cooling function introduced by 
Kirkpatrick. In that equation, Tn is temperature at step n, α is cooling coefficient  
(α< 1). Many others can be found in the literature [4, 5]. 
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3   Adjusted SA-PSO 

In order to further improve the space exploration capability of the particles, we intro-
duced variation factors to our new approach. The equation (8) below represents  
an added algorithm that we applies to a mixture of SA and PSO in the process of 
updating Pbest and Gbest. As shown in Fig. 1, we intend to phase in an individual 
algorithm that is added on hybrid algorithms one by one. 

 

Fig. 1. Flow of Algorithms 

3.1   SA-PSO for Clustering 

Many studies have tried to combine PSO and SA algorithm to improve the perform-
ance of heuristic optimization technique. Da and Xiurun [2] proposed SAPSO algo-
rithm which added the jump attribute of SA to the inertia weight of PSO, and used it 
to find the weight of Artificial Neural Network (ANN). PSOSA algorithm, proposed 
by Liang, et al. [11], is basically similar to the SAPSO algorithm in that the jump 
attribute of SA is applied in the process of updating the velocity of the Gbest particles 
of PSO. By employing the SA-based selection for the best position when updating the 
velocity in PSO, the hybrid strategy is of more effective global exploration ability 
over pure PSO at the beginning searching stage (when temperature is high) so as to 
avoid premature convergence. As the temperature decreases, the hybrid strategy trans-
forms to PSO smoothly to stress the exploitation.  

In this paper, we apply the jump property of SA to the process of updating the 
global best and local best positions in PSO clustering. This updating process requires 
the function f which represents the mean of Euclidean distance. If the f value of the 
next position (f(Xi(t+1))) is greater (worse) than that of the current Pbest ( f(Yi(t))), ∆ 
E (= f(Xi(t+1)) –f(Yi(t)) is calculated. Then, compare the common transition function 
p(T) = exp(-∆ E /T) with Prandom. If p(T) is greater than Prandom, the next Pbest (Yi(t+1)) 
is equal to the position of the next iteration (Xi(t+1)). Otherwise, the next Pbest uses 
the current Pbest. In this search process, the SA accepts not only better but also worse 
neighboring solutions with a certain probability. Such mechanism can be regarded as 
a trial to explore new space for new solutions, either better or worse. The probability 
of accepting a worse solution is larger at higher initial temperature. As the tempera-
ture decreases, the probability of accepting worse solutions gradually approaches 
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zero. This feature means that the SA technique makes it possible to jump out of a 
local optimum to search for the global optimum. The equation (4), (5), (6) and (7) 
below denotes the application of SA to PSO clustering. 

3.2   Adjustment Algorithm 

Our proposed Adjusted SA-PSO is a hybrid clustering algorithm which apply the 
mixture of conventional PSO and SA algorithm to the process of K-means clustering 
in order to solve the problem of premature convergence. Moreover we add an adjust-
ment algorithm in the SA-PSO. This algorithm adjusts the PSO’s acceleration con-
stants (C1 and C2), which prevent SA-PSO from deteriorating calculation speed and 
improve performance. As mentioned above (Section 2.2), the fixed constants ( w = 
0.72 and C1 = C2 = 1.49) ensured good convergence [15]. However, we abandon the 
values (C1 = C2 = 1.49) and developed a new adjustment algorithm. C1 is related to 
Gbest while C2 to Gbest in the equation (8) and (9) below. After comparing Gbest 
with Pbest, the greater side of them has the greater related constant value by adding 
0.05 on the existing constant so as to minimize the search of unnecessary areas and 
enhance performance. As shown in Fig. 2 this adjusted algorithm starts off with the 
initial value (C1 = C2 = 2.0) which is slightly greater than the fixed one from the exist-
ing literature. 

 

Fig. 2. Flowchart of Adjustment Algorithm 

3.3   Adjusted SA-PSO Clustering 

In this paper, we introduced SA into the updating of Pbest and Gbest position in PSO 
and adjusted algorithm into the acceleration constants in PSO. The whole procedure 
of Adjusted SA-PSO is described as follows: 
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1. K centroid vectors are chosen randomly (Initialization). 

2. For t = 1 to maximum  

2.1. For each particle i do  (The application of K-means) 

2.2. For each data vector Zp do (The application of K-means clustering) 

(Step1) Calculate the Euclidean distance ),( jp CZD to all Gij. 

The distance between each data vector and centroid vector is calculated to  
determine the closest centroid vector. The data vectors are clustered around 
each selected centroid. 

                                         ∑
=

−=
dN

K
k,jk,pjp )CZ()C,Z(D

1

2                                    (1) 

K: The number of cluster centroids, i.e. the number of clusters to be formed 
Zp: The p-th data vector 
Cj: The centroid vector of cluster   
Nd: The input dimension, i.e. the number of parameters of each data vector 

(Step2) Assign Zp to cluster Gij so as to minimize the distance D. 
The average of each cluster of K subordinate data vectors is calculated and re-
calculated until the criterion for centroid is satisfied. 

                                                         ∑
∈∀

=
jGpZ

p
j

j Z
N

C
1                                             (2) 

Nj: The number of data vectors in cluster 
Gj: The subset of data vectors that form cluster 

(Step3) Calculate the fitness. 

Fitness function = 
Nc

GCZD
Nc

j
ijj

GZ
p

ijp

∑ ∑
= ∈∀1

|)|/),((
                          (3) 

Nc: The number of data vectors to be clustered 

2.3. Update the global best and local best positions. (The application of SA) 

(Step1) Initialize the system temperature T and the related constants. 

(Step2) Repeat the following sub-steps until the criterion condition is met. 

i)   Update Pbest 
If ))t(Y(f))t(X(f ii ≤+1   then  )t(X)t(Y ii 11 +=+                                 (4) 

              If ))t(Y(f))t(X(f ii >+1   then  ))t(Y(f))t(X(fE ii −+=Δ 1  

If ],[P,P)T
Eexp( randomrandom 10∈>Δ−

 
then )t(X)t(Y ii 11 +=+                 (5)

 

else )()1( tYtY ii =+   
iX : The current position of the particle 

iY : The personal best position of the particle (Pbest) 
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ii)  Update Gbest. 
             }L,i,,,i|)t(Ymin{)t(Ŷ i ¦32111 =+=+                                                            (6) 

Ŷ : The global best position of the particle (Gbest) 

iii)  Cool through slowly lowering the temperature T . 
Tn+1 = α Tn                                                                                             (7) 

α: The cooling coefficient (α< 1) 
iv)  Apply the adjustment algorithm. 

              If  Gbest >  Pbest                                                                                      (8) 
then  C1(t) = C1(t-1) – 0.05, C2(t) = (C1max + C2max) - C1(t) 

If  Gbest ≤  Pbest  
then  C1(t) = C1(t-1) +0.05, C2(t) = (C1max + C2max) - C1(t) 

C1 , C2: The acceleration constants,    

(Step3) Stop if the termination condition is met. 

2.4. Update the centroids by using the following equation (9) and (10). 

          ))t(X)t(Ŷ()t(rc))t(X)t(Y()t(rc)t(Vw)t(V iiiii −⋅⋅+−⋅⋅+⋅=+ ⋅ i22111                            (9)  

         )t(V)t(X)t(X iii 11 ++=+                                                                    (10) 

iV : The current velocity of the particle 

w : The inertia weight 
)1,0(~)(),( 21 Utrtr  

2.5. Recalculate the fitness by using the above equation (1), (2) and (3). 

3. Repeat until t becomes maximum. 

4   Simulation Results and Analysis 

4.1   Datasets and Setting-Up for Experiment  

To measure the performance of the proposed Adjusted SA-PSO algorithm, we ob-
tained two datasets (Bodyfat and Pollution) from the online statistics library provided 
by the Carnegie-Mellon University (http://lib.stat.cmu.edu/). As the two datasets has 
more variables than the others in that online library, their complexity might guarantee 
the experiment’s soundness of clustering to measure the distances between particles. 
By using these datasets, we simulated the three algorithms that was discussed above, 
and analyzed the usefulness and reliability of data clustering. The bodyfat1 dataset for 

                                                           
1  As Lists estimates of the percentage of body fat determined by underwater weighing and 

various body circumference measurements for 252 men, the data were generously supplied 
by Dr. A. Garth Fisher who gave permission to freely distribute the data and use for non-
commercial purposes.  
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experiment consists of 15 variables and 252 records while the pollution2 dataset has 
16 fields and 60 cases. In this experiment, we clustered the dataset into three groups 
(K) and set up iterations (t) 50, inertia weight (w) 0.72 and anneal constant 0.95 
(α=0.95). Moreover to modify the acceleration constants, the experiment initialized 
2.0 and adjusted +0.05 or -0.05 by comparing Gbest with Pbest as the number of 
iteration went by. Furthermore, to measure performance, 50 simulations were re-
peated for each algorithm (K-PSO, SA-PSO, Adjusted SA-PSO). 

4.2   Usefulness and Reliability Evaluation 

For the datasets of Bodyfat and Pollution, we implemented 50 simulations of the PSO, 
SA-PSO, and Adjusted SA-PSO algorithms and calculated the statistics for the 50-th 
value of fitness function in the Equation (3) above. The results are listed in the  
following table 1 and 2. The mean of fitness function, as our objective function, de-
notes the usefulness index, while MAE (Mean absolute error) represents the reliability 
index. 

Table 1. Statistics for Fitness Function of Bodyfat Dataset 

Algorithm Mean MAE Variance Max Min Median 

K-PSO 44.087 5.118 80.771 94.693 34.955 43.069 

SA-PSO 43.845 5.187 75.058 92.905 35.195 42.078 

Adjusted SA-PSO 43.697 4.641 34.163 64.679 36.624 42.791 

Table 2. Statistics of Fitness Function for Pollution Dataset 

Algorithm Mean MAE Variance Max Min Median 

K-PSO 1536.63  289.349  175270.15 3131.89  1107.23  1437.82  

SA-PSO 1495.38  300.689  176007.61 3158.28  1063.43  1397.91  

Adjusted SA-PSO 1462.09  273.997  120854.90 2677.05  1086.29  1342.24  

• Usefulness Evaluation 
 

Fitness function represents the mean of Euclidean distance. When there is little 
change in the centroid vectors over the number of iterations by minimizing the dis-
tance, the clustering process can he stopped. As shown in fig. 3, our new approach 
(Adjusted SA-PSO) had the most excellent performance (the smallest values) in use-
fulness evaluation. 

                                                           
2  This is the pollution data so loved by writers of papers on ridge regression. Source: McDon-

ald, G.C. and Schwing, R.C. (1973) 'Instabilities of regression estimates relating air pollution 
to mortality', Technometrics, vol.15, 463-482.  
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Fig. 3. Comparison of algorithms for fitness function 

• Reliability Evaluation 
 

We evaluated reliability using MAE (Mean absolute error) in the equation (11) below. 
The results demonstrated Adjusted SA-PSO had the best reliability (the smallest de-
viation) evaluation in the table 1 and 2. 

(11) 
F : Fitness mean  
Fi: i-th fitness value 
n : the number of simulations 
i : i-th iteration  
                                                                                                                   

5   Conclusion 

This study proposed a new optimization algorithm (Adjusted SA-PSO) that has im-
proved the conventional PSO algorithm. To test the proposed algorithm for clustering, 
we simulated K-PSO, SA-PSO, and ASA-PSO algorithms by using open datasets. 
The results showed that the ASA-PSO algorithm had the more excellent performance 
(minimum value) in fitness function and mean absolute error than K-PSO and SA-
PSO. The Adjusted SA-PSO improved the performance of the conventional PSO by 
searching a wider area of solutions in the process of updating local solutions. Fur-
thermore, it minimized the search of unnecessary areas and enhanced performance by 
adding the adjusted algorithm technique. For future studies, various usefulness and 
reliability indexes will be developed. The algorithms will also be extended to dynami-
cally determine the optimal number of clusters. 
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