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Preface

The “Stats in the Chateau’’ Summer School

The “Stats in the Chateau” summer school was held at the CRC chateau on the cam-
pus of HEC Paris, Jouy-en-Josas, France, from August 31 to September 4, 2009.
It was organized jointly by faculty members of three French academic institutions:
ENSAE ParisTech, Ecole Polytechnique ParisTech, and HEC Paris. These institu-
tions cooperate through a scientific foundation devoted to the decision sciences.

The summer school brought together about 70 researchers and PhD students
in economics, statistics, mathematics and computer science, all interested in both
mathematical statistics and applications to economics. The motto was that eco-
nomics is a source of interesting new problems for statisticians and that, conversely,
recent statistical methods, sometimes motivated by other fields, can be used for
quantitative analysis in economics. The goal was therefore to introduce the audi-
ence both to some modern sets of methods and to a wide range of their applications
to economics, and to foster discussions between statisticians and economists.

The scientific content of the summer school focused on two themes: inverse
problems and high-dimensional estimation. Two courses were given, one by Lau-
rent Cavalier (Université Aix-Marseille I) on ill-posed inverse problems, and one by
Victor Chernozhukov (Massachusetts Institute of Technology) on high-dimensional
estimation with applications to economics. Ten invited lecturers — whose names can
be found in the appendix of this volume together with the titles of their talk — il-
lustrated the two courses and provided either reviews of the state of the art in the
field or of applications and original research contributions. The opportunity was also
given to participants to present their own findings either in the form of a contributed
talk or during a poster session held on the first day of the summer school.
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Inverse Problems and High-Dimensional Estimation

The first theme of the summer school was ill-posed statistical inverse problems. This
is already considered an important problem in many areas of science, and also be-
came an important issue in econometrics about ten years ago. Nonparametric speci-
fications are important to allow for flexible models. Statistical inverse problems are
problems from nonparametric statistics. A wide class of models from economics
can be formulated as inverse problems, that is, as a relation between a function,
directly related to the observations, and a structural functional parameter. Exam-
ples include the estimation of the distributions of the following objects: types in
a game-theoretical model where only actions of the players are observed ; random
coefficients accounting for unobserved heterogeneity ; the pricing operator given
observed option prices; a regression function in the presence of endogenous re-
gressors ; etc. Because inversion often leads to a lack of continuity, the inference
requires some suitable regularization. Theoretical properties such as optimal rates
of convergence and adaptation are important to study.

The second theme was high-dimensional estimation. High-dimensionality cor-
responds to the case where the parameter of interest has a dimension p possibly
much larger than the sample size n. A lot of attention has been given to this setting
in recent years in the statistics and machine learning communities. In this setting,
parsimonious models can still be estimated. Parsimony is also referred to as spar-
sity and corresponds to the case where, though the number of parameters is very
large, only a small number of them are non-zero. Results can often be extended to
the case where most parameters are too small to matter. This is a setting often en-
countered in the social sciences. Several techniques have been developed to extract
relevant parameters from large vectors, in particular, the Lasso, the Dantzig selec-
tor, and Bayesian-type methods. These techniques have been widely implemented
in imaging and bioinformatics. At the time of the summer school the use of the
above-mentioned methods in economics, while widely applicable, was very limited.

The Proceedings

After the summer school, the twelve researchers giving the lectures or the invited
talks were given the opportunity to contribute to the present volume. The aim was to
provide an accessible but rigorous mathematical introduction to these two modern
sets of problems from statistics and econometrics, and to present applications to
quantitative problems in economics. The intended audience is the same as that of the
summer school: young researchers, e.g., PhD students in statistics and economics,
or more senior researchers from related fields.

The book brings together contributions from five invited speakers with their coau-
thors, among them, the two lecturers. Laurent Cavalier provides detailed lecture
notes on ill-posed statistical inverse problems while Victor Chernozhukov reviews
Lasso-based methods for estimating high-dimensional regression models with ap-
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plications to empirical economic problems. These lecture notes are illustrated and
further developed by three other contributions. On the one hand, Jean-Pierre Florens
discusses the case of nonparametric estimation with endogenous variables using in-
strumental variables. On the other hand, Felix Abramovich and Ya’acov Ritov re-
spectively present a model selection and a Bayesian viewpoint on high-dimensional
estimation.

Interested readers can find the slides of most of the invited and contributed talks,
as well as the videotape of the first lecture by Laurent Cavalier, on the website of
the summer school http://www.hec.fr/statsinthechateau.
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Part I
Lecture Notes on Inverse Problems



Chapter 1
Inverse Problems in Statistics

Laurent Cavalier

Abstract There exist many fields where inverse problems appear. Some examples
are: astronomy (blurred images of the Hubble satellite), econometrics (instrumen-
tal variables), financial mathematics (model calibration of the volatility), medical
image processing (X-ray tomography), and quantum physics (quantum homodyne
tomography).

These are problems where we have indirect observations of an object (a function)
that we want to reconstruct, through a linear operator A. Due to its indirect nature,
solving an inverse problem is usually rather difficult.

For this reason, one needs regularization methods in order to get a stable and
accurate reconstruction.

We present the framework of statistical inverse problems where the data are cor-
rupted by some stochastic error. This white noise model may be discretized in the
spectral domain using Singular Value Decomposition (SVD), when the operator A
is compact. Several examples of inverse problems where the SVD is known are
presented (circular deconvolution, heat equation, tomography).

We explain some basic issues regarding nonparametric statistics applied to in-
verse problems. Standard regularization methods and their counterpart as estima-
tion procedures by use of SVD are discussed (projection, Landweber, Tikhonov,
...). Several classical statistical approaches like minimax risk and optimal rates of
convergence, are presented. This notion of optimality leads to some optimal choice
of the tuning parameter.

However these optimal parameters are unachievable since they depend on the
unknown smoothness of the function. This leads to more recent concepts like adap-
tive estimation and oracle inequalities. Several data-driven selection procedures of
the regularization parameter are discussed in details, among these: model selection
methods, Stein’s unbiased risk estimation and the recent risk hull method.

Laurent Cavalier
Université Aix-Marseille 1, LATP, CMI, 39 rue Joliot-Curie, 13453 Marseille, France, e-mail:
cavalier@cmi.univ-mrs.fr

P. Alquier et al. (eds.), Inverse Problems and High-Dimensional Estimation: Stats in the Chdteau 3
Summer School, August 31 - September 4, 2009, Lecture Notes in Statistics 203,
DOI 10.1007/978-3-642-19989-9 1, © Springer-Verlag Berlin Heidelberg 2011
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4 Laurent Cavalier

Preface

These notes are based on a mini-course which was given during the summer school
Stats in the Chdteau in August 2009. The first version of these notes was written for
a course at Heidelberg University in 2007. Another course was given at Ecole d’ été
en statistique in Switzerland in September 2010. A longer version of the course is
given to the graduate students at Université de Provence in Marseille.

I would like to thank the colleagues and students who attended these courses and
asked questions, made comments and remarks.

Since these notes were written in several places, I would also like to thank Heidel-
berg University, Gottingen University, Sydney University, University College Lon-
don and Princeton University.

Many thanks, for very helpful discussions, to Yuri Golubev, Markus Reiss and a
special thank to Thorsten Hohage for giving to me his lecture notes.

The three referees also helped a lot, with their very interesting remarks and com-
ments, in improving these notes.

I would like to dedicate these notes to two absentees:

To Marc Raimondo, I will not join you any more in Sydney to write a book on
inverse problems and wavelets;

To my father, I know you would have loved. ..

Marseille, January 2011 Laurent Cavalier

1.1 Inverse Problems

1.1.1 Introduction

There exist many fields of sciences where inverse problems appear. Some examples
are: astronomy (blurred images of the Hubble satellite), econometrics (instrumen-
tal variables), financial mathematics (model calibration of the volatility), medical
image processing (X-ray tomography), and quantum physics (quantum homodyne
tomography)

These are problems where we have indirect observations of an object (a function)
that we want to reconstruct. The common structure of all these problems, coming
from very different fields, is that we only have access to indirect observations. Due
to its indirect nature, solving an inverse problem is usually rather difficult. In fact,
there is a need for accurate methods, called regularization methods, in order to solve
such an inverse problem.

One example is the problem of X-ray tomography (see Section 1.1.6.5). In this
framework, the goal is to reconstruct the internal structure of a human body, by use
of external observations. Thus, the internal image cannot be observed directly, but
only indirectly.
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This notion of indirect observations of some function is usually modeled by use
of an operator A. From a mathematical point of view, inverse problems usually cor-
respond to the inversion of this operator.

Let A be a bounded operator from H into G, where H and G are two separable
Hilbert spaces. The classical problem is the following.

Given g € G, find f € H such that Af = g. (1.1

The terminology of inverse problem comes from the fact that one has to invert the
operator A. A case of major interest is the case of ill-posed problems where the
operator is not invertible. The issue is then to handle this inversion in order to obtain
a precise reconstruction.

A classical definition is the following (see [65]).

Definition 1.1. A problem is called well-posed if

1. there exists a solution to the problem (existence);
2. there is at most one solution to the problem (uniqueness);
3. the solution depends continuously on the data (stability);

A problem which is not well-posed is called ill-posed.

One is usually not too much concerned with the existence. If the data space is de-
fined as the set of solutions, existence is clear. Otherwise, the concept of solution
may be slightly changed.

If uniqueness is not verified, this is more serious. If there exist several solutions
then one has to decide which one is of interest or give additional information. How-
ever, the problem of uniqueness is usually relevant in inverse problems.

A standard way of solving the existence and uniqueness problems is by resorting
to generalized inverses (see Section 1.1.4).

These two problems (existence and uniqueness) are similar to the standard prob-
lem of identifiability in statistics.

Nevertheless, the main issue is usually stability. Indeed, suppose A ~! exists but
is not bounded. Given a noisy version of g called g, the reconstruction fe = A~ g,
may be far from the true f. Thus, one needs to invert the operator A in a more
stable way. Therefore, one has to develop regularization methods, in order to get
fine reconstructions even in ill-posed problems.

A century ago it was generally believed that for natural problems the solution
would always depend continuously on the data. Otherwise the mathematical model
was believed to be inadequate. These problems therefore were called ill-posed. The
idea was that the problem was genuiely not well-posed and that there was no chance
to solve such a problem. Ill-posed problems were usually considered, more or less,
as unsolvable problems.

Only sixty years ago, scientists realized that a large number of problems which
appeared in sciences were ill-posed in any reasonable framework. The idea was
developed that there was natural ill-posed problems, in the sense that these were
ill-posed in any setting, but they could be however solved by use of regularization
methods.
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This initiated a lot of research in order to get accurate regularization methods,
see for example [127, 123, 128, 108, 10, 49, 110, 117, 116, 126, 51, 72, 112].

1.1.2 Statistical Inverse Problems

Loosely speaking solving an inverse problem means recovering an object f from
indirect noisy observations Y. The object f is usually modeled as a function (or a
vector) that has been modified by an operator A; thus one observes a noisy version
of Af. From a mathematical point of view, solving the inverse problem boils down
to inverting the operator A. The problem is that A may not be invertible or nearly so.
This is the case of ill-posed problems and it is of great practical interest as it arises
naturally in many fields such as geophysics, finance, astronomy, biology, . ..

[ll-posed problems are further compounded by the presence of errors (noise) in
the data. Statistics enters inverse problems when at least one of the components of
the inverse problem (usually the noise) is modeled as stochastic. The question is then
to study statistical regularization methods that lead to a meaningful reconstruction
despite the noise and ill-posedness.

In Section 1.1 we will present the standard framework of inverse problems fo-
cusing on linear operator and stochastic noise. Basic notions on operator theory will
be recalled, especially the case of compact operators and singular value decompo-
sition. However, the spectral theory and functional calculus will be defined even
for non-compact operators. Several examples of standard inverse problems will be
given.

In our opinion the inverse problem framework is better known among statisti-
cians than its statistical approach is among the inverse problem community. For
instance, the latter is well acquainted with the concepts of mean, variance and bias
but is less familiar with classical concepts such as white noise model, risk estima-
tion, minimax risk, model selection and optimal rates of convergence, which we
will discuss in Section 1.2. In addition to these classical notions we will present in
Section 1.3 some more recent concepts that have been developed since the 90s like
adaptive estimation, oracle inequalities, model selection methods, Stein’s unbiased
risk estimation and the recent risk hull method. Section 1.4 is a conclusion. We will
discuss on the topics which we think are important in the statistical study of inverse
problems. Moreover, several open problems will be presented in order to go beyond
the framework of these lectures.

All the statistical concepts will be defined and discussed in the framework of
inverse problems. Although some of the techniques are specific to this field, some
may also be used in more general situations. Other statistical methods not discussed
in these notes may also have applications to inverse problems but one should be
careful with their application given the intrinsic difficulty and instability of ill-posed
problems.

In our mind this is one of the most appealing points of statistical inverse prob-
lems. Indeed, most of the standard problems in nonparametric statistics are present
in this framework. One may study estimation methods, minimax estimation, rates
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of convergence for different functional classes (Besov balls, Holder balls, Sobolev
balls), various risk assessments (L2, L”, pointwise risk). One may also study more
recent notions like adaptive estimation, model selection, data-driven selection meth-
ods, oracle inequalities, and so on.

On the other hand, there exist also many problems which are specific to the
framework of inverse problems. One can consider, noise in the operator, or the
problem of choosing the best basis for a given operator. Moreover, due to the ill-
posedness and the difficulty of inverse problems, building accurate estimators is
usually much more involved here than in the direct problem.

The aim of these notes is to explain some standard theoretical issues regarding
the statistical framework of inverse problems. These lectures provide a glimpse of
modern nonparametric statistics in the context of inverse problems. Other topics and
reviews may be found in [108, 110, 116, 126, 51, 81, 23].

1.1.3 Linear Inverse Problems with Random Noise

The classical framework for inverse problem is given by linear inverse problems
between two Hilbert spaces.

Let H and G two separable Hilbert spaces. Let A be a known linear bounded
operator from the space H to G.

Suppose that we have the following observation model

Y =Af+¢€&, (1.2)

where Y is the observation, f is an unknown element in H, £ is an error, € corre-
sponds to the noise level. Our aim here is to estimate (or reconstruct) the unknown
f by use of the observation Y. The idea is that, at least when & is small, rather sharp
reconstruction should be obtained.

The standard framework first considered by [127] and further studied by [128]
corresponds to the case of inverse problems with deterministic noise. In this case,
the noise & is considered as some element in G, with ||&|| < 1. Since the noise
is some unknown element of a ball in G, the results have to be obtained for any
possible noise, i.e. for the worst noise. The study of deterministic noise is not the
aim of these notes and may be found in Section 1.2.5.

Our framework is a statistical inverse problem, which was considered in [123].
Indeed we observe a noisy version (with random error) of A f and we want to recon-
struct f. Thus, three main difficulties appear:

e dealing with the noise in the observation (statistics);
e inverting the operator A (inverse problems theory);
e deriving numerical implementations (computational mathematics);

Our aim is now to propose reasonable assumptions on the stochastic noise. The
stochastic error is a Hilbert-space process, i.e. a bounded linear operator & : G —
L*(Q,.9/,P) where (2,.47,P) is the underlying probability space and L?(-) is the
space of all square integrable measurable functions.
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Thus, for all functions g;,g> € G, the random variables (§,g;) j = 1,2 are de-
fined, by definition E(&,g;) = 0 and define its covariance Cov ¢ as the bounded
linear operator (||[Cov¢|| < 1) from G in G such that (Covegy,g2) = Cov((&,g1),
(€,22))-

A Hilbert-space random variable » is a measurable function: 2 — G. Any
Hilbert-space random variable with a finite second moment may be identified with
an Hilbert-space process by defining ¢ — (3¢, ). However, not all Hilbert-space
processes are Hilbert-space random variables.

The action of an operator A € L(G,H) on some Hilbert-space process & is given
in Definition 1.3.

The standard hypothesis, which will be mainly considered in these notes, corre-
sponds to the following assumption.

Definition 1.2. We say that £ is a white noise process in G, if Cove = I and the
induced random variables are Gaussian:
for all functions g;,g> € G, the random variables (&,g;) have distributions

A(0,]lg;]1%) and Cov({&,81). (€,82)) = (g1,82)-

See for example [69].

The white noise is one of the more standard stochastic noise considered in statis-
tics, see for example the Gaussian white noise model in Section 1.1.6.1.

One of the main property of a white noise process is the following.

Lemma 1.1. Ler & be a white noise in G and {y} be an orthonormal basis in G.
Define & by & = (&, wy). Then {&} arei.i.d. standard Gaussian random variables.

Proof. By definition & ~ (0, ||y |*) = 4#(0,1). Moreover, we have
E((&, wi), (&, w)) = (Wi, We) = Ske- Note also that {&;} is Gaussian.

Remark 1.1. This lemma is very important and almost characterizes a white noise.
Indeed, by projection on some orthonormal basis {y}, one obtains a sequence of
i.i.d. standard Gaussian random variables {&;}. This is a way to understand the
notion of white noise in applications. In a model with white noise, one obtains a
standard Gaussian i.i.d. noise in each observed coefficient (see Section 1.1.5).

Remark 1.2. Another remark is that a white noise, as a Hilbert-space process, is not
in general a Hilbert-space random variable; note also that ||&|| g = oo, thus & is not
an element of G. One main difference between the deterministic and the stochastic
approaches of inverse problems is that the random noise is large compared to the
deterministic one. This discussion is postponed to Section 1.2.5.

Note that when & is a white noise, ¥ does not belong to G, but acts on G, with the
following definition, which follows from (1.2),

Yy eG, (Y,y)=(Af,v)+e&v),

where (£, y) ~ A7(0, | w]|?).

Remark 1.3. White noise may also be identified with a generalized random variable.
Indeed, it does not take its values in G but acts on G, see [69].
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1.1.4 Basic Notions on Operator Theory

Operator theory contains the basic mathematical tools that are needed in inverse
problems. In this section we recall rather quickly some standard notions on operator
theory which will be used through these lectures. We concentrate on linear bounded
operators between Hilbert spaces.

Let H and G be two separable Hilbert spaces.

Definition 1.3. 1. A is a bounded (or continuous) linear operator from H to G if

2.

@)}

it is a linear application from D(A) = H to G which is continuous on H.

Denote by D(A) the definition domain of A, by R(A) = A(H) its range, by N(A) =
{¢@ € H: Ap = 0} its null-space, by L(H,G) the space of linear bounded opera-
tors from H to G and by ||A|| the operator norm ||A|| = sup{||A¢]| : ||@]| = 1}.

. The operator A € L(H,G) is said to be invertible if there exists A~! in L(G,H)

such that AA~! =I5 and A=A = Iy.

. There exists A* such that

(Ap, ) = (@,A"y), Vo cH,y € G.

The operator A* is called the adjoint of A € L(H,G).

. An operator A € L(H,H) = L(H) is said to be self-adjoint if A* = A. It is called
(strictly) positive if
(A9,9)> (>)0, Vo € H.
. An operator U € L(H,G) is said unitary if U*U = UU* =I.
. One call eigenvalues A € C and eigenfunctions ¢ € H, ¢ # 0, elements such
that Ap = A @.
. Define A&, the action of any operator A € L(G, H) on some Hilbert-space process

E:G—L*(Q,4,P)by

(AE, @) = (E,A*p), Vo € H.

Here are some standard results.

Lemma 1.2. 1. If A € L(H,G) and is bijective then A is invertible (i.e. A~ is a

2.

3.
4.
5.

linear bounded operator; A~ € L(G,H)).

If A € L(H,G) then N(A) = R(A*)* and R(A) = N(A*)*, where (-) and (-)*
denote the closure and the orthogonal subspaces.

IfA€L(H,G) then A* € L(G,H).

If A is injective so is A*A.

IfA € L(H,G) then A*A € L(H) is self-adjoint and positive.

6. A self-adjoint operator is injective if and only if its range is dense in H.
7. A self-adjoint operator is invertible if and only if R(A) = H.
8. A self-adjoint operator then

|A]| = sup [{Ag,q)].
lloll=1
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9. IfU € L(H,G) is unitary, then

(Uop,Uy) =(p,y), Yo,y € H.

Proof. (1) A proof may be found in [73].

(2) We have (@,A*y) = (A@,y) =0 for all ¢ € N(A),y € G. Hence, N(A) =
R(A*)*. Interchanging the roles of A and A* gives N(A*) = R(A)*. Thus, N(A*)* =
(R(A)")* =R(A).

(3) Straightforward.

(4) We have (A*A@,¢) = (Ap,A@) = ||A@|>. If gy € N(A*A) then @y € N(A).

(5) We have (A*A@,y) = (Ap,Ay) = (p,A*Ay). Note also that (A*A@, @) =
lAg|> > 0.

(6) A injective if and only if N(A) = {0} if and only if N(A) - = H. We then use that
R(A) = N(A*)* = N(A)* by (2) and the fact that A is self-adjoint.

(7) By (6), A invertible is thus equivalent to R(A) = H.

(8) A proof may be found in [73].

(9) We have, since U is unitary,

(U, Uy)=U"Up,y)=(p,y), Yo,y € H.

Some new definitions and properties concerning mostly compact operators are pre-
sented here. Compact operators are very important in inverse problems for several
reasons.

First, a compact operator is not invertible, i.e. has no bounded inverse (see
Lemma 1.3). Thus if A is a compact operator the problem is naturally ill-posed in
the sense of Definition 1.1. From a mathematical point of view, ill-posed problems
are the more challenging.

Compact operators have simple spectra only composed of eigenvalues, see The-
orem 1.1. This is a nice property of compact operators which gives rise to natural
basis of functions to use, the singular value decomposition. By projection on this
natural basis, we will obtain a sequence space model in Section 1.1.5. This model
in the space of coefficients, is usually more easy to deal with from a statistical point
of view.

Definition 1.4. 1. An operator A from H to G is called compact if each bounded
set in H has an image by A which is relatively compact in G, i.e. with a compact
closure.

2. Denote by K(H,G) the space of compact linear bounded operator.

3. The strong convergence, denoted —, is the convergence with respect to the
norm in H or G.

4. The weak convergence, denoted —,, is the convergence with respect to (@, -)
forall ¢ € H or G.
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Lemma 1.3. /. Let A € K(H,G), then there exist A, € K(H,G), such that dim
R(Ay) <eoand ||An—A| — 0, as n — oo.

2. A€ K(H,G) is equivalent to A* € K(G,H)

3. A€ K(H,G) is equivalent to V@ € H : @ —, @ implies AQ —5 AQ.

4. IfA € K(H,G) and dim(H) = oo then A~! is not bounded.

5. A € K(H) is equivalent to the fact that for any orthonormal sequence { @y}, one
has limy_., <A(pk, (pk> =0.

Proof. A proof may be found in [73].

Theorem 1.1. Let A € K(H) be self-adjoint. Then there exists a complete orthonor-
mal system E = {@; : j € I} of H consisting of eigenfunctions of A. Here I is some
index set and AQj = A, for j € I. The set J = {j € I : A; # 0} is countable and

Ap =Y 20,00, (1.3)
Jjel

for all ¢ € H. Moreover, for any § > 0 the set Js ={j € I : |A;| > 6} is finite.

Proof. This proof may be found in [72]. First, we prove the existence of an eigen-
value for a self-adjoint compact operator (if H # {0}). Due to Lemma 1.2, there
exists a sequence { @} with ||@|| = 1 such that, for A = £||A||, (AQr, @) — A as
k — oo. Remark that

0 < A — Aqe|l* = [|Agk||> — 24 {A@r, o) + A2 x|

<A =22 (A@r, r) +A> — 0, as k — oo,

Thus, A@y — A @ as k — oo. Since A is compact, there exists a subsequence such
that A@y(,) — W as n — . It follows that A @y (,) — W as n — . Denote ¢ = y//A,
therefore @y(,) — W asn —ccand Ap = A@, since A is bounded.

We then prove that the system is orthogonal. Suppose A ; # Ax. We have

(AQj, 1) = Aj(Q), x)-

Moreover, since A is self-adjoint, we have

(AQj, o) = (0, AQr) = M (@, Px)-

Thus ¢; and @y, are orthogonal.

We now study the case where @; and ¢y are eigenfunctions with the same eigen-
value A4, suppose (@;, @) = c # 0. Thus, @; — ¢4 /c is still an eigenfunction related
to A and orthogonal to @ ;. One may easily orthonormalize the system.

The last part consists in proving the completness. By Zorn’s Lemma, choose
E the maximal set of eigenfunctions of A. Let S be the closed linear span of E.
Obviously, A(S) C S. Moreover, A(S1) C S+, since (As, @) = (s,A@) = 0 for all
s € St and all ¢ € S. Remark that A‘ ¢ is compact and self-adjoint. Hence, if § L4

{0} there exists an eigenfunction y € S+ (by the first part of this proof). Since
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this contradicts the maximality of E, we conclude that S+ = {0}. Therefore the
orthonormal system is complete. To show (1.3) we apply A to the representation

0 =Y(0,0)0; (1.4)
Jjel

Remark that only countable number of terms in (1.4) can be non-zero. Indeed, by
Bessel’s inequality we have

Y o0 —Sup{ Y @.0): F C E,card(F) <°°} <ol <.
(ijE (ijF

Therefore, for any k € N, the set Sy = {@; € E : [(9, ;)| € [||lo||/(k+1),]|@]|/k]}
is finite, and the union for all £ € N is then countable.

Assume that Jg is infinite for some § > 0. Since A is compact, there exists a sub-
sequence { ()} of {@} such that {AQy)} = { Ak Pi(n) } is @ Cauchy sequence.
This is in contradiction since || Ay — A;@;[|* = A2 + A7 > 267 for j # k due to the
orthonormality of { @ }.

Remark 1.4. A linear bounded self-adjoint compact operator between two Hilbert
spaces may thus be seen as an infinite matrix. In applications, a large matrix could
be modelized by a compact operator. However, due to Theorem 1.1, the eigenvalues
Aj are going to 0. This is fundamental and characterizes the notion of ill-posed
problems (see Definition 1.7). One observes a function through an operator A which,
in some sense, concentrates to 0. Thus, the inversion of such an operator has to be
made carefully, otherwise, the reconstruction will explose.

In general inverse problems, we neither assume that A is injective nor that g € R(A).
Thus, we usually need some standard definitions of a generalized notion of inverse
for the equation A f = g (see [64]).

Definition 1.5. Let A € L(H,G).

1. We call f a least-squares solution of the problem (1.1) if
|Af —gll = inf{[|Ap —g|[: 9 € H}.

2. We call f a best approximate solution of the problem (1.1) if it is a least-squares
solution and if

[I7]l = inf{||@|| : @ is a least-squares solution}.

3. The Moore-Penrose (generalized) inverse AT : D(AT) — H of A defined on
D(AT) = R(A)@R(A)* maps g € D(A") to the best approximate solution of
(1.1). The existence of a best approximate solution is guaranted by
¢ € R(A)DR(A)"

‘We have
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Lemma 1.4. Let Q : G — R(A) be the orthogonal projection onto R(A). Then the
three statements are equivalent:

1. f € H is a least-squares solution of (1.1).
2. Af =Qg.
3. The normal equation A*Af = A*g holds.
We have in addition the following properties for g € R(A) @ R(A)*.
4. Any least-squares solution belongs to ATg +N (A).
5. We also have that a best approximate solution exists, is unique and equals to ATg.

Proof. Since Q is an orthogonal projection on R(A), remark that (Af — Qg, (I —
0)g) = 0. We then have

IAf = gl* = |Af — Qg + 111 — Q)slI*.

This shows that (2) implies (1). Vice versa, if f is a least-squares solution the last
equation shows that f is a minimum of ||Af — Qg||. Again by property of the pro-
jection we obtain (2).

Moreover, f is a least-squares solution if and only if A f is the closest element in
R(A) to g, which is equivalent to Af — g € R(A)* = N(A*),i.e. A*(Af —g) =0.
(4) Suppose that g € R(A) @ R(A)*. Then Qg € R(A) and (2) is true and there exists
at least one least-squares solution f. Moreover, due to (2), any element of fo+N(A)
is also a least-squares solution.

(5) Remark that for any u € N(A):
1fo+ul® = (I =P)(fo+u)lP+IP(fo+w)|* = (I = P)fol* + [P fo+ull?,

where fj is a least-squares solution, P is the orthogonal projection on N(A). This
yields the uniqueness of the best approximate solution, which is equal to (I — P) fo.

Obviously, if A~! € L(G,H) exists then A~} = AT,

Under assumptions of Lemma 1.4, the best approximate solution is in fact the
least-squares solution with a null term in the null-space of A. Indeed, any f € N(A) is
such that A f = 0, and cannot be observed through A. Thus, there is no real meaning
in trying to reconstruct it.

The normal equation is a different way to express an inverse problem. Indeed one
may multiply the first problem by A* and then get the equivalent normal equation.

Remark 1.5. In a statistical inverse problem, we observe a (random) noisy version
of Af. Thus, if A is injective then the unique best approximate solution is f (by
Lemma 1.4).

1.1.5 Singular Value Decomposition and Sequence Space Model

Let A € L(H,G) be an injective and compact operator. We have, by applying Theo-
rem 1.1 to A*A, which is self-adjoint and strictly positive,
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AAL =Y ol f, 0k) P
k=1

where p; > 0. Define the normalized image {y} € G of {¢@} € H by
v = b 'Agy,

where by = \/pr > 0. Remark that {y;} are orthogonal,

(Wi, we) = b ' by HAQL AQp) = by ' by AT AQ, @) = bib (o, @r) = S,

where ;¢ denotes the Kronecker symbol (0 if k £ ¢, 1 if k = £). Note that this implies
lwi||> = 1. Thus, {y;} is an orthonormal system. Moreover

Aty = b ' AT A = b b or = bry.

Thus, we have
AQ = by, A"y = broy.

The by > 0 are called singular values of the operator A. Note also that, since A*A
is compact and self-adjoint then b; — 0 as kK — oo by Theorem 1.1.

Definition 1.6. We say that A admits a singular value decomposition (SVD) if,
VfEeH,
A*Af = bi6k o,
k=1
where 6 are the coefficients of f in the orthonormal basis {@} € H, {b;} are the
singular values.

The SVD is the natural basis for A since it diagonalizes A*A.
Now consider the projection of ¥ on {y }

Y, wi) = (Af wi) + €&, wi) = (Af. by 'Agy) + €&

= by (A AL, @r) + €& = b + &,

where & = (&, yi).
Since & is a white noise {&;} is a sequence of i.i.d. standard Gaussian random

variables .4#'(0,1) by Lemma 1.1.
Thus, under these assumptions, one has the equivalent discrete sequence obser-
vation model derived from (1.2):

yk:bk6k+6§k, k=1,2,..., (1.5)

where y; stands for (Y, ;). This model is called the sequence space model. The
aim here is to estimate the sequence 0 = {6} from the observations y = {y;}.

One can see the influence of the ill-posedness of the inverse problem when A is
compact. Indeed, since by, are the singular values of a compact operator, then b; — 0
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as k — oo. Thus, when k increases the ’signal’ b6 is weaker and it is clearly more
difficult to estimate 6.

Another comment concerns the fact that the aim is to estimate {0} and not
{bi6x}. Thus, one really has to consider the inverses of the by, i.e., to invert the
operator A.

For this reason, the following equivalent model to (1.5) is more natural

X, =6,+¢ec &, k=1,2,..., (1.6)

where X; = yi /by, and 0} = b;l > (. Note that 63 — oc. In this model the aim is to
estimate {6} from {X;}. When £ is large the noise in X; may then be very large,
making the estimation difficult.

The sequence space model (1.5) or (1.6) for statistical inverse problems was stud-
ied in many papers, see [39, 95, 78, 32], among others.

Remark 1.6. For ill-posed inverse problems we have by — 0 and o — oo, as k —
oo, We can see that ill-posed problems are more difficult than the direct problem.
Indeed, when £ is large, the noise €0y will dominate. Thus, the estimation of {6y}
from {X;} is more involved.

One can characterize linear inverse problems by the difficulty of the operator, i.e.
with our notations, by the behaviour of the . If 6 — oo, as k — oo, the problem is
ill-posed.

Definition 1.7. An inverse problem is called mildly ill-posed if the sequence o} has
a polynomial behaviour when £ is large

O < kB7 k — oo,
and severely ill-posed if o} tends to infinity at an exponential rate
oy < exp(Bk), k — oo,

where f3 > 0 is called the degree of ill-posedness of the inverse problem.
A special case of inverse problems is the direct problem where

Oy <1, k— oo,

which corresponds to § = 0.

Here and later, a, < b, means that there exist 0 < ¢; < ¢ < o such that, ¢; <
an/by < ¢z, a8 1 — oo,

Remark 1.7. One may also consider inverse problems which are more difficult than
severely ill-posed, in the case where o} < exp (Bk”"), where f§ >0 and r > 1.

Remark 1.8. There exist more general definitions of the degree of ill-posedness re-
lated to the noise structure, smoothness assumptions on f, smoothing properties of
A (see [131, 103]). However, for the sake of simplicity, we prefer to deal with the
simple notion defined above.
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Remark 1.9. An important special case is the case where A = I. This corresponds
to the direct problem where f is directly observed (with noise) with no inverse
problem, i.e. without the need of inverting some operator A. In this case 6y = 1 and
the model in (1.6) corresponds to the classical sequence space model in statistics.
The model is then related to the Gaussian white noise model and is very close to
nonparametric regression with € = n~1/2 (see Section 1.1.6.1).

1.1.6 Examples

Here are some examples of ill-posed problems where the SVD may be applied. In
each case, the SVD can be explicitly computed.

Moreover, from a practical point of view, methods based on SVD are usually
rather expensive in term of computations. For these reasons, many populars methods
nowadays do not use explicitely the SVD.

On the other hand, even for these methods, the spectral domain is often used in
order to deal with the theoretical accuracy of the methods.

1.1.6.1 Standard Gaussian White Noise

One of most classical model in nonparametric statistics is the Gaussian white noise
dY (t) = f(t)dt +edW(t), t € [0,1], (L.7)

where one observes {Y(¢),7 € [0,1]}, f is an unknown function in L2[0,1], W is a
Wiener process, € > 0 is the noise level. One may check easily that dW corresponds
to a white noise. Indeed, we obtain directly from the definition of integral against a
Wiener process that for all ¢ € L2[0, 1],

/01 O(NAW (1) ~ N (o,/o1 |(p(t)|2dt> .

We also obtain the property for the scalar product by the definition of the Wiener
process

Cov </01 (pl(t)dW(t),/Ol(pg(t)dW(t)> = /01 o1 () a (t)dt = (@1, 02),

for all @1, @, € L[0,1].

This model is a very specific inverse problem since, in this case, the operator is
A=1and H= G = L?[0,1]. However, most of the results on inverse problems will
apply in this framework. This model is often called a direct problem, since from
our definition we have at our disposal direct observations and not indirect ones.
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In this case, the sequence space model may be obtained by projecting on any
orthonormal basis {y;} € L?[0, 1]. Doing so, one obtains

1 -1 1
[ wware) = [ wesade [ wnawe),
JO JO 0

which is equivalent to
yk:6k+£§k7 k= 17"'7

where the 0y, are the coefficients of f in {y;} and

1
&5AWWWW~W®M

with {&;} i.i.d. We then obtain a sequence space model where by = 1.
It is well-known that the Gaussian white noise model defined in (1.7) is an ideal-
ized version of the more standard nonparametric regression

Yi:f(Xi)‘i‘éi,l‘:l,---,n, (18)

where (X1,Y1),.., (Xp,Y,) are observed (we may assume X; € [0, 1]), f is an unknown
function in L?[0, 1], and {&;} are i.i.d. zero-mean Gaussian random variables with
variance 62,

The Gaussian white noise model may be understood as a large sample limit of
nonparametric regression in (1.8). Indeed, by projecting (1.7) on the intervals /; =
[(i—1)/n,i/n], i=1,...,n, one obtains

i/n i/n
n dYt:n/ ftdt+n£/ aw (t).
/Ii () J(i=1)/n ) (i=1)/n @

Thus, if f is smooth enough, and £> = 62 /n, one has an informal writting

Yi=f(i/n)+&, i=1,...n,

where {&;} are i.i.d. zero-mean Gaussian random variables with variance o 2.

This equivalence is proved in different frameworks and models (nonparametric
regression, density, non-Gaussian noise ... ) in [13, 107, 63, 113, 129].

Thus, under proper calibration, i.e. €2 =< 62 /n, the asymptotics of model (1.8)
as n — oo and (1.7) as € — 0 are equivalent with the asymptotics of the latter being
easier to derive.

In the inverse problem context, model (1.2) may be seen as an idealized version
of the discrete sample model

Yl:Af(Xl)+§l7 i=1,...n, (19)

where (X1,Y1), .., (X,,Y,) are observed (we may assume X; € [0, 1]), f is an unknown

function in L2[0, 1], A is an operator from L?[0, 1] into L?[0, 1], and &; are i.i.d. zero-

mean Gaussian random variables with variance 2.
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1.1.6.2 Derivation

Another related example, which does not exactly correspond to our framework, but
is very important, is the estimation of a derivative. Suppose that we observe

Y = f+4eé, (1.10)

where H = L?[0,1], f is a 1—periodic C? function in L?[0,1], i.e. B continuously
differentiable, B € N and £ is a white noise. A standard problem in statistics is the
estimation of the derivative DBf =f B) of f, or the function f itself when 8 =0
(which corresponds to the previous section). This problem is studied for example
in [47].

One may use here the Fourier basis ¢y (x) = ¢*™** k € Z. Denote by 6; the
Fourier coefficients of f,

1 .
O = / f(x)e*™ ke dx
0
and note that . .
DP (%) (x) = (2mik)P ™.

It is well-known that we then have

oo

P =3 (@nik)f oupy.
k=—oo

We have the following equivalent model in the Fourier domain

yk:9k+8§k7 keZ\{O}a

and we want to estimate v; = 6 (27ik)P . This is equivalent to, observing
v = (2mik) Py + €&, ke Z\{0},

and estimating 6.
Thus, derivation is a mildly ill-posed inverse problem of degree f3.

1.1.6.3 Circular Deconvolution

The framework of (circular) deconvolution is perhaps one of the most well-known
inverse problem. It is used in many applications as econometrics, physics, astron-
omy, medical image processing. For example, it corresponds to the problem of a
blurred signal that one wants to recover from indirect data.

Example 1.1. One famous example of an inverse problem of deconvolution is the
blurred images of the Hubble space telescope. In the early 1990, the Hubble satel-
lite was launched into low-earth orbit outside of the disturbing atmosphere in order
to provide images with a spatial resolution never achieved before. Unfortunately,
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quickly after launch, a manufacturing error in the main mirror was detected, caus-
ing severe spherical aberrations in the images. Therefore, before the space shuttle
Endeavour visited the telescope in 1993 to fix the error, astronomers employed in-
verse problem techniques to improve the blurred images (see [1]).

Consider the following convolution operator:

1
AF() = re f1) = /0 Ht—x)f(x)dx, 1€[0,1],

where r is a known 1-periodic symmetric around O real-valued convolution kernel
in L]0, 1]. In this model, A is a linear bounded operator from L?[0, 1] to L?[0, 1].
This operator is a Hilbert-Schmidt integral operator and it is an Hilbert-Schmidt
operator, i.e., it is such that for some (and then any) orthonormal basis {e .} we have
Y ||Aei|? < oo. Tt is then a compact operator.
Remark that, if {¢} and {y;} are the SVD bases defined in Section 1.1.5 then

S Ae? = S (A Ap, o) = Y b < 0.

This shows that the singular values are decreasing rather fastly in this situation.

By simple computations one may see that the adjoint A * is also a Hilbert-Schmidt
integral operator, with kernel r(x —1), where (-) denotes the complex conjugate.
Since r is real-valued and symmetric around 0, the operator A is also self-adjoint.

Define then the following model

Y()=rxf(t)+e&(t), t€]0,1], (1.11)

where Y is observed, f is an unknown periodic function in L2[0,1] and £(¢) is a
white noise.

This model is quite popular and has been studied in a large number of statistical
papers, see [50, 39, 45, 32, 29].

Define here { @ (¢)} the real trigonometric basis on [0, 1]:

o1(t) =1, ou(r) = V2cos(2mkt), @ui1(t) = V2sin(2mkt), k=1,2,....

A function in L2[0, 1] may be decomposed on {@(z)}.
Remark now that by a simple change of variables

1 . R 11—t ) ) 1 )
/ F(t — x) 275 g — 2k / F(—y) 2R gy — Pk / F(x) T
0 J )

by periodicity.
The SVD basis is then clearly here the Fourier basis, i.e. e
We make the projection of (1.11) on { ()}, in the Fourier domain, and obtain

2mik-

Vi = bk + €&,
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where b, = /2 fol r(x) cos (27kx)dx for even k, by = v/2 [y r(x) sin(27kx)dx for odd
k, 6y are the Fourier coefficients of f, and &, are i.i.d. standard Gaussian random
variables.

1.1.6.4 Heat Equation

Consider the following heat equation which describes the heat at time ¢ and position
x based on some initial conditions:

d _ 92 _ _ _

atu(x,t) = 8x2u(x7t)’ u(x,0) = f(x), u(0,7r) =u(1,7) =0,

where u(x,t) is defined for x € [0,1],# € [0,T], and the initial condition f is a
1-periodic function. The problem is the following: given the temperature g(x) =
u(x,T) at time T find the initial temperature f € L*[0, 1] at time ¢ = 0.

Due to the boundary conditions, one uses here the sine basis ({ v/2sin(kz-)}).
Let 6; (1) = /2 [ sin(kmx) f (x)dx denote the Fourier coefficients of f with respect
to the complete orthonormal system {¢; } of L*[0, 1].

In this case, one obtains an ordinary differential equation in the Fourier domain,
which provides the following expression for u:

u(x,t) =v2y Oe ™K sin(k7mx).
k=1

The problem is then: given the final temperature u(x,T) = Af(x) to find the initial
temperature f. Thus, we may write this problem as an inverse problem with the
operator

Af(x) = /0 1 i ¢ T in(kmx) sin(kmy) £ (y)dy.
k=1

Thus, A is a linear bounded injective compact operator, whose SVD is given by the

sine basis. The singular values by, are equal to ¢~ *T/2 and the problem is therefore
severely ill-posed.

The model is then the following:
Y(x) =u(x,T)+e &(x), x€[0,1],

where & is a white noise in L2[0, 1]. We want here to recover f € L2[0, 1].

From a statistical point of view, the problem is the following: given a noisy ver-
sion of the final temperature (at time 7') find the unknown initial condition f (at
time 0).

This framework has been studied in [61] and [24].

By projection on the sine basis, one obtains the following sequence space model:

Yk = b6 + €&,
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where by = e=KT/2 @, are the Fourier (sine) coefficients of f, and & are i.i.d.
standard Gaussian random variables.

Remark that here the problem is very difficult. Indeed, it is even worse than
a severely ill-posed problem since the singular values are decreasing faster than
exponentially.

From a practical point of view, one can see that an error of order 10 ~# in the fifth
Fourier coefficient of u(x,T) may lead to an error of 1000C in the initial temperature
f(x) =u(x,0).

One has to be very careful when solving this kind of inverse problem.

1.1.6.5 Computerized Tomography

Computerized tomography is used in medical image processing and has been stud-
ied for a long time, see [104]. In medical X-ray tomography one tries to have an
image of the internal structure of an object. This image is characterized by a func-
tion f. However, there is no direct observations of f. Suppose that one observes the
attenuation of the X-rays. Denote by Iy and /; the initial and final intensities, by x
the position on a given line L and by AI(x) the attenuation for a small Ax. One then
has
Al(x) = — f(x)I(x)Ax,

which corresponds from a mathematical point of view to

and then by integration

og(t) tog(to) =tog (1) == [ siay

Thus observing I, /I is equivalent to the observation of exp (— [; f(x)dx). By mea-
suring attenuation of X-rays, one observes cross section of the body.

From a mathematical point of view this problem corresponds to the reconstruc-
tion of an unknown function f in R? (or in general R?) based on observations of its
Radon transform Rf, i.e., of integrals over hyperplanes.

Let B= {x € R: |lx|| < 1} be the unit ball in R?. Consider the integrals of a
function f : B — R over all the lines that intersect B. We parametrize the lines by
the length u € [0, 1] of the perpendicular from the origin to the line and by the
orientation s € [0,27) of this perpendicular with respect to the x-axis.

Suppose that the function f belongs to L'(B) N L*(B). Define the Radon trans-
form Rf of the function f by

T 1 -\/lfuz f
2(1 —u?)2 J=V1-2

(ucoss —tsins,usins +rcoss)dt, (1.12)

Rf(u,s) =
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where (u,s) € S ={(u,s) : 0 <u <1, 0< s < 2x}. With this definition, the Radon
transform Rf (u,s) is 7 times the average of f over the line segment (parametrized
by (u,s)) that intersects B. It is natural to consider Rf as an element of L?(S,du)
where y is the measure defined by dju (i, s) = 27t~ (1 — u?) 2du ds. This measure j
is here in order to renormalize over lines.

In this case, the Radon operator R is a linear, bounded and compact operator from
L*(B) into L?(S,du).

The SVD of the Radon transform was well-studied, e.g. by [37, 104]. To in-
troduce it, define the set of double indices ¥ = {¢ = (j,k) : j > 0,k > 0}. An
orthonormal complex-valued basis for L%(B) is given by

Gu(rt) = m 2 (jHk+ 1220 (U e=(jk) e 2, (n)eB,  (113)
where Z” denotes the Zernike polynomial of degree a and order b. The correspond-
ing orthonormal functions in L2 (S, du) are

We(u,s) =12 Up()eU0%, 0= (jk) € 2, (us) €S, (L14)

where U, (coss) = sin((m+ 1)s)/ sins are the Chebyshev polynomials of the second
kind. We have RQ, = b, sy, with the singular values

be=n'(j4rk+1)2, (= (jk) €L (1.15)

Since we work with real functions, we identify the complex bases (1.13) and (1.14)
with the equivalent real orthonormal bases {@,}, {y;} in a standard way,

V2 Re(y) if j >k,
Q=19 P if j=k, (1.16)
V2 Im(@y) if j < k.

The problem of tomography in statistics is studied, for example, in [80, 83, 39, 21].
The model is the following

Y (u,s) = Rf (u,s) + €& (u,s), (u,s) €S,

where £ is a white noise in G = L(S,du).

The SVD basis is known for the Radon transform. However, this basis is very
difficult to compute. By projection on {y,}, one obtains the equivalent sequence
space model,

yf:bfef"_ € 527 = (.]7k)7 ]207 k>ou

where 6; = (f, @;), and &; are i.i.d. standard Gaussian random variables.

Remark 1.10. In tomography, the problem is mildly ill-posed, since the singular val-
ues have a polynomial behaviour. The exact degree of ill-posedness is a bit different,
since the problem is ill-posed, but is also a problem of estimation of a function in two
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dimensions, which is known to be more difficult. One often considers that 3 = 1/2,
due to (1.15).

There exist several models of tomography (X-rays tomography, positron emission
tomography, discrete tomography, tomography in quantum physics and so on). The
models each have their own specificities but are however all linked to the Radon
operator.

1.1.7 Spectral Theory

In this section, we generalize the statistical study of inverse problems to the case of
not only compact but also linear bounded operators. This extension is needed since
there exist a lot of natural inverse problems where the operator is not compact, see
for example the deconvolution on R in Section 1.1.7.2. In this situation, one needs
other tools than the SVD. Moreover, the spectral Theorem and functional calculus
may also be used in the case of compact operators.

1.1.7.1 The Spectral Theorem

The Halmos version of the spectral Theorem is convenient for the study of inverse
problems (see [68]).

Theorem 1.2. Let A € L(H) be a self-adjoint operator defined on a separable
Hilbert space H. There exist a locally compact space S, a positive Borel measure X
on S, a unitary operator U : H — L*(X), and a continuous function p : S — R such
that

A=U"'M,U, (1.17)

where M), is the multiplication operator M,, L*(2) — L*(X) defined Myp=p-@.
Proof. A proof may be found in [125].

Remark 1.11. This fundamental result means that any self-adjoint linear bounded
operator is similar to a multiplication in some L>-space.

Remark 1.12. In the special case where A is a compact operator, a well-known ver-
sion of the spectral theorem (see Theorem 1.1) states that A has a complete or-
thogonal system of eigenvectors { @, } with corresponding eigenvalues py. This is a
special case of (1.17) where S = N, X is the counting measure, L2(X) = ¢*(N), and

p (k) = p.
Remark 1.13. If A is not self-adjoint then we use A*A, where A* is the adjoint of A.

Using the spectral theorem one obtains the equivalent model to (1.2)

UY =U(Af+€E) =UAf+eUE =UU MU f +€UE,
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which gives in the spectral domain

Z=p-0+en, (1.18)
where Z=UY, 0 = Uf and n = U is a white noise in L*>(X) since U is a unitary
operator. Indeed, we have the following lemma.

Lemma 1.5. Let & be a white noise in G and ) = UE& where U is a unitary operator.
We have for all 0 =U f and v = Uh, where f,h € H,

(n.0) ~ .7 (0,]0]),

and
E((n,6)(n,v)) = (6,v).
Thus 1 is a white noise in L*(X).

Proof. Forall 6 =U f with f € H, we have
(n,0) = (UE,UF) = (E,UUS) = (. f) ~ A (0,[|£]*) = A(0,]0]). (1.19)
In the same way if 6 = U f and v = Uh, where f,h € H, we have

E((n,0)(n,v)) =E(&, /)(E.h) = (f,h) =(6,v), (1.20)
since U 1is unitary. Using (1.19) and (1.20), we obtain the lemma.

Remark 1.14. The model (1.18) really helps to understand the utility of spectral The-
orem in inverse problems. Indeed, by use of the unitary transform U, one replaces
the model (1.2), not always easy to handle with a general linear operator, by a mul-
tiplication by a function p. Moreover, since U is unitary the noise is still a white
noise.

1.1.7.2 Deconvolution on R

In this section, we present an example of application, see for example [49, 116]
when the operator is not compact. The operator considered here is

oo

AFO) =r )= [ rle=wfdu,
where 7 f denotes the convolution through a known filter » € L'(R). The aim is to
reconstruct the unknown function f.

Deconvolution is one of the most standard inverse problems. The problem of cir-
cular convolution, i.e. with a periodic kernel r on [a, b], appears for example in [32]
and in Section 1.1.6.3. The main difference is that for periodic convolution the op-
erator is compact and the basis of eigenfunctions is the Fourier basis. It seems clear,
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from a heuristic point of view, that the results could be extended to the case of con-
volution on R by using the Fourier transform on L?(R) instead of the Fourier series.
This heuristic extension can be made formal by resorting to the spectral Theorem
(Theorem 1.2).

Suppose that r is a real-valued function symmetric around 0O, then

Flo)= /j;e”wr(t)dt = /:Ocos(tw)r(l)dt, Vo € R.

Suppose also that #(@) > 0 for all @ € R. It is straightforward to see that the operator
A is self-adjoint and strictly positive, since r is real-valued and symmetric around 0
and 7> 0.

Define the Fourier transform as a unitary operator from L?(R) into L?(R) by

oo

(Ff)(w) = \/1% / ' f(n)dt, o € R, f e L' (R)NL*(R), (1.21)

—oo

and its continuous extension on L?(RR).
We have that

F(r« f)(w) = Ho).(Ff)(o);
hence A = F~M;F.
The model is then the following

Y(t)=rxf(t)+€€(r), Vi €R

where f € L?(R) is unknown, £ is a white noise in L?(R).
By applying the Fourier transform we obtain

FY(w)=F(r+f)(0)+e Fé&(o)=7Fw).(Ff)(o)+en(o), (1.22)

where, by Lemma 1.5, 1) is a white noise in L>(RR).

1.1.7.3 Functional Calculus

In this section, the aim is to provide some important tools from operator theory
linked to the spectral Theorem. Functional calculus is the main tool in order to
modify the operator A, by applying functions to the operator. This result is crucial
in the study of regularization methods. This section is based on [72].

Definition 1.8. Let A € L(H). The resolvent p(A) of A is the set of all A € C for
which (AT — A) is invertible. The spectrum of A is defined as 6(A) = C\ p(A).

Note that an eigenvalue is in the spectrum, but that not all points in the spectrum are
eigenvalues. However, compact operators have spectra composed of eigenvalues.

It follows immediately that the spectrum is invariant by unitary transformations.
Thus, 6(A) = 6(M,) with the notation of Theorem 1.2. One may also prove that
0(A) is a closed and bounded set, hence is compact.
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Lemma 1.6. Let A € L(H) be self-adjoint.

1. For any f € C(S), i.e. a continuous function on S, we have

1M ]| = (11 Nl suppz

where the norm is the restricted sup-norm on supp,

suppZ =S\ U V.
Vopen,Z(V)=0

2. We have o(A) = p(suppZ).
3. We have o(A) CRand VA € C

1(A1 = A) 7| < [tmA| ",

4. Let

m_ = inf (A, @), and my = sup (AQ, @),
lol=1 lo]=1

then o(A) C [m—_;m4].
5. We have o(A*A) C [0, ||A*A]l].

Proof. See [73].

If p(p) is a polynomial in p then it is natural to define
k .
p(A) =Y pA. (1.23)
Jj=0

The next theorem generalizes the idea of applying continuous functions to the oper-
ator A by just applying continuous functions to the spectrum, i.e. in C(c(A)).

Theorem 1.3. With the notation of Theorem 1.2, define
@A) =U"'"MgopU, (1.24)

for a continuous real-valued ® € C(c(A)), where ® o p(w) = ®(p(w)). Then
®(A) € L(H) is self-adjoint and satisfies (1.23) if ®@ is polynomial. The mapping
@ — O(A) is called functional calculus ar A and is an isometric algebra homo-
morphism from C(c(A)) to L(H), i.e., for all ®,¥ € C(c(A)) and o, € R we
have

(a® +BY)(A) = ad(A) + BF(A), (1.25)
(D¥)(A) = D(A)P(A), (1.26)
@A) = [P (1.27)

The functional calculus is uniquely determined by (1.23) and (1.25)-(1.27).
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Proof. This proof may be found in [72]. By Lemma 1.6, ®(A) is bounded. It is
self-adjoint because @ is real-valued and

(@A) =U"" (Mapop) U = (A).
For a polynomial p we have p(A) = U ~!p(M,)U with (1.23). Since by definition
of the multiplication operator p(Mp) = M.p, this corresponds to definition (1.24).
The proof of (1.25) is clear. Moreover, we have
DAV (A) =U "MpopUU 'MyopU = U 'May.pU = (DF)(A).
Finally, by Lemma 1.6 and continuity of @ we obtain

@A) = [Maop|| = [[@opll== [P

=,0(A):

Let @4 : C(0(A)) — L(H) be any isometric algebra homomorphism satisfying
@4 (p) = p(A) for all polynomials. By the Weierstrass approximation Theorem,
for any @ € C(o(A)) there exists a sequence of polynomials pj such that ||@ —
pk||m,G(A) — 0 as k — oo. Using the property for the norm we obtain the desired
unicity

Pa(P) = lim B4 (pi) = lim pi(A) = P(4).

Remark 1.15. The functional calculus may be extended to the case of bounded func-
tions on 0 (A). The isometry is then replaced by an upper bound in (1.27).

Remark 1.16. This theorem is a fundamental tool in analysis of inverse problems.
It allows to apply functions to the operator and then to its spectrum. The aim is to
study the behaviour of A~! or of more stable inverses (e.g. the regularized inverse).

Example 1.2. Regularization methods. Suppose that A € L(H) is self-adjoint and
positive. In ill-posed problems, if A is not invertible, then 0 is in the spectrum. An-
other way to understand this is by Theorem 1.3. Indeed, when O is in the spectrum
then the function @(x) = 1/x is not even bounded on c(A) C [0, ||Al]], it exploses
at point 0. Thus @(A) = A~! is not a bounded operator by (1.27). There is a need
to invert A in a more stable way. This is exactly the role of regularization methods.
One way to invert A, is by a small modification of the function @. For example, one
may use @y (x) =1/(x+v) where y > 0, which is continuous and bounded on 6/(A).
This is exactly the idea of the Tikhonov regularization method, see Section 1.2.2.

1.2 Nonparametric Estimation

The aim of nonparametric estimation is to estimate (reconstruct) a function f
(density or regression funtion) based on some observations. The main difference
with parametric statistics is that the function f is not in some parametric fam-
ily of functions, for example, the family of Gaussian probability density functions

{4 (u,1), ueR}.
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Instead of a general framework, the problem of nonparametric estimation will be
described here in the setting of the sequence space model (1.5) which is related to
the inverse problem with random noise (1.2).

1.2.1 Minimax Approach

Let O = (6y,6,...) be an estimator of 6 = (6, 65,...) based on the data X = {X;}.
An estimator of 6 may be any measurable function of the observation X = {X}.

Then f is estimated by f = 3 6, ¢, where { @y} is a basis.

The first point is to define the accuracy of some given estimator 6. Since an
estimator is by definition random, we will measure the squared difference between
6 and the true 6, and then take the mathematical expectation.

Define the mean integrated squared risk (MISE) of f by

Z(f.f) =Ef|f - fI* =Eo Y (0 — 6,)* = Eql|6 — 0],
k=1

where the second equality follows from Parseval’s Theorem (and relies on the fact
that {¢y} is a basis), where the notation || - || stands for £2-norm of 6-vectors in the
sequence space. Here and in the sequel E r and Eg denote the expectations w.r.t. Y or
X = (X1,X3,...) for models (1.2) and (1.5) respectively. Analyzing the risk Z( f, f)
of the estimator f is equivalent to analyze the corresponding sequence space risk

%(0,0) = Eq |0 — 0]

The aim would be to find the estimator with the minimum risk. However, the risk of
an estimator depends, by definition, on the unknown f or 6.
To that end, we assume that f belongs to some class of function .%.

Definition 1.9. Define the maximal risk of the estimator f on .Z as

sup Z(f . f),

fes

and the minimax risk as

~

re(:F) = inf sup Z(f, ),
f fez
where the inf 7 is taken over all possible estimators of f.
It is usually not possible in nonparametric statistics to find estimators which attain

the minimax risk. A more natural approach is to consider the asymptotic properties,
i.e. when the noise level tends to O (¢ — 0).

Definition 1.10. Suppose that some estimator f is such that there exist constants
0<Cy <Cy <oowith,as e — 0
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sup Z(f,f) < Civz,

feF
where the positive sequence v is such that v — 0 and

inf sup Z(f,f) > Covz.
f fez

In this case the estimator f is said to be optimal or to attain the optimal rate of
convergence 2.
In the special case where C; = C, the estimator f is said to be minimax or to

attain the exact constant.

An optimal estimator is then an estimator whose risk is of the order of the best
possible estimator.

Minimax estimation in nonparametric statistics is nowadays a classical approach.
It goes back to [11, 122] and also [74]. Since the 80’s, it has been obtained in
many different models (nonparametric regression, Gaussian white noise, density
estimation, spectral density estimation), with a varied form of estimators (kernels,
projections, splines, wavelets), and for most classes of functions (Besov, Holder,
Soboleyv, ...).

These kind of results are often considered as a first step in order to prove that
a given method has good theoretical properties. Indeed, one has a criterion, which
garantees that on some class of functions a given method is optimal.

Minimax estimation for statistical inverse problems (1.2) (or for its sequence
space analogue (1.5)) was discussed in a number of papers. Optimal rates of con-
vergence in this problem are obtained in [80, 84, 39, 83, 95, 47, 78, 9] and in related
frameworks in [52, 19].

Exact asymptotics of the minimax L?-risks are known in the deconvolution prob-
lem with somewhat different setups [50], in inverse problems for partial differential
equations [61] and in tomography, for minimax L 2-risks among linear estimators
[80]. Exact asymptotics for pointwise risks on the classes of analytic functions in
tomography are due to [20].

A recent discussion of the different rates may be found in the review [93].

Remark 1.17. We only use the standard L>—risk along these notes. However, many
results may be obtained with different risks and loss functions, for example, the L?,
L~ or the pointwise risk, see [43, 85, 20, 79].

1.2.2 Regularization Methods

1.2.2.1 Continuous Regularization Methods

The main part of ill-posed inverse problems is to find regularization methods which
will help to get a fine reconstruction of f.
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Recall that the normal equation, defined in Lemma 1.4, is
A'Y =A*Af +€e A*E.

Formally, one has to estimate the solution (A*A)~!A*Y. The problem in ill-posed
situation is that the operator A*A is not (boundedly) invertible.

The idea is to get some continuous inversion by use of regularization methods.
This allows to obtain much more stable reconstruction.

Definition 1.11. We call a regularization method an estimator defined by
fy = @ (A*A)A*Y,

where @, € C(c(A*A)), i.e a continuous function on 6(A*A) (or even bounded)
depending on some regularization parameter y > 0.

We are going to give some examples of regularization methods or estimators which
are commonly used. All these methods are defined in the spectral domain even if
some of them may be computed without using the whole spectrum.

Spectral Cut-Off

This regularization method is very simple. The idea is to get rid of the high frequen-
cies. In the spectral domain, by using the spectral cut-off, one just cut the frequencies
over some threshold.

The definition of a spectral cut-off with parameter y > 0 is the following

x x>y,
cpy(x):{ 0, x<}}i.

This notion may be well-defined by use of the functional calculus for bounded func-
tions (instead of continuous ones).

The spectral cut-off is a very simple estimator. It is usually used as a benchmark
since it attains the optimal rate of convergence. However, it is not a very precise
estimator. Moreover, from a numerical point of view, it is usually time consuming
since one has to compute the whole spectrum.

Tikhonov Regularization

The Tikhonov method is one of the first and the most well-known regularization
method in inverse problems.

The direct inversion of the operator A *A is not satisfying since it is not a (bound-
edly) invertible operator. The idea is to control the norm of the solution by using a
penalty term.

Define now, the well-known Tikhonov regularization method (see [127]). In
this method one wants to minimize the following functional L (¢):
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inf {||Ap —Y|? 2 1.28
q}gH{ll o—=Y[*+vlol*}, (1.28)

where y > 0 is some tuning parameter.

The Tikhonov method is very natural. Indeed, the idea is to choose an estimator
which, due to the first term will fit the data, and which will be “stable”, due to the
second term, which is called the energy. As we will see in Section 1.3.3 the choice
of v is very sensitive since it characterizes the balance between the fitting and the
stability.

The functional Ly is strictly convex for any y > 0. Its minimum is attained when
its differential in h € H

(Ly)oph =2(A@ —Y,Ah) +2y(@,h), (1.29)

is zero, i.e.

The minimum is then attained by
Fr=(A"A+yD) A"y (1.30)
In the spectral domain this method is defined by

1

Dy (x) = X+

Remark 1.18. There exist some troubles with this simple Tikhonov regularization.
For these reasons, several modifications of the Tikhonov have been defined.

Variants of Tikhonov Regularization

There exist several modified versions of the Tikhonov regularization.

The first variant is the Tikhonov method with starting point ¢g. It consists in
giving a different starting point than 0. We have ¢ € H and we penalize by || ¢ — @o||
instead of ||@||. By use of (1.29) one then obtains

Fy=(A"A+yD) "1 (AY + o). (131)

The second modified version, which already appears in [127], is the Tikhonov
method with a different prior. It is is based on the idea that the function could
be smoother. Thus, a penalty term of the form ||Q?@ ||, where 0%, a > 0, is some dif-
ferential operator, would be more suited. A classical example is then Q¢ = (A*A) .
The estimator is then defined by

fy _ (A*A-FY(Qa)*Qa)_lA*Y.
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With this method one is able to better estimate smoother functions. Indeed, the stan-
dard Tikhonov method, penalize only by ||¢|| 2. If the function is smoother, then it is
natural to take this into account in the second term, by a smoothness constraint. This
effect may be seen in the better qualification of the method (see Section 1.2.3.1).

A last variant is called iterative Tikhonov method. It consists in starting a first
Tikhonov regularization with ¢¢ = 0 and then obtain an estimator f}l In the second
iteration, one applies the Tikhonov method with a starting point f; We iterate this
method several times. The estimate is then by (1.31)

Jer = (AA+YD)"HAY + ¥ fn).
It may be shown by induction that
Fn = (A*A+yD)™(A*A) " ((A*A4yI)" — yY"T)A*Y.

For m =1 this corresponds exactly to the standard Tikhonov regularization. With
this method one is able to better estimate smoother functions, the qualification of
the method is increased (see Section 1.2.3.1). From a numerical point of view, this
method is not really much longer than the Tikhonov one, since the only operator to
invert is (A*A + yI).

In the spectral domain this method is defined by

(x+y)"—=y"

W= ey

Landweber Iteration

Another very standard method is based on the idea to minimize the functional [|[A@ —
Y || by the steepest descent method (i.e. Gradient descent algorithm). The idea then is
to choose the direction & equals to minus the gradient (in fact here the approximate
gradient). Thus, we obtain 1 = —A*(A@ —Y) by (1.29). This leads to the recursion
formula @y = fy = 0 and

fm :.fm—l _MA*(A.fm—l _Y)7

for some u > 0. This method is called Landweber iteration, see for example in
[86].
It may be shown by induction that
R m—1 .
Jm=, (I—uA*A) uA*y.
j=0

Indeed, it is clearly true for m = 0 and if true for m then
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A A m .
Jme1 = (I = BA*A) fon + UATY =Y (I — nA*A) uA*Y.
j=0

The parameter u has to be chosen such that pt|[A*A|| < 1 which has a strong influ-

ence on the speed of convergence. The regularization parameter is then linked to the

number of iterations m. Formally, the number of iterations may be written as y ~ .
In the spectral domain this method is defined, for u = 1 and ||[A*A|| = 1, by

i l—x

There exist another version of this formula which will be used later. We have

1—(l—x)"

X

Dy (x) = , (P (0) =m).

Remark 1.19. From a numerical point of view, this method is faster than Tikhonov

method, since one does not need here the inversion of an operator (as in (1.30)).
However, Landweber iteration has some drawbacks as we will see in Section

1.2.3.1. Indeed, the number of iterations may be very large. For this reason, new

methods, based on Landweber have been defined, as the semi-iterative procedures

and v-methods.

Semi-iterative Procedures and v-Methods

As we will see the Landweber iteration is not so efficient. One of the reason is, that
this method uses only the previous iteration in order to compute the next one. A
more general idea is to use all the previous iterations fj7 j=1,...,m—1,to define
I )
This is the starting point of the so-called semi-iterative procedures. Let f;, j =
1,...,m—1,and fo = 0 then define
.fnz = .ulﬁmfm—l +--+ Mm,me + wmA*(Y _A.fm—l)a

where ¥ tjm =1
The semi-iterative methods are then defined by

fin = Pu(A*A)A*Y,

where @, is a polynomial of degree exactly m — 1, which is called iteration polyno-
mial.

Clearly, such a method is computationaly rather efficient but we use all the itera-
tions and not only one.

A special case of such iterative method are the v-methods which only use two
iterations. These methods were introduced in [10] and in the statistical literature
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by [106]. It is defined as a semi-iterative procedure with a parameter v > 0,

4v 42

251 » W1 4V+1’

(m—1)(2m—3)2m+2v—1)

(m+2v—1)2m+4v—1)2m+2v—3)’
_ @mt2v—1)(m+v—1)

D=2 2v—1)2m+4v—1)

.um:1+

and
fm = ,umfmfl + (1 - .um)fmfz + wmA*(Y _Afmfl)-

Remark 1.20. We will see in Section 1.2.3.1 that v-methods, and many semi-
iterative methods, are much faster than the Landweber method. We will explain,
what is the idea behind these v-methods.

Risk of Regularization Methods
A regularization method defined by @, may be decomposed as
fy = DA A)A*Af + Dy (AA)AYE, (1.32)
since (1.2). Its risk may then be written as
Efllfy — 17 = 1Es(Fy) = FI? +Efllfy —Er (P17,

since E®y(A*A)A*E = 0. The first term is called the approximation error and the
second is called propagated noise error.
Remark that by Theorem 1.3 we have

Dy (AA)AAS = UM () U f-

Thus, @, (A*A) should be an approximate inverse of A *A. The study of the function
@, (x)x in the spectral domain is then of major importance.

Remark 1.21. As for the estimation method, a key-point in regularization methods
is to choose the parameter y in a proper way.

1.2.2.2 Estimation Procedures

Equivalence in the Sequence Space Model

In order to get a framework more standard in statistics, suppose now that the operator

A is compact. Then, by using the SVD, one obtains the sequence space model (1.5).
Usually statisticians prefer to work with the sequence space model (1.6).
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In this context, many regularization methods may be expressed in a statistical
framework, and usually correspond to some known estimation method in statistics.
The notion of regularization is not really used in statistics. However, there exists a
more standard definition which is related.

Let A = (A1,A2,...) be a sequence of nonrandom weights. Every sequence A4
defines a linear estimator (1) = (6;,6,,...) where

O = MXi and f(A) =Y O o
k=1

Remark also by use of the SVD in Theorem 1.1 or Theorem 1.3 one obtains for a
general regularization method

F(A) =Dy (A" A)A*Y = Y &y (b7 by = Y, Py (b7)b} Xix,
Ja k=1

which exactly corresponds to the special case of linear estimator with

A = Dy (b7)D}. (1.33)

Truncated SVD

Examples of commonly used weights A, are the projection weights Ay = I(k < N)
where /(-) denotes the indicator function. These weights correspond to the projec-
tion estimator (also called truncated SVD).

A X k<N,
6(N>:{ 0, k>N,

The value N is called the bandwidth.
The projection estimator is then defined by

N
n="> X
k=1

The truncated SVD is a very simple estimator. With this natural estimator, one esti-
mates the first N coefficients 8y by their empirical counter-part X; and then estimate
the remainder terms by O for k > N.

This is an estimator equivalent to the spectral cut-off, but expressed in a different
way and in a different setting. From a numerical point of view, it is still usually time
consuming since, one has to compute all the coefficients Xy.

One may easily check by using (1.33) that, for the case o} = kP, the spectral
cut-off is equivalent to the projection estimator with N = [y ~1/28].
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Kernel Estimator

One of the most well-known method in statistics is the kernel estimator (see [115,
129]). In our context, kernel estimator could be defined in the special case of the
direct problem;i.e. A = I. A kernel estimator is defined by its kernel function K € L?
(usually also K € LY and

fy=KyxY,

where * denotes the convolution product, K (-) =y~ 'K(-/y) and ¥ > 0 is known as
the bandwidth.

The idea of kernel estimators is to estimate the function f by using a local (by
the bandwidth) weighted mean of the data, i.e. a convolution.

Kernel estimators may also be defined in inverse problem framework in order to
invert the operator, see for example the so-called deconvolution kernel in [52].

This method is also linked to the mollifier methods in inverse problems, see [94].

The Tikhonov Estimator

The Tikhonov estimator is defined by the same minimization in (1.28) as for
the Tikhonov regularization. In a more statistical framework, one may define the
Tikhonov estimator by its equivalent form in the SVD domain:

1

M= ,
g 1+yo?

which is easy to verify by use of (1.33).

In the special case where A = I this estimator is defined and computed as a mod-
ified version of the Tikhonov regularization and is called spline (see [131]).

In the parametric context of the standard linear regression, this method is called
ridge regression, see [70]. It is known to improve on the standard least-squares esti-
mator when the singular values of the design matrix are close to O.

The Landweber Method

The Landwber iteration is not really known under this name in statistics. However,
there exists a well-known approach in the community of learning which is strongly
related.

Boosting algorithms include a family of iterative procedures which improve the
performance at each step. The L2-boosting has been introduced in the context of
regression and classification in [15].

The idea is to start from a weak learner, i.e. a rather rough estimator fo. The
algorithm consists then in boosting this learner in a recursive iteration, which may
be showed to correspond to Landweber iteration (see [9]).
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The Pinsker Estimator

The Pinsker estimator has been defined in [109]. This special class of linear estima-
tors is defined in the sequence space model by the following weights coefficients

A= (1 —cea)+,

where c; is the solution of the equation

&2 D ofar(1 —cear)y = cel,
k=1

with x; = max(0,x) and a; > 0.

As we will see in Section 1.2.4, this class of estimators is defined in the context
of estimation in ellipsoids where they attain the optimal rates of convergence, but
also the minimax constants.

Risk of a Linear Estimator

Define now the L2 —risk of linear estimators :

(1- 4202+ 3 02A2.

1 k=1

(1.34)

The first term in the RHS is called bias term and the second term is called the

stochastic term or variance term. The bias term is linked to the approximation

error and measure if the chosen estimation procedure is a good approximation of

the unknown f. On the other hand, the stochastic term measure the influence of the
random noise and of the inverse problem in the accuracy of the method.

In these lectures, we are going to study in details the projection estimators. This

method is the most simple one and can be studied in a very easy way. The risk of a

projection estimator with bandwidth N is

M

BO().f) =R(O.1)=Eq Y (B(2) — 6,)? =
k=1 k

- N
RON)= Y 0l+€* Y of.
k=N+1 k=1

In this case the decomposition is very simple. Indeed, we estimate the first N coef-
ficients by their empirical version X and the other coefficients by 0. Thus, the bias
term measure the influence of the remainder coefficients 6, kK > N, and the stochas-
tic term is due to the random noise in the N first coefficients. We can see now that
one simple question is how to choose the bandwidth N?

Remark 1.22. Thus, we get to the key-point in nonparametric statistics. We have to
choose N (or y or m) in order to balance the bias term and the variance term. As we
will see this choice will be difficult since the bias term depends on the unknown f.
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1.2.3 Classes of Functions

An important problem now is to define “natural” classes of functions on .%.

1.2.3.1 Source Conditions

A standard way to measure the smoothness of the function f is relative to the
smoothing properties of the operator A, more precisely in terms of A*A. Let ¢ :
[0,00) — [0,°0) be a continuous, strictly increasing function with £(0) = 0 and as-
sume that there exists a source w € H such that

f=UA"A)w, weH, ||w||* <L (1.35)

This is called a source condition. The most standard choice for ¢ is the Holder type
source condition where £(x) =x*, u >0, i.e.

f=(A"A)*w, we H, ||w||* <L (1.36)
Denote by .%(L) the class of functions
FuL)={f =LA A)w:weH, |w*<L}. (1.37)

In order to take advantage of the source condition we assume that, for any regu-
larization methods, there exists a constant v called qualification and a constant v
such that

sup  [xV(1 —x@y(x))| < vyY,Vy>0,V0< v< v (1.38)
xea(A*A)

We then get the following theorem in order to control the bias term, i.e. the approx-
imation error.

Theorem 1.4. Suppose that one has a regularization method fy checking condition
(1.38). Define %#(L) with {(x) = x*. Then we have

sup |[Ef(fy) = fI> < VL™,
feF(L)

forall 0 < u < .
Proof. We have
B(fy) = [Es(fy) = f1I> = | @y (A"A)A"Af - f*.
Using (1.35), (1.38) and the isometry of the functional calculus we obtain

B(fy) = | (@y(A"A)A* A~ D) (A A) w2
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<L osup (1 —x®y(x)) > < VAL M.
XEC(A*A)
The qualification of a method is the largest source condition for which the bias of
the method converges with the optimal rate.
For the Landweber iteration, suppose here that ||A*A|| = 1. Note that 6(A*A) C
[0,1]. The approximation error is

sup | (1 —x@y,(x))| < sup |x*(1—x)™.
xEO(A*A) x€[0,1]

If we solve this problem, we then obtain that the supremum is attained at point
xo = u/(u+m) € |0,1]. Thus, the approximation error is bounded by, for any u > 0,

wo\M
sup |x*(1—x)" < ( ) <Cm™H.
x€[0,1] u+m

The qualification of the Landweber method is then oo, since this result is valid for
any u > 0. Note that y = 1/m here.

The semi-iterative methods are defined via an iteration polynomial @,,. The
v—methods have, in fact, been defined such that they minimize

sup  |xV (1 —x®,,(x)) ],
XEO(A*A)

for all polynomials of degree m — 1.
One may prove then (see [49])

|1 —x®,,(x)| < ¢y (1+m?x)~".
Thus, we have

sup  [xH(1 —x®,,(x))| < ey sup |xH(1+m?x)7Y].
xeo(A*A) x€[0,1]

The maximum is attained at point

o (v —p))ifu<v,
0 1 if > v.

We finally obtain

Cm™ M if u < v,

wiq_
sup | (1 —xDy(x))| < {sz‘/ ifu>v.

xEG(A*A)

There is a saturation effect. The qualification of the v—method is then v.

Remark 1.23. One very important point here, is that, for the same number of itera-
tions, the approximation error is much better for the v—method than for the Landwe-
ber one. In other terms, one needs m? iterations with Landweber and m iterations
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with v—method for the same accuracy. The Landweber method attains the optimal
rates of convergence but with much more iterations than v—method. This is one
drawback of the Landweber method in applications.

Some direct computations show that the qualification of the different methods are
(see following table).

Table 1.1 Qualification of regularization methods

Method Qualification
Spectral cut-off oo
Tikhonov 1
Tikhonov with prior a 142a
m-iterated Tikhonov m
Landweber oo
v-method v

The main aim now is to understand the precise meaning of source condition on some
well-known examples.

1.2.3.2 Ellipsoid of Coefficients

Suppose here that the operator A is compact.
Assuming Holder type source condition f = (A*A)*w is then equivalent in the
SVD domain to, by functional calculus,

=@ =Y b wee,
k=1

since w € H, where wy = (w, @) is in £2. Denote by (f, i) = 6, = bi“wk and since
||w||? < L, we then obtain

wi? =Y wi=Y b "o <L. (1.39)
k=1 k=1

Thus, in the inverse problem framework with compact operator, the source condi-
tions will correspond to the assumption that the coefficients of f belong to some
ellipsoid in ¢2.

Assume that f belongs to the functional class corresponding to ellipsoids © in
the space of coefficients {6y }:

0=0(aL)=40:Y a0 <Ly, (1.40)
k=1
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where a = {a;} is a non-negative sequence that tends to infinity with k, and L >
0. This means that for large values of k the coefficients 6, will have (a negative)
polynomial behaviour in k£ and will be small.

Remark 1.24. Assumptions on the coefficients 6; will be usually related to some
properties (smoothness) on f. One difficulty in using SVD in inverse problems is
that the basis { ¢y } is defined by the operator A. One then has to hope good properties
for the coefficients 6y of f in this specific basis.

1.2.3.3 Classes of Functions

Suppose that we are exactly in the setting of the periodic convolution of Section
1.1.6.3. Then the operator is compact and the SVD basis is exactly the Fourier basis.

In the special cases where the SVD basis is the Fourier basis, hypothesis on {0, }
may be precisely written in terms of smoothness for f.

Such classes arise naturally in various inverse problems, they include as special
cases the Sobolev classes and classes of analytic functions. In fact, we consider balls
of size L > 0 in functions spaces.

Let {@x(¢)} be the real trigonometric basis on [0, 1]:

o1(t) =1, ou(r) = V2cos(2mkt), @ui1(t) = V2sin(2mkt), k=1,2,....

Introduce the Sobolev classes of functions (see [12])

k=1

W (o, L) = {f— Y 6kgr: 6 € @(oc,L)}
where © (o, L) with the sequence a = {ay } such that a; = 0 and

1\«
ak_{(k 1)* for k odd, k=23

k% for k even,

where o« > 0, L > 0.
If o is an integer, this corresponds to the equivalent definition, see Proposition
1.14 in [129],

W (o, L) = {f eL*0,1] :/01(f<0‘> (t))zdtgLJUJ(O):fm(l):o,jzo,...,a—1}

where f is 1-periodic and f (@) denotes the weak derivative of f of order o.
In the case where the problem is mildly ill-posed with b =k~ by (1.39), Holder
type source conditions correspond to

3 oMo =Y ko2 <L,
k=1 k=1
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and then 0 € O(a, L) with oo =2up.
One may also consider more restrictive conditions and the classes of functions

(o, L) = {f— i Ocpr 2 0 € @ﬂ(avl‘)}

k=1

where a; = exp(atk), oo > 0, and L > 0. This corresponds to the usual classes of
analytical functions. These functions admit an analytical continuation into a band
of the complex plane, see [75]. These functions are thus very smooth (C*).

In the case where the problem is severely ill-posed with b; = exp(—fk), by
(1.39), Holder type source conditions correspond to

o HeE =Y P2 < L,
k=1 k=1

and then 0 € O (a,L) with o0 =2uf.

1.2.4 Rates of Convergence

1.2.4.1 SVD Setting

In this setting of ill-posed inverse problems with compact operator and functions
with coefficients in some ellipsoid, several results have been obtained.
As in Definition 1.9, denote by

re(©) = infsup #Z(6,0), (1.41)
0 6cO

where the infé is taken for all estimators of f, the minimax risk on the class of
coefficients © and the linear minimax risk

re(©) = inf sup 2(0,0),
0! peco
where the inf Y is among all linear estimators.

There exists a famous result by [109] which exhibits an estimator which is even
minimax, i.e. which attains not only the optimal rate, but also the exact constant.
This estimator is called the Pinsker estimator.

The following theorem is due to [109].

Theorem 1.5. Let {a;} be a sequence of non-negative numbers and let o), > 0, k =
1,2, ... Then the linear minimax estimator A = {A} on ©(a,L) is given by

M= (1 cear)+, (1.42)

where c¢ is the solution of the equation
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2 2

e> Y opa(l—cear)y = ceL
k=1

and the linear minimax risk is

re(@) =Y ot (1 —cear)+. (1.43)
k=1

Furthermore, if
2
man:ak<TC27k :0(1)’ T — oo, (1.44)
Ek:ak<T O-k
then
re(©) =rL(©)(1+0(1)), (1.45)

as € — 0.
Proof. A proof may be found in [109, 7].

Thus, under the condition (1.44), the linear minimax estimator given by (1.42) is
asymptotically minimax among all estimators.

This result has been also generalized to the very specific case of severely ill-posed
problems with analytic functions, i.e. when (1.44) is not verified, in [61, 62].

The optimal rates of convergence may also be found, for example in [7] and [32].
The function f is supposed to have Fourier coefficients in some ellipsoid, and the
problem is mildly, severely ill-posed or even direct. The rates appear in Table 2.

Example 1.3. All the rates are given for the estimation of a function in one dimen-
sion (d = 1). Otherwise, in a multidimensional framework, it is well-known that the
minimax rates depend on the dimension d.

There exist also many optimal rates results in inverse problems see for example the
deconvolution problem in [50, 52], the tomography problem studied in the papers
[80, 85, 83, 20], general inverse problems [84, 39, 95, 47, 78, 9] and in related
frameworks [19].

A recent review of the different rates in rather general inverse problems may be
found in [93].

Table 1.2 Optimal rates of convergence

Inverse Problem/Functions ~ Sobolev Analytic
a 1
Direct problem g2 g’ log e
a 2B+1
Mildly ill-posed gai2pil g2 (log 8)

4o

—2a
Severely ill-posed (log c ) £2a+2B
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Comments

Ill-posedness. We may remark that the rates usually depend strongly on the
smoothness o of the function f and on the degree of ill-posedness 5. When f3
increases the rates are slower. This is a very important point, which characterizes
the influence of the ill-posedness in the results. In ill-posed problems the rates
are slower, making estimation in these models more difficult.

Direct model/Sobolev. We get the standard rates for nonparametric estimation.

Indeed, with the relation €2 =< 1 /n, one really obtains the usual nﬁéil rate for
estimating a o smooth function in a nonparametric context, see [74, 122].

The more standard cases for inverse problems are, mildly ill-posed/Sobolev, or
severely ill-posed/Analytic. Indeed, they correspond to the natural setting of
Holder source conditions (see Section 1.2.3.2).

Mildly ill-posed/Sobolev. This is, in a way, the more standard framework. One
has a not so difficult inverse problem with smooth functions. The rate is then

4a
g20+26+1 One may see the loss in the rate due to ill-posedness 3, compared to

. . 4o . L
the rate in the direct problem € 2«+1. The rate is polynomial in € and slower than
€2, as usual in nonparametric statistics.

Severely ill-posed/Analytic. In this context, the problem is very dlfﬁcult but the

functions are then very smooth. The rate is then still polynomial € 20‘+2ﬁ . This rate
is slightly different from the previous case, but related.

The three other cases are very specific problems. The rates are then not polyno-
mial.

Direct model/Analytic. This framework is rather easy. Indeed, the problem is
direct, and the functions are very smooth. The rate is then almost parametric,
i.e. £2. One just looses a logarithmic term compared to the parametric context.
From a statistical point of view, the situation is very specific. Indeed, there is no
trade-off between bias and variance, the variance term is dominating.

Severely ill-posed/Sobolev. This case corresponds to a very difficult inverse prob-
lem with not smooth enough functions. The rate is logarithmic, and thus very
slow. From a theoretical point of view, this context might be considered as too
difficult. Here, the bias is dominating.

Mildly ill-posed/Analytic. In this case, a mildly ill-posed problem with very
smooth functions, the rate is almost the parametric rate £2. The variance term
is dominating. The functions are so smooth that the inverse problem has almost
no influence. Indeed, the degree of ill-posedness appears only in the logarithmic
term.

Remark 1.25. One may also consider inverse problems where o =< exp (Bk"), where
B >0 and r > 1, for example Heat equation or convolution by a Gaussian kernel.
Here the rates will be worse. For example, in the case of Sobolev functions, the rate
will be (log !)=2/7.
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Remark 1.26. In the problem of tomography presented in Section 1.1.6.5, the situa-
tion is slightly different. Indeed, this is a two dimensional problem. The optimal rate
of convergence is given, in [80], and corresponds to 2c/(2c + 3). This rate has to
be compared to the optimal rate of estimating a function in d dimensions, which is
20/(2a+d). Thus, in dimension d = 2, one really sees the ill-posedness § = 1/2,
in obtaining the rate 2c/ (20t + 3).

In the sequel, we will use quite often the two very standard results,

n np+1
Y kP~ +1,p>—1,asn—>oo (1.46)
k=1 p
and
n " eP(n+1)
Y e~ ) 1,p>0,asn—><>o, (1.47)
k=1 er—

where a,, ~ b, means that a,,/b, — 1 as n — oo.
In this framework we obtain the following theorem.

Theorem 1.6. Consider now the case where o < kP, >0 and 0 belongs to the
ellipsoid © (o, L), where ap = k%, a0 > 0. Then the projection estimator with N <
g2/ Qa+2B+1) yorifies as € — 0

0€0(o,L)

This rate is optimal (see Theorem 1.5).

Proof. We have,

= N
sup R(O,N)= sup > 6;+¢&* of.
0cO(a,L) 0€O(a,L) k=N+1 k=1
‘We bound the first term as follows,

sup Y OF< sup Y, KYOKT
0€O(ot,L) k=N+1 0€O(a,L) k=N-+1

<N72* sup 2 kzaekz < LN,
0€0(a.L) k=1

The variance term is controlled by
N N
8220',(2x522k2ﬁ =
k=1 =

when N is large, by use of (1.46). Thus,
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2p2B+1
sup R(O,N) <LN 2% ° .
0cO(aL) 2p+1

If we want to attain the optimal rate of convergence we have to choose N of order
g2/(Qat2B+1) 35 ¢ — 0. This choice corresponds to the trade-off between the bias
term and the variance term.

Remark 1.27. This proof is very simple and only concerns the rate of convergence
for a given estimator, the so-called upper bound. The proof of an upper bound for
some estimator is usually rather easy. There is no proof here of the lower bound, i.e.
showing that no estimator has a risk converging faster. The lower bound is proved
by Theorem 1.5. Nevertheless, lower bounds are very important in nonparametric
statistics. Indeed, it is the lower bound which proves that the estimator is optimal,
i.e. one of the best estimator in a given model. For a discussion in details of the
standard methods, see [129].

Remark 1.28. Considering the minimax point of view, we may remark that there
exists an optimal choice for N which corresponds to the balance between the bias
and the variance. However, this choice depends very precisely on the smoothness o
and on the degree of ill-posedness of the inverse problem f3.

Even in the case where the operator A (and then its degree f8) is known, it has no
real meaning to consider that we know the smoothness of the unknown function f.

These remarks lead to the notion of adaptation and also oracle inequalities, i.e. how
to choose the bandwidth N without strong a priori assumptions on f (see Section
1.3).

1.2.4.2 Deconvolution on R

Assume that we are in the special inverse problem of deconvolution on R (see Sec-
tion 1.1.7.2). Consider only the case of spectral cut-off regularization. We estimate
in the Fourier domain F f by

FY(w) -
l{w:
Ho) (w:7(w)>7y),
and then the spectral cut-off regularization is
. L [FY(0)
SC 1 2
=F (o : .
ih ( oy [@: () > y))

As in the SVD case, the bias term (approximation error) is usually controlled by the
source conditions. In this framework, the Holder source condition (1.36) is equiva-
lent to, in the Fourier domain,

Ff=/"Fw, weL*(R), |w|*<L.
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/ Fw(o)2do = / IFf(0)2F* (0)do < L. (1.48)

R JR
Similarly to the previous section, if #(@w) = || P, the problem is then mildly ill-

posed. In this case, the source conditions correspond to some Sobolev class of func-
tions on R (see [10])

W (L) = {f e 2®): [ [oPlFso)f <L},

which is equivalent to, for o € N,
oty ={rerm): [(r0rast}.
We then obtain
EAEQ -1 = ) [P (E 0 P0) > 1)~ Fr)do,
and then for the bias

[® 5w - p@rar< [ Er)Pdo

|o|>y~1/2
<y [ |F(o)Plof*Pdo < Ly*,
We need now to bound the stochastic term. Using (1.32), we have
Ef||f7C —Er()|° <E[e@y(A"A)A .
Using (1.22) and Lemma 1.5, we may bound the variance term

n(w)

Fw) dao

2
ASC ascy 2 o €
Ef”fy _Ef(fV < 27L—E/‘w‘<y71/26

2 2B+l

e f 2B 50 o2 (0 —1/2B\2B+1 2
< do = - %
2ﬂ./‘w‘q,l/zﬁmn o= (y P — 2y

The risk of the spectral cut-off is then bounded by

1

N _ 2B+
EfllfC = fIP <Ly +cy” 20
the optimal choice is then y* < (Sz)zﬁ /(41B+1) which corresponds to the rate
~ 4up
T N C R

This rate may be shown to be optimal.
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Remark 1.29. Recall that here N = [}/’1/ 2B]. The rates are in fact the same than in
the compact case of Section 1.2.4.1.

In the case of severely ill-posed problems, i.e. 7(w) = exp(—f|w|), the class coming
from Holder source condition is then different. By using (1.48), we have

/ww@m%w:/uv@m%4wwmng
R JR

Thus,
[ IFF(@)Pexp(4Blofdo < L.

which corresponds to the the class of analytic functions, i.e. which admits an ana-
lytic continuation into a band of the complex plane, see for example [75].

Remark 1.30. In the context of general inverse problems, with general regulariza-
tion methods, it is also possible to obtain results concerning rates of convergence
(see [9)).

1.2.5 Comparison Between Deterministic and Stochastic Noise

In this section, consider the model of inverse problems with deterministic noise.
This model is, in some sense, the historical model of inverse problems. It appears
for example in [127] and [128]. The analog of the stochastic model (1.2), in the
deterministic framework is the following. We have

Y =Af+¢h, (1.49)

where the noise / is considered as some deterministic element 2 € G, with ||h]| < 1.
Since the noise is some unknown element of a ball in G, then the results have to be
obtained for any possible noise, i.e. for the worst noise.

Compare the deterministic model in (1.49) and the stochastic model in (1.2)
where £ is a white noise. At first glance, it may seem, that the main difference
between the two models concerns the nature of the noise, deterministic against
stochastic.

In fact, it is more the level of the two noises which are not the same.

The first main difference, since & is a white noise, is that ¥ in (1.2) is not really
“observed”. Indeed, & does not take its values in G. We only observe its projection
on some basis. Indeed, & as a white noise, is not a Hilbert-space random variable in
G but a Hilbert-space process acting on G. Formally, we have ||£|| g = oo, thus & is
not an element of G. On the other hand, the deterministic noise / belongs to G, and
||72]| < 1. The deterministic noise is then “small” compared to the stochastic one.

This fact, has been already noted in [38].
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In order to have a more comprehensive study, consider the class of linear injec-
tive and compact operators which admit a singular value decomposition (SVD) (see
Section 1.1.5).

The analog of the sequence space model in (1.6) may be written as

Xy =6c+€op g, k=1,2,..., (1.50)

where {h;} are the coefficients of & in the basis {y;}.

A natural way of studying the two frameworks is to compare the accuracy of
estimation (reconstruction). Define two standard criteria, in order to measure the
error or risk, for any estimator f (or regularization method). For the stochastic noise
model, use the maximal risk defined in Definition 1.9. For the deterministic noise
model, define the worst noise risk

sup sup || f— £,

US4

where f belongs to some class of functions ..

The goal is to compare the optimal rates of convergence in each model, i.e. the
order of the risk of the best possible estimator as € — 0. Indeed, this rate defines a
notion of difficulty of estimation in a given model. Two models with the same opti-
mal rates of convergence are usually thought to be close, at least from the estimation
point of view.

One difference between deterministic and stochastic cases, is that since ||A]| < 1
(i.e. th < 1), the noise &y decreases in (1.50) as k increases. In the stochastic case,
the level of the noise & is the same in each coefficient X;. Thus, the stochastic noise
seems to be larger.

It is well-known, that the rates of convergence depend on difficulty of the inverse
problem and smoothness conditions on the function f (see Section 1.2.4). For the
inverse problems, the two standard cases are oy =< kP or o < eﬁk, B > 0 which
correspond to mildly or severely ill-posed respectively. The parameter 5 denotes
the degree of ill-posedness.

Concerning smoothness properties of f, associated with the behaviour of its coef-
ficients 6, consider the ellipsoid of coefficients in £2 as in Section 1.2.3.2. Consider
the two standard cases, Sobolev (a; = k%) and Analytic (a; = e®*), where o > 0 is
the smoothness of f.

For the stochastic noise, the optimal rates of convergence may be found in Table
2. Concerning the deterministic noise, rates of convergence may be obtained, for
example in [49].

Consider here the two more natural cases, polynomial (0, =< kP and a; = k%) and
exponential (0y = eP* and a; = ™).

Consider also a third case: the direct problem, where oy =1 (i.e. A =1) and f
belongs to a Sobolev ball (a; = k%).

All these rates are given in the following table:

Remark that in the exponential case, rates of convergence are the same for the
two models.
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Table 1.3 Rates for deterministic and stochastic model
Deterministic  Stochastic

. 2 4o
Direct € £2a+1
4o 4o
Polynomial £20+28 £ 20+2p+1
. 4a 4a
Exponential £20+28 £20+2p

On the other hand, rates are different in the polynomial case, which is more standard.
There is a small difference between 20./(2cc +2f) and 2a/ (200 + 23 4 1) which
could be thought as not very important. However, this is fundamental.

In order to understand well this phenomenon, consider what happens when § —
0. The problem is less and less ill-posed and becomes close to the case § = 0, i.e. to
the direct case where oy = 1 and A = [ is the identity. In the deterministic problem,
the rate will attain €2 (¢ = 1) in the direct case. In the stochastic framework, the rate
will be g4/ (2o+1),

The fundamental difference now appears. In the stochastic direct problem, the
rate depends on the smoothness o of the estimated function f. This is not true for
the deterministic framework.

In the stochastic case, in order to estimate the function f, one needs to balance
the approximation error and the stochastic error. This is the usual trade-off in non-
parametric statistics between the bias and the variance.

Everything is different in the deterministic case. The function f will be directly
estimated by Y, which attains the rate €2 There is no trade-off, the whole series {X¢}
is used to estimate {6 }. The rate €2 is usually obtained in statistics in the parametric
case, i.e. when estimating a vector 6 of finite dimension. In the stochastic case, one
cannot use directly ¥ which has infinite risk.

In the direct case, the two models are thus totally different. Indeed, the deter-
ministic noise is smaller than the stochastic one, because it is bounded. In (1.50)
the errors i, become small with k, whereas the stochastic errors &, are of the same
order in (1.6).

From a statistical point of view such a small error would not really make sense.
Indeed, statistics study the effect of stochastic errors and these errors should be
important enough. However, from a numerical point of view, it could make sense to
neglect the noise, or at least to consider it as small. Thus, the difference is more in
the level of the noise than its nature (deterministic or stochastic).

In order to explain more clearly the influence of noise, consider the simple pro-
jection estimator,

0 =1k <N) ¥,
by

where I(-) is the indicator function and N is some integer. It is known that this family
of estimators attains, for a correct choice of N, the optimal rate of convergence on

O (see Theorem 1.6).
The ¢%—risk of this estimator is, in the stochastic model,
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Eo|6— 0] = EeZ (6 — 6,)? 2 6k+£226k, (1.51)
k=N+1

and the ¢%—error of the reconstruction method, in the deterministic model, is

sup |6 —0]>= sup Z o7 +£2th0'k =) 0} +e%op,  (1.52)
flall<1 IAll<1 \ k=N+1 k=N+1

in the case of increasing oy.

The influence of the inverse problem is only on the variance term, i.e. the second
term in the right-hand side of (1.51) and (1.52). The approximation error Y-y Bkz
is not modified by the ill-posedness of the inverse problem.

The following table gives the order, as € — 0, of the variance term € 2 22’:1 sz or

€20y, in the various settings.

Table 1.4 Variances for deterministic and stochastic model
Deterministic  Stochastic

Direct £’ e2N
Mildly e2N?P g2N?B+!
Severely g2ePN g2ePN

The direct case corresponds to by = 1. In the deterministic model, since & € ¢ 2 the
variance term is €2, and does not depend on N. Thus, there is no trade-off, N can be
chosen as o, or any choice such that ¥,y 62 = O(&?).

In the stochastic case, the variance term is €2N. Thus, we have to balance the bias
and the variance, as usually in nonparametric statistics, and find the optimal choice
of N.

The variance terms stay different in the mildly ill-posed (polynomial) case. The
ratio between the two variance terms is again N. However, this difference is less
important as 3 increases. Indeed, when f is large N 2B+1 is close to N2B.

The main point is that the variance term is larger in the case of ill-posed problems.
The degree of ill-posedness 3 appears directly in the variance term. The variance
increases with f3.

Thus, in the case of ill-posed inverse problems, the deterministic error has more
influence than for the direct case. The presence of 3 increases the variance term.

For large 3, the two models give almost the same rates. Finally, for severely
ill-posed problems (exponential case), these rates are the same.

The ill-posedness of the inverse problem hides, in some sense, the difference
between the two kinds of noise, by increasing the small deterministic noise. When
B is large, the main part of the variance term £2N 2B(+1) is due to the inverse problem
and not to the nature of the noise. The inverse problem makes these two models more
close, when for the direct problem they are completely different.
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The difference between deterministic and stochastic noise is in its level and not
really in its nature. Thus, a stochastic model with a small noise could be considered.
The model is the following,

X =6+¢€ erkék, k=1,2,..., (1.53)

where {&;} are independent standard Gaussian random variables, and {e;} € {2,
|le|| = 1. The risk of a projection estimator is then

o N
Eol0—0>= Y 67+ eioy. (1.54)
k=N+1 k=1

In the direct case, the variance term is then €232, €2, bounded by £2. The optimal
rate is so €2, as for the deterministic case.

In the case of ill-posed problem, hypothesis should be more precise in order to
obtain explicit rate of convergence. Indeed, in the deterministic case we study the
worst noise, i.e. SUP )| <1- Thus, we have to consider a noise in £2 but rather large,

almost on the “edge”. Some example is e; = (v/klog(k+1))~!, which is in £2. It is
clear that dividing X by e, , one obtains a model equivalent to (1.53), with a new
Glé = O€k.

With this choice of {e;}, in the mildly ill-posed case, the variance term is then
€2y N k?P~'log ! (k+ 1), which is equivalent (up to a log term) to 2N?f. Thus,
the risk in (1.54) is of the same order than in the deterministic case. Looking at the
rate for the stochastic case with § — 1/2, we obtain the rate with  for deterministic
case.

In the exponential case, {e;} has no real influence.

Thus, using a model of inverse problem with stochastic noise with a “small”
noise, we obtain the same rate of convergence than for the deterministic case (up
sometimes to some log term). A “small” stochastic noise is in fact a Hilbert-space
random variable, and not only a Hilbert-space process. It is random, but really takes
its values in G.

In conclusion, the main difference between the two approaches comes more from
the level of the noise and not so much from its nature.

However, this short study is not at all exhaustive. A more precise approach, based
not only on the comparison between the optimal rates, but also the exact constants in
the risk, would highlight more differences. For all that, such a technical comparison
would not really make sense, since at this precision level, any models are different.

A more sensible framework, in order to compare deterministic and stochastic
noise, concerns the construction of adaptive estimators, i.e. which do not depend on
the smoothness o of the function to reconstruct (see the following Section 1.3).

In this case the nature of the noise would have more influence. Indeed, the meth-
ods could then be very different, for example the discrepancy principle [49] for de-
terministic noise, or cross-validation, unbiased risk estimator (see Section 1.3.3.1)
or the Lepski method [87, 101] for stochastic noise. In the deterministic case, one
crucial point is that the error in the data (€) is precisely known, and then, one can
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reject reconstruction f such that [|[Af — Y| > . In the stochastic case, the main idea
of adaptation is to use large deviations for the noise. Usually, one find values such
that the noise will have a very small probability to fall beyond, as in Lemma 1.7 (see
also for some examples of adaptivity results [78] and [25]).

In conclusion, this study is not claiming that the two approaches present no dif-
ference. The two frameworks are similar in some ways. The differences coming
more from the level of the noise than from its nature.

1.3 Adaptation and Oracle Inequalities

One of the most important point in nonparametric statistics is then typically linked
to the problem of calibrating by the data the tuning parameter (N,y or m) in any
class of estimators. For example, we have seen that this choice is very sensitive if
we want to attain the optimal rate of convergence.

This problem leads to the notion of adaptation and oracle inequalities, i.e. how
to construct truly data-driven estimators which have good theoretical properties.

This framework is very important, in theory, but also in applications. Indeed,
the notion of, rates of convergence, smoothness & of the function to reconstruct,
degree of ill-posedness f3 of the inverse problem, are very interesting. They help to
understand, the difficulty of an ill-posed problem, the influence of smoothness on the
rates and so on... The (minimax) optimality of an estimator is also very important.
Indeed it shows that no estimator may do better in a given class of functions.

However, they are just mathematical and asymptotical tools. The degree 3 of a
given inverse problem is usually not known. It is even worse concerning the smooth-
ness ¢ of the target function f. One has no chance to have any idea of it.

Definitely, one cannot rely on some unknown smoothness, and asymptotic re-
lationship, in order to make the choice of the tuning parameter (N or y). One has
to really construct data-driven methods in order to calibrate the tuning parameter.
Then, the main goal is to prove that this data-driven method has a good behaviour,
from a mathematical point of view.

This problem of adaptation is presented in the framework of the sequence space
model defined in (1.6) and directly linked, by use of the SVD, to some inverse
problem with a compact operator A.

1.3.1 Minimax Adaptive Procedures

The starting point of the approach of minimax adaptation is a collection ¥ = {0}
of classes @, C £2. The statistician knows that 6 belongs to some member @, of the
collection ¢, but he does not know exactly which one. If © 4 is a smoothness class,
this assumption can be interpreted as follows: the statistician knows that the underly-
ing function has some smoothness, but he does not know the degree of smoothness.
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Definition 1.12. An estimator 6* is called minimax adaptive on the scale of classes
4 if for every O, € ¢ the estimator 0* attains the optimal rate of convergence.

An estimator 0~ is called sharp minimax adaptive on the scale of classes ¢ if
it also attains the exact minimax constant.

The idea of choosing the tuning parameter (bandwidth) of an estimator in a data-
driven way is a very standard idea in nonparametric statistics. However, the main
difficulty then concerns the mathematical behaviour of such an estimator. Only quite
recently, this idea has been formalized in a rigorous way by [87].

Lepski, in [88], has developped a method in order to construct adaptive estima-
tors, i.e. an estimator which attains the optimal rate for any class @ .

In some cases, no estimator attains (exactly) the optimal rate on the whole scale.
One has often to pay a price for adaptation [89]. This cost in the accuracy for con-
struction of adaptive estimator is usually the loss of a logarithmic term in the rate of
convergence.

Since the beginning of the 90’s, adaptive estimation is really one of the leading
topics in nonparametric statistics. Many adaptive (or almost adaptive) estimators
have been constructed, in very different frameworks, and various classes of func-
tions.

One may use very different procedures in order to construct adaptive estimators,
for example, Lepski’s algorithm in [88], model selection in [4], unbiased risk esti-
mation in [82], or wavelets thresholding in [40].

Adaptive minimax estimation in statistical inverse problems as (1.2) has been
studied quite recently. This has been done for many inverse problems (deconvolu-
tion, heat equation, tomography...).

There exist also a very vast literature on adaptation in inverse problems by
Wavelet-Vaguelette Decomposition (WVD) on the Besov scale of classes, see
[39, 83, 78, 28, 34,79, 29, 71].

Lepski’s procedure has been also used in inverse problems in several papers [55,
56,21, 5, 101].

The unbiased risk estimation is also quite popular in inverse problems, see
[25, 97].

The model selection is considered in inverse problems [35, 91].

Other adaptive results may be found in [46, 47, 48, 58, 24, 57].

Remark 1.31. Minimax adaptive estimators are really important in statistics from a
theoretical and from a practical point of view. Indeed, it implies that these estimators
are optimal for any possible parameter in the collection ¢. From a more practical
point of view it garantees a good accuracy of the estimator for a very large choice
of functions.

Thus, we have an estimator which automatically adapts to the unknown smooth-
ness of the underlying function. The estimator is then completely data-driven and
automatic. However, it behaves as if it knew the true smoothness. This notion is very
important since this smoothness is almost never known.
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1.3.2 Oracle Inequalities

Consider now a linked, but different point of view. Assume that a class of estimators
is fixed, i.e. that the class of possible weights A is given. Define the oracle A © as

R(6,1°) :Ainf\R(G,)L). (1.55)
€

The oracle corresponds to the best possible choice in A, i.e. the one which mini-
mizes the risk. However, this is not an estimator since the risk depends on 6, the
oracle will also depend on this unknown 0. For this reason, it is called oracle since
it is the best one in the family, but it knows the true 8. Another important point is
to note that the oracle A? usually depends really on the family A. As an infimum,
the oracle is not necessarily unique or may not be exactly attained. However, this
has no influence on the results. Indeed, one only considers the risk of the oracle
inf; co R(O,A).

The goal is then to find a data-driven sequence of weights A * with values in A
such that the estimator 6* = §(A*) satisfies an oracle inequality, for any £ > 0 and
any 6 € (2, there exits T, > 0,

Eg||6*—6H2<(1+Tg))}n£R(6,A)+ Q;, (1.56)
€

where £, is some positive remainder term and 7, > 0 (close to O if possible). If
the remainder term is small, i.e. smaller than the main term R(6,2 ) then an oracle
inequality proves that the estimator has a risk of the order of the oracle.

A standard remainder term is Q, = c€2, where ¢ is uniform positive constant. In
this case, the remainder term is really considered as “small”. Indeed, in most of the
nonparametric frameworks, the rates of convergence are worse than € 2, which is the
parametric rate (see Table 2). In an asymptotic point of view, the risk of the oracle,
will then be larger than the remainder term. Thus, the leading term of the inequality
will be the risk of the oracle.

A more precise result is the following. The estimator 6* = §(A*) satisfies an
exact oracle inequality, for any £ > 0, any 0 € ¢2, and for all 7 > 0,

Ep|0"— 0] < (1+7) inf R(0,4) + €, (1.57)
S

where Q; > 0 and usually €, depends on 7¢.

Remark 1.32. We are interested in data-driven methods, and thus automatic, which
more or less mimic the oracle.

One may obtain some asymptotic results when € — 0. We call an asymptotic exact
oracle inequality on the class A, as € — 0,

Egl|6* — 0> < (140(1)) inf R(O, 1), (1.58)
AEA

for every O within some large subset ©¢ C £2.
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In other words, the estimator 6* asymptotically precisely mimics the oracle on
A for any sequence 0 € ©.

An important question is how large is the class ©¢ for which (1.58) can be guar-
anteed. Ideally, we would like to have (1.58) for all 6 € £? and with o(1) that is
uniform over 6 € ¢2 (i.e. @y = ¢?). This property can be obtained for some classes
A (see, for example, [25]), but with restrictions on A that do not allow correct rates
of the oracle risk R(6,1°) for “very smooth” 0, i.e. analytic functions. If we choose
A large enough to allow all the spectrum of rates for the oracle risk, up to the para-
metric rate €2, we cannot have (1.58) for all € £2 and with o(1) that is uniform over
6 € (2. Although, slightly restricted versions of (1.58) are possible. In particular, @
can be either the set of all 6 = 0, or the set 0% ie. the subspace of 02 containing
all the sequences with infinitely many non-zero coefficients (i.e. “nonparametric”
sequences), or the set {0 : ||0|| > ro} for some small ry > 0. Also, the uniformity of
o(1) in 0 is not always granted if both classes A and Oy are large.

One of first to really see the importance of oracle inequalities are Donoho and
Johnstone in [40] where they introduced also the name oracle.

During the end of 90’s, the oracle was still mainly seen as just a tool in order
to prove adaptation. However, nowadays, this point of view has really changed.
Oracle inequalities are often considered as the main results for a given estimator.
The oracle approach has also modified the statisticians behaviour. For example, non-
asymptotical point of view is much more common now.

To our knowledge, one of the first exact oracle inequalities were obtained for the
classes of “ordered linear smoothers” in [82]. In particular, Kneip’s result applies to
projection estimators and to spline smoothing.

The work of Birgé and Massart on model selection is also strongly related to the
notion of oracle inequalities, usually in a slightly different form with a penalized
version of an oracle inequality, see [4, 8, 100].

Oracle inequalities are nowadays popular, in the nonparametric statistics litera-
ture, see [41, 17, 105, 31, 114].

The earlier papers of [119, 90, 59, 111] also contain, although implicitly, oracle
inequalities for some classes A. All these papers use the unbiased risk estimation
method (see Section 1.3.3.1).

A very interesting review on the topic is [18].

The oracle approach is quite recent in inverse problems. However, the oracle
point of view, was growing at the same times than the statistical study of inverse
problems. Thus, there is now a rather large interest on oracle inequalities in the
statistical inverse problem community, see [78, 25, 60, 35, 91, 98].

Comments

Oracle/minimax. The oracle approach is in some sense the opposite of the mini-
max approach. Here, we fix a family of estimators and choose the best one among
them. In the minimax approach, on the other hand, one tries to get the best ac-
curacy for functions which belong to some function class. The oracle approach
is really based on classes of estimators, when the minimax approach is built on
classes of functions.
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Non-asymptotic oracle. The oracle inequalities, are true for any 6, and are non
asymptotic. This fact has really changed the point of view concerning nonpara-
metric statistics. Nowadays, non-asymptotic results are really popular.

Oracle: tool for adaptation. The oracle approach is often used as a tool in order
to obtain adaptive estimators. Indeed, the oracle in a given class often attains
the optimal rate of convergence. Moreover, the estimator does not depend on
any smoothness assumptions on f. Thus, by proving an oracle inequality, one
often obtains, a minimax adaptive estimator, see for example, Theorems 1.8 and
1.10. During a quite long time, oracle inequalities were mainly considered as
just a tool in order to get minimax adaptive results. Already, [40] pointed out that
minimax adaptation can be proved as a consequence of oracle inequalities. They
also showed that the method of Stein’s unbiased risk estimator is minimax sharp
adaptive (or almost minimax sharp adaptive) on some Besov classes.

Minimax: justification for oracle. On the other hand, nowadays, the minimax
theory may be viewed as a justification for oracle inequality. Indeed, one may
ask if the given family of estimators is satisfying. One possible mathematical an-
swer comes from minimax results, which prove that a given family gives optimal
estimators. However, in applications, scientists are usually convinced that their
favourite method (Tikhonov, projection, v—method,. . .) is satisfying.

1.3.3 Model Selection

Usually, one key assumption in this approach of oracle inequality, is that A * is re-
stricted to take its values in the same class A that appears in the RHS of (1.56). A
model selection interpretation of (1.56) is the following: in a given class of models
A we pick the model A* that is the closest to the true parameter 0 in terms of the
risk R(6,1).

The framework of model selection is very popular in statistics, and may have
several meaning depending on the topics. We consider the model selection approach
to the problem of choosing, among a given family of models A (estimators), the best
possible one. This choice should be made based on the data and not due to some a
priori information on the unknown function f.

1.3.3.1 Unbiased Risk Estimation

The definition of the oracle in (1.55) is that it minimizes the risk. Since 6 is un-
known, the risk is also, and so is the oracle.

A very natural idea in statistics is to estimate this unknown risk by a function
of the observations, and then to minimize this estimator of the risk. A classical
approach to this minimization problem is based on the principle of Unbiased Risk
Estimation (URE).

The idea of unbiased risk estimation was developped in [2] and also in [96, 121].
This problem was originally studied in the framework of parametric estimation
where the dimension of the model had to choosen.
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Mallows, in [96], introduced the C, in the specific context of regression and the
problem of selecting the number of variables that one wants to use in the model.

Akaike, in [2], proposed the Akaike Information Criteria (AIC) in a rather general
setting. The idea is to choose the number of parameters N in order to minimize
—2.%N + 2N where %y is the maximal value of the log-likelihood, see [3]. In our
framework of Gaussian white noise and sequence space model, i.e. a Gaussian noise
with a known variance, then AIC and C), are equivalent. There exist now a very large
number of criteria many of them related to AIC, see [119, 90, 111] or the Bayesian
Information Criteria (BIC) in [118].

Stein, in [121], proposed his well-known version of URE as the Stein Unbiased
Risk Estimation (SURE). The results are specific to the Gaussian framework.

Nowadays, C,, AIC, BIC are all used as basic data-driven choices for many sta-
tistical models and in several standard softwares.

This idea appears also in all the cross-validation techniques, see the Generalized
Cross-Validation (GCV) in [36].

In inverse problems, the URE method is studied in [25], where exact oracle in-
equalities for the mean square risk were obtained.

In this setting, the functional

oo

UXA) =Y (1-N)*(XE—€*of)+ € Y, oA} (1.59)
k=1 k=1

is an unbiased estimator of R(0,A) defined in (1.34).
R(6,A)=Eoq% (X,A), VA. (1.60)

The principle of unbiased risk estimation suggests to minimize over A € A the func-
tional %/ (X,A) in place of R(6,4). This leads to the following data-driven choice
of A:
Ay, =argminZ (X,A) (1.61)
AEA

and the estimator 6,),,

defined by
0F = A; X (1.62)
Let the following assumptions hold. For any A € A
(A1) 0< ) OPA} < oo,  maxsup|X| <1,
=1 AEA

and, there exists a constant C > 0 such that,

=

(a2)  Yoia<c
k=1

454
o Ay -

T
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Assumptions (A1) and (A2) are rather mild, and they are satisfied in most of the
interesting examples. For example, they are trivialy true for projection estimators.
Since |A] < 1, we also have

4,4 4,2
Y ot <Y ol AL,
=1 =1

and Assumption (A2) means that both sums are of the same order. The sums
ety ot At and €* 35| oA} are the main terms of the variance of % (X, ).

The Assumption (A1) is quite natural. The first part of (A1) is just to claim that
any estimator in A has a finite variance. The second point follows from (1.34) the
remark that the estimator 6 (A ) with at least one A; ¢ [0, 1] is inadmissible. However,
we included the case of negative bounded A, since it corresponds to a number of
well-known estimators, such as some kernel ones.

Denote
- ~1/2
() =supot i { 3, ot}
k=1
and
= A).
p=maxp(2)

Although the main results of this section hold for general p, usually think of p as
being small (for small €).

Denote also 2

g— <maXAeA Y1 GJ%I?)
= . o 5432 )
min; cp X O A
M= exp{—1/p(A)},
AEA
and

Ly = log(DS) + plog*(MS).

Note that L is a term that measure the complexity of the family A and not only its
cardinality D.
We obtain the following oracle inequality.

Theorem 1.7. Suppose o, = kP, B > 0. Assume that A is finite with cardinality D
and checking Assumptions (Al)-(A2). There exist constants Y1,y > 0 such that for
every 0 € (% and for the estimator 0}, defined in (1.62), we have for B large enough,

E|[0e = 017 < (14 1B~ ) minR(0,4) + B’ Ly 0(B’Ly),  (163)

where

o(x) = maxsup sz)LkzI{ Y 6747 <xsup G,fﬂtkz} , x>0.
AEA i—1 k
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Proof. The proof of this theorem may be found in [25].

This result has been extended to the non-compact case in [22].

Function (x) may appear a bit unclear. It depends on the degree of ill-posedness
B of the inverse problem and the family of estimators. However, in many examples,
it is bounded (up to a constant) by x2P (see Examples in [25]). Thus the remainder
term in the oracle inequality is usually of order £2L3\B A

By assuming hypothesis on the behaviour of D and S when ¢ is large, one may
obtain an asymptotic exact oracle inequality.

Consider the following family of projection estimators.

Example 1.4. Projection estimators. Let 1 < N; < ... < Np be integers. Consider
the projection filters A* = (4],AJ,...) defined by

M=Ik<N), A}=Ik<N:), ..., AP =1(k<Np), k=12,... (1.64)

Suppose also, a polynomial behaviour for S = O(¢ "), for some r > 0 and D =
O(e™"), for some v > 0. We have log(DS) = O(log(1/¢€)). As noted Assumptions
(A1) and (A2) are always true for projection estimators. Note also that here w(x) <
Cx*P and

Lp < C (log(DNp/Ny) + Ny 'log*(Np/Ny)) .

We have the following corollary.

Corollary 1.1. Assume that A = (A1, ..., AP) is the set of projection weights defined
in (1.64). If D = D(€) and Ny = N, (€), Np = Np(¢€) are such that

log(DNp /N
lim og(DNp/Ny)

Jim TS =0 (1.65)

then for every 0 € (% and for the estimator 0y, defined in (1.62), we have

Eg| 65 — 0> < (1+0(1)) inf R(6,4),
A€EA

where o(1) — 0 uniformly in 6 € (2.
Proof. The proof of this theorem may be found in [25].

In other words, Corollary 1.1 states that the data-driven selection method A )., be-
haves itself asymptotically at least as good as the best projection estimator in A.

As noted, a major contribution of oracle inequalities is that they usually allow
to construct rather easily minimax adaptive estimators. One just has to construct
carefully a family of projection estimators which allows to attain the optimal rate of
convergence.

Theorem 1.8. Suppose o, < kP, B > 0. Assume that A = (A',... AP) is the set of
projection weights defined in (1.64). Choose N; = j, j=1,..., €72, Assume that 0
belongs to the ellipsoid © (o, L), where a = k%, a¢ > 0, L > 0, defined in (1.40).
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Then the URE estimator 0, defined in (1.62) verifies, for any o« > 0 and L > 0, as
e —0,
sup E@”ere _ 9”2 < C84a/(2a+2ﬁ+l).
0cO(a,L)
This rate is optimal (see Theorem 1.5).
Thus, the URE estimator is then minimax adaptive on the class of ellipsoid.

Proof. The first part of the proof is based on Theorem 1.7. As noted Assump-
tions (Al) and (A2) are always true for projection estimators. Moreover, here
S=0(e =1, D= 0(e7?) and w(x) < Cx*#. The remainder term is then of order
e2log?P1(1/¢).

The second part is just checking that the best projection estimator in A attains
the optimal rate of convergence. This is true by Theorem 1.6 which gives the opti-
mal choice N = g¢~2/(2¢+2B+1) Remark also that the remainder term is then much
smaller than the optimal rate of convergence.

Remark 1.33. Theorem 1.8 may very easily be modified in order a sharp adaptive
estimator, i.e. minimax adaptive which also the exact constant. One just has to re-
place the projection family by the Pinsker family, which is minimax on ellipsoids
(see Theorem 1.5).

Remark 1.34. One may note that even if we have obtained a very precise oracle in-
equality in Theorem 1.7, the URE method is in fact not so satisfying in simulations.
In the case where the problem is really ill-posed, the URE method is in fact not
stable enough (see Section 1.3.3.3).

This behaviour, may also be understood, by looking at the results and the proof
of Theorem 1.7. These remarks lead to the idea of choosing the bandwidth N by a
more stable approach (see Section 1.3.3.2).

Comments

Data-driven choices. One of main difficulties in adaptation or oracle results is
that we deal with data-driven choices of N. Thus, the risk of the estimator is
very difficult to control since it depends on the observations through X and also
through the data-driven choice of A *(X). This really changes the structure of the
estimator. For example, a linear estimator O(A) with a data-driven choice of A*
is no more linear. The same remarKk is true for the unbiased risk estimator, which
is no more unbiased for a data-driven choice A *.

More difficult proofs. This remark is clearly one of the main difficulty when deal-
ing with data-driven choices of N. Thus, adaptive estimator or oracle inequality
are usually more difficult to obtain than rates of convergence results for a given
estimator.

Proof of an oracle. We will see this influence in the proof of Theorem 1.9. In-
deed, one has to deal carefully with remainder terms depending on a data-driven
choice A*.
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The very important following lemma is used in the proofs of Theorems 1.7 and 1.9.
It may be found in [25]. It allows to control the deviation of the centered stochastic
term. This version is not sharp enough to obtain very precise results (see proof of
Theorem 1.9). However, it allows to understand the behaviour of the main stochastic
term.

This kind of lemma linked to large deviations and exponential inequalities is
usually very important in adaptation or oracle inequality results. One needs to study
more carefully the behaviour of the stochastic term, and not only control its variance,
which is usually enough in rates of convergences results. These inequalities are also
linked to the concentration inequalities, see [124].

Let

= (V2v]) 1ka -1

where the sums |[v||> and ¥, vi(? — 1) are understood in the sense of mean
squared convergence. Define

m(v) = sup|vi|/[v]].

Lemma 1.7. We have, for k > 0

exp (72(1{'2_,()) for 0 < v2m(v)x < K,

P(n, >x) <
(> ) for v/2m(v)x > K.

(1.66)

eXpl~ 2\/2(1+lt*1)m(v)

Proof. Using the Markov inequality and the formula

—log(l —x) i);

1

one obtains, for any 0 < ¢ < [v/2m(v)]~!, since {&} are i.i.d. standard Gaussian,

P{n, >x} < exp(—tx)Eexp(tn,)
i tv;i 1 \/2tv,
= exp(—1x) exp{ log(l ) }
1 VAN I

enmen{E51(20)

k=2i=1

o k,m (IIVII)2<IIVIII> }

1z
< exp(— exp{m2 i 2k [V2tm(v)] }
U

= exp(—1x)exp

k2

< exp(—tx)exp

ol [1— V2im(v)] - ¢2;(V)}'

2m?(v
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Minimization of the last expression with respect to ¢ yields

X

P {1, > x} <exp[u(x)], ov(x) = Zm;(v) log[1 +v2xm(v)] — V2m(v)’

Note that for u > 0 we have

1 Tu 1 oy? u?
log(1 —u= - dr < — dt=— :
og(l+u) —u ”/o ( 1+w> ’ /0 14" T2(1 1)

Thus
2
< —
Plx) < 2(1+ \/me(v)) ’
and we obtain
P{7 © Vx>0 6
< — . .
{"V>x}\eXp{ 2(1—|—\/2xm(v))}’ r (1.67)
It is easy to see that
B x? <{ —x2/2(1+ k), V2m(v)x < K,
201+ v2xm(v)) L =x/2vV2(1+ Kk Hmv)], v2m(v)x > k.

Remark 1.35. There exist two different behaviours for 7,,.

The first one is a Gaussian behaviour ﬁv ~ A(0,1), when x is small, i.e. for
moderate deviations.

If 1, was really .#"(0, 1), the exponential term should be with a constant 1/2 and
not 1/2(1+ k).

The second behaviour, for large x, i.e. for large deviations, is a Chi-square, cen-
tered and dilated by influence of v; (exponential).

1.3.3.2 Risk Hull Method

In order to present the risk hull minimization, which is an improvement of the URE
method, we restrict ourselves to the class of projection estimators. In this case, the
URE criterion may be written

oo

N
%XN)= Y (X—¢c'cf)+e* )y of.
k=N+1 k=1

This corresponds in fact to the minimization in N of

= oo

N
RX,N)= Y (Xf—¢€*op)+e* Y op— D (Xf—¢€’op)
k=N+1 k=1 k=1
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and then
_ N N
R(X.N)=-Y X7 +2¢* ¥ of.
k=1 k=1

There exists a more general approach which is very close to the URE. This method
is called method of penalized empirical risk, and in the context of our problem it
provides us with the following bandwidth choice

_ _ N N
N=argminRpen(X,N),  Rpen(X,N)= {_ S xi+ery o+ pen(N)}, (1.68)
- k=1 k=1

where pen(N) is a penalty function. The modern literature on this method is very
vast and we refer interested reader to [8]. The main idea at the heart of this approach
is that severe penalties permit to improve substantially the performance of URE.
However, it should be mentioned that the principal difficulty of this method is related
to the choice of the penalty function pen(N). In this context, the URE criterion
corresponds to a specific penalty called the URE penalty

The idea is usually to choose a heavier penalty, but the choice of such a penalty is a
very sensitive problem, and as we will see later, especially in the inverse problems
context.

In [26], a more general approach is proposed, called Risk Hull Minimization
(RHM) which gives a relatively good strategy for the choice of the penalty. The
goal is to present heuristic and mathematical justifications of this method.

The heuristic motivation of the RHM approach is based on the oracle approach.

Consider here only the family of projection estimators é(N ),N = 1. Suppose
there is an oracle which provides us with ;. In this case the oracle bandwidth is
evidently given by

Ny = argn}\ilnr(X,N), where r(X,N) = ||O(N) — 6.

This oracle mimimizes the loss and is even better than the oracle of the risk. Let us
try to mimic this bandwidth choice. At the first glance this problem seems hopeless
since in the decomposition

oo N
rX,N)= Y 67+¢€* o7&, (1.69)
k=N+1 k=1

neither sz nor §k2 are really known. However, suppose for a moment, that we know
all sz, and try to minimize r(X,N). Since & kz are assumed to be unknown, we want
to find an upper bound. It means that we minimize the following non-random func-
tional
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1(6,N) Z 07 +V(N), (1.70)
k=N+1

where V (N) bounds from above the stochastic term &2 Zk 1 0% ék It seems natural
to choose this function such that

N
Esup|e? Y of& —V(N)| <0, (1.71)
N k=1

since then we can easily control the risk of any projection estimator with any data-
driven bandwidth N*

Eq||O(N*) — 0] <Egl(0,N*). (1.72)

This motivation leads to the following definition:

Definition 1.13. A non random function £(6,N) is called risk hull if

Eg sup[r(X,N)—£(6,N)] <O0.
N

Thus, we can say that /(6,N) defined by (1.70) and (1.71) is a risk hull. Evidently,
we want to have the upper bound (1.72) as small as possible. So, we are looking for
a rather small hull. Note that this hull strongly depends on & kz

Once V(N) satisfying (1.71) has been chosen, the minimization of /(6,N) can
be completed by the standard way using the unbiased estimation. Note that our
problem is reduced to minimization of — 22’: 1 6,(2 + V(N). Replacing the unknown
Bkz by their unbiased estimates X kz — SZO'kZ, we arrive at the following method of

adaptive bandwidth choice
v < 2, .2 < 2
N =argmin|— » X +¢€ o, +V(N)|.

In the framework of the empirical risk minimization in inverse problems, the RHM
can be defined as follows. Let the penalty in (1.68) be for any o« > 0

N
V(N) = pen,y,,(N) = & Y, of + (1 +&)Up(N), (1.73)
k=1
where
Uo(N) =inf{t>0: E(nyi(ny >1)) < e*0f }, (1.74)
with
N
nv=2eY ot (E—1). (1.75)
k=1

This RHM penalty corresponds in fact to the URE penalty plus some term (1 +
o)Up(N). One may prove that (see [26]) when N — oo
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N s 1/2
Uo(N) ~ <2e420,f10g< k= 16")) . (1.76)

k=1 2no}

The RHM chooses the bandwidth N,,, according to (1.68) with the penalty function
defined by (1.73) and (1.74). The estimator 6, is then defined by

6f = 1(k < Ny X (1.77)

The following oracle inequality provides an upper bound for the mean square risk
of this approach.

Theorem 1.9. Suppose that o}, < = kP. Let RHM bandwidth choice Ny, according to
(1.68) with the penalty function defined by (1.73) and 07 the associated projection
estimator defined in (1.77).

There exist constants Cy > 0 and 8 > 0 such that for all § € (0,80] and o > 1

rhm

1 1
Eg| 6}, — 0> < (1+5) inf Ra(6,N) +C.e (54ﬂ+1+a—1>’ (1.78)
where
Ry (O,N) = Z 0} +£226k+ (14 0)Up(N).
k=N+1 k=1

Proof. Many of the details are deleted, in order to keep only the idea behind the risk
hull. The proof in its full length can be found in [26].

The proof is now in two parts:

The first part is to prove the following lemma.

Lemma 1.8. We have, for any o, > 0,

Ce?

I4(6,N) = Z Qk-i-EZZO'k-‘r L+ a)Uo(N) + -

k=N+1 k=1
is a risk hull, where C > 0 is a positive constant.

Proof. Using (1.69) and (1.70), remark that

Cce?
Esup (ny — (1 +a)Up(N)), <
N o
implies
Eg sup (r(X,N) —1(0,N)), <O0.
N
We have

Esup (y - (1+e)Uo(N)),, < S E(y—(1+a)loV),. (179
N=1
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The definition of Uy(N) in (1.74) implies
E (v —Uo(N)) ;. <E(nwI(ny > Up(N))) < €°07.

Moreover, by integrating by parts we obtain

E(ny— (1+a)Uy(N)), :/ P(ny > x)dx. (1.80)
(1+a)Us(N)
Denote by
My = & nllax (o

and

N

ZN = 84 2 G]?
k=1

Since the inverse problem is mildly ill-posed, one obtains, by use of (1.46), as

N — oo,

My = NP, (1.81)
N
Sy=ery KB = g4 NP1 (1.82)
k=1
and, using (1.76),
Uo(N) = e2N*P+1/2 /logN. (1.83)

Considering only the family of projection estimators, we get another version of
Lemma 1.7 with k = 1/4.

Lemma 1.9. We have
2 )
exp(75x21v) 0<x<4ﬂfl\]1\/’

(1.84)
3
exp (—ZO“X,IN) x> 41‘2]1\/'

P(T]N > x) <

Remark that, due to (1.81)-(1.83), Ug(N) < Xy /4My, when N is large.
We can then divide in two parts the integral in (1.80),

/ P(ny > x)dx =
J (14 a)Up(N)

Sy -
= /4MN P(nn > x)dx+ /2 P(ny > x)dx. (1.85)
(1+0)Up(N) 1

AMpy

When x > Xy /4My, we have, when N — oo,

- dx<CM, —-C =Ce°N —CN). (1.86
Lo e (= pongy A< Cvesp (€% ) =CelNPexpi-cn). (150

N
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Moreover
/oo ex <—xz>dx</w N ex (—xz)dx
travom T\ 53w ) S Javauw) (1+a)Uo™) TP\ 53y
2 2
< 53N exp _(I+a)“Uo(N) .
2(14 o)Uy(N) 52N

Thus, using (1.76), we obtain

[ (52, )
€X — X
(14+0)Up(N) P 52N

N 4
< Cy/Zyexp (—§(1+a)2log<2“fk )) (1.87)

2noy|

Using (1.82), remark that the term in (1.86) is smaller than the one in (1.87), as
N — oo, Using (1.79), (1.80) and (1.85), we then obtain

Esgp(mv— (1+a)Up(N)), < i Ce’exp (— @(1 +a) - ;) log(N)> .

Thus, for o large enough (o > 2), the term is then summable in N and we obtain

Ce?
Esup (ny — (1 +o)Up(N)), < )
N a
The proof for o > 0 small is much more technical and based on chaining arguments
(see [26]).

In the second part of the proof of Theorem 1.9, we need to prove that we are able to
minimize this risk hull based on the data. Since /,,(0,N) is a risk hull for any u > 0

we have
2

Ce
1u(6,N) = Z 6k+5220k+ (1+wWU(N)+ (1.88)
k=N+1 k=1 u
and therefore
Eg|6(Nym) — 011> < Egly (6, Nyjum).- (1.89)

On the other hand, since N,,,, minimizes Epen (X,N), we have for any integer N
EgR pen(X,Nyin) < EgRpen(X,N) = Roi(6,N) — |0 (1.90)

In order to combine the inequalities (1.89) and (1.90), we rewrite (6, Nyy) in
terms of R pen (X, Ny ),

CZ
(0, Nytn) = Rpen(X, Nyp) + |02+
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Nem Nypn
+2¢ 2 Gk6k§k+82 2 O-kz(ékz_ 1) - (a_.u)UO(thm)-
k=1 k=1

Therefore, using this equation, (1.89) and (1.90), we obtain that for any integer N

A 2 C£2 Ny
Eg||0(Nyjm) — 0] < Ra(60,N) + u +Eg2¢e Y, 0i0&
k=1

thm
+E6 82 Z O-kz(ékz_ 1) - (a_“)UO(thm) .
k=1

The next step is to control the last two terms in the above equation. This part of
proof is not done here (see [26]).

This control should be done for any data-driven choice N * (or N,4,;,), this is why
these terms are difficult to control. Moreover, to get a sharp oracle inequality, one
has to be rather precise.

The first term, of the last two terms, may be included in the left term (the risk
of the RHM estimator) and in the remainder term. However, this part of the proof
is one of the more delicate. One really has to control this stochastic term for any
data-driven N* (see [26]).

The second term, of the last two terms, is very close to Lemma 1.8 and its proof.
Thus, we may use again the risk hull in order to control it.

As noted, a major contribution of oracle inequalities is that they usually allow to
construct rather easily minimax adaptive estimators. Here the proof is very simple
because the family of estimators corresponds to all possible choices of N.

Theorem 1.10. Suppose o = kP, B > 0. Let RHM bandwidth choice Ny, accord-
ing to (1.68) with the penalty function defined by (1.73) and 0}, the associated
projection estimator defined in (1.77).

Assume that 0 belongs to the ellipsoid ©(c,L), where ap < k%, o« >0, L >0,
defined in (1.40). Then the RHM estimator 0}, verifies, for any o > 0 and L > 0,
as € — 0,

sup EGH ;;zm o GHZ < C84a/(2a+2[3+1).
0cO(a,L)
This rate is optimal (see Theorem 1.5).
Thus, the RHM estimator is then minimax adaptive on the class of ellipsoid.

Proof. The proof is a direct consequence of Theorem 1.6 and 1.9. One has to note
that, due to (1.83), Ug(N) = o(e2 34, 67) as N — 0. Asymptotically, the RHM
penalty is negligible as compared to the URE penalty. Thus, the penalized oracle
Ry (6,N) on the right hand side of Theorem 1.9 still attains the optimal rate of
convergence.

Remark 1.36. In order to construct a sharp adaptive estimator on ellipsoids, one has
to obtain results for the Pinsker family. The RHM method has been extended to the
Pinsker family in [99].
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Comments

Penalized oracle. We have an oracle inequality but with a penalty term on the
RHS. This is usually called a (penalized) oracle inequality. This is standard in the
penalized empirical risk approach. At the first sight, the result may look weaker
than in Theorem 1.7. Indeed, the main term is a penalized oracle here when it
was the true oracle in Theorem 1.7. However, here the remainder term is bet-
ter. In Theorem 1.7, the remainder term depends on the cardinality and on the
complexity of the family of estimators. In Theorem 1.9, there is no such price,
and moreover the family may be infinite. However, as will be explained by sim-
ulations in Section 1.3.3.3, the even more important point is that the constant is
much more under control than in Theorem 1.7.

Natural penalty. By (1.76) the penalty Ug(N) is almost of the order of the stan-
dard deviation of the empirical risk. This seems rather natural, since it really
controls the behaviour of the empirical risk, i.e. not only its expectation but also
its standard deviation.

Second order penalty. We have Uy(N) = o(e2 31, 62) as N — oo, since (1.83).
We add a penalty (see (1.73)) which is small compared to the URE penalty. In
fact, the RHM penalty may be thought as the URE penalty plus a second or-
der penalty. From an asymptotical point of view, there is no real difference be-
tween the URE and the RHM. Thus, the two methods should be very close. A
consequence of the previous remark, is that the (penalized) oracle inequality is
then (asymptotically) as sharp as the one in Theorem 1.7. Asymptotically, one
may obtain exactly the same results, since the penalty is smaller. Thus, minimax
adaptive estimators may be constructed directly (see Theorem 1.10).

Direct problem. In the direct problem (A = I), i.e. in Gaussian white noise model,
due to (1.76), the penalty is then:

Pen,(N) = 2N + (1+ o) Up(N),

where
N\ 12
Up(N) ~ <284Nlog 2ﬂ> .

One may see that we really add a second order penalty.

Difference between RHM and URE. On the one hand, the previous remarks show
that the RHM penalty is equal to the URE penalty plus a small term (compared
to the URE penalty). On the other hand, there exist main differences between the
two estimators, especially in the case of inverse problems. RHM is much more
stable than URE (see Section 1.3.3.3). Moreover, in the simulations, it is always
more accurate, even in the direct problem. However, the difference is much more
important in ill-posed framework.

Asymptotics in inverse problems. One of the reason for its instability is that
URE is based on some asymptotical ideas. In inverse problems, usually N is
not very large, due to the increasing noise. Indeed, in the ill-posed context, the
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term oy — oo. It means that the noise is really increasing with k. One has to be
very careful with high frequencies. More or less, it is very difficult to choose a
large number of coefficients N. On the one hand, the minimax theory, claims that
the optimal choice of N is going to infinity in nonparametric statistics (see for
example Theorem 1.6). On the other hand, the choice of N cannot be too large,
otherwise, in real inverse problems the noise will explose.

Thus, one has to be very careful with asymptotics in inverse problems.

Penalty computed by Monte Carlo. The penalty Uy(N) may be computed by
Monte Carlo simulations. Indeed, the definition of Uy(N) in (1.74) has no ex-
plicit solution. There exists an approximation of Uy (N) in (1.76), but it is true for
N large enough. As noted, N is not so large in inverse problems. Thus, a more
careful and accurate way to compute Uy(N) is by use of Monte Carlo. It is a bit
time consuming, but it is done only once for one given inverse problem.

Explicit penalty. By use of RHM we obtain, an explicit penalty which comes
from the proof of Theorem 1.9. It is really by looking inside the proof of Lemma
1.8 that one may understand the penalty form. The constraint, that one wants to
have a risk hull really help in choosing such a penalty.

Another very important point, is that after, this penalty may be used directly
in simulations. The method, really gives, an explicit penalty. There is no gap
between the penalty needed in Theorem 1.9 and the one used in the simulation
study.

1.3.3.3 Simulations

In order to illustrate the difference between direct and inverse estimation, we will
carry out a very simple numerical experiment. Obviously, we cannot compute it for
all @ € ¢%. Therefore, let us take 6, = 0 and compute the ratio between the risk
and the risk of the oracle for two cases o, = 1 and oy = k. The first case corre-
sponds to classical function estimation (direct estimation), whereas the second is
related to the estimation of the first order derivative of a function (inverse estima-
tion). Notice that in both cases the risk of the oracle is clearly infy R(0,N) = &2
since argminy R(0,N) = 1.

In order to study the performance of the URE, we generate 2000 independent
random vectors of y/, j = 1,...,2000 with the components defined by (1.5). For each
vector we compute N, (y/) and the normalized error ||O[N,.(y/)] — 6]||*/&> and
plot these values as a stem diagram. We also compute the mean empirical bandwidth
Nemp and the normalized mean empirical risk R, by

1 2000 1 2000

_ j _ A j 2
Nemp = 2000 p=A Nure()’j)a Remp = 200082 p=A ||6[Nure(yj)] - GH .

Let us discuss briefly the numerical results of this experiment shown on Figure
1.1. The first display (direct estimation) shows that the URE method works reason-
ably well. Almost all bandwidths N, (/) are relatively small (their mean is 1.98)
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Fig. 1.1 The method of unbiased risk estimation

and the normalized error is 3.72. The second display shows that the distribution of
Nyre (yj ) changed essentially. Now the mean bandwidth is 5.95 and there are suf-
ficiently many bandwidths N,,.(y/) greater than 20. This results in a catastrophic
normalized error around 2000.

In this section, we present some numerical properties of the RHM approach. We
will study in a more general context than the previous no-signal one, i.e. 6; = 0.
Numerical testing of nonparametric statistical methods is a very difficult and deli-
cate problem. The goal of this section is to illustrate graphically Theorem 1.7 and
Theorem 1.9. To do that, we propose to measure statistical performance of a method
N* by its oracle efficiency defined by

eor(0 N*)_ianEg||é(N)—6||2
e Eo|[6(N*) - 0]

If the oracle efficiency of a method is close to 1 then the risk is very close to the risk
of the oracle.

It should be mentioned that we use the inverse of the previous ratio since we want
to get a good graphical representation of the performance. We have just seen in the
previous part that the ratio can vary from 1 to 2000 for the URE method. This results
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in a degenerate plot. Therefore, in order to avoid this effect, we use this definition
of the oracle efficiency e,,(0,N*).

Since it is evidently impossible to compute the oracle efficiency for all 6 € (2,
we choose a sufficiently representative family of vectors 0. In what follows we will
use the following family, with polynomial decreasing,

e _ ag
K70 (kywym

where € is the noise level, a is called amplitude, W bandwidth, and m smoothness.

We shall vary a in a large range and plot e,,(6%,N*) as a function of a which is
directly related with the signal-to-noise ratio in the model considered. In a statistical
framework a? would be n the number of observations. The parameters m = 6 and
W = 6 are fixed. Many other examples of (W, m) were looked at, simulations showed
that the oracle efficiency exhibits similar behaviour.

Two methods of data-driven bandwidth choice will be compared: the URE and
the RHM with o = 1.1. One may note that for these methods e,,(0%,N*) does not
depend on €. This function was computed by the Monte Carlo method with 40000
replications.

We start with the direct estimation where o} = 1. Figure 1.2 shows the oracle
efficiency of the URE (left panel) and the oracle efficiency of the RHM (right panel).
Comparing these plots, one can say that both methods work reasonably well. Both
efficiencies are very close to 1. The risk of URE method is around 1/0.75 = 1.33
times the risk of oracle, when RHM method is around 1/0.82 = 1.22 times the
oracle. Thus RHM is always better than URE, but the ratio is something like 5% to
10%.

However, if we deal with an inverse problem (o, = k), we can already see a
significant difference between these methods. The corresponding oracle efficiencies
are plotted on the left and on the right panels of Figure 1.3. For small values a
the performance of the URE is very poor, whereas the RHM demonstrates a very
stable behaviour. For very large a = 500 the oracle efficiency of the URE is of order
0.16, which means that its risk is around 6 times the one of the oracle. For smaller
a = 100, it is around 10 times the oracle. In the meantime, the RHM has always an
efficiency greater than 0.4 and usually around 0.5, i.e. 2 times the risk of the oracle.

The last Figure 1.4 deals with the case when the inverse problem is more ill-posed
(0x = k) . In this situation the URE fails completely. Its maximal oracle efficiency
is of order 3 * 10™%, i.e. 10000 times the oracle. Nevertheless, the RHM has a good
efficiency (greater than 0.3). Its risk is then around 3 times those of the oracle.

Another remark is that the RHM is really stable compared to the increasing de-
gree of ill-posedness 3 of the problem. The efficiency is worse when the inverse
problem is more difficult, but it is always reasonable. The behaviour of URE is
completely different, it really exploses with f3.

One may also see that URE is really based on asymptotic ideas. Indeed, its oracle
efficiency is highly increasing with the amplitude a. On the other hand, RHM is
stable, and does not rely on large values of a.
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This simulation study, shows that there is a huge difference between the two
methods, at least in inverse problems. This may be surprising, since the RHM
penalty, was supposed to be of second order. Then, the two methods should be
closely related. However, this point of view, mainly relies on asymptotic ideas. As
noted before, in inverse problems, one has to be really careful with asymptotics. This
may really be seen here, where these two methods have a very different behaviour.

In the context of Theorem 1.7 and Theorem 1.9, this example shows also that
the constants which appear in the remainder terms are quite different. The one in
Theorem 1.9, seems to be small and really under control. While the one in Theo-
rem 1.7, C, is in fact really large. Unfortunately, it means that the terms which are
asymptotically small in Theorem 1.7 may dominate the risk of oracle.

1.3.4 Universal Optimality

1.3.4.1 Blockwise Estimators

In this section, we present a more general approach to optimality. Namely, we con-
struct a sequence of weights A ;bs such that the penalized blockwise Stein estimator

Ops = 0 (A,s) satisfies both some exact oracle inequalities (for typical examples of
classes A) and the (sharp) minimax adaptivity property (Definition 1.12) (for a large
scale of classes O,).

An important fact is that the estimator does not belong to either of the typical
classes A but it outperforms the oracles Ay corresponding to these classes. This
property can be called universal optimality over a large scale of classes A. This
point of view is different from the model selection ideas in Section 1.3.3, where the
data-driven choice take its values in the family A.

An important point here, is to find a large family A in order to obtain oracle in-
equalities valid for many different estimators. The first step is close to the approach
of unbiased risk estimation. Indeed, one would like to minimize the criteria % (X, 1)
on such a family.

What is the reasonable set of A where the minimization of %/ (X,A) should be
done? Minimizing % (X, A) with respect to all possible A yields A, = (1 — &2 /X?)
or &y = (1 —&2/X?)+ if we restrict the minimization to A € [0, 1]. It is easy to see
that the risk of the estimator {A4;X;} is diverging if the sum is taken over all k and
is at least as great as £2N if one considers the sum over k < N for some integer N in
the definition of % (X,A). Since N should be chosen in advance, such an estimator
has poor adaptation properties, and minimizing over all A makes no sense.

A more fruitful idea is to minimize % (X,A) in a restricted class of sequences,
for example over one of the classes A discussed in Section 1.2.2.

Choose A* as a minimizer of % (X,4) over A € A in order to mimic the linear
oracle on A. However, this principle is difficult to apply for huge classes, such as
Aumon, the class of monotone weights. [59] suggests the minimization of %/ (X,A) on
a truncated version of the class A,,on.
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The search for more economic but yet huge enough subclasses of weight se-
quences A leads in particular to the family of blockwise constant weights which can
interpreted as sieves over various sets of A. Blockwise constant weights have been
discussed in statistical literature starting from [44], and more recently by [47, 105];
for wavelets, see [40, 78, 67].

The key feature of our estimator is that it “mimics” the monotone oracle A§'"
defined as a solution of

R(0.25"") = min R(0,2), (1.91)
G ‘mon

where Ay, is the class of monotone sequences. Consider the class of monotone
weights sequences

Amon={A={M} P 120 >...>M... >0},
and the class of monotone estimators
O = i X,

where {A} € Apon and Xy is defined in (1.6).

If the coefficients 0; are monotone non-increasing, remark that the monotone
oracle is equal to the linear oracle.

Restrict the attention to the class Ay, since it contains the most interesting ex-
amples of weight sequences {A }. The projection weights and the Tikhonov weights
belong to A, (see Section 1.2.2). Next, typically o are monotone non-decreasing
and ay, in the definition of the ellipsoid in (1.40) are monotone non-decreasing. The
Pinsker weights also belong to A;o,. It can be shown that some minimax solutions
on other bodies in £2 than ellipsoids (e.g. parallelepipeds) are also in Ay, see [31].

We are looking for an adaptive estimator 0* = (6}, 65,...) of the form

0F = Af X,

where A} are some data-driven weights.

A well-known idea of choosing A * is based on the unbiased estimation of the risk
by minimizing criteria % (X,A) defined in (1.59) among the family A (see Section
1.3.3.1). The difference here is that the class A is not some given class of estimators
(projection, Tikhonov,...) but the very large class A ,,, of monotone estimators.

However, as noted before, this class A, is maybe too large. Consider instead,
the class A, of coefficients with piecewise constant A; over suitably chosen blocks.

Define the class of blockwise estimators

O = A Xi,
where A € A, is the set of piecewise constant sequences,

Ap={A €L :0< M <L A=Ay, Vk €1;, 4 =0,k > Ny},
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where I; denote the block /; = {k € [kj_1,k; —1]},j =0,...,J — 1 and J, Ny,
Kj, j=0,...,J, are integers such that ko = 1, Ky = Npax + 1, K; > K.
Denote also by T; = K; — K;_1 the size of the blocks [}, for j =1,...,J.

1.3.4.2 Stein’s Estimator

In this section, we change to a slightly different model in order to present and discuss
the so-called Stein phenomenon. This problem goes back to the work of [120], and
has been extended since. However, it is still one of the most surprising result in
statistics. This section is based on [18, 129].

Consider the following model, which is a finite version of the sequence space
model in the direct case (i.e. by = 1),

V=0 +e&, k=1,....d, (1.92)

where d is some integer, {&;} are i.i.d. .#7(0,1). The statistical problem is to esti-
mate 6 based on the data y.

In this simple situation, the Maximum Likelihood Estimator is then émle =y.
This estimator was believed, to be the best possible estimator in this context. Its risk

1S
R(0,6,,.) = €*d, V6 c R,

However, [120] discovered a very strange phenomenon. Indeed, he constructed an

estimator, the Stein estimator
2
A~ e“d
05 = (1— 2) v, (1.93)
Il

for which we have, see proof of Lemma 3.10 in [129],
N 1
Eg||6s — 0> = d — e*d(d — 4)Eq <|| ”2) ,
y

and
e*d(d —4)

Egl|0s—0|* < £’d — 1012+ e2d”

(1.94)

Thus, the main result in [120] is thatif d > 5,
Eo||0s— 0> <Eqly— 6|, VO R

This very surprising result proves that the MLE estimator y is not even admissible
(ford > 5).

Written in a slightly different framework, [120] discovered that the Stein estima-
tor is better at each point 6 € R4 than the mean X (for d > 5).

Looking carefully at (1.94), note that the improvement on y is by a constant at
point 6 = 0, but also if ||0]| < . However, when 6 is larger, the improvement is



78 Laurent Cavalier

of second order. Nevertheless, this is an asymptotical point of view, and the gain is
valid for any 6 € R?.

Several versions of the Stein estimator have been defined since then, many of
them which improved on the basic estimator. One example is the positive Stein

estimator 5
N d
6, = <1— . 2> y. (1.95)
I¥17/

The following result may be found in Lemma 3.9 in [129], forall d > 1,
Eg[ 6, — 0]* <Eo||65s— 0], V6 cR".

Another famous version is the James-Stein estimator (and its positive version),

. e2(d—2
QJS—(I— ( 2)>y,
[yl

see [76], which is better than the MLE estimator y even for d > 3.

Remark 1.37. The (positive) Stein estimator has an effect, even if still very surpris-
ing, which may be understood. On the one hand, when the whole signal ||y|| % is large
(compared to £2d), then one may rely on the data, and estimate 0 by something very
close to y. On the other hand, if ||y||? is small, then one estimates 6 by something
close to 0, or even equal to 0 if ||y||? < &2d. The information on the whole sequence
{>r} helps in estimating a single coefficient 0y in a better way than just by using yy.

Moreover, the Stein estimator has a role of moving the data y to O by some factor.
This effect is known nowadays as the Stein shrinkage. The idea is that one shrinks
the observations, more or less, towards 0 in order to improve on y.

The ideas of Stein have been very successful and popular among statisticians. More-
over, since Stein’s result is valid in large dimensions d, his ideas are still the topic of
a vast literature in nonparametric statistics, where d is very large, even infinite, see
[41, 14,77, 17,31, 18, 97, 114, 129]. The main common point among these papers,
is to try to estimate the infinite sequence {6y} by using block estimators, as sieves,
see Section 1.3.4.1. Then on each of these blocks, the idea is to estimate the coeffi-
cients 0y by use of the Stein estimator. As already noted, the nonparametric context
is well suited, since then the blocks will be large, and Stein’s estimator successful.
One of the main difficulties is then related to the choice of the size of the blocks.

1.3.4.3 Blockwise Stein’s Rules

The construction of the estimator 6, is the following.

Divide the set of coefficients 6y, into blocks in a proper way, and apply a penalized
version of Stein’s estimator on each block. The penalty should be rather small but
non-zero. The same construction with non-penalized Stein’s estimators can be also
implemented, but leads to more limited results (see [31]).
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Note that the solution A}, of the minimization problem

“Z/(X,MY)ZAHSAI})%(X,M

is given by A}, = (A, A],...), where

2
1—, .0 kel j=1,...
Af = ( ||X||<2,))+’ Sl j=Lndi (1.96)
07 k>Nmax7

with xy = max (0,x),

=Y ot |X[3=3 X2
kEIj kEIj

and
maxkgj sz
An= g o2
kG]j k
The weights (1.96) define a blockwise Stein rule. The blockwise Stein estimator is
0F = A Xy,

where A = {4/} is defined in (1.96).
However, for mildly ill-posed inverse problems, the estimator 6, can be modified
to have better properties.

We now modify the weights A and define A7, by
5 (1+p))
) J i
Af = (1 X112, +7’<€1m 1,....J,
0, k > Npax,

where 0 < p; < 1 is some penalty term.

Finally, the estimator has the form 6, = (0}, 65,...) where

I3 (1+p)) .
(1 U\TXH%.; X, kel j=1,....J,
J +

0, k > Ninax.

0 = (1.97)

This estimator is called the penalized blockwise Stein estimator.

Remark 1.38. The penalizing factor (14 p ;) forces the estimator to contain fewer
nonzero coefficients 6;° than for the usual blockwise Stein’s rule (1.96): our estima-
tor is more “sparse”. The general choice of the penalty p ; will be p; = A;‘, where
0 < a < 1/2. The assumption a < 1/2 is important. Intuitively, this effect is easy to
explain. If b; decreases as a power of k we have:



80 Laurent Cavalier

standard deviation(Z;) /expectation(Z;) =< A (1 ]./)2

where Z; is the stochastic error term corresponding to jth block. Hence, to control

the variability of stochastic terms, one needs a penalty that is slightly larger than
A<1j/)2‘
More general penalties are presented in [31].

1.3.4.4 Construction of Blocks

Introduce now a special construction of blocks I; which may be called weakly ge-
ometrically increasing blocks. In Theorem 1.11 we will show that with this con-
struction the penalized blockwise Stein estimator verifies an oracle inequality. This
construction (or some versions of it) is used by [105] but also in [58, 32, 114].

Let v be an integer valued function of € such that v > 5 and ve — e as € — 0.
A typical choice would be v, =< log(1/¢) or v, < loglog(1/¢). Let

1

Pe = logve '

Clearly, pe — 0 as € — 0. Define the sequence {x} by

1 J=0,
Kj=1< Ve ' j=1, (1.98)
K.ifl+|_vepe(1+pe)j_lj Jj=2,...,

where | x| is the maximal integer that is strictly less than x. Let N be any integer
satisfying

of <p; ) (1.99)

M=

N> max{N : g2

k=1

Then, for & small enough, N > max {N : &2 SN 02 <rPp 2}, Vr> 0.

Remark 1.39. The term N is the final value of k. After that, the estimator is always
fixed at 0. This N is fixed with the idea that the variance of a projection estimator
6 (N),i.e. &> 22’: 1 O'kz, cannot be too large. Otherwise it is not even useful to consider
larger values of N. Indeed, a good projection estimator should have a variance going
to zero.

In this special construction assume the following:

(B1) The blocks are I; = [Kj_1,k; — 1] such that the values K satisfy (1.98), and
J=min{j: k; > N} where N satisfies (1.99).
Clearly, Nyax = kj — 1 > N if (B1) holds.

(B2) The penalty is pj = A(;), where 0 < a < 1/2.

We also assume that the singular values by decrease precisely as a power of k:
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(B3) The coefficients by are positive and there exist § > 0,b, > 0 such that
b = bk P(1+0(1)), k — oo.

Theorem 1.11. Let G;bs be the penalized blockwise Stein estimator defined in (1.97).
Assume (B1),(B2) and (B3), and let r > 0 be fixed. Then:

(i) For any 0 € (* such that ||0|| < r and any 0 < & < 1 such that A, < (1 —p;) /4
for all j, we have

Egl|0),

pbs—6|\2<(1+rg)hinf R(0,4) +ce?v2P T,

mon

where ¢ > 0 does not depend on 0,¢€, and T = o(1), € — 0, T¢ does not depend
on 0.

(ii) For any A € Apon and 0 € % such that R(0,A) < r* and any 0 < € < 1 such
that A(jy < (1 —p;)/4 for all j, we have

Eo 0%, — 0] < (1+7)R(0,A) + ce2vP L.

pbs
Proof. A proof may be found in [32].

[44] consider their own block estimator, and show its sharp minimax adaptivity on
the classes of ellipsoids.

A very long discussion, concerning, size of blocks, different penalties, several
classes of functions where the estimator is minimax adaptive, may be found in [31].
The family of weakly geometrically increasing blocks is not in fact, the more precise
choice in order to get very sharp results.

Other interesting results about the penalized Stein rule may be found in [14, 17]
in the wavelet case and with heavy penalties p ; that do not tend to 0 as 7; — oo. In
particular, [14] propose to take p; =1/2—3/T; and T; = 2/, while [17] con31ders
small blocks with constant length T; ~ log(1/ 8) and p; > 4. These penalties are
too large to get exact oracle inequalities or sharp minimax adaptation, but they are
sufficient for oracle inequality and then minimax adaptivity.

Remark 1.40. Since T, = o(1), the oracle inequality of Theorem 1.11 may lead to
some asymptotic exact oracle inequality. One needs to prove then that ¢ zvgzﬁ s
small.

In this part, we apply Theorem 1.11 to show that the penalized blockwise Stein
estimator with the given special construction of blocks /; is sharp minimax adaptive
on the classes of ellipsoids.

Theorem 1.12. Let © = ©(a,L) be an ellipsoid defined in (1.40) with monotone
non-decreasing a = {ay}, ay — o and L > Q. Let the blocks I; satisfy (B1), the
penalties p; satisfy (B2), and the singular values by satisfy (B3). Assume also that
Ve Is chosen so that
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2B+1
2Pt

re(O)

Then the penalized blockwise Stein estimator 0, = {6} defined in (1.97) is
asymptotically minimax on © among all estimators, i.e.

=o(1), £ — 0. (1.100)

gugEgH s — 01> =re(©)(1+0(1)), (1.101)
€

as € — 0.

Proof. This is a simple consequence of Theorem 1.5 and Theorem 1.11. Note that
under the assumptions of Theorem 1.12, the minimax sequence of Pinsker weights
A defined in (1.42) belongs to A, Next, since a; is monotone non-decreasing,
ax — oo, and by, satisfies (B3), we have r.(©) — 0, as € — 0, by Theorem 1.5.
Hence,

supR(0,4) = ri(0) = r:(0)(1+0(1)) = o(1),

0cO
as € — 0 where we used (1.45). Thus, the assumptions of Theorem 1.11 (ii) are
satisfied for A = A” the Pinsker weights, 6 € © and r = 1 if € is small enough, and
we may write

sup Eg |6, — 0]> < (1+o(1)) supR(G,)Lp)—i-cszvgBH. (1.102)
0cO 6co

This, together with (1.100), yields

gugEeH@Zhs — 0> <re(@)(1+0(1)),
S

which is equivalent to (1.101), in view of (1.45) and of the definition of r (©).

Remark that Theorem 1.12 states the sharp adaptivity property of 6 ;b .- this estimator
is sharp asymptotically minimax on every ellipsoid @ = ©(a, L) satisfying (1.100),
while no prior knowledge about @ and L is required to define 0 ;;bs‘

Note also that the condition (1.100) is quite weak. It suffices to choose v smaller
than some iterated logarithm of 1/¢, in order to satisfy these conditions for most of
usual examples of ellipsoids ©.

Corollary 1.2. Let © = O(a, L) be any ellipsoid with monotone non-decreasing a =
{ar} such that k™ < a; < exp(opk), Vk, for some oy > 0,05 > 0,L > 0. Assume
(Bl), (B2) and (B3) with v = max(|loglog1/€|,5). Then the estimator GIbe defined
in (1.97) satisfies (1.101).

Remark 1.41. The penalized blockwise Stein estimator is thus minimax adaptive on
a very large scale of ellipsoids.
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1.3.4.5 Model Selection Versus Universal Optimality
Comments

The approach of universal optimality, and the penalized blockwise Stein estimator,
presented in Section 1.3.4 has very general and sharp properties.

Universal optimality. Theorem 1.11 shows that penalized blockwise Stein’s esti-
mator defined in (1.97) satisfies an oracle inequality on the class of all monotone
sequences Apo,. In other words, it mimics the monotone oracle in (asymptot-
ically) exact way. This immediately entails oracle inequalities on all the sub-
classes A’ C Ayon. In particular, the estimator 6;;[7& is asymptotically at least as
good as the optimal projection estimator, the optimal Tikhonov estimator or the
optimal Pinsker estimator (see Section 1.2.2).

In a sense, this is a stronger property than oracle inequalities for the “model
selection” estimators in Section 1.3.3 or [111, 82, 8, 25]. In those papers it was
possible to treat in each occasion only one class A’.

This point is really crucial for the model selection approach. Among a family of
estimators, one select the best possible one, by a data-driven selection method A *
which takes its values in A.

The penalized blockwise Stein estimator at least mimics (and in fact outperforms)
simultaneously the oracles on all these classes A’. This behaviour may be called
universal optimality. One has then a universal estimator which is as good as most
of the standard families of linear estimators.

Universal adaptivity. Another point is that, no “ellipsoidal” structure appears in
the definition of Ol’;bs. In fact, minimax results similar to Theorem 1.12 can be
formulated for other classes than ellipsoids (for example, for parallelepipeds),
provided the minimax solution A is a monotone non-increasing sequence, see
[31]. The penalized blockwise Stein estimator is thus minimax adaptive on a
very large scale of classes of functions.

In a way, it is universally adaptive.

Non-linearity property. A last remark, is that the penalized blockwise Stein esti-
mator is in fact, a non-linear estimator. Moreover, 6 ;hs does not even belong to
the class Ayon.

It is well-known that on some classes of Besov classes with rather unsmooth
functions, one needs non-linear estimators, for example wavelet thresholding,
since linear ones are suboptimal, see [41]. [31] showed that O ;bs is (almost) op-
timal on these classes of unsmooth functions. The penalized blockwise Stein
estimator, due to the shrinkage and the blocks, has, in some sense, the behaviour
of a non-linear estimator.

Nevertheless, the penalized blockwise Stein estimator has some drawbacks.

Instability in inverse problems. The first one is almost the same than the URE
estimator of Section 1.3.3.1. Due to the increase in the penalty the penalized
version of blockwise Stein’s estimator is less unstable than the URE estimator.
However, one really needs a condition as a fixed N,,,, defined in (1.99) in order
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to avoid too large choices of blocks. Without this condition, the method is rather
unstable in simulations.

Universal method: a constraint? A second drawback, of this universal approach
is in fact its nature. Indeed, quite often in applications, scientists want to use their
favourite method (Tikhonov, projection, v—method,...). They know, or believe,
that this method works well in their field. In a way, the model selection approach
answers to their problem. It allows to calibrate in a data-driven way (by choosing
Y, N or m) their favourite method.

On the other hand, the universal approach, by its universal definition, does not
really answer to their question. The universal optimality just proves that one very
specific universal method, the penalized blockwise Stein estimator, is as good as
their favourite method. However, this could be disappointing since they cannot
use their own method.

Penalization in inverse problems. In a way, the penalized blockwise Stein es-
timator already contained the idea that in inverse problems, penalizing slightly
more than the URE penalty was needed. Such a choice improves the accuracy of
the method. The paper [31] was in fact written after [32]. In the inverse problems
framework presented in [32] already appeared the need of stronger penalties than
URE. This point is true in theory, but also in simulations where one has to be very
careful with too large choices of number of coefficients N.

Nevertheless, after some times, the idea of penalizing slightly more than URE
was found to be successful even in the context of the direct problem, i.e. Gaus-
sian white noise. Thus, non-penalized blockwise Stein’s rule leads to an oracle
inequality which is similar, but less accurate than that of Theorem 1.11, see [31].
The study in [31] was also, in a way, deeper than in the inverse problems context.
Indeed, there is a rather long discussion concerning, the different penalties, block
sizes, and functional classes that may be studied.

The main idea was that one needed to penalize more than the URE penalty, espe-
cially in inverse problems. However, in order to get sharp theoretical results, but
also a method accurate in simulations, this penalty did not need to be too large.
Thus, this was, in a way, the first step from unbiased risk estimation to risk hull
method.

1.4 Conclusion

1.4.1 Summary

A very promising approach to inverse problems is the statistical framework. It is
based on a model where observations contain a random noise. This does not corre-
spond to the historical framework of [127] where the error is deterministic.

The optimal rates of convergence are different in the statistical and deterministic
frameworks (see Section 1.2.5).
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We have studied, in Section 1.1, the white noise model discretized in the spectral
domain by use of the SVD, when the operator A is compact. This allows to define
a measure of ill-posedness of an inverse problem, with influence on the rates of
convergence.

Several examples of inverse problems where the SVD is known were presented
(circular deconvolution, heat equation, tomography,...).

The spectral theory for non-compact operators was also developped with the ex-
ample of deconvolution on R.

In Section 1.2, the nonparametric approach and minimax point of view were
presented. This notion corresponds to the asymptotic minimax optimality as the
noise level goes to zero.

Several examples of standard regularization methods, and their counterpart as
estimation procedures by use of SVD, were discussed (projection, Landweber,
Tikhonowv,...).

The notion of source condition was introduced, with its link with ellipsoid in ¢
and standard classes of functions (Sobolev and analytic functions). The optimal rates
of convergence were given. These rates depend on the smoothness of the function
to reconstruct and on the degree of ill-posedness of the inverse problem.

In ill-posed inverse problems the rates are slower than in the direct problem,
corresponding to the standard nonparametric statistics framework.

This notion of optimality leads to some optimal choice of the tuning parameter
(N, y, or m).

However these optimal parameters are unachievable since they depend on the
unknown smoothness of the function.

This remark leads to the main point of Section 1.3. The goal is to find data-driven
choices of the tuning parameter (adaptive methods). In applications, this choice is
just done by simulations in a very empirical way. For example, one uses known
phantom images in order to calibrate, the estimator. Usually, there is no theoretical
results in order to validate this approach. Moreover, this could be very unstable
when the observed functions are different from the phantom.

The minimax adaptive approach is concerned with the construction of estimators
which attain the optimal rates of convergence for any smoothness ¢ of the func-
tion f.

The oracle approach is a second step in the problem of data-driven selection
method. The oracle is the best possible choice, in a given family of estimators,
provided we knew the unknown function. However, such a procedure cannot be
constructed, since it is not an estimator. The aim of oracle inequalities is to prove
that the estimator accuracy is close from the oracle behaviour.

There exist many different methods in order to construct data-driven choice of
the tuning parameter. One of the more natural is the idea of minimizing an estimate
of the risk (URE). The theoretical results concerning this method are satisfying.

Nevertheless, in simulations, the URE method is usually not stable enough in
inverse problems. The approach of penalized empirical risk, may be better than URE
provided the penalty function is chosen appropriately. The risk hull method (RHM)
provides one way to find a good and explicit penalty function.



86 Laurent Cavalier

Another, adaptive method is considered, based on the blockwise Stein estimator.
Again, with a slightly stronger penalty, this method is rather satisfying.

1.4.2 Discussion

The statistical approach to inverse problems is nowadays quite popular and success-
ful.

There exist some differences between the two frameworks, stochastic and de-
terministic. For example, the optimal rates of convergence are not the same (see
Section 1.2.5). Nevertheless, this difference in the optimal rates is not so important.
In a way, the two frameworks are rather related.

However, one of the major advantages of the statistical approach is that it allows
to obtain oracle inequalities and to construct adaptive estimators.

The oracle approach is thus very interesting in inverse problems. Indeed, one can
construct procedures in order to choose the best estimator among a given family of
regularization methods. This really gives some answer to a very natural problem, the
data-driven choice of the tuning parameter (N or y). From a practical point of view,
this choice is usually just done by simulations in a very empirical way. Usually, by
calibrating the method on some known phantom image. This approach may give a
rather unstable procedure.

From a mathematical point of view, the oracle approach is very interesting. In-
deed, the statistical theory is here able to give some answer to the very sensitive
problem of data-driven choice of the tuning parameter.

Another important remark is that inverse problems are difficult problems. Indeed,
we have to invert an operator in order to get the reconstruction. A main issue is then
to get very precise oracle inequalities, i.e. with a good control on the constants
of the main term, but also of the remainder term. The degree of ill-posedness of
the problem appears in the rates of convergence, but at some point, in the oracle
inequalities as well, which are thus sensitive to the difficulty of the problem.

Thus, in statistical inverse problems one has to define very precise model se-
lection methods, or choice of the regularization parameter, otherwise, due to the
difficulty of the problem, the estimator will not be accurate.

This remark is rather satisfying concerning the interest of the inverse problem
framework in statistics. Indeed, due to the natural difficulty of the ill-posed prob-
lems, the statistical study is thus very challenging. In some sense, many estimators,
or adaptive procedures, may be satisfying in the direct problem. Nevertheless, in the
ill-posed context, one has to be much more careful, and the statistical study could
really be more difficult.
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1.4.3 Open Problems

In these lectures, the results have been obtained for a very specific and restrictive
model. The model is a white noise model, with an additive and Gaussian noise.
Moreover, a strong assumption is related to the use of SVD.

There exist many different approaches in order to extend the results or to deal
with other kind of problems.

The goal of the present section is to discuss problems which are not presented in
these notes. Several of these topics have been already well-studied in the literature,
others remain more open.

Noisy Operators

One very restrictive assumption is that the operator A is perfectly known. Indeed,
in many applications, the operator is not known, or at least not completely known.
For example, in astronomical observations, point spread function may be changing
due to unknown physical conditions. This problem is also related to the well-known
problem of blind deconvolution, where one has to estimate also the convolution
kernel.

From a theoretical point of view this problem is also quite challenging. Indeed,
the operator, by its spectral behaviour, characterizes the optimal rates of conver-
gence. Thus, it is not clear, if any modification on the operator would change the
rates or not.

The case of fully unknown operator A is usually difficult. Indeed, one would need
to estimate both the operator A and the function f by using the same data.

A more natural framework is the case of noisy operator, where the operator is
not completely known and estimated using other data. This very important topic has
been the subject of several recent statistical works, see for example in [48, 97, 66,
71]. In this framework, there exist two noises, one on the operator A and one on the
inverse problem data. The main conclusion here is that, usually, the rate is the worse
possible between these two noises.

A more specific model may also be considered, where the SVD basis is known,
but the singular values are noisy. This setting appears for example in circular convo-
lution model where the SVD is always the Fourier basis, but where the convolution
kernel has to be estimated. In this situation, sharp oracle inequalities may be ob-
tained, see [27, 29, 98].

Nondiagonal Case

One of the main drawbacks is that all these methods are linked to the spectral ap-
proach. We have intensively used the SVD to diagonalize the operators. The differ-
ent regularization methods were presented for the spectral domain, even if, many of
them can be computed without the explicit use of their SVD.
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However, there is a more general situation where the operator A cannot be rep-
resented by a diagonal matrix. For example, one uses a basis, but which does not
diagonalize the operator.

In this case, several results have been obtained, such that, optimal rates of con-
vergence, adaptive estimation, oracle inequalities, see for example in [102, 97, 91].

Wavelets and Sparsity

As noted above, most of the methods are linked to the spectral approach. In many
problems, this leads to the Fourier domain. Thus, due for example to the source con-
ditions, the function to be reconstructed should have good properties in the Fourier
domain.

Another very popular approach is based on wavelets, see for example in [42]. By
using wavelets, one may usually deal with functions which are not very smooth, by
replacing Sobolev classes by Besov classes. Indeed, there exist Besov classes which
contain functions which are really unsmooth. Moreover, wavelets bases have the
nice property that rather few coefficients are large, i.e. they give sparse representa-
tions. Thus, the standard estimator is constructed by using a threshold estimator of
wavelets coefficients. This method allows to obtain adaptive estimators.

In inverse problems, wavelets have usually very good properties related to the
operator A. Wavelets bases are not the exact SVD of a given operator. However,
wavelets bases almost diagonalize many operators. Moreover by using thresholding
they have good adaptability properties, see the Wavelet Vaguelette Decomposition
(WVD) approach in [39]. This framework is thus strongly related to the previous
nondiagonal case.

There exist a very large literature in inverse problems with wavelets, see for ex-
ample in [39, 83, 78, 19, 28, 34, 79] and, with the framework of noisy operator,
[71,29].

RHM for Other Methods

The RHM is presented here for the family of projection estimators. There exist many

other regularization methods (Landweber, Tikhonov, v—methods). These methods

usually attain the optimal rates of convergence, see for example [9]. The RHM ap-

proach has been very recently extended to these families of estimators (see [99]).
The RHM is also valid in the framework of noisy singular values, see [98].

Nonlinear Operators
All the results given here are valid for linear inverse problems. In the case of non-

linear operator, the problem is much more difficult. This framework has been inten-
sively studied in the deterministic context, see [49].
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However, this problem is not yet well understood in statistics. Due to the stochas-
tic nature of the noise the nonlinear operator is more difficult to handle. Moreover,
adaptive estimation and oracle inequalities are even more involved in this frame-
work.

Some recent papers concerning the statistical study of nonlinear inverse problems
may be found in [6, 92].

Error in Variables

There exist a rather popular topic in statistics which is very closely related to our
framework, the error in variables problem. In this context, one observes

Yi:Xi—"_éh i=1,...,n,

where {X;} and {&;} are i.i.d. random variables, independent, and usually defined
on R. The goal is to estimate the probability density f of the random variable X.
Since X and & are independent, the probability density of Y is well-known to be a
convolution of the two densities of X and &.

The exist two main differences here. The first one is that the model is a density
type model, and not any more a white noise model. The second point is that the
operator is usually not compact. Indeed, the convolution is on the whole R due
to the random variables which take their values on R. However, it is well-known
that a white noise model may be considered as an idealized version of a density
model, there even exists a formal equivalence, see [107]. Thus, usually the rates
of convergence are the same in these two models, even if the mathematical proofs
could be quite different.

Formally, this model could be considered as a special case of the model (1.2).
However, the noise & should have a very specific behaviour, which is not true in the
standard white noise case, see [9].

This model of error in variables is then really an inverse problem, and is often
called the deconvolution problem in the statistical literature, see for example [52,
35, 16, 30].

Econometrics

Nowadays, the topic of inverse problems has also a growing interest in economet-
rics. The problem of intrumental variables is closely related to the framework of
inverse problems.

An economic relationship between a response variable Y and a vector X of ex-
planatory variables is often represented by the following equation

Yt:f(Xl)+Ula izla"'ana
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where the function f has to be estimated and U; are the errors. This model does
not characterize the function f if U is not constrained. The problem is solved if
E(U|X)=0.

However, in many structural econometrics models, the parameter of interest is
a relation between Y and X, where some components of X are endogeneous. This
situation arises frequently in economics. For example, suppose that Y denotes the
wages and the X includes, level of education, among other variables. The error U
includes, ability, which is not observed, but influences the wages. If a high ability
tends to choose high level of education, then education and ability are correlated,
and thus X and U also.

Nevertheless, suppose that we observe another set of data, W; where W is called
an instrumental variable for which

E(UW) =E(Y — f(X)|W) =0.

This equation characterizes f by a Fredholm equation of the first kind. Estimation
of the function f is in fact an ill-posed inverse problems.

Since the years 2000, the framework of inverse problems has been the topic of
many articles in the econometrics literature, see [54, 66, 33, 53], see also Chapter 2
by Jean-Pierre Florens in the present book.

Inverse Problems in Applications

These lectures mainly consider inverse problems from a theoretical point of view.
This is satisfying from a mathematical perspective. Indeed, one can define this kind
of problems with a rather general description. The difficulty of an inverse problem,
i.e. its degree of ill-posedness f3, is characterized by the spectral behaviour of the
operator A when k — co. Moreover, the smoothness & of the function f is also
important. These parameters give the optimal rates of convergence.

This general description is rather important. Indeed, it allows to understand the
difference between inverse problems, and the influence of the smoothness on the
accuracy of the reconstruction.

However, all these concepts are mainly just mathematical tools. They are based
on asymptotics, when k is large.

In a more applied point of view, there is mainly no difference between an in-
verse problem of degree B = 2 and a severely ill-posed problem. Moreover, many
problems which are almost unsolvable are, in applications, rather easy to deal with.
For example, a deconvolution by a Gaussian kernel (./4(0, 0'2)) is even worse that
severely ill-posed. However, if this convolution kernel, has a small variance & 2 then
the problem is very easy to solve.

On the other hand, many of the problems which appear in applications are much
more difficult than our framework with an idealized model. Even in the simple cir-
cular deconvolution, but with boundary effect, the SVD basis is not the Fourier basis
anymore. The number of data in applications is finite n and does not go to infinity.
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There is a lot of frameworks where identifiability of the model, i.e. existence and
unicity, is the main problem, before any stability results. In more realistic models,
most of the operators are not completely known and not even observed with some
additive noise.

Tomography, even based on the same operator, the Radon transform, is a world by
itself. There exist conferences and articles, on computerized tomography, positron
emission tomography, discrete tomography, quantum homodyne tomography, see
[104].

It is rather common to say, that each inverse problem is in fact a specific case,
see [117].

Numerical Aspects

The numerical aspect of the different regularization methods was not so much dis-
cussed. However, this point is of importance, especially in inverse problems. As
noted before, many of the regularization methods are expressed in the spectral do-
main (SVD) but many of them are in fact computed in a different way, without
using the whole spectrum. For example, the Tikhonov regularization is computed
by minimizing the functional (1.28). In deconvolution problems, the SVD will be
the Fourier basis, which may really be computed quite fast by use of Fast Fourier
Transform (FFT). In more difficult problems, for example Radon transform in to-
mography, the SVD could be much slower to compute, see [104, 49, 81, 130].

Moreover, iterative methods are rather popular because they also avoid the inver-
sion of a large matrix as in (1.30). This is one the reason of the interest in all these
iterative procedures, see [10].

Well-Posed Questions

One of the drawbacks of the study of inverse problems is its intrinsic difficulty.
Indeed, the optimal rates of convergence may be rather slow (see Section 1.2.4).
Even in the case of mildly ill-posed problems when the degree of ill-posedness 3
is large (even 8 = 2), the optimal rates will be quite slow. In the severely ill-posed
context it is even worse and the rates could be logarithmic. Moreover, these rates
are optimal, they cannot be improved on a given class of functions.

In a way some inverse problems are really too difficult (for example the heat
equation). One may think that in a given model there is no hope to get better results.

A rather natural idea when a model is too difficult, is to change the goal of the
problem. One tries to answer to problems that could be solved in a more satisfying
way. The main point is thus to solve more easy problems than estimating the whole
function f. For example, estimating linear functionals, level sets or change points, or
solving testing or classification problems. It is well-known, that all these problems
are more easy, i.e. have a better rate of convergence, than estimating the whole
function f, see [56].
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This point of view makes sense in problems where estimation of the whole func-
tion f seems almost beyond the scope. Thus, the idea is to find more simple tasks to
deal with. In fact, one is looking to well-posed questions in ill-posed problems, see
[117]. These are questions that may be answered in a satisfying way.
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Chapter 2

Non-parametric Models with Instrumental
Variables

Jean-Pierre Florens

Abstract This chapter gives a survey of econometric models characterized by a
relation between observable and unobservable random elements where these unob-
servable terms are assumed to be independent of another set of observable variables
called instrumental variables. This kind of specification is usefull to address the
question of endogeneity or of selection bias for examples. These models are treated
non parametrically and, in all the examples we consider, the functional parameter of
interest is defined as the solution of a linear or non linear integral equation. The esti-
mation procedure then requires to solve a (generally ill-posed) inverse problem. We
illustrate the main questions (construction of the equation, identification, numerical
solution, asymptotic properties, selection of the regularization parameter) with the
different models we present.

2.1 Introduction

Most of the econometric models take the form of a relation between a random el-
ement Y and two others random elements Z and U. Both Y and Z are observable
(we have for example an i.i.d. sample (y;,z;)i=1,...» of (Y,Z)) but U is unobservable.
In econometrics U may be view as a summary of all the missing variables of the
model. The form of the relation may vary. Consider for example the three following
cases:

i) Y=(Z,¢)+U where (Z, p) denotes a scalar product between Z and a parameter
¢ (Z and ¢ may be infinite dimensional)

i) Y = @(Z)+ U where @ is an unknown function of Z.

iii) Y = @(Z,U) where ¢ is an unknown function of Z and U and is assumed to be
increasing w.r.t. U. In this model the distribution of U is given.
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The two first cases are said separable and the last one is non separable. We will
say that Z is exogenous if the object of interest (the function @) is characterized
by an “independence-type” between Z and U. In the first case this condition can be
relaxed to a non correlation condition E(ZU) = 0 and (Z, ) is the linear regression
of Y relatively to Z. In the second case a mean “independence-type” E(U|Z) = 0 is
enough and ¢ is equal to the conditional expectation of Y given Z. In the last case it
is usually assumed that U and Z are fully independent. If moreover U is uniformly
distributed between 0 and 1, ¢(Z,U) is the quantile function of ¥ given Z. At least
in the two last cases, the exogeneity condition means that ¢ is determined by the
conditional distribution of Y given Z.

As economics is not in general an experimental science, the exogeneity assump-
tion creates an analogous statistical framework to treat economic data as in an ex-
perimental context. Essentially the econometrician may treat the observations of Z
as if they were fixed by an experimentalist and the mechanism generating the Z may
be neglected in the estimation process of ¢. This concept of exogeneity is funda-
mental in econometrics and has been analyzed from the beginning of econometric’s
researchs (see [32]) or more recently in connection to the concept of cut in statistical
model (see [11], [18]).

However in many important applications of statistics to economic data an exo-
geneity assumption is not valid in the sense that it does not characterizes the pa-
rameter of interest. The elementary following example illustrates this point : as-
sume Y and Z are real and we are interested in the parameter ¢ of a linear relation
Y = ¢Z + U. The variable Z is generated according to an equation Z = YW +V
where W is an observable variable and V' is an unobservable noise correlated with
U. In that case E(ZU) # 0. There exists a parameter 3 such that E((Y — fZ)Z) =0
but this parameter is different from ¢.

We say that Z is endogenous if Z is not exogenous. This definition is not opera-
tional and should be made more precise in order to lead to a characterization of the
parameter of interest.

The endogeneity of the Z variable can be illustrated in the case of of treatment
effects which is not specific to econometrics but which is very useful to motivate
the interest to endogenous variables. Consider for example a deterministic variable
{ € R representing the level of a treatment and Y is a random element denoting the
outcome of the treatment. Let us assume that the impact of the treatment £ on Y may
be formalized by a relation Y = ¢ (&) + U where ¢({) represents the average effect
of a level of treatment equal to § (i.e. E(U) = 0). In a non experimental design the
level of the treatment Z assigned to an individual is not randomly determined but
may depend on some characteristics of the patient observable by the person who fix
the treatment but not by the statistician. In that case the model used by the statistician
is Y = @(Z) + U but the assumption E(U|Z) = 0 is not relevant.

This example may be extended to macro econometric analysis. The aggregated
consumption of some good may be written ¥ = () + U where 7 is a fixed non
random value of the price of this good. The function ¢ is in that case the averaged
aggregated demand function. The observed price P is not at all randomly generated
and follows for example from the equilibrium of a system of demand and supply
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(the supply verifies S = y(7) +V and the statistician observes ¥ and P such that
Y =Sor ¢(P)+U = y(P)+V).In this situation the model becomes ¥ = ¢(P) +U
but E(U|P) #0.

In most of the cases Z is endogenous because it is not fixed or randomized but
is generated including a strategic component of the economic agents or Z follows
from an equilibrium rule among the economic agents.

The three models we have introduced before are not well defined if we elimi-
nate the independence assumption between Z and U. These assumptions should be
replace by other assumptions in order to characterize the function ¢.

The more natural extension to models with exogenous variables is provided by
models with instrumental variables (IV). We consider now three random elements
(Y,Z,W) where W are the instruments and the model is still specified by a rela-
tion linking Y to Z and U but U is now assumed to verify an “independence-type”
property with W and not with Z. This approach extends obviously the exogeneity
case because W and Z may be taken equal. But the interest of this framework is to
separate the relevant variables in the model (Z) and the variables independent to the
residual (W). In a general presentation Z and W may have common elements but
contain specific variables. In the three models presented above the “independence-
type” are indeed E(WU) = 0,E(U|W) =0 or ULLW (U and W independent).

The IV approach is not the unique way to formalize the endogeneity condi-
tion. In separable models, we may introduce a control function approach. Con-
sider for example the second model and let us compute the conditional expectation
E(Y|Z,W)=¢@(Z)+E(U|Z,W). A control function approach is based on the as-
sumption that there exist a function C(W, Z) such that E(U|Z,W) = E(U|C) = y(C)
and such that C is sufficiently separated of Z to allow the identification of the two
components of the additive model Y = ¢(Z) + y/(C) + €. For example we may as-
sumed that aaz y(C) =0. In that case @(Z) is obtained up to an additive constant by
solving the equation E(Y|Z,C) = @(Z) + w(C) (see [35] or [15]).

In this chapter we focus our attention on the instrumental variables approach in
a non parametric context. This question has generated numerous researches in the
last ten years in econometrics and this chapter is just a survey of the main elements
of this literature. The goal is to present the key points through different examples.

The strategy to examine this question is the following. First we derive from the
“independence-type” between U and W a functional equation which links the un-
known object of interest @ and the probability distribution of (¥,Z,W). Under the
hypothesis of correct specification we assume that a solution of this equation ex-
ists. The second question is the uniqueness or local uniqueness of this solution,
or, in econometric terminology, the question of identification or local identifica-
tion. This uniqueness property usually requires some dependence condition between
the Z and the W variables. In the third step, we use the equation derived from the
“independence-type” between U and W to estimate ¢. We replace the distribution
of (Y,Z,W) by a non parametric estimate and we estimate ¢ as the solution of
the estimated equation. Unfortunately this simple approach based on the resolution
of an estimated functional equation belongs in general to the class of ill-posed in-
verse problems and this naive solution is not a consistent estimator. This difficulty
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is solved by a penalization technique and we essentially consider in this chapter
L? penalizations. The final element consists in examining the asymptotic proper-
ties of the estimator and in deriving in particular its rate of convergence to the true
function. This rate will basically depend upon the difficulty of the resolution of the
equation (“degree of ill-posedness”) and of the regularity of ¢ relative to the prob-
lem (“degree of smoothness”). In the IV case the degree of ill-posedness is related
to the dependence between the Z and the W. Intuitively low dependence means high
degree of ill-posedness.

The realization of the penalized problem of the equation requires the choice of
some regularization parameter and a data driven selection of this parameter is es-
sential for the implementation of this approach. A comparison between a feasible
estimator based on the data driven selection of the regularization parameter and a
theoretical unfeasible estimator based on an optimal selection of the regularization
parameter is important and may be conducted in the spirit of “oracle” inequalities.”
This last point will not be treated in this chapter (see Chapter 1 by Laurent Cavalier
in this volume or in a Bayesian context [14]).

This chapter will review the instrumental variable analysis in the three models
introduced. We also briefly introduce the extension of the previous ideas to some
dynamic models, essentially developed a in static framework.

2.2 The Linear Model: Vectorial or Functional Data

Let us start to recall the elementary model of instrumental variables which reduces
to the well known two stages least squares method in the homoscedastic case.

We consider a random vector (Y,Z,W) where Y € R,Z € R” and W € R? (Z and
W may have common elements) and the model verifies:

Y=7ZB+U
{E(WU)zO 2D
where 3 € R? is the parameter of interest.
The condition 2.1 leads to the equation:
EWZ)B = E(WY) (2.2)

denoted T = r with T is a ¢ X p - matrix operator from R” to R? and r is an
element of RY. This system of linear equations is assumed to have a solution (well
specification of the model) and this solution is unique (identification condition) if T
is one to one, i.e. if E(ZW') has a rank equal to p (which needs in particular g > p).
This system is solved through the minimization of

|78 —r| 2.3)

where the norm is the euclidian norm in R? and the solution is
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B=(r'T)"'1'r (2.4)

where T’ denotes the transpose of 7.
We assume that an i.i.d. sample (y;,z;,W;)i=1,.. . is available and the estimation
of 3 is obtained by the replacement of T, T’ and r by their empirical counterparts:

() (89 (2 i5e) o

This estimator is not optimal in terms of its asymptotic variance. To find an optimal
estimator we may start again from the moment condition E(W (Y —Z’f3)) = 0 and
the usual results (see [26]) on GMM (Generalized Moments Method) implies that
optimal estimation is deduced from the minimization of

IB(T —r)||* where B = [Var(WU)] 2 2.6)

This minimization gives
B = (T'B'BT)"'T'B'Br 2.7)

If Var(U|W) = o2 (homoscedastic case) B'B reduces to [Var(W)]~! or, using the
empirical counter parts of these operators, we have the usual two stages estimator:

-1
NESIEIRES

1 i < 1 i ) B i
/
Wi wiw; Wiy (2.8)
nia nis nis
This estimation is consistent and verifies
Vn(p —B)= N(0,6>(T'B'BT)"") (2.9)

This computation requires the inversion of two matrix and it is natural to consider
questions coming from the possible ill conditioning of these matrix. The inversion
of Var(W) may be difficult if the dimension of W becomes large, in particular if
the sample size is small compared to ¢ the dimension of W. This difficulty may
be solved by a regularization of the inversion of this variance and ,ll Zw;w! may be
replaced by o + yll Y wiw} where o is a positive parameter going to 0 when N — oo
(see [S], [4D.

Another question comes from the rank condition on E(WZ') which determines
the identification condition. A recent literature on the so called “weak instruments”
(see a survey by [36]) considers cases where rank ( ,ll > w,'zf) = p but where this
matrix converges to a non full rank matrix. The correct mathematical formalization
of this situation is not very easy if the dimension of the vector W and Z are keeped
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fixed. This question is more easy to understand in the case where the dimension of
Z and W are infinite.

The natural extension of the previous model (see [22]) considers Y € R,Z € .F
and W € S where .% and ¢ are two Hilbert spaces.

The model now becomes:

Y=(Z,¢)+U ¢ € .Z(,) scalar productin .7 (2.10)
E(WU)=0 2.11)

where ¢ is the functional parameter of interest and where the condition 2.11 involves
an expectation in the space .. For example if .7 is the L? space of square integrable
functions defined on [0,1] with respect to the Lebesgue measure we have

Z.9) = /0 ' Z0)o(0)dr 2.12)

or if .# is £ space of square sommable sequences with respect to a measure
(1) j—0,1... we may have

(Z,0) = Zjojm; (2.13)
Jj=0
The functional equation determined by condition 2.10 is now rewritten
E(W{Z,p)) =E(WY) (2.14)

or T = r where T is the covariance operator from .% to 7. We still assume the
model well specified (a solution exists to 2.13) and identified (7 is one to one).

The equation T¢ = r which characterizes ¢ is now a “Fredholm equation of
type I’ and is ill-posed when the covariance operator 7" is compact. In that case the
generalized inverse solution 2.4 is not a continuous function of r and then does not
lead to a consistent estimator.

The resolution of 7T'¢ = r is then an ill-posed linear inverse problem which has
the particularity that not only r is estimated but that the operator T is also unknown
and estimated using the same data set as r.

The estimation of ¢ will be performed using a regularization technique and we
will concentrate here on the estimation by a Tikhonov regularization which may
include a smoothness constraint (see [25] for the case where Z is exogenous).

Let L: .# — 7 a differential operator defined on a dense subset of .% and self
adjoint. For example let us take the operator I on L?[0, 1] defined by:

Ip= /0 o(s)ds (2.15)

and let us define L by L=2 = I*I. The * denotes the adjoint operator. We easily
see that @ € Z(L™") is equivalent to say that ¢ is b differentiable and satisfies



2 Non-parametric Models with Instrumental Variables 105

some boundary conditions (e.g. in our example ¢ € Z(L~2) means that @ is twice
differentiable and ¢(0) = ¢’(0) = 0).

Let us assume that ¢ € Z(L~") an consider s < b.

We consider the following Tikhonov functional

1T +r(?+al|L*o||? (2.16)
The minimum @ % is equal to:

0% = (al® +T*T)"'T*r
=L S(al+ L T*TL™ )" '\L=5T*r (2.17)

and the estimator is obtained by replacing 7, T * and r by their empirical counterparts
T,7* and 7.

At least three questions follows from this estimation mechanism: is the estimator
easily computable, what are its asymptotic properties in relation in particular to a
concept of strong or weak instruments and is it possible to extend the optimality
argument presented in the finite dimensional case to the functional linear model.
The answers of these question are given in [22] and we just summarize here the
main results.

Let us first remark that the computation of the estimator of ¢ reduces to a matrix
computations. To illustrate these points consider the case where s = 0 and consider
the system (ol + T7*T) @ = T*F, or equivalently:

M=

n
ap+ ,ll 2 zi(wi,
i=1

1
n] le<Zi7(p>>

(2.18)

M=

1
n

1 n
= 2w, X wy))
1 niz

This equation is estimated in two steps. First we take the scalar products of the
two sides of this equation with any z; (I = 1,...,n) and we derive a linear system
of n equations where the n unknowns are (¢,z;). In a second step we may com-
pute ¢ everywhere using the equation 2.17 and the previous computation of these
scalar products. Note that we have to invert are n X n systems and that we assume
to observe the scalar products (z;,z;) or (w;,w;) (and not necessarily the complete
continuous trajectoires of the sample of W and Z).

The second question concerns the speed of convergence of the estimator. The
main result is summarized by

_ B
16 —@|* ~O(n” F+1) (2.19)

where B = P . We have defined b as the degree of smoothness of ¢. The number
a(l-y)

a (the degree of ill-posedness) is defined by the property

IToll ~ Lo (2.20)
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Intuitively L~! is an integral operator and T is equivalent in terms of norms to L ~%.

The notation 2.19 is a shortcut of the property C;||[L™¢|| < [|T || < G||L™%¢||
for two suitable constants C; and C;.

The final term ¥ is specific to statistical inverse problems (different from inverse
problems treated in numerical analysis). We have introduced an error term U and the
element WU of .7 is assumed to have a variance X which is a trace class operator
from 7 to . Let us consider the singular values decompositions of 7 *T charac-
terized by the (non zero) eigenvalues )sz and the eigenvectors ¢ ;. The parameter y
is defined by the largest value in [0, 1] such that

o A2
Y Zepei ., (2:21)

This property is trivially satisfied for y = 0 because X is trace class which corre-
sponds to the worst rate of convergence.

The last point we may consider concerns the optimality of our method in terms
of the asymptotic variance. If we follow the result obtained in the finite dimensional
case we should weight the difference 7' ¢ — 7 in the norm by =2 This s impossible
because X is a compact non invertible as a bounded operator. A second regulariza-
tion could be used and we prove that the estimator

A o ol A\
0° = (al+ 183 (vi+£)2857)
P cn_2el
T*X2(vi+2) 227 (2.22)
is optimal among a large class of estimators. All the elements of this class converge
at the same rate and 2.21 has the best asymptotic variance. The study of this es-
timator is complex because it depends on two regularization parameters ¢« and v

and because X is unknown and estimated. One of the basic results is that v may be
chosen such that the speed given in 2.18 is preserved.

2.3 The Additively Separable Model and Its Extensions

We still consider a random vector (Y,Z,W) € R x R” x R? and we define the instru-
mental regression by the following properties (see [13]):

Y =9(Z)+U
{E(U%):O (2.23)

if Z and W are identical 2.23 characterizes ¢ as the conditional expectation of Y
given Z. The interest of the model comes from the case where Z and W are not
identical and for simplicity we first assume that Z and W have no common element.
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If (Y,Z,W) has a density f, the model 2.23 implies that ¢ should satisfy the integral
equation:

[o@stwdz= [3r0widy

which may be denoted
To=r (2.24)

The choice of the spaces and then of the operator T and of r should be precised. In
general we consider L?(Y,Z,W) Hilbert space of square integrable functions with
respect to the true data generating process and L?(Z),L*(W)... the sub spaces of
Z dependent or W dependent random variables. In that case r is assumed to be
an element of L?(W), ¢ an element of L?(Z) and T is the conditional expectation
operator from L?(Z) into L?(W). In that case the adjoint operator T*(L*(W) —
L?(Z)) is simply the conditional expectation operator:

T*(y) =E(y(W)[Z) weLl*(W)

The difficulty behind this approach is that we have to estimate both » and 7" and
we don’t know the distribution which characterizes the spaces. It may be easier to
specifies two given Hilbert spaces & and .# and to assume that 7 operates from &
to .# and that r € Z.

This approach has been follow in particular in [17]. In this presentation however
we consider that the relevent spaces are of the form L?(Z)....

The first question following from equation 2.24 is the identification of ¢ or equiv-
alently the unicity of the solution. Due to the linearity of 7 it is obvious that ¢ is
identified if 7¢ = 0 implies ¢ = 0.

This property is the injectivity of the conditional expectation operator and is a de-
pendence condition between Z and W. It means that there does not exist a function
of Z orthogonal to any function of W. This property has been introduced in statistics
under the name “completeness” and has been studied under the name “strong identi-
fication” (see [19] chap. 5). For joint normal distribution 7 is one to one if and only
if the rank of the covariance matrix between Z and W is equal to the dimension of Z.

In the general case the singular value decomposition of 7’ may be used to char-
acterize the identification condition. This condition is true if 0 is not an eigenvalue
of T*T.

Actually the statistical analysis of our problem requires that we characterize the
speed of decline to zero of the SVD of 7. This rate of decay is related to the depen-
dence between Z and W. As we did in the previous section a natural tool is provided
by a measurement deduced from an Hilbert scale defined from a differential operator
L. We then assume that || T@|| ~ ||L~?¢@|| and a defines the degree of ill-posedness
of the problem. We may also assume that the singular values of 7' (4 ;)i ... decay
at a geometric rate (A; ~ jla) (see [24]) or at an exponential rate (which is the case
for a jointly normal distribution from (Z,W)) .

As usual for non parametric statistic we need also to assume some regularity for
the function we want to estimate. The Hilbert scale approach gives such a definition
of regularity : ¢ has the regularity b if ¢ € Z(L”). We can also assume some rate
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of decay for the Fourier coefficient of ¢ in the basis of the eigenvectors of 7 *T.
An elementary case is obtained by choosing L = (T*T)’é which implies that the
degree of ill-posedness is equal to 1 and the condition ¢ € 2[(T *T)~ ’5] (or equiva-

lently ¢ € Z(T*T) Z) is called a source condition. All these considerations are very
common in the theory of inverse problems and we just applied this methodology to
the conditional expectation operator.

The general principle of the estimation of ¢ is to estimate the r value of 2.24 and
the operator T by usual non parametric technics and to solve any regularized version
of equation 2.24.

The estimations is obtained by estimating the first order condition of the mini-
mization of the Tikhonov functional (see [6]).

ITo—r|*+alo]? (2.25)
which leads to
0% = (ad +T*T) 'T*r (2.26)
and to an estimator:
% = (ad +T*T)"'T*¢ (2.27)

which may be computed by matrix inversion only (see [13]).
More general estimation are derived from iterated Tikhonov method or from a
minimization in an Hilbert scale penalization:

ITo—r|*+a|Lo|? (2.28)
where s < 8, which leads to an estimator.
G% =L (aT + L ST*TL)" 'L~ 17" (2.29)

We will consider only the case where s = 0 (usual L? Tikhonov method).
Let us first discuss the non parametric estimation part. The rhs » may be estimated
by a usual kernel approach:

2;1:1 le (W;nwi)
K (W;wi>

n

f

(2.30)

where K is a kernel of suitable order an /,, the bandwidth. The estimation of T is
done by replacing f(z|w) by its kernel estimation

n
1 Z—Z w—w;
» ) K K

Flzlw) = 0 .
g

2.31)
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where for simplicity we denote by K and #,, the different kernels and bandwidths.
Then T is estimated by

To= / 0(2)f (z|w)dz (2.32)
and T* by:
¢ = / w(w)f(wlz)dw (2.33)

where f(w|z) is defined analogously. Notice that 7* is not the dual of 7. It may be
proved (see [9]) that:

. 1
||r—Tq,||2~0<nhq+h§P> (2.34)
n
2 Nk * 1
|IT=T| ~[T" =T ||2~0<nhp+q+h2p> (235)
n

where p represents the regularity of the joint distribution of the data.
Note that an alternative estimation of 7 would be

(2.36)

and equivalently for 7*. These estimations gives excellent approximations and ex-
cellent results in simulation but as this operators are not bounded in the L? spaces
the available proofs of consistency do not apply to these estimations (see [12]).

As in the linear case, the computation of @* reduces to matrix computation, at
least if the approximation 2.36 is used. Indeed in that case we have to solve:

Sk (") e
Fa(y) )
s (")
Z;le(w,};Wt) < (z—z,;)

Wi —Ww; hn
e(™,")
= (2.37)

e (%,7)

which is solved in two steps: first for z = z1,...,2, and after for any value of z.

o9 (z) +
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The last question is to consider the asymptotic properties of these estimators. Let
us focus on the usual Tikhonov estimation. The difference @* — ¢ may be decom-
posed in three parts:

@~ = (ad+T*T) ' T*(7—To) I
+ (d +TT) ' T*T — (I +T*T) ' T*T]o Il
+0%“—0 111

The norm ||@% — ¢||? is the regularization bias and is known to be O(« ,’;) in the
Hilbert scale approach.
The norm of the first term I verifies

1% < et + TT) 71|27~ T

L1,
(e (o))

The norm of II requires some computations but under some regularity assumption
is term is negligible with respect to to the other term.

1 2p
If /1 is chosen by an optimal rule we have i, =n" »+2 and ||T||*> ~ O (én_ p2p ) .
The optimal choice for o is then

| 2 a
o proportional to n L’* 20 bt “] (2.38)

which gives an optimal rate of convergence:

2,
16% — |2 ~ O L7207 %],

In some cases (see [7], [16], [30]) it is natural to assume that p = b+ a and the
optimal rate simplifies to:

2b
[§%]1* ~ O(n~ 20+a+r) (2.39)

which has been shown to be minimax under some assumptions.

The main question following from this approach is the empirical determination
of the regularization parameters, namely the bandwidths of the kernel estimation
and the o for the Tikhonov regularization.

Several approaches have been proposed in the literature. The following rule has
been proved to have good properties, both theoretically and by simulation (see [10]
or [12]).

The principle is to compute o« which minimizes

1. 4.
allr—Tfp“||2 (2.40)

where the norm is replaced by the empirical norm.
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Indeed the minimization of || — 7®%||? leads to o = 0 and multiplying by é is
equivalent to penalize this quantity. The o obtained by this rule has the optimal rate
of convergence (for a comparable rule see [33] or for a Bayesian approach in [14])
and numerous simulations show its relevance.

This separable model has many extensions which may be treated in the same
spirit.

First, for dimensionality reason, we may consider some restrictions on the gen-
eral formY = ¢(Z) + U, for example:

i) Y =0i1(Z1)+ ¢2(Z2) + U (additive model) Y = ¢ (Z,) 4+ Z5p> + U (semi para-
metric additive model) where Z, may be exogenous (Z; included in W) or not

ii) Y = @(B’'Z) + U (single index form). These models do not lead to a linear integral
equation and have been treated in many papers (see [17], [1]).

Secondly we may consider the class of transformation models like:
o(Y)=Z'B+U

(see [12]) or
o(Y)=y(2)+X'B+U

(see [21] when X is exogenous).
Third we may consider some test problems like testing that Z is exogenous
(p(Z) = E(Y|Z)) or that ¢ has a given parametric form (see [28], [3]).

2.4 The Non-separable Models

The last family of models we consider in the static case belong to the class of non
separable models. Let us still consider a random vector (Y,Z,W) € R x R? x R? and
we assume the following relation:

Y=¢(Z,U) UER
where ¢(Z,.) is strictly increasing. (2.41)
ULLW and U ~ Fy given

If Z=W and U uniform this model is called the conditional quantile model and
may be viewed as a way to describe the conditional distribution of Y given Z. If
U is exponential and Y non negative this equation is a general characterization of
duration model conditional on cofactors Z (see [27]). This model may be generalized
by relaxing some assumptions as the monotonicity condition.

Our objective here is to relax the assumption Z = W and to consider the instru-
mental variable generalization of the non separable models by considering the case
where Z and W are distincts (see [29]). A complete theory of these models is out
of the scope of this survey but we want to give some elements on this specifica-
tion. A good example of such a model comes from duration models. Remember that
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if Y is a duration with a one to one integrated hazard rate A we have the relation
Y = A~Y(U) = ¢(U) where U is an exponential distribution with parameter egal
to 1. The extension of this model to exogenous explanatory variables or cofactors
considers an equation Y = ¢(Z,U) where Z and U are independent. In numerous
models this assumption is not realistic (in particular if Z is a treatment assigned non
independently of U) and may be replaced by the independence between U and some
instruments W.

First let us note that equation 2.41 leads on non linear integral equation where
the unknown element is the fonction ¢. The methodology we follow for analysis
this problem is to start with the condition U LLW equivalent to U|W ~ F and we
easily show that this condition may be written as a property of the joint cumulative
distribution of Y and density of Z conditionally on W.

UlLW < /Prob(U <u,Z=z|W =w)dz = Fy(u)

<:>/ (z,u),zlw)dz = Fy(u) (2.42)

where F (y,zlw) = Prob(Y < y,Z =z|lW =w)

aP
= Prob(Y < y,Z < ZW = 2.43
D21, 02 rob(Y <y,Z <z[W =w) (243)

The fonction F is identifiable and estimable from the data, Fy the c.d.f. of U is given
and 2.42 appears as an equation which characterizes ¢.

The next question is the question of identification, i.e. the unicity of the solution
of 2.42. As the equation is non linear it is natural to look at the local unicity of
the solution which may be characterized by the one to one property of the linear
approximation of the equation at the true value.

Let f(y,z|w) the density of (Y,Z) given W = w (f(y,zlw) = ay F(y,z|lw)). The
linearized version of the equation 2.42 denoted T (¢) = Fy is based on the linear
operator :

(@)= [ @ f (o). ziw)dz .44)

This operator is computed as the Gateau derivative of T in ¢ and is shown to be
the Frechet derivative under regularity conditions (see [34]). In particular 7’ may
be assumed continuous if its image space is provided with a suitable topology. The
model is then locally identified if Tq/, is one to one for any ¢. Assuming that the true
¢ is almost surely (as a function of Z and U) different from O we have:

(@) =05 [ 25 gt (o(e) chwldz =0
stuw) [ ZE? Z;g(dw,u)dz —0 (2.45)

if g(z,ulw) is the density of (Z,U) given W.
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We say that Z is strongly identified by W given U if for any integrable function
A(Z,U) wehave E(A(Z,U)|W,U) = 0implies A (Z,U) = 0 almost surely. It follows
immediately that ¢ is locally identified if Z is strongly identified by W given U.

Let us now briefly discuss the estimation procedure of ¢. The principle would be
to construct a regularized solution of

min||T(¢) — Fol|? (2.46)

where T is replaced by a non parametric estimator. This minimization is difficult
and may lead to unconsistent estimator for some estimators of 7. A better strategy
is to estimate the first order conditions of the Tikhonov functional

1T () — F|* + o] (2.47)

ie.
ap+ T, (T(¢) — Fy) =0 (2.48)

where T(;,* is the adjoint of Tq’, defined in 2.41. We have:

77 (w) = [ w00 f(oz ), wl)dw

where f(y,w]|z) is the joint density of (Y,W) given Z.

Numerous iterative methods exists for solving a non linear integral equation and
are out of the scope of this chapter (see [31] Kaltenbacher et al (2008) for a survey
of these methods).

For example we may consider the following iterative method. If ¢;* | is the value
of the estimator at step k — 1 the new value @ will be the solution of

ap+Tp% (T(9)—Fy)) =0 (2.49)

The parameter oo may be fixed or updated at each step. The algorithm is stopped
at the convergence (@ | ~ @) because the regularization is coming from the o
parameter.

We don’t consider in that section the extension of the analysis of the convergence
rate of the estimator of ¢ neither then the optimal selection of the regularization
parameter (see [23], [8] or [29]).

2.5 Some Extensions to Dynamic Models

All the specifications we have considered have been introduced in an i.i.d. context.
Their extension to some dynamic case with discrete time observations is natural.
Take for example the model

Y, =0(Z)+U; (2.50)
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where (;,Z,) is a markov process and
E(U|Y 1, 1) =0 @510

All the theory of section 2.3 applies with instruments W that are lagged variables
(Y;—1,Z;—1). In case of weakly dependent processes the main results of non paramet-
ric estimation apply and for example the analysis of the rate of convergence remains
identical. Non stationary data mainly leads to unexpected conclusions: if (Y,,Z;) is
a unit root process, [37] verify that a usual estimation of the regression of Y, given
Z; is a consistent estimators of ¢.

We want to give a brief survey of a more theoretical approach for instrumen-
tal analysis for stochastic processes, possibly with a continuous time. A complete
presentation and examples are given in [20].

We will briefly present two different approaches which correspond for stochastic
processes to the extension of separable and non separable models.

We reproduce here the general approach we have followed through this chapter.
A process (Y;), is written as a function of two processes (Z;), and (U;). The (Z;),
process is observable and represents the endogenous variables and (U,), is an ob-
servable dynamic noise. We consider a third process (W;); of instruments. We will
write Y function of Z and U in two possible forms and we complete this specifica-
tion by “independence-type” conditions between U and W. The first one will be that
U, verifies a martingale condition with respect of W;: the increment of U; — Uy are
assumed to have a zero conditional mean given the past of W until s. The second
one is a complete independence between the two processes U and W. Many possi-
ble relations between Y and (Z,U) may be constructed: the two particular one are
specially relevant for usual models.

The first extension considers a stochastic process ¥; (¢ > 0) possibly with 7 con-
tinuous and two filtrations Z; and #;. In general there exists two stochastic pro-
cesses Z; and W; such that 27 is generated by ¥; and Z; and %} by ¥; and W,. In an
intuitive presentation the idea is to decompose the variation of Y; in this way:

dY, = Adt +dU, (2.52)

where A, depends on % and where E(dU;|#;) = 0. More formally if we integrate
with respect to to t equation 2.52 we get

where A, is 2 predictable and U; satisfies the martingale condition E (U, — Us| #5)
=0.
This model may be identified by computing first the decomposition of Y; with
respect to to #;:
Y, =H +M, (2.54)

where H; is #; predictable and M, is a #; martingale. We assume that 2.54 has a
differential version
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dY; = hdt 4 dM; (2.55)

In that case A, is solution of
h=EM|#;) V. (2.56)

The equation 2.56 generates a sequence of linear integral equations which may be
treated (for each value of ¢) in the same way as in section 2.3. However /&, and A,
may depend on the complete past of ¥; and W; for h; and of ¥; and Z; for A, and
the statistical treatment of this problem is impossible unless some restrictions are
imposed to these processes.

This decomposition does not cover all the interesting cases and we propose an-
other class of stochastic processes models with endogenous variables defined in the
following way.

Let ¢ an increasing sequence of stopping times adapted to the filtration 27 and
U, a process with a given distribution. We assume (U, ), and (W; ), independent (the
complete paths of U and W are independent) and the model is defined by assuming

Yy = U, (2.57)

i.e. the process Y stopped at ¢y is equal to U;.

This model may be viewed as a non separable model and be used for counting
processes (U; is an homogenous Poisson process) or for diffusion (U, is a Brownian
motion). It is shown in [20] that ¢, is characterized as the solution of a non linear
integral equation:

/ 0(d2) /O " kg #)ds = HY (2.58)

where HY is the compensator U; with respect to its own his history and is given, k;
is the intensity of ¥; with respect to 27 and #; and g is the density of the process
(Z;); with respect to a dominating measure Q.

Several examples of the application of this formulae are given in [20]. In this
paper the local unicity of the solution of this sequence of equations is also discussed.

2.6 Conclusion

This chapter present different examples of econometric models based on an instru-
ment variable assumption and shows that the functional parameter of interest is char-
acterized as the solution of a linear or non linear integral equation. We have illus-
trated the main questions following of this characterization: unicity or local unicity
of the solution, degree of ill-posedness and regularization, rate of convergence of
the solutions and data driven selection of the regularization parameters. All these
points have been illustrated by a Monte Carlo analysis in [12] and an application
may be founded e.g. in [2].
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Chapter 3

High Dimensional Sparse Econometric Models:
An Introduction

Alexandre Belloni and Victor Chernozhukov

Abstract In this chapter we discuss conceptually high dimensional sparse econo-
metric models as well as estimation of these models using ¢-penalization and post-
{1-penalization methods. Focusing on linear and nonparametric regression frame-
works, we discuss various econometric examples, present basic theoretical results,
and illustrate the concepts and methods with Monte Carlo simulations and an empir-
ical application. In the application, we examine and confirm the empirical validity
of the Solow-Swan model for international economic growth.

3.1 The High Dimensional Sparse Econometric Model

We consider linear, high dimensional sparse (HDS) regression models in economet-
rics. The HDS regression model has a large number of regressors p, possibly much
larger than the sample size n, but only a relatively small number s < n of these re-
gressors are important for capturing accurately the main features of the regression
function. The latter assumption makes it possible to estimate these models effec-
tively by searching for approximately the right set of the regressors, using ¢ ;-based
penalization methods. In this chapter we will review the basic theoretical properties
of these procedures, established in the works of [8, 10, 18, 17, 7, 15, 13, 26, 25],
among others (see [20, 7] for a detailed literature review). In this section, we review
the modeling foundations as well as motivating examples for these procedures, with
emphasis on applications in econometrics.
Let us first consider an exact or parametric HDS regression model, namely,
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Vi = x;ﬁO‘i‘ &, & N(07o-2)7 ﬁo € Rp7 i= 1a cees (3.1

where y;’s are observations of the response variable, x;’s are observations of p-
dimensional fixed regressors, and ¢;’s are i.i.d. normal disturbances, where possibly
p > n. The key assumption of the exact model is that the true parameter value ¢ is
sparse, having only s < n non-zero components with support denoted by

T = support(fy) C {1,...,p}. (3.2)

Next let us consider an approximate or nonparametric HDS model. To this end, let
us introduce the regression model

yi:f(Zi)+£i; 8iNN(0762)7 i:1,...,l’l,

where y; is the outcome, z; is a vector of elementary fixed regressors, z — f(z) is the
true, possibly non-linear, regression function, and €;’s are i.i.d. normal disturbances.
We can convert this model into an approximate HDS model by writing

/ .
yi:xiﬁ0+ri+£i7 lzl,...,l’l,

where x; = P(z;) is a p-dimensional regressor formed from the elementary regressors
by applying, for example, polynomial or spline transformations, 3 is a conformable
parameter vector, whose “true” value B¢ has only s < n non-zero components with
support denoted as in (3.2), and r; := r(z;) = f(z;) —xy is the approximation error.
We shall define the true value By more precisely in the next section. For now, it is
important to note only that we assume there exists a value 3¢ having only s non-zero
components that sets the approximation error r; to be small.

Before considering estimation, a natural question is whether exact or approxi-
mate HDS models make sense in econometric applications. In order to answer this
question it is helpful to consider the following example, in which we abstract from
estimation completely and only ask whether it is possible to accurately describe
some structural econometric function f(z) using a low-dimensional approximation
of the form P(z)’fo. In particular, we are interested in improving upon the conven-
tional low-dimensional approximations.

Example 1: Sparse Models for Earning Regressions. In this example we consider
a model for the conditional expectation of log-wage y; given education z;, measured
in years of schooling. Since measured education takes on a finite number of years,
we can expand the conditional expectation of wage y; given education z;:

p
Elyilz] = Y, BoiPj(@i), (3.3)
j=1
using some dictionary of approximating functions P;(z;), ..., P,(zi), such as polyno-

mial or spline transformations in z; and/or indicator variables for levels of z;. In fact,
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since we can consider an overcomplete dictionary, the representation of the function
may not be unique, but this is not important for our purposes.
A conventional sparse approximation employed in econometrics is, for example,

f(@) = Eilz] = BiPi(zi) + -+ BsPs(zi) + 7, 3.4

where the P;’s are low-order polynomials or splines, with typically s = 4 or 5 terms,
but there is no guarantee that the approximation error 7; in this case is small, or that
these particular polynomials form the best possible s-dimensional approximation.
Indeed, we might expect the function E[y;|z;] to exhibit oscillatory behavior near
the schooling levels associated with advanced degrees, such as MBA or MD. Low-
degree polynomials may not be able to capture this behavior very well, resulting in
large approximation errors 7;’s.

Therefore, the question is: With the same number of parameters, can we find a
much better approximation? In other words, can we find some higher-order terms
in the expansion (3.3) which will provide a higher-quality approximation? More
specifically, can we construct an approximation

f(zi) == Elyilzi] = B, Pr, (zi) + -+ 4 B, Pr, (2i) + 1 (3.5)

for some regressor indices k1, ...k, selected from {1,...,p}, that is accurate and
much better than (3.4), in the sense of having a much smaller approximation error r ;?

Obviously the answer to the latter question depends on how complex the behavior
of the true regression function (3.3) is. If the behavior is not complex, then low-
dimensional approximation should be accurate. Moreover, it is clear that the second
approximation (3.5) is weakly better than the first (3.4), and can be much better
if there are some important high-order terms in (3.3) that are completely missed
by the first approximation. Indeed, in the context of the earning function example,
such important high-order terms could capture abrupt positive changes in earning
associated with advanced degrees such as MBA or MD. Thus, the answer to the
question depends strongly on the empirical context.

Consider for example the earnings of prime age white males in the 2000 U.S.
Census (see e.g., Angrist, Chernozhukov and Fernandez-Val [2]). Treating this data
as the population data, we can then compute f(z;) = E|[y;|z;] without error. Figure
3.1 plots this function. (Of course, such a strategy is not generally available in the
empirical work, since the population data are generally not available.) We then con-
struct two sparse approximations and also plot them in Figure 3.1: the first is the
conventional one, of the form (3.4), with Py,..., P representing an (s — 1)-degree
polynomial, and the second is an approximation of the form (3.5), with Py, ..., P,
consisting of a constant, a linear term, and two linear splines terms with knots lo-
cated at 16 and 19 years of schooling (in the case of s =5 a third knot is located
at 17). In fact, we find the latter approximation automatically using ¢ |-penalization
methods, although in this special case we could construct such an approximation
just by eye-balling Figure 3.1 and noting that most of the function is described by
a linear function, with a few abrupt changes that can be captured by linear spline
terms that induce large changes in slope near 17 and 19 years of schooling. Note
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that an exhaustive search for a low-dimensional approximation requires looking at
a very large set of models. We avoided this exhaustive search by using ¢ |-penalized
least squares (LASSO), which penalizes the size of the model through the sum of
absolute values of regression coefficients. Table 3.1 quantifies the performance of
the different sparse approximations. (Of course, a simple strategy of eye-balling
also works in this simple illustrative setting, but clearly does not apply to more gen-
eral examples with several conditioning variables z;, for example, when we want to
condition on education, experience, and age.)

Table 3.1 Errors of Conventional and the LASSO-based Sparse Approximations of the Earning
Function. The LASSO estimator minimizes the least squares criterion plus the {;-norm of the
coefficients scaled by a penalty parameter A. As shown later, it turns out to have only a few non-
zero components. The Post-LASSO estimator minimizes the least squares criterion over the non-
zero components selected by the LASSO estimator.

Sparse Approximation s I, error L., error
Conventional 4 0.1212  0.2969
Conventional 5 0.1210  0.2896

LASSO 4 0.0865  0.1443
LASSO 5 0.0752  0.1154
Post-LASSO 4 0.0586  0.1334
Post-LASSO 5 0.0397  0.0788

The next two applications are natural examples with large sets of regressors among
which we need to select some smaller sets to be used in further estimation and
inference. These examples illustrate the potential wide applicability of HDS mod-
eling in econometrics, since many classical and new data sets have naturally multi-
dimensional regressors. For example, the American Housing Survey records prices
and multi-dimensional features of houses sold, and scanner data-sets record prices
and multi-dimensional information on products sold at a store or on the internet.

Example 2: Instrument Selection in Angrist and Krueger Data. The second ex-
ample we consider is an instrumental variables model, as in Angrist and Krueger [3]

yit = O+ 91yi2+W§V+Via E[vilwi,xi] =0,
yi2 :.X:ﬁ +W;6+8l'7 E[8j|W,'7.Xl'] :07

where for person i, y;; denotes wage, y;» denotes education, w; denotes a vector
of control variables, and x; denotes a vector of instrumental variables that affect
education but do not directly affect the wage. The instruments x; come from the
quarter-of-birth dummies, and from a very large list, total of 180, formed by inter-
acting quarter-of-birth dummies with control variables w;. The interest focuses on
measuring the coefficient 8, which summarizes the causal impact of education on
earnings, via instrumental variable estimators.
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Fig. 3.1 The figures illustrates the Post-LASSO sparse approximation and the traditional (low
degree polynomial) approximation of the wage function. The top figure uses s = 4 and the bottom
figure uses s = 5.

There are two basic options used in the literature: one uses just the quarter-of-
birth dummies, that is, the leading 3 instruments, and another uses all 183 instru-
ments. It is well known that using just 3 instruments results in estimates of the
schooling coefficient 8, that have a large variance and small bias, while using 183
instruments results in estimates that have a much smaller variance but (potentially)
large bias, see, e.g., [14]. It turns out that, under some conditions, by using ¢ ;-based
estimation of the first stage, we can construct estimators that also have a nearly effi-
cient variance and at the same time small bias. Indeed, as shown in Table 3.2, using
the LASSO estimator induced by different penalty levels defined in Section 3.2, it
is possible to find just 37 instruments that contain nearly all information in the first



126 Alexandre Belloni and Victor Chernozhukov

Table 3.2 Instrumental Variable Estimates of Return to Schooling in Angrist and Krueger Data

Instruments  Return to Schooling Robust Std Error

3 0.1077 0.0201

180 0.0928 0.0144
LASSO-selected

5 0.1062 0.0179

7 0.1034 0.0175

17 0.0946 0.0160

37 0.0963 0.0143

stage equation. Limiting the number of the instruments from 183 to just 37 reduces
the bias of the final instrumental variable estimator. For a further analysis of IV
estimates based on LASSO-selected instruments, we refer the reader to [6].

Example 3: Cross-Country Growth Regression. One of the central issues in the
empirical growth literature is estimating the effect of an initial (lagged) level of
GDP (Gross Domestic Product) per capita on the growth rates of GDP per capita. In
particular, a key prediction from the classical Solow-Swan-Ramsey growth model
is the hypothesis of convergence, which states that poorer countries should typically
grow faster and therefore should tend to catch up with the richer countries. Such
a hypothesis implies that the effect of the initial level of GDP on the growth rate
should be negative. As pointed out in Barro and Sala-i-Martin [5], this hypothesis
is rejected using a simple bivariate regression of growth rates on the initial level of
GDP. (In this data set, linear regression yields an insignificant positive coefficient
of 0.0013.) In order to reconcile the data and the theory, the literature has focused
on estimating the effect conditional on the pertinent characteristics of countries. Co-
variates that describe such characteristics can include variables measuring education
and science policies, strength of market institutions, trade openness, savings rates
and others [5]. The theory then predicts that for countries with similar other charac-
teristics the effect of the initial level of GDP on the growth rate should be negative
([5D). Thus, we are interested in a specification of the form:

p
yi =0+ oylogGi+ Y BiX;+ €, (3.6)
=1

where y; is the growth rate of GDP over a specified decade in country i, G; is the
initial level of GDP at the beginning of the specified period, and the X;;’s form a
long list of country i’s characteristics at the beginning of the specified period. We
are interested in testing the hypothesis of convergence, namely that o < 0.

Given that in standard data-sets, such as Barro and Lee data [4], the number
of covariates p we can condition on is large, at least relative to the sample size n,
covariate selection becomes a crucial issue in this analysis ([16], [21]). In particular,
previous findings came under severe criticism for relying on ad hoc procedures for
covariate selection. In fact, in some cases, all of the previous findings have been
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questioned ([16]). Since the number of covariates is high, there is no simple way to
resolve the model selection problem using only classical tools. Indeed the number
of possible lower-dimensional models is very large, although [16] and [21] attempt
to search over several millions of these models. We suggest ¢-penalization and
post-£1-penalization methods to address this important issue. In Section 3.8, using
these methods we estimate the growth model (3.6) and indeed find rather strong
support for the hypothesis of convergence, thus confirming the basic implication of
the Solow-Swan model.

Notation. In what follows, all parameter values are indexed by the sample size n, but
we omit the index whenever this does not cause confusion. In making asymptotic
statements, we assume that n — oo and p = p, — oo, and we also allow for s =s,, —
oo, We use the notation (a)+ = max{a,0}, aVb = max{a,b} and a Ab = min{a,b}.
The £3-norm is denoted by || - || and the “/g-norm” || - ||o denotes the number of
non-zero components of a vector. Given a vector § € R”, and a set of indices T C
{1,...,p}, we denote by &7 the vector in which §7; =68;if j€ T, 87; =0if j ¢ T.
We also use standard notation in the empirical process literature,
n
Eﬂ[f] = En[f(wi)] = Zf(wi)/n7

i=1

and we use the notation a < b to denote a < cb for some constant ¢ > 0 that does not
depend on n; and a <p b to denote a = Op(b). Moreover, for two random variables
X,Y we say that X =, Y if they have the same probability distribution. We also
define the prediction norm associated with the empirical Gram matrix E ,[x;x] as

18]12 = /Eal(€3)2].

3.2 The Setting and Estimators

3.2.1 The Model

Throughout the rest of the chapter we consider the nonparametric model introduced
in the previous section:

vi=f(zi)+ &, &~N(0,6%), i=1,...,n, (3.7)

where y; is the outcome, z; is a vector of fixed regressors, and g;’s are i.i.d. distur-
bances. Define x; = P(z;), where P(z;) is a p-vector of transformations of z;, includ-
ing a constant, and f; = f(z;). For a conformable sparse vector f3y to be defined
below, we can rewrite (3.7) in an approximately parametric form:

yi:x;ﬁ()"‘uh uj=ri+¢&, i=1,...,n, (38)
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where r; := f; —x{fy, i = 1,...,n, are approximation errors. We note that in the
parametric case, we may naturally choose x/fy = f; sothatr; =0 foralli=1,...,n.
In the nonparametric case, we shall choose x/f) as a sparse parametric model that
yields a good approximation to the true regression function f; in equation (3.7).

Given (3.8), our target in estimation will become the parametric function xf.
Here we emphasize that the ultimate target in estimation is, of course, f;, while
xBo is a convenient intermediate target, introduced so that we can approach the
estimation problem as if it were parametric. Indeed, the two targets are equal up
to approximation errors r;’s that will be set smaller than estimation errors. Thus,
the problem of estimating the parametric target x’f3) is equivalent to the problem of
estimating the non-parametric target f; modulo approximation errors.

With that in mind, we choose our target or “true” o, with the corresponding
cardinality of its support

s = [Bollo,
as any solution to the following ideal risk minimization or oracle problem:
min En[(ﬁ_x(ﬁ)z]+02|m”°. (3.9)
BeRP ! n

We call this problem the oracle problem for the reasons explained below, and we
call
T = support(fy)

the oracle or the “true” model. Note that we necessarily have that s < n.

The oracle problem (3.9) balances the approximation error E ,[(f; —x/8)?] over
the design points with the variance term o2||||o/n, where the latter is determined
by the number of non-zero coefficients in f3. Letting

et = Enlr}] = Ea[(fi — xf0)’]

denote the average square error from approximating values f; by xfp, the quantity
c? + 02s/n is the optimal value of (3.9). Typically, the optimality in (3.9) would
balance the approximation error with the variance term so that for some absolute
constant K > 0

cs <Kon/s/n, (3.10)

so that \/c2 + 62s/n < 0+/s/n. Thus, the quantity o +/s/n becomes the ideal goal
for the rate of convergence. If we knew the oracle model 7', we would achieve this
rate by using the oracle estimator, the least squares estimator based on this model,
but we in general do not know T, since we do not observe the f;’s to attempt to
solve the oracle problem (3.9). Since T is unknown, we will not be able to achieve
the exact oracle rates of convergence, but we can hope to come close to this rate.

We consider the case of fixed design, namely we treat the covariate values
X1,...,%, as fixed. This includes random sampling as a special case; indeed, in this
case xi,...,X, represent a realization of this sample on which we condition through-
out. Without loss of generality, we normalize the covariates so that
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o; =E,[x;]=1forj=1,....p. (3.11)
We summarize the setup as the following condition.

Condition ASM. We have data {(yi,zi),i = 1,...,n} that for each n obey the re-
gression model (3.7), which admits the approximately sparse form (3.8) induced by
(3.9) with the approximation error satisfying (3.10). The regressors x; = P(z;) are
normalized as in (3.11).

Remark 3.1 (On the Oracle Problem). Let us now briefly explain what is behind
problem (3.9). Under some mild assumptions, this problem directly arises as the (1n-

feasible) oracle risk minimization problem. Indeed, consider an OLS estimator B [T ]

which is obtained by using a model 7', i.e. by regressmg y; on regressors x;[T ] where
xi[T) = {xij,j € T}. This estimator takes value B[ T) = Eulxi[T]x:[T]) " Enlxi [Ty
The expected risk of this estimator E,E[f; — x;[T]'B[T]]? is equal to
~ k
min E,[(f; —x(T]'B)*|+ 0,
BeRIT n

where k = rank(E,, [x;[T]xi[T]']). The oracle knows the risk of each of the models T
and can minimize this risk
~ k
min min E,[(f; —x[T)B)*+ 0>,
T ﬂe]R\T\ n

by choosing the best model or the oracle model 7. This problem is in fact equivalent
to (3.9), provided that rank (E ,,[x;[T]x;[T]']) = || Bo||0, i.€. full rank. Thus, in this case
the value By solving (3.9) is the expected value of the oracle least squares estimator
Br = Balxi[T1x5(T) ] Eulxi[ Ty, ie. Bo = Eu[xi[T][T)] 'y [xi[T] £i]. This value
is our target or “true” parameter value and the oracle model 7 is the target or “true”
model. Note that when ¢; = 0 we have that f; = X[y, which gives us the special
parametric case.

3.2.2 LASSO and Post-1LASSO Estimators

Having introduced the model (3.8) with the target parameter defined via (3.9), our
task becomes to estimate 9. We will focus on deriving rate of convergence results
in the prediction norm, which measures the accuracy of predicting x}f over the
design points x1,...,xy,,

18112 = /B8]

In what follows § will denote deviations of the estimators from the true parameter
value. Thus, e.g., for § = f8 — fy, the quantity ||§]|3, denotes the average of the
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square errors x;[3 — x}fy resulting from using the estimate x;[3 instead of xy. Note

that once we bound 3 — Bo in the prediction norm, we can also bound the empirical
risk of predicting values f; by x;[ via the triangle inequality:

VEB — )2 < 1B — Bollan+ e 3.12)

In order to discuss estimation consider first the classical ideal AIC/BIC type estima-
tor ([1, 22]) that solves the empirical (feasible) analog of the oracle problem:

min O(8) + " 1Bl

BeRP

where Q(B) = E,[(yi — x}B)?] and ||B]lo = £/, 1{|B;| > 0} is the {p-norm and
A is the penalty level. This estimator has very attractive theoretical properties, but
unfortunately it is computationally prohibitive, since the solution to the problem
may require solving ¥, (‘Z) least squares problems (generically, the complexity of
this problem is NP-hard [19, 12]).

One way to overcome the computational difficulty is to consider a convex re-
laxation of the preceding problem, namely to employ the closest convex penalty —
the ¢; penalty — in place of the ¢y penalty. This construction leads to the so called
LASSO estimator:!

~ N A
Be arglganpQ(ﬁ) + 1Bll1, (3.13)

where as before Q(B) = E,[(y: —x/B)?] and ||B||1 = 2?:1 |Bj|- The LASSO esti-
mator minimizes a convex function. Therefore, from a computational complexity
perspective, (3.13) is a computationally efficient (i.e. solvable in polynomial time)
alternative to AIC/BIC estimator.
In order to describe the choice of A, we highlight that the following key quantity
determining this choice:
S = ZE,, [x,'Ei],

which summarizes the noise in the problem. We would like to choose the smaller
penalty level so that

A > cnl|S||- with probability at least 1 — ¢, (3.14)

where 1 — & needs to be close to one, and ¢ is a constant such that ¢ > 1. Following
[7] and [8], respectively, we consider two choices of A that achieve the above:

X-independent penalty: A :=2co Vn®d~! (1—o/2p), (3.15)
X-dependent penalty: A :=2coA(l — |X), (3.16)

where o € (0,1) and ¢ > 1 is constant, and

! The abbreviation LASSO stands for Least Absolute Shrinkage and Selection Operator, c.f. [23].
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A(l—o]X) := (1 — ot) — quantile of n||S/(20) ||,
conditional on X = (x1,...,x,)’". Note that

IS/(20)||ee =¢ max |E,[x;;gi]|, where g;’s are ii.d. N(0,1),
I<j<p ’

conditional on X, so we can compute A (1 — o¢|X) simply by simulating the lat-
ter quantity, given the fixed design matrix X. Regarding the choice of o and c,
asymptotically we require & — 0 as n — oo and ¢ > 1. Non-asymptotically, in our
finite-sample experiments, & = .1 and ¢ = 1.1 work quite well. The noise level o
is unknown in practice, but we can estimate it consistently using the approach of
Section 6. We recommend the X-dependent rule over the X-independent rule, since
the former by construction adapts to the design matrix X and is less conservative
than the latter in view of the following relationship that follows from Lemma 3.8:

Al = a|X) < Vn® 11— a/2p) < \/2nlog(2p/ ). (3.17)

Regularization by the £;-norm employed in (3.13) naturally helps the LASSO esti-
mator to avoid overfitting the data, but it also shrinks the fitted coefficients towards
zero, causing a potentially significant bias. In order to remove some of this bias, let
us consider the Post-LASSO estimator that applies ordinary least squares regression
to the model T selected by LASSO. Formally, set

T = support(B) = {j € {1,...,p} : |Bj| >0},
and define the Post-LASSO estimator B as

B € argﬁm}Rg Q(ﬁ) :Bj=0foreach j € Te, (3.18)
E 4

where 7¢ = {1,...,p} \ T. In words, the estimator is ordinary least squares applied
to the data after removing the regressors that were not selected by LASSO. If the
model selection works perfectly — that is, T = T — then the Post-LASSO estimator
is simply the oracle estimator whose properties are well known. However, perfect
model selection might be unlikely for many designs of interest, so we are especially
interested in the properties of Post-LASSO in such cases, namely when T #T,
especially when T ¢ T.

3.2.3 Intuition and Geometry of LASSO and Post-LASSO

In this section we discuss the intuition behind LASSO and Post-LASSO estima-
tors defined above. We shall rely on a dual interpretation of the LASSO optimiza-
tion problem to provide some geometrical intuition for the performance of LASSO.
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Indeed, it can be seen that the LASSO estimator also solves the following optimiza-
tion program:

min 1B oB) <y (3.19)

for some value of ¥ > 0 (that depends on the penalty level A). Thus, the estimator
minimizes the ¢;-norm of coefficients subject to maintaining a certain goodness-
of-fit; or, geometrically, the LASSO estimator searches for a minimal ¢ {-ball — the
diamond- subject to the diamond having a non-empty intersection with a fixed lower
contour set of the least squares criterion function — the ellipse.

In Figure 3.2 we show an illustration for the two-dimensional case with the true
parameter value (Bo1, Bo2) equal (1,0), so that T = support(fy) = {1} and s = 1. In
the figure we plot the diamonds and ellipses. In the top figure, the ellipse represents
a lower contour set of the population criterion function Q(8) = E[(y; — x/8)?] in
the zero noise case or the infinite sample case. In the bottom figures the ellipse
represents a contour set of the sample criterion function Q(B) = E,[(y; — x/8)?]

in the non-zero noise or the finite sample case. The set of optimal solutions [ for
LASSO is then given by the intersection of the minimal diamonds with the ellipses.
Finally, recall that Post-LASSO is computed as the ordinary least square solution
using covariates selected by LASSO. Thus, Post-LASSO estimate 3 is given by the
center of the ellipse intersected with the linear subspace selected by LASSO.

In the zero-noise case or in population (top figure), LASSO easily recovers the
correct sparsity pattern of By. Note that due to the regularization, in spite of the
absence of noise, the LASSO estimator has a large bias towards zero. However, in
this case Post-LASSO 3 removes the bias and recovers f3 perfectly.

In the non-zero noise case (middle and bottom figures), the contours of the crite-
rion function and its center move away from the population counterpart. The empir-
ical error in the middle figure moves the center of the ellipse to a non-sparse point.
However, LASSO correctly sets 3, =0 and [; # 0 recovering the sparsity pattern of
Po. Using the selected support, Post-LASSO f becomes the oracle estimator which
drastically improves upon LASSO. In the case of the bottom figure, we have large
empirical errors that push the center of the lower contour set further away from
the population counterpart. These lAarge empirical errors make the LASSO estima-
tor non-sparse, incorrectly setting 3, # 0. Therefore, Post-LASSO uses T = {1,2}
and does not use the exact support T = {1}. Thus, Post-LASSO is not the oracle
estimator in this case.

All three figures also illustrate the shrinkage bias towards zero in the LASSO
estimator that is introduced by the £;-norm penalty. The Post-LASSO estimator
is motivated as a solution to remove (or at least alleviate) this shrinkage bias. In
cases where LASSO achieves a good sparsity pattern, Post-LASSO can drastically
improve upon LASSO.
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Fig. 3.2 The figures illustrate the geometry of LASSO and Post-LASSO estimator.

3.2.4 Primitive Conditions

In both the parametric and non-parametric models described above, whenever p > n,
the empirical Gram matrix E, [x;x}] does not have full rank and hence it is not well-
behaved. However, we only need good behavior of certain moduli of continuity of
the Gram matrix called restricted sparse eigenvalues. We define the minimal re-
stricted sparse eigenvalue
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1813,

2
K(m)™ = min , (3.20)
e I87¢ lo<m,s#0 |52
and the maximal restricted sparse eigenvalue as
Sl2
(P(m) . || ||27n (321)

= max
I87¢ om0 |82

where m is the upper bound on the number of non-zero components outside the
support T. To assume that k(m) > 0 requires that all empirical Gram submatrices
formed by any m components of x; in addition to the components in T are posi-
tive definite. It will be convenient to define the following sparse condition number
associated with the empirical Gram matrix:

w(m) = (3.22)

In order to state simplified asymptotic statements, we shall also invoke the following
condition.

Condition RSE. Sparse eigenvalues of the empirical Gram matrix are well behaved,
in the sense that for m = m, = slogn

um) S1, o(m) S, 1/k(m) S 1. (3.23)

This condition holds with high probability for many designs of interest under mild
conditions on s. For example, as shown in Lemma 3.1, when the covariates are
Gaussians, the conditions in (3.23) are true with probability converging to one un-
der the mild assumption that slogp = o(n). Condition RSE is likely to hold for
other regressors with jointly light-tailed distributions, for instance log-concave dis-
tribution. As shown in Lemma 3.2, the conditions in (3.23) also hold for general
bounded regressors under the assumption that s?logp = o(n). Arbitrary bounded
regressors often arise in non-parametric models, where regressors x; are formed
as spline, trigonometric, or polynomial transformations P(z;) of some elementary
bounded regressors z;.

Lemma 3.1 (Gaussian design). Suppose %;, i = 1,...,n, are i.i.d. zero-mean Gaus-
sian random vectors, such that the population design matrix E[%:%]| has ones
on the diagonal, and its eigenvalues are bounded from above by ¢ < oo and
bounded from below by k> > 0. Define x; as a normalized form of %;, namely

Xij = )Z,'.,-/\/E,, [}lej] Then for any m < (slog(n/e)) A (n/[161og p]), with probabil-
ity at least 1 —2exp(—n/16),

¢(m) < 8¢, k(m)>K/6V2, and u(m) <24,/¢/x.
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Lemma 3.2 (Bounded design). Suppose %; i = 1,...,n, are i.i.d. bounded zero-
mean random vectors, with max<i<n,1<;<p |%ij| < K, with probability 1 for all n.
Assume that the population design matrix E[%;%,| has ones on the diagonal, and its
eigenvalues are bounded from above by @ < o and bounded from below by k> > 0.

Define x; as a normalized form of %;, namely x;; = )Zij/\/]En [)le]] Then there is a

constant € > 0 such that if \/n/K, — o and m < (slog(n/e)) A ([e/Ka]\/n/logp),
we have that as n — oo

o(m) <4, x(m)>K/2, and u(m) <4y/9/x,
with probability approaching 1.

For proofs, see [7]; both lemmas build upon results in [25].

3.3 Analysis of LASSO

In this section we discuss the rate of convergence of LASSO in the prediction norm;
our exposition follows mainly [8].
The key quantity in the analysis is the following quantity called “score”:

S= S(ﬁo) = ZE,,[X,'E,'].

The score is the effective “noise” in the problem. Indeed, defining 6 := B\ — Bo, note
that by the Holder’s inequality
Q(B) — 0(Bo) — 118115, = —2Eu[eix}] — 2B, [rix}]

N (3.24)
= —||S[eo|[ 81 = 2¢5][8]|2,n-

Intuition suggests that we need to majorize the “noise term” ||S|| by the penalty
level A/n, so that the bound on |83, will follow from a relation between the
prediction norm || - ||, and the penalization norm || - || | on a suitable set. Specifically,
for any ¢ > 1, it will follow that if

A = cnl|S|
and ||8]]2.» = 2cs, the vector § will also satisfy

| 87ell1 < ellér s (3.25)

where ¢ = (¢+1)/(c—1). That is, in this case the error in the regularization norm
outside the true support does not exceed c times the error in the true support. (In the
case ||8]|2,» < 2c, the inequality (3.25) may not hold, but the bound ||8]| 2., < 2¢, is
already good enough.)
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Consequently, the analysis of the rate of convergence of LASSO relies on the
so-called restricted eigenvalue K¢, introduced in [8], which controls the modulus of
continuity between the prediction norm || - || 2 , and the penalization norm || - || ; over
the set of vectors § € R” that satisfy (3.25):

_ Vs1|8]l2.n

ci= i ; (RE(0))
I8¢ l1<cllérll &0 |07

where K¢ can depend on n. The constant kK¢ is a crucial technical quantity in our
analysis and we need to bound it away from zero. In the leading cases that condition
RSE holds this will in fact be the case as the sample size grows, namely

1/k:e< 1. (3.26)

Indeed, we can bound k7 from below by

K> mggK(m) (1 - ,u(m)E\/s/m) > Kk(slogn) (1 — u(slogn) E\/l/logn)
m>=
by Lemma 3.10 stated and proved in the appendix. Thus, under the condition RSE,
as n grows, K is bounded away from zero since k(slogn) is bounded away from
zero and ¢ (slogn) is bounded from above as in (3.23). Several other primitive as-
sumptions can be used to bound Kz We refer the reader to [8] for a further detailed
discussion of lower bounds on K.
We next state a non-asymptotic performance bound for the LASSO estimator.

Theorem 3.1 (Non-Asymptotic Bound for LASSO). Under condition ASM, the

event A = cn||S||- implies

Ay/s
K=

~ 1
1B —Bolla.n < <1+ C) e 26 (3.27)

c

where ¢y = 0 in the parametric case, and ¢ = (c+1)/(c —1). Thus, if A > cn||S|k
with probability at least 1 — , as guaranteed by either X-independent or X-
dependent penalty levels (3.15) and (3.15), then the bound (3.27) occurs with prob-
ability at least 1 — q..

The proof of Theorem 3.1 is given in the appendix. The theorem also leads to the
following useful asymptotic bounds.

Corollary 3.1 (Asymptotic Bound for LASSO). Suppose that conditions ASM and
RSE hold. If A is chosen according to either the X -independent or X -dependent rule
specified in (3.15) and (3.16) with o = o(1), log(1/a) < logp, or more generally
so that

A Spoy/nlogp and A = c'n||S|lewp — 1, (3.28)

for some ¢’ > 1, then the following asymptotic bound holds:

> slo
1B —Bulln p 0/ F e
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The non-asymptotic and asymptotic bounds for the empirical risk immediately fol-
low from the triangle inequality:

VE(i—BY < 1B - Bollo+cs. (3.29)

Thus, the rate of convergence of x;B to f; coincides with the rate of convergence
of the oracle estimator \/ c2+ 025 /n up to a logarithmic factor of p. Nonetheless,
the performance of LASSO can be considered optimal in the sense that under gen-
eral conditions the oracle rate is achievable only up to logarithmic factor of p (see
Donoho and Johnstone [11] and Rigollet and Tsybakov [20]), apart from very ex-
ceptional, stringent cases, in which it is possible to perform perfect or near-perfect
model selection.

3.4 Model Selection Properties and Sparsity of LASSO

The purpose of this section is, first, to provide bounds (sparsity bounds) on the
dimension of the model selected by LASSO, and, second, to describe some special
cases where the model selected by LASSO perfectly matches the “true” (oracle)
model.

3.4.1 Sparsity Bounds

Although perfect model selection can be seen as unlikely in many designs, sparsity
of the LASSO estimator has been documented in a variety of designs. Here we
describe the sparsity results obtained in [7]. Let us define

m:=|T\T|= |Brello,

which is the number of unnecessary regressors selected by LASSO.

Theorem 3.2 (Non-Asymptotic Sparsity Bound for LASSO). Suppose condition
ASM holds. The event A > cn||S||- implies that

7 <s | mi an)| L,

where M ={m € N:m>s¢(mAn)-2L} and L = [2¢/Kkz+3(c+ 1)ne/(A+/s)]?

Under Conditions ASM and RSE, for n sufficiently large we have 1/k:<S 1, ¢ S
G\/s/n, and ¢(slogn) < 1; and under the conditions of Corollary 3.1, A > co v/n
with probability approaching one. Therefore, we have that L < p 1 and

slogn > sd(slogn)-2L, thatis, slogn € .4
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with probability approaching one as n grows. Therefore, under these conditions we
have
i An)<pl.
i o ) S
Corollary 3.2 (Asymptotic Sparsity Bound for LASSO). Under the conditions of
Corollary 3.1, we have that
m<ps. (3.30)

Thus, using a penalty level that satisfies (3.28) LASSO’s sparsity is asymptotically
of the same order as the oracle sparsity, namely

S:=|T| <s+m<ps. (3.31)

We note here that Theorem 3.2 is particularly helpful in designs in which
ming,c » ¢(m) < ¢(n). This allows Theorem 3.2 to sharpen the sparsity bound
of the form 5 <p s¢(n) considered in [8] and [18]. The bound above is comparable
to the bounds in [25] in terms of order of magnitude, but Theorem 3.2 requires a
smaller penalty level A which also does not depend on the unknown sparse eigen-
values as in [25].

3.4.2 Perfect Model Selection Results

The purpose of this section is to describe very special cases where perfect model
selection is possible. Most results in the literature for model selection have been
developed for the parametric case only ([18],[17]). Below we provide some results
for the nonparametric models, which cover the parametric models as a special case.

Lemma 3.3 (Cases with Perfect Model Selection by Thresholded LASSO). Sup-
pose condition ASM holds. (1) If the non-zero coefficients of the oracle model are
well separated from zero, that is

min |Boj| > {+1t, forsomet>{:= max |B;— Pojl,
JeT Jj=lep

then the oracle model is a subset of the selected model,

T := support(fy) C T := support(ﬁ).

Moreover the oracle model T can be perfectly selected by applying hard-threshold-
ing of level t to the LASSO estimator 3:

T:{je{l,...,p} : |[§i|>t}.

(2) In particular, if A > cn||S||w, then for i = |T\ T| = ||§Tc||0 we have
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1 AV 2cy
C< 1+ \/A -
¢ ) nkx(m)  x(m)

(3) In particular, if A > cn||S||«, and there is a constant U > 5 ¢ such that the em-
pirical Gram matrix satisfies |E,[x;jxy]|| < 1/[Us] for all 1 < j < k < p, then

é,</1 U+E—|—min o1 6¢ cs+4gnc%
“n U-5¢ yn' T U=5¢cys UMLs’

Thus, we see from parts (1) and (2) that perfect model selection is possible under
strong assumptions on the coefficients’ separation away from zero. We also see from
part (3) that the strong separation of coefficients can be considerably weakened in
exchange for a strong assumption on the maximal pairwise correlation of regressors.
These results generalize to the nonparametric case the results of [17] and [18] for
the parametric case in which ¢, = 0.

Finally, the following result on perfect model selection also requires strong as-
sumptions on separation of coefficients and the empirical Gram matrix. Recall that
for a scalar v, sign(v) = v/|v| if [v| > 0, and O otherwise. If v is a vector, we apply
the definition componentwise. Also, given a vector x € R” anda set T C {1,...,p},
let us denote x;[T] := {x;;,j € T}.

Lemma 3.4 (Cases with Perfect Model Selection by LASSO). Suppose condition
ASM holds. We have perfect model selection for LASSO, T =T, if and only if

B (TP (T B (D7) ™ { B[ )]

B Z)Ln Sign(BO[T])} - IEn [xi[TC]I/li] < %

= 2m0

oo

minjeT

Boj+ (Ba L {TLlT)) " {Eali(T)u) - 4, sign(Bo[T) }) ,_] >0,

The result follows immediately from the first order optimality conditions, see [24].
[26] and [9] provides further primitive sufficient conditions for perfect model selec-
tion for the parametric case in which u; = ¢;. The conditions above might typically
require a slightly larger choice of A than (3.15) and larger separation from zero of
the minimal non-zero coefficient min je7 |By;|-

3.5 Analysis of Post-LASSO

Next we study the rate of convergence of the Post-LASSO estimator. Recall that for
T = support (B), the Post-LASSO estimator solves

B e in Q(B):B; =0 foreach j e T¢.
B arg qin, O(B) : Bj =0 for each j
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It is clear that if the model selection works perfectly (as it will under some rather
stringent conditions discussed in Section 3.4.2), that is, T = T, then this estima-
tor is simply the oracle least squares estimator whose properties are well known.
However, if the model selection does not work perfectly, that is, 7 # f, the result-
ing performance of the estimator faces two different perils: First, in the case where
LASSO selects a model 7 that does not fully include the true model 7', we have
a specification error in the second step. Second, if LASSO includes additional re-
gressors outside 7', these regressors were not chosen at random and are likely to be
spuriously correlated with the disturbances, so we have a data-snooping bias in the
second step.

It turns out that despite of the possible poor selection of the model, and the afore-
mentioned perils this causes, the Post-LASSO estimator still performs well theo-
retically, as shown in [7]. Here we provide a proof similar to [6] which is easier
generalize to non-Gaussian cases.

Theorem 3.3 (Non-Asymptotic Bound for Post-LASSO). Suppose condition ASM
holds. If A = c¢n||S||« holds with probability at least 1 — a., then for any y > 0 there
is a constant Ky, independent of n such that with probability at least 1 — ot — y

~ K K = \
1B = Bollan < Kg%\/s+;1:llogp+2 S+1{T@T}\/A‘/s 1+C)A\/€+265>.

cnKg

This theorem provides a performance bound for Post-LASSO as a function of
LASSO’s sparsity characterized by i, LASSO’s rate of convergence, and LASSO’s
model selection ability. For common designs this bound implies that Post-LASSO
performs at least as well as LASSO, but it can be strictly better in some cases, and
has a smaller shrinkage bias by construction.

Corollary 3.3 (Asymptotic Bound for Post-LASSO). Suppose conditions of Co-
rollary 3.1 hold. Then

~ slo
1B —Boll2n <p G\/ ngp+cs. (3.32)

If further m = o(s) and T C T with probability approaching one, then

1B —Bollon <o GW o, s

If T =T with probability approaching one, then Post-LASSO achieves the oracle
performance

~+c. (3.33)

1B = Bollon Sp 0v/s/n+cy. (3.34)

It is also worth repeating here that finite-sample and asymptotic bounds in other
norms of interest immediately follow by the triangle inequality and by definition of
K(m):
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VEB = £ < 1B — Bolla+cs and |B—Boll < 1B — Bolla.n/ k().

The corollary above shows that Post-LASSO achieves the same near-oracle rate as
LASSO. Notably, this occurs despite the fact that LASSO may in general fail to
correctly select the oracle model T as a subset, that is T € T. The intuition for this
result is that any components of 7' that LASSO misses cannot be very important.
This corollary also shows that in some special cases Post-LASSO strictly improves
upon LASSO’s rate. Finally, note that Corollary 3.3 follows by observing that under
the stated conditions,

~ mlo s ~. [slo
1B = Boll2.n Sp G[\/ ngp+\/n+1{T,@T}\/ ngp

=+ c;.

3.6 Estimation of Noise Level

Our specification of penalty levels (3.16) and (3.15) require the practitioner to know
the noise level o of the disturbances or at least estimate it. The purpose of this
section is to propose the following method for estimating o. First, we use a conser-
vative estimate 6° = /Var,[yi] := \/E, [(vi — y?], where y = E,[y,], in place of
to obtain the initial LASSO and Post-LASSO estimates, B and B. The estimate 6°
is conservative since 6° = 6 4 0p(1) where 6° = \/Var[yi] > 0o, since x; contains
a constant by assumption. Second, we define the refined estimate G as

in the case of LASSO and

in the case of Post-LASSO. In the latter case we employ the standard degree-of-

freedom correction with 5= ||B]|o = |7/, and in the former case we need no ad-
ditional corrections, since the LASSO estimate is already sufficiently regularized.
Third, we use the refined estimate 62 to obtain the refined LASSO and Post-LASSO
estimates 8 and 3. We can stop here or further iterate on the last two steps.

Thus, the algorithm for estimating ¢ using LASSO is as follows:

Algorithm 1 (Estimation of ¢ using LASSO iterations) Ser 60 = \/ Var,|yi| and
k =0, and specify a small constant v > 0, the tolerance level, and a constant I > 1,

the upper bound on the number of iterations. (1) Compute the LASSO estimator [3
based on A =2c6*A(1 — |X). (2) Set

51 = /o)
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k+1

(3) If |6*t1 —G¥| < v or k41 > I, then stop and report G = 6**1; otherwise set

k«—k+1andgoto (1)
And the algorithm for estimating o using Post-LASSO is as follows:

Algorithm 2 (Estimation of ¢ using Post-LASSO iterations) Ser 60 = \/ Var,[yi]
and k = 0, and specify a small constant v > 0, the tolerance level, and a constant
I > 1, the upper bound on the number of iterations. (1) Compute the Post-LASSO

estimator B based on A = 2c6*A(1 — a|X). (2) Set

Skl _ no35
()}

where § = ||B||0 = |T|. (3) If |6**1 = 6%| < v or k41 > I, then stop and report
G = 6*T1; otherwise, set k — k+ 1 and go to (1).

We can also use A = 2¢6\/n® ' (1 — a/2p) in place of X-dependent penalty. We
note that using LASSO to estimate o it follows that the sequence ok k> 2, is
monotone, while using Post-LASSO the estimates 6%, k> 1, can only assume a
finite number of different values.

The following theorem shows that these algorithms produce consistent estimates
of the noise level, and that the LASSO and Post-LASSO estimators based on the re-
sulting data-driven penalty continue to obey the asymptotic bounds we have derived
previously.

Theorem 3.4 (Validity of Results with Estimated o). Suppose conditions ASM
and RES hold. Suppose that 6 < 6° < o with probability approaching 1 and
slogp/n — 0. Then G produced by either Algorithm 1 or 2 is consistent

8/0’—>p1

so that the penalty levels A = 2c6*A(1 — o|X) and A = 2¢6%\/n®~ (1 — a/2p)
with a = o(1), and log(1/a) < logp, satisfy the condition (3.28) of Corollary 1,

namely
A <poy/nlogp and A > c'n||S|.wp — 1, (3.35)

for some 1 < ¢ < c. Consequently, the LASSO and Post-LASSO estimators based
on this penalty level obey the conclusions of Corollaries 1, 2, and 3.

3.7 Monte Carlo Experiments

In this section we compare the performance of LASSO, Post-LASSO, and the
ideal oracle linear regression estimators. The oracle estimator applies ordinary least
square to the true model. (Such an estimator is not available outside Monte Carlo
experiments.)

We begin by considering the following regression model:
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y=xPo+e, Po=(1,1,1/2,1/3,1/4,1/5,0,...,0)",

where x = (1,7’)’ consists of an intercept and covariates z ~ N(0,X), and the errors
¢ are independently and identically distributed € ~ N(0,5?). The dimension p of
the covariates x is 500, the dimension s of the true model is 6, and the sample
size n is 100. We set A according to the X-dependent rule with 1 — o = 90%. The
regressors are correlated with X;; = pli=il and p = 0.5. We consider two levels of
noise: Design 1 with 6> = 1 (higher level) and Design 2 with 62 = 0.1 (lower level).
For each repetition we draw new vectors x;’s and errors &;’s.

We summarize the model selection performance of LASSO in Figures 3.3 and
3.4. In the left panels of the figures, we plot the frequencies of the dimensions of
the selected model; in the right panels we plot the frequencies of selecting the cor-
rect regressors. From the left panels we see that the frequency of selecting a much
larger model than the true model is very small in both designs. In the design with
a larger noise, as the right panel of Figure 3.3 shows, LASSO frequently fails to
select the entire true model, missing the regressors with small coefficients. How-
ever, it almost always includes the most important three regressors with the largest
coefficients. Notably, despite this partial failure of the model selection Post-LASSO
still performs well, as we report below. On the other hand, we see from the right
panel of Figure 3.4 that in the design with a lower noise level LASSO rarely misses
any component of the true support. These results confirm the theoretical results that
when the non-zero coefficients are well-separated from zero, the penalized estima-
tor should select a model that includes the true model as a subset. Moreover, these
results also confirm the theoretical result of Theorem 3.2, namely, that the dimen-
sion of the selected model should be of the same stochastic order as the dimension
of the true model. In summary, the model selection performance of the penalized
estimator agrees very well with the theoretical results.

We summarize the results on the performance of estimators in Table 3.3, which
records for each estimator f3 the mean £o-norm E[||3]|o], the norm of the bias
|EB — Bol| and also the prediction error E[E,,Hx;([;' — Bo)|?]"/?] for recovering the
regression function. As expected, LASSO has a substantial bias. We see that Post-
LASSO drastically improves upon the LASSO, particularly in terms of reducing the
bias, which also results in a much lower overall prediction error. Notably, despite
that under the higher noise level LASSO frequently fails to recover the true model,
the Post-LASSO estimator still performs well. This is because the penalized esti-
mator always manages to select the most important regressors. We also see that the
prediction error of the Post-LASSO is within a factor /log p of the prediction error
of the oracle estimator, as we would expect from our theoretical results. Under the
lower noise level, Post-LASSO performs almost identically to the ideal oracle esti-
mator. We would expect this since in this case LASSO selects the model especially
well making Post-LASSO nearly the oracle.

The results above used the true value of ¢ in the choice of A. Next we illustrate
how o can be estimated in practice. We follow the iterative procedure described in
the previous section. In our experiments the tolerance was 10 ~% times the current
estimate for o, which is typically achieved in less than 15 iterations.
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Total Number of Components Selected Number of Correct Components Selected
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Fig. 3.3 The figure summarizes the covariate selection results for the design with o = 1, based
on 1000 Monte Carlo repetitions. The left panel plots the histogram for the number of covariates
selected by LASSO out of the possible 500 covariates, \ZA"| The right panel plots the histogram for
the number of significant covariates selected by LASSO, \fﬂ T|; there are in total 6 significant
covariates amongst 500 covariates. The sample size for each repetition was n = 100.
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Fig. 3.4 The figure summarizes the covariate selection results for the design with 6> = 0.1, based
on 1000 Monte Carlo repetitions. The left panel plots the histogram for the number of covariates
selected out of the possible 500 covariates, |T'|. The right panel plots the histogram for the number

of significant covariates selected, \fﬂ T|; there are in total 6 significant covariates amongst 500
covariates. The sample size for each repetition was n = 100.

=
gQ

We assess the performance of the iterative procedure under the design with the larger
noise, 6> = 1 (similar results hold for 62 = 0.1). The histograms in Figure 3.5 show
that the model selection properties are very similar to the model selection when o is
known. Figure 3.6 displays the distribution of the estimator & of ¢ based on (itera-
tive) Post-LASSO, (iterative) LASSO, and the initial estimator o0 = \/ Var, [y;]. As
we expected, estimator 6 based on LASSO produces estimates that are somewhat
higher than the true value. In contrast, the estimator & based on Post-LASSO seems
to perform very well in our experiments, giving estimates & that bunch closely near
the true value o.
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Fig. 3.5 The figure summarizes the covariate selection results for the design with o = 1, when
o is estimated, based on 1000 Monte Carlo repetitions. The left panel plots the histogram for the
number of covariates selected out of the possible 500 covariates. The right panel plots the histogram
for the number of significant covariates selected; there are in total 6 significant covariates amongst
500 covariates. The sample size for each repetition was n = 100.

Estimated o using LASSO iterations Estimated o using Post-LASSO iterations

0
0.7 0.8

Initial estimate of o using o°

Fig. 3.6 The figure displays the distribution of the estimator & of ¢ based on (iterative) LASSO,
(iterative) Post-LASSO, and the conservative initial estimator 6° = \/ Vary, [y;]. The plots summa-
rize the estimation performance for the design with & = 1, based on 1000 Monte Carlo repetitions.
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Table 3.3 The table displays the average {)-norm of the estimators as well as mean bias and
prediction error. We obtained the results using 1000 Monte Carlo repetitions for each design.

Monte Carlo Results

Design 1 (6% =1)
Mean /p-norm Bias Prediction Error

LASSO 5.41 0.4136 0.6572
Post-LASSO 5.41 0.0998 0.3298
Oracle 6.00 0.0122 0.2326

Design 2 (62=0.1)
Mean {y-norm Bias Prediction Error

LASSO 6.3640 0.1395 0.2183
Post-LASSO 6.3640 0.0068 0.0893
Oracle 6.00 0.0039 0.0736

3.8 Application to Cross-Country Growth Regression

In this section we apply LASSO and Post-LASSO to an international economic
growth example. We use the Barro and Lee [4] data consisting of a panel of 138
countries for the period of 1960 to 1985. We consider the national growth rates in
GDP per capita as a dependent variable y for the periods 1965-75 and 1975-85. 2 In
our analysis, we will consider a model with p = 62 covariates, which allows for a
total of n = 90 complete observations. Our goal here is to select a subset of these
covariates and briefly compare the resulting models to the standard models used in
the empirical growth literature (Barro and Sala-i-Martin [5]).

Let us now turn to our empirical results. We performed covariate selection using
LASSO, where we used our data-driven choice of penalty level A in two ways.
First we used an upper bound on ¢ being 6° and decreased the penalty to estimate
different models with A, A /2, A /3, A /4, and A /5. Second, we applied the iterative
procedure described in the previous section to define A # (which is computed based
on 6% obtained using the iterative Post-LASSO procedure).

The initial choice of the first approach led us to select no covariates, which is
consistent with over-regularization since an upper bound for ¢ was used. We then
proceeded to slowly decrease the penalty level in order to allow for some covariates
to be selected. We present the model selection results in Table 3.5. With the first
relaxation of the choice of A, we select the black market exchange rate premium
(characterizing trade openness) and a measure of political instability. With a second
relaxation of the choice of A we select an additional set of variables reported in the
table. The iterative approach led to a model with only the black market exchange
premium. We refer the reader to [4] and [5] for a complete definition and discussion
of each of these variables.

2 The growth rate in GDP over a period from # to #, is commonly defined as log(GDP, /GDF,).



3 HDSM in Econometrics 147

We then proceeded to apply ordinary linear regression to the selected models and
we also report the standard confidence intervals for these estimates. Table 3.4 shows
these results. We find that in all models with additional selected covariates, the lin-
ear regression coefficients on the initial level of GDP is always negative and the
standard confidence intervals do not include zero. We believe that these empirical
findings firmly support the hypothesis of (conditional) convergence derived from
the classical Solow-Swan-Ramsey growth model.? Finally, our findings also agree
with and thus support the previous findings reported in Barro and Sala-i-Martin [5],
which relied on ad-hoc reasoning for covariate selection.

Table 3.4 The table above displays the coefficient and a 90% confidence interval associated with
each model selected by the corresponding penalty level. The selected models are displayed in
Table 3.5.

Confidence Intervals after Model Selection
for the International Growth Regressions

Penalization Real GDP per capita (log)
Parameter

A =2.7870 Coefficient 90% Confidence Interval

At =23662 —0.0112 [—0.0219,—0.0007]
A2 —0.0120 [—0.0225,—0.0015]
A/3 —0.0153 [—0.0261,—0.0045]
A4 —0.0221 [—0.0346,—0.0097]
A/5 —0.0370 [—0.0556,—0.0184]
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Appendix
3.9 Proofs

Proof (Theorem 3.1). Proceeding similarly to [8], by optimality of B we have that

O(B) (o) < 1ol 1B (3.36)

3 The inferential method used here is actually valid under certain conditions, despite the fact that
the model has been selected; this is demonstrated in a work in progress.
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Table 3.5 The models selected at various levels of penalty.
Model Selection Results for the International Growth Regressions

Penalization
Parameter Real GDP per capita (log) is included in all models
A =2.1870 Additional Selected Variables
A -
Al Black Market Premium (log)
A2 Black Market Premium (log)
Political Instability
A/3 Black Market Premium (log)
Political Instability
Ratio of nominal government expenditure on defense to nominal GDP
Ratio of import to GDP
A4 Black Market Premium (log)

Political Instability
Ratio of nominal government expenditure on defense to nominal GDP
A5 Black Market Premium (log)
Political Instability
Ratio of nominal government expenditure on defense to nominal GDP
Ratio of import to GDP
Exchange rate
% of “secondary school complete” in male population
Terms of trade shock
Measure of tariff restriction
Infant mortality rate
Ratio of real government “consumption” net of defense and education
Female gross enrollment ratio for higher education

To prove the result we make the use of the following relations: for § = E — Po, if
A = cn||S|

0(B) - 0(Bo) — 11813,

— 2R, [£:x8] — 2K, [rix}8] (3.37)
~[ISlel]11 = 2¢5/18 |2,

WV

A
= o Tl 4 1187el[1) = 2¢4|8]l20,  (3.38)

WV

[Bolly = MIBllv = lBor llx = [IBrllv = lBrelly < |6z [lv = l[6rells. (3-39)
Thus, combining (3.36) with (3.37)—(3.39) implies that

A A
= ISl l18rell0) + 18115, = 2esl18 12 < (I87 /11 = [187<[l1).  (3.40)

If ||6 ||%J1 —2¢4||8]|2,» < 0, then we have established the bound in the statement of
the theorem. On the other hand, if ||§]|3,, — 2¢5/|8]/2.,, = 0 we get
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+1
I87el < € - 182 = €l (3.41)

and therefore § satisfies the condition to invoke RE(c). From (3.40) and using RE(c),
67([1 < /sl8][2.0/ K& we get

1\ A 1\ A S\lon
||5||%,,,—zcs||6||2,n<(1+ ) ||6T||1<<1+ ) Vs 181l
c)n c) n Kz

which gives the result on the prediction norm.

Lemma 3.5 (Empirical pre-sparsity for LASSO). In either the parametric model
or the nonparametric model, let m = |T \ T| and A = ¢ - n||S||«. We have

i < s\ @ () 2¢/Kke+3(c+ /o) ney /A,
where c; = 0 in the parametric model.

Proof. We have from the optimality conditions that
2E, [xi; (yi xﬁ)} —51gn(Bj)/l/n foreach je T\T.

Therefore we have for R = (ry,...,r,), X = [x1,...,x,), and Y = (y1,...,y,)’

Viid = 2(|(X'(Y = XB))7 | _
S2KY =R =XPBo))7\r [l + 21X 'R) 7 7l + 201 (XX (Bo — B)) 77
< Vi 1|S|loo 4 20/ ()5 + 217/ ()| B — Boll2ns

where we used that

1X'X (Bo = B)) 7\ 7l < supjy e o vl <1 VXX (Bo — B
< Supy,. o< vl <t VX IIX (Bo— B B
= Sup||vTcH0 <, ||vH<1 VIVXXV||IX (Bo— B

n\/d)

and similarly || (X/R)?\T” <ny/9(m)cs

Since A /¢ > n||S||«, and by Theorem 3.1, ||Bo — [/3\||2ﬂ,1 < (1+ 1) ),ngf + 2¢,, We
have

(1—1/c)Vit <23/ (i) (1+1/c)V/s/ Ko+ 6:/0 (i) ncs/A.
The result follows by noting that (1 —1/c) =2/('c+ 1) by definition of c.
Proof (Proof of Theorem 3.2). Since A > ¢ - n||S||- by Lemma 3.5 we have

i <A/ O() - 20/s ket 3(c+ D/ g () - ney/ 2,

_ _ 2
which, by letting L = (2,(; +3(c+1) )f’\c/vy) , can be rewritten as
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m<s-o(m)L. (3.42)

Note that m < n by optimality conditions. Consider any M € .#, and suppose m >
M. Therefore by Lemma 3.9 on sublinearity of sparse eigenvalues

~

M<s Hﬂ o(M)L.

Thus, since [k] < 2k for any k > 1 we have
M<s-2¢(M)L

which violates the condition of M € .# and s. Therefore, we must have i < M.
In turn, applying (3.42) once more with i < (M A n) we obtain

m<s-¢(MAn)L.
The result follows by minimizing the bound over M € ./ .
Proof (Lemma 3.3, part (1)). The result follows immediately from the assumptions.

Proof (Lemma 3.3, part (2)). Let i = [T\ T| = ||BTc||0. Then, note that ||6||e <
|6]] < ||8]|2,n/x (). The result follows from Theorem 3.1.

Proof (Lemma 3.3, part (3)). Let § := B — PBo. Note that by the first order optimality
conditions of 8 and the assumption on A

i8] lleo < 1Enfxi(yi = xiB)]leo + 1S/ 2lleo + | En[xiri]||oo
. A n A tmind ©
S 2n 2cn ! \/n7cs

since || E, [xi7/]||. < min { ;n , cs} by Lemma 3.6 below.
Next let e denote the jth-canonical direction. Thus, for every j = 1,...,p we
have

[Ealexiasd] — 8] = [Eale) (xix} — 1)3)

' max |(E, [xix; —1]) | [|6]]1

<
1<j.k<p
< |[81/[Us].

Then, combining the two bounds above and using the triangle inequality we have

8l

1\ A ) o] |
o < n i/' oo n i/' - o < s Cs
181 < Eapidllo+ [Exfixe] -3l < (1+ 1) 3 minf & b 17

The result follows by Lemma 3.7 to bound ||§]| | and the arguments in [8] and [17]
to show that the bound on the correlations imply that for any C > 0

ke > /1= s(1+20) [Enfed, — 1]
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so that kz > /1 —[(1+2¢)/U] and 167> /1 — [(1+4¢)/U] under this particular
design.

Lemma 3.6. Under condition ASM, we have that

Bl < min{ 7 cof.

Proof. First note that for every j=1,..., p, we have |E, [x;;ri]| < \/E,, [x%j]E,, (] =

Cs.
Next, by definition of ¢ in (3.9), for j € T we have
En[xij (fi = xiBo)] = Enlxijri] = 0

since f is a minimizer over the support of 3. For j € T¢ we have that forany € R

Bl — )] + 02 < Eal(fi iy — 1)+ 02
Therefore, for any r € R we have
—0?%/n <Eu[(fi — xiBo — 1xi)*] — Eu[(fi — xiB0)?] = —2Bnlxij(fi — xiBo)] + P By [x7;].

Taking the minimum over 7 in the right hand side at 1 * = E,, [x;;(f; — x}fo)] we obtain
—o*/n< —(E, [xij (fi —xifo)])’?

or equivalently, [E,[x;;(fi — xiBo)]| < o//n.
Lemma 3.7. If A > cn||S]

- (14+2¢ch/s 1\ Ay/s 1\ 2¢ n 2
— <
1B —Boll1 < . U ) e T2 U 0g) oo

where c; = 0 in the parametric case.

o, then for ¢ = (c+1)/(c— 1) we have

Proof. First, assume ||6r¢||; < 2¢||&r 1. In this case, by definition of the restricted
eigenvalue, we have

181 < (1+20)[16r [l < (14 2Ws1]|2n/ K27

and the result follows by applying the first bound to ||§]| 2, since ¢ > 1.
On the other hand, consider the case that ||87¢||; > 2¢||&||; which would already
imply ||6||2.» < 2¢s. Moreover, the relation (3.40) implies that

167l < el &l + .© 1 Ifllz,n(ch—HfSIIz,n)
< C\|5r||1+c 1 ACs
<aldrelli+ 5y fe
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1 1 2¢c n
Sl (14 _—) I8re]l1 < (1 c?
ol (1+ ) 1ol < (14,0) S

The result follows by adding the bounds on each case and invoking Theorem 3.1 to
bound ||6]|2,-

Thus,

Proof (Theorem 3.3). Let 5= ﬁ — Bo. y definition of the Post-LASSO estimator,

o~ A~

it follows that O(B) < Q(B) and Q(B) < (ﬁOT).Thus,
0p) ( ) ( (Boz) — é(ﬁo)) =: B, AC,.

The least squares criterion function satisfies
10(B) = Q(Bo) — 18113 .| < 15'8] +2¢5|5]|2.n
Y 5|+|S’55|+205||6||2n
SIS+ 11S7e o 87y +2¢5 1812,
SIS + I1S7e VAl +2¢ 18 2.
1612.0 11612
S P S7el|oo 214205182
|| TH K(m) + || T || \/m K(m) + CSH ||2,n
Next, note that for any j € {1,...,p} we have E[Sf] =402 /n, so that E[||S7||?] <
402s/n. Thus, by Chebyshev inequality, for any 7 > 0, there is a constant Ay such
that ||S7|| < Ayo\/s/n with probability at least 1 — 7. Moreover, using Lemma 3.8,
[IS7¢ oo < A;;ZO'\/Zlogp /n with probability at least 1 — ¥ for some constant A%.
Define Ay, := Ky0+/(s+nilogp)/n so that Ay, > ||St| + V/i||Sze|| with proba-
bility at least 1 — y for some constant K;, < e independent of n and p.
Combining these relations, with probability at least 1 — y we have

<|
<|
< |
<

N

1813, = Ayall8 o/ () — 2¢4]|8 |2 < B A,
solving which we obtain:
18120 < Ayn/ () + 2¢5+ v/ (Bu) 4 A(Cn) - (3.43)
Note that by the optimality of 3 in the LASSO problem, and letting S = B\ — Bo,
By =0(B) ~0(Bo) < (IBolly —1B1) < 5 (IS¢l —18re][1).  (B:44)

If || 57 ||, > €liS7]|1. we have Q(B) — O(Bo) < 0 since ¢ > 1. Otherwise, if [[S7¢||; <
c||6r |1, by RE(c) we have

PPN A /5|62
Bai=0(F) — 0(po) < I3r] < Vslchnz (3.45)
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The choice of A yields A > cn||S||« with probability 1 — ¢. Thus, by applying The-
orem 3.1, which requires A > ¢n||S|| -, we can bound || 5||2 -
Finally, with probability 1 — o — y we have that (3.43) and (3.45) with || ||, <

(1+1/c)A+/s/nkz+2c; hold, and the result follows since if 7 C T we have C, = 0
so that B,AC, < 1{T £ T}B,.

Proof (Theorem 3.4). Consider the case of Post-LASSO; the proof for LASSO is
similar. Consider the case with k = 1, i.e. when & = 6* for k = 1. Then we have

0B) _Eulel| _ BBl , |- IIﬁ Bollr
o2 o |~ o2
g _ E, 2
+2€s||BO-260||2,n \/ 02 — op(1),

since ||ﬁ Boll2n Sp 0+/(s/n)logp by Corollary 3.3 and by assumption on oY,

1]l Sp 0/(1/n)logp by Lemma 3.8, || B — ol < VS [|1B—Bll> Sp V5 [IB -
Bll2,» by condition RSE, 5 <p s by Corollary 3.2 and ¢, < 0+/s/n by condi-

2
tion ASM, and slogp/n — 0 by assumption, and E’f‘] 1 —p 0 by the Cheby-

shev inequality. Finally, n/(n —5) = 14+ 0p(1) since 5 <p s by Corollary 3.2 and
slogp/n — 0. The result for 2 < k < I — 1 follows by induction.

3.10 Auxiliary Lemmas

Recall that ||S/(20)|| = maxi< <, |E,[xi;gi]|, where g; are i.i.d. N(0,1), for i =
1,...,n, conditional on X = [x|,...,x,]", and En[xlzj] =1 for each j = 1,...,p, and
note that P(n||S/(20) || = A(1 — @|X)|X) = o by definition.

Lemma 3.8. We have that fort > 0:

P(n]S/(20) = > 1v/nlX) < 2p(1 ~ @(1)) < 2p | 0(0),

A(l—o|X) < vn® (1 —a/2p) < \/2n10g(2p/a),
P(n||S/(20)]|= > \/2nlog(2p/@)|X) <

Proof. To establish the first claim, note that \/n||S/20|| = max;<j<p|Z;|, where
Z;j = \/nE,[x;jgi] are N(0,1) by g; i.i.d. N(0,1) conditional on X and by E,,[x,zj] =
1 for each j = 1,..., p. Then the first claim follows by observing that for z > 0
by the union bound P(max < j<p|Z;| > z) < pP(|Zj| > z) = 2p(1 — @(z)) and by
(1-@(2)= [ o(u)du< [ (u/z)¢(u)dz < (1/z)¢(z). The second and third claim
follow by noting that 2p(1— @(¢')) = v att' = &~ (1—«t/2p),and 2p 1, $(t") = &
at " < /2log(2p/a), so that, in view of the first claim, A(1 — ot|X) < /nt' <
nt".
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Lemma 3.9 (Sub-linearity of restricted sparse eigenvalues). For any integer
k > 0 and constant £ > 1 we have ¢ ([Ck]) < [ (k).

Proof. Let W := E, [xix]] and o be such that ¢([¢k]) = a'Wa, ||| = 1. We can
decompose the vector o so that

o [ B B
= o, with Y, || tire|lo = ||0tre]lo and cir = ar / [€],

i=1 i=1

where we can choose ;s such that || e |lo < k foreach i = 1,...,[£], since [£]k >
[¢k]. Note that the vectors ;s have no overlapping support outside 7'. Since W is
positive semi-definite, oW o, + W > 2 |a/W o] for any pair (i, j). Therefore

M
O([tk]) =a'Wa = Y Y Way;
i=1j=1
A0 dWoi+ oW 4]
2 % 5 T =0 Y afWa
i=1 i=1

—1\. “
\uM

ZIIOC:II ¢(llairello) < €] _?a§[]¢(|\aircllo) < [L]9(k),

where we used that

L ) > ||&T||2 S
3 Nl = X (llear |1 + lleire ) = +2||am|| et = 1.
i 1

i=

Lemma 3.10. Let ¢ = (c+1)/(c — 1) we have for any integer m > 0

ez () (1-um3 [ ).

Proof. We follow the proof in [8]. Pick an arbitrary vector § such that ||§7¢||; <
|18 ||1- Let T! denote the m largest components of §7¢. Moreover, let 7¢ = UK_ T*
where K = [(p —s)/m], |T¥| < m and T corresponds to the m largest components
of § outside T U (U’[‘l;ll 7).

We have
181120 = 187071 20 = 18(zurnyell2n = K(m) [ 8771l = 2 1874 ]|2.n
K(m)|[ 8y || = \/¢(m)l§2||5ﬂ||-
Next note that

1871l < W187xll1/v/m.
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Indeed, consider the problem max{||v||/||u| 1 : v,u € R™, max; |v;| < min; [u;]}. Given
a v and u we can always increase the objective function by using ¥ = max;|v;|
(1,...,1) and &' = min; |u;|(1,...,1)" instead. Thus, the maximum is achieved at

vi=u*=(1,...,1), yielding 1/y/m.
Thus, by ||67¢<||; < ¢||& ||y and |T| =5

S 3l _ el _
z||6r||<z ol ¢ lon] sl \camw

Therefore, combining these relations with ||6, 11| = ||87]| = ||67|1/+/s we have

811> "7 ) (1= ) &/ /m)

which leads to

Vsl )
o= ) (1= m /s/m).
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Chapter 4

Model Selection in Gaussian Regression for
High-Dimensional Data

Felix Abramovich and Vadim Grinshtein

Abstract We consider model selection in Gaussian regression, where the number
of predictors might be even larger than the number of observations. The proposed
procedure is based on penalized least square criteria with a complexity penalty on a
model size. We discuss asymptotic properties of the resulting estimators correspond-
ing to linear and so-called 2k In(p/k)-type nonlinear penalties for nearly-orthogonal
and multicollinear designs. We show that any linear penalty cannot be simulta-
neously adapted to both sparse and dense setups, while 2kIn(p/k)-type penalties
achieve the wide adaptivity range. We also present Bayesian perspective on the pro-
cedure that provides an additional insight and can be used as a tool for obtaining a
wide class of penalized estimators associated with various complexity penalties.

4.1 Introduction

Modern statistics encounters new challenges, where the problems have exploded
both in size and complexity. Analysis of complex high-dimensional data sets of
very large sizes requires a new look on traditional statistical methods.

Consider the standard Gaussian linear regression setup

y=XpB+e, A.1)

where y € R" is a vector of the observed response variable Y, X, is the design
matrix of p explanatory variables (predictors) X1, ...,X,,, B € R” is a vector of un-
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2 is assumed

known regression coefficients, € ~ N(0, 5%I,) and the noise variance &
to be known.

The number of predictors p might be very large relatively even to the amount of
available data n that causes a severe “curse of dimensionality” problem. However,
it is usually believed that only a small fraction of them has a truly relevant impact
on the response. Thus, the problem of model (or variable) selection for reduction
dimensionality in (4.1) becomes of fundamental importance. Its main goal is to
select the “best”, parsimonious subset of predictors (model) among Xy, ..., X),. For a
selected model M, the corresponding coefficients f3 , are then typically estimated by
least squares. The definition of the “best” subset however depends on the particular
aim at hand. One should distinguish, for example, between estimating regression
coefficients 3, estimating the mean vector X 8, identifying non-zero coefficients and
predicting future observations. Different aims may lead to different optimal model
selection procedures especially for the “p larger than n” setup. In this paper we
focus on estimating the mean vector X3 and the goodness of a given model M is
measured by the quadratic risk E||X B,, — XB||> = ||X B — X B||> + 62|M|, where
X, is the projection of Xf3 on the span of M and [3 u 1s the least square estimate
of B,,. The bias term represents the approximation error of the projection, while the
variance term is the price for estimating the projection coefficients 3 ;, by B u and
is proportional to the model size. The “best” model then is the one with the minimal
quadratic risk. Note that the true underlying model in (4.1) is not necessarily the best
in this sense since sometimes it is possible to reduce its risk by excluding predictors
with small (but still nonzero!) coefficients.

Since the above criterion involves the unknown f3, the corresponding ideal min-
imal risk can be rather used as a benchmark for any available model selection pro-
cedure. Typical model selection criterion is based on the empirical quadratic risk
ly—XxpB w|?, which is essentially the least squares. The empirical risk obviously
decreases as the model size grows and to avoid overfitting, it is penalized by a com-
plexity penalty Pen(|M|) that increases with |M|. This leads to the penalized least
square criterion of the form

Iy = XByy 1>+ Pen(|M]) — min (42)

The properties of the resulting estimator depends on the proper choice of the com-
plexity penalty Pen(-) in (4.2). A large amount of works has studied various types
of penalties. The most commonly used choice is a linear type penalty of the form
Pen(k) = 20%Ak for some fixed A > 0. The most known examples motivated by
a wide variety of approaches include C,, (Mallows, 1973) and AIC (Akaike, 1974)
for A = 1, BIC (Schwarz, 1978) for A = (Inn)/2 and RIC (Foster & George, 1994)
for A = Inp. On the other hand, a series of recent works suggested the so-called
2k1n(p/k)-type nonlinear complexity penalties of the form

Pen(k) = 202ck(In(p/k) + §,1). (4.3)
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where ¢ > 1 and {,  is some “negligible” term (see, e.g., Birgé & Massart, 2001,
2007; Johnstone, 2002; Abramovich et al., 2006; Bunea, Tsybakov & Wegkamp,
2007; Abramovich & Grinshtein, 2010).

In this paper we discuss the asymptotic properties of linear and 2kIn(p/k)-type
penalized estimators (4.2) as both the sample size n and the number of predic-
tors p increase. We distinguish between two different types of the design: nearly-
orthogonal, where there is no strong collinearity between predictors, and multi-
collinear, that usually appears when p > n. Interesting, that the minimax rates
for estimating the mean vector for multicollinear design are faster than those for
nearly-orthogonal by a certain factor depending on the design properties. Such a
phenomenon can be explained by a possibility of exploiting strong correlations be-
tween predictors to reduce the model size without paying much extra price in the
bias.

We show that even for nearly-orthogonal design any linear penalty cannot be
simultaneously optimal (in the minimax sense) for both sparse and dense cases. On
the contrary, the 2kIn(p/k)-types penalties achieve the widest possible adaptivity
range. Moreover, under some additional assumptions on the design and regression
coefficients vector, they remain asymptotically optimal for the multicollinear design
as well.

We also describe a Bayesian interpretation of penalized estimators (4.2) devel-
oped in Abramovich & Grinshtein (2010) for a general case and for the considered
two types of penalties in particular. Bayesian approach provides an additional in-
sight in these estimators and can be also used as a tool for obtaining a wide class of
penalized estimators with various complexity penalties.

The paper is organized as follows. The notations, definitions and some prelimi-
nary results are given in Section 4.2, where, in particular, we present the (nonasymp-
totic) minimax lower bound for the risk of estimating the means vector X3 in
(4.1). The asymptotic minimax properties of penalized estimators (4.2) for nearly-
orthogonal and multicollinear designs are investigated respectively in Sections 4.3
and 4.4. Section 4.5 presents a Bayesian perspective on (4.2). Some concluding re-
marks are given in Section 4.6.

4.2 Preamble

Consider the general linear regression setup (4.1), where the number of possible pre-
dictors p may be even larger then the number of observations n. Let r = rank(X) (<
min(p,n)) and assume that any r columns of X are linearly independent. For the
“standard” linear regression setup, where all p predictors are linearly independent
and there are at least p linearly independent design points, r = p.

Any model M is uniquely defined by the p x p diagonal indicator matrix D y; =
diag(dy), where djyy = I{X; € M} and, therefore, [M| = tr(Dy). For a given M, the
least square estimate of its coefficients is B u = (DuX 'XDM)+DMX 'y, where “+”
denotes the generalized inverse matrix.
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For a fixed py, define the sets of models .#),, that have at most pg predictors, that
is, Mp, = {M : |M| < po}. Obviously, if a true model in (4.1) belongs to .# ,,, then
[1B1lo < po, where the Iy quasi-norm of the coefficients vector 3 is defined as the
number of its nonzero entries. We consider p < r since otherwise, there necessarily
exists another vector 8 such that ||f¥]|o < rand X = X",

Within the minimax framework, the performance of a penalized estimator X B o
of the unknown mean vector X3 in (4.1) corresponding to the selected model
M with respect to (4.2) over ., po 18 measured by its worst-case quadratic risk
SUPB.(1Bl0<po E||XBM — XPB|[?. It is then compared to the minimax risk — the best

attainable worst-case risk among all possible estimators,

R(AMpy,) =inf sup E[§—XB|J.
Y BliBllo<po

We present first the following result of Abramovich & Grinshtein (2010) for the
lower bound for the minimax risk R(.# ;).

For any given k = 1,...,r, let @uin[k] and @4x[k] be the k-sparse minimal and
maximal eigenvalues of the design defined as

IXBIP?
'min k| = ,
S T
(Pmax[k] - max ||Xﬁ”2

Ba<|Blo<k 1B

In fact, @ynin[k] and @ [k] are respectively the minimal and maximal eigenvalues of
all k x k submatrices of the matrix X'X generated by any k columns of X. Let t[k] =
Omink]/ Omax[k], k =1,...,r. By the definition, T[k] is a non-increasing function of k.
Obviously, 7[k] < 1 and for the orthogonal design the equality holds for all k.

Theorem 4.1. (Abramovich & Grinshtein, 2010). Consider the model (4.1) and let

1 < po < r. There exists a universal constant C > 0 such that

Co2t2po] po(In(p/po) +1) , 1 < po < 1/2

Note that the minimax lower bound (4.4) depends on a design matrix X only through
its sparse eigenvalues ratios. Computationally simpler but less accurate minimax
lower bound can be obtained by replacing 7[2p] and t[po] in (4.4) by 7[r], that for
the case r = p < n is just the ratio of the minimal and maximal eigenvalues of X 'X.

Consider now the asymptotics as the sample size n increases. We allow p = p,, to
increase with n as well in such a way that r tends to infinity and look for a projection
of the unknown mean vector on an expanding span of predictors. In the “classical”
regression setup, p, = o(n), while in the “modern” one, p, may be larger than n or
even p, > n.
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In such asymptotic setting one should essentially consider a sequence of design
matrices X, ,,, where r, — oo. For simplicity of exposition, in what follows the
index n is omitted and X, ,,, will be denoted by X, emphasizing the dependence
on the number of predictors p when r tend to infinity. Similarly, we consider now
sequences of corresponding coefficients vectors 3 - In these notations, the original
model (4.1) is transformed into a sequence of models

y=XpB,+¢, (4.5)

where rank(X) = r and any r columns of X are linearly independent (hence, 7, [r] >
0), € ~ N(0,0°1,) and the noise variance 6> does not depend on n and p.

The minimax lower bound (4.4) indicates that depending on the asymptotic
behavior of the sparse eigenvalues ratios, one should distinguish between nearly-
orthogonal and multicollinear designs:

Definition 4.1. Consider the sequence of design matrices X . The design is called
nearly-orthogonal if the corresponding sequence of sparse eigenvalues ratios 7 ,[r]
is bounded away from zero by some constant ¢ > 0. Otherwise, the design is called
multicollinear.

Nearly-orthogonality assumption essentially means that there is no collinearity in
the design in the sense that there are no “too strong” linear relationships within any
set of r columns of X),. It is intuitively clear that it can happen only when p is not
“too large” relative to r (and hence to n), while for the p, > n setup, multicollinear-
ity between predictors is inherent. Indeed, Abramovich & Grinshtein (2010) showed
that for nearly-orthogonal design necessarily p = O(r) and, thefore, p = O(n).

In what follows we consider separately the two types of the design and investi-
gate the asymptotic optimality (in the minimax sense) of linear and 2k In(p/k)-type
penalties.

4.3 Nearly-Orthogonal Design

From the definition of nearly-orthogonal design it follows that there exists a constant
¢ > 0 such that ¢ < 7,[r] < ... < 7,[1] = 1. In addition, as we have mentioned in the
previous Section 4.2, for this type of design p = O(r) and, therefore, the minimax
lower bound (4.4) over .# p, in this case is essentially of the order po(In(p/po) +1)
forall po=1,...,r.

We start from linear penalties, where Pen (k) = 202A,k. Foster & George (1994)
and Birgé & Massart (2001, Section 5.2) showed that the best possible risk of cor-
responding penalized estimators over .#p, is of the order 62 polInp achieved for
Ap=(1438)Inp, & >0 corresponding to the RIC criterion. This risk is of the same
order as po(In(p/po) + 1) in the minimax lower bound (4.4) when py = O(r*) for
some 0 < o < 1 (sparse cases), but higher than the latter for the dense cases, where
po ~ r. On the other hand, it is the AIC estimator (A, = 1) with the risk of the
order 62 p, that is asymptotically similar to (4.4) for dense but much higher for
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AlC
---- RIC
— 2k (In(p/k)+1)

Penalty Pen(k)

k
Fig. 4.1 Various penalties: AIC (dotted line), RIC (dashed line) and 2k(In(p/k) + 1) (solid line).

sparse cases. In other words, no penalized estimator (4.2) with a linear penalty can
be simultaneously rate-optimal for both sparse and dense cases. Note that a linear
penalty Pen(k) =202,k yields the constant per predictor price 202, that cannot
be adapted to both cases.

On the other hand, the nonlinear penalties of the 2k In(p/k)-type imply different
per predictor price: higher for small models but decreasing as the model size grows.
In fact, such type of penalty behaves like RIC for sparse and AIC for dense cases
(see Figure 4.1). As we shall show, it allows the corresponding estimators to achieve
the widest adaptivity range.

Consider a general 2kIn(p/k)-type penalty (4.3), where ¢ > 1. From the results
of Birgé & Massart (2001, 2007) and Abramovich & Grinshtein (2010) for the cor-
responding penalized estimators (4.2) it follows that forany 1 < pg < r,

sup  E||XBy; — XB|[> < Co?po(In(p/po) +1) (4.6)
B:1Bllo<ro

for some C > 0. Comparing the risk upper bound (4.6) with the minimax lower
bound implies the following Corollary:
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Corollary 4.1. Let the design be nearly-orthogonal. Consider the penalized least
square estimation (4.2) with a 2kn(p/k)-type complexity penalty (4.3), where ¢ > 1.
Then, as r — oo, the corresponding penalized estimator attains the minimax conver-
gence rates simultaneously over all My, po = 1,...,r.

Furthermore, for sparse cases Birgé & Massart (2007) showed that for ¢ < 1 in (4.3),
the risk of the corresponding penalized estimator is much larger than that in (4.6).
The value ¢ = 1 for the 2k In(p/k)-type penalty (4.3) is, therefore, a borderline. For
the orthogonal design and various sparse settings, Abramovich et al. (2006) and
Wu & Zhou (2009) proved that ¢ = 1 yields even sharp (with an exact constant)
asymptotic minimaxity. However, to the best of our knowledge, it is not clear what
happens for the choice ¢ = 1 in a general case.

Finally, note that for the nearly-orthogonal design, ||X, B ot —XpBpll < | B oV~
B p| |, where “<” means that their ratio is bounded from below and above. There-
fore, all the results of this section for estimating the mean vector X, p in (4.5)
can be straightforwardly applied for estimating the regression coefficients 3 - This
equivalence, however, does not hold for the multicollinear design considered below.

4.4 Multicollinear Design

Recall that nearly-orthogonality assumption necessarily implies p = O(n). Thus,
it may be reasonable in the “classical” setup, where p is not too large relatively
to n but is questionable for the analysis of high-dimensional data, where p > n.
In this section we investigate the performance of 2kIn(p/k)-type penalties for the
multicollinear design.

When nearly-orthogonality does not hold, the sparse eigenvalues ratios in (4.4)
may tend to zero as p increases and, thus, decrease the minimax lower bound rate
relatively to the nearly-orthogonal design. In this case there is a gap between the
rates in the lower and upper bounds (4.4) and (4.6). Intuitively, strong correlations
between predictors can be exploited to diminish the size of a model (hence, to de-
crease the variance) without paying much extra price in the bias, and, therefore, to
reduce the overall risk. It turns out that under certain additional assumptions on the
design and the regression coefficients vector in (4.5) given below, the upper risk
bound (4.6) of the 2kIn(p/k)-type estimator can be indeed reduced to the minimax
lower bound rate (4.4). Under these conditions, 2k In(p/k)-type penalized estimator,
therefore, remains asymptotically rate-optimal even for the multicollinear design.

For simplicity of exposition we consider py < r/2 although the results for r/2 <
po < r can be obtained in a similar way with necessary changes. In particular, for
the latter case one should slightly modify the 2k In(p/k)-type penalty for k = r to be
of the form Pen(r) ~ 202cr for some ¢ > 0 (Abramovich & Grinshtein, 2010). Note
that for the nearly-orthogonal design, where p = O(r), 2kIn(p/k)-type penalties
automatically imply this condition on Pen(r).

For any model M of size k < r/2 let X be the n x k submatrix of X p contain-
ing the corresponding k columns of X,. Consider the matrix (X 1 Xu)~! and the



166 Felix Abramovich and Vadim Grinshtein

maximum of minimal eigenvalues @ [(X},Xp) ']y of all its symmetric |k(1 —
7,(2k]) | x | k(1 — 7,[2k]) | submatrices corresponding to various submodels M C M
of size | k(1 — 7,[2k])|. Define @, [k] = minys Gpin [(X},Xp1) |3, that is,

Gplk] = min e Omin | (X31X00) ™ o
M| = [k(1—wplk])]

It can be shown (Abramovich & Grinshtein, 2010) that ¢, ![k] measures an error of
approximating mean vectors X ,8 > Where B p [lo =k, by their projections on lower
dimensional subspans of predictors. The stronger is multicollinearity, the better is
the approximation and the larger is ¢, [k].

The following theorem is a consequence of Theorem 5 of Abramovich & Grin-
shtein (2010):

Theorem 4.2. Let T,[r] — 0 as r — oo (multicollinear design). Assume the follow-
ing additional assumptions on the design matrix X, and the (unknown) vector of

coefficients B, in (4.5):
(D)  forall p there exist 1 < Kp1 < Kpo < r/2 such that

1. ¢ <72k k<k—1,k=Kp1,.... K
2. 1p[2Kp0] = (Kp2/(pe))?
3. (Pp)mm[Zk] (Pp[k] 28, k=Kp1,....,Kp2

(B) [IB,|I2 < étp[2po] - $plpol - (n(p/po) + 1), where po = [|B,|lo

for some positive constants ¢1, ¢, ¢3 and 4.

Then, the penalized least square estimator (4.2) with a 2kIn(p/k)-type complex-
ity penalty (4.3), where ¢ > 1, is asymptotically simultaneously minimax (up to a
constant multiplier) over all My, Kp1 < po < Kpo.

Generally, Assumptions (D.1, D.2) and Assumption (B) allow one to reduce the
upper bound (4.6) for the risk of the 2k In(p/k)-type estimator by the factor 7 ,[2po],
while Assumption (D.3) is required to guarantee that the additional constraint on
B » in Assumption (B) does not affect the lower bound (4.4). We have mentioned
that multicollinearity typically arises when p > n. One can easily verify that for
n=0(p%*), 0 < a < 1, Assumption (D.2) always follows from Assumption (D.1)
and, therefore, can be omitted in this case.

4.5 Bayesian Perspective

In this section we discuss the Bayesian approach to model selection in the Gaussian
regression model (4.1) proposed by Abramovich & Grinshtein (2010). Bayesian
framework naturally interpretates the penalized least square estimation (4.2) by
treating the penalty term as proportional to the logarithm of a prior distribution
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on the model size. Minimization of (4.2) corresponds then to the maximum a poste-
riori (MAP) rule. Choosing different types of a prior, the resulting Bayesian MAP
estimator can imply various complexity penalties, linear and 2k In(p/k)-type penal-
ties in particular, that gives an additional insight in motivation behind such types of
penalties.

Consider the model (4.1), where the number of possible predictors p may be
larger then the number of observations n. Recall that r = rank(X) and we assume
that any r columns of X are linearly independent.

Assume some prior on the model size m(k) = P(|M| = k) , where (k) > 0, k =
0,...,r and (k) = 0 for k > r since the model becomes nonidentifiable when the
number of its parameters is larger than the number of observations (see Section
4.2).

For any k =0,...,r — 1, assume all (2’) various models of size k to be equally
likely, that is, conditionally on |M| = k,

P(M | M| =k) = (i) h

The case k = r = rank(X) is slightly different. Although there are (Ir’ ) various sets
of predictors of size r, all of them evidently result in the same estimator for the
mean vector and, in this sense, are essentially undistinguishable and associated with

a single (saturated) model. Hence, in this case, we set
PM|M|=r)=1 4.7

Finally, assume the normal prior on the unknown vector of k coefficients of the
model M: B,; ~ N, (0,y6?(DyX'XDy) "), where ¥ > 0 and the diagonal indicator
matrix Dps was defined in Section 4.2. This is a well-known conventional g-prior of
Zellner (1986).

For the proposed hierarchical prior, a straightforward calculus yields the posterior
probability of a model M of size |M| =0,...,r—1:

Y y/XDM (DMX/XDM)JrDMXIy

_1 M
ponly) <a (1) anFew{ T 202

M|

4.8)

Finding the most likely model leads then to the following MAP model selection
criterion:

— |M]
V' XDy(DyX'XDyy)* Dy X'y +26%(1+1/7) ln{(M’f,‘) LM (1+7y) 2 } . maxy

or, equivalently,

Iy=xBylf+ 2020+ 1/ { 1)) 1) ¥ |~ min, @49)

which is of the general type (4.2) with the complexity penalty
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Pen(k) =20%(141/y) ln{ (‘;) m(k) " (1+7)? } L k=0,...r—1  (4.10)

Similarly, for [M| = r from (4.7) one has
Pen(r) =20%(1+ 1/y)In{m(r) " (1+7) | (4.11)

In particular, the (truncated if p > r) binomial prior B(p,&) corresponds to the
prior assumption that the indicators d j); are independent. The binomial prior yields
the linear penalty Pen(k) =202(1+1/y)kIn(y/1+y(1 = &) /&) ~ 20%kIn(,/y(1 —
£)/&), k=1,...,r— 1 for sufficiently large variance ratio y. The AIC criterion cor-
responds then to & ~ /y/(e+/y), while & ~ \/y/(p++/y) leads to the RIC crite-
rion. These relations again confirm our previous arguments in Section 4.3 that RIC
should be appropriate for sparse cases, where the size of the true (unknown) model
is believed to be much less than the number of possible predictors, while AIC is
suitable for dense cases, where they are of the same order. Any binomial prior or,
equivalently, any linear penalty cannot “kill two birds with one stone”.

On the other hand, there is a class of priors associated with the 2kIn(p/k)-
type penalties. In particular, the (truncated) geometric distribution 7z(k) o< g%, k =
1,...,r yields Pen(k) ~ 2062(1 4 1/y)k(In(p/k) + {(v,q)), k = 1,...,r — 1, where
we used that kIn(p/k) <In((?)) < k(In(p/k) + 1) (see Lemma A1 of Abramovich
et al., 2010). In addition, (4.11) implies Pen(r) = 20 2c(g,y)r for some constant
c(g,y) > 1 that goes along the lines with the remark on the requirement on Pen(r)
for 2kIn(p/k)-type penalties in Section 4.4.

The Bayesian interpretation of the complexity penalized estimators can be also
exploited for their computations. Generally, minimizing (4.2) requires an NP-hard
combinatorial search over all possible models. To make computations for high-
dimensional data feasible in practice, one typically applies either various greedy
algorithms (e.g., forward selection) approximating the global solution in (4.2) by a
stepwise sequence of local ones, or convex relaxation methods (e.g., Lasso (Tibshi-
rani, 1996) and Dantzig selector (Candés & Tao, 2007) for linear penalties) replac-
ing the original combinatorial problem by a related convex program. The proposed
Bayesian approach allows one instead to use the Gibbs sampler to efficiently gen-
erate a sequence of models from the posterior distribution P(M|y) in (4.8) (see, e.g.
George & McCullooch, 1993 for more detail). The key point is that the relevant
models with highest posterior probabilities will appear most frequently and can be
easily identified even for a generated sample of a relatively small length.

4.6 Concluding Remarks

In this paper we considered model selection in Gaussian linear regression for high-
dimensional data, where the number of possible predictors may be even larger than
the number of available observations. The procedure is based on minimizing pe-
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nalized least squares with a penalty on a model size. We discussed asymptotic
properties of the resulting estimators corresponding to different types of penalties.
Bayesian interpretation allows one to better understand the intuition behind various
penalties and provides a natural tool for obtaining a wide class of estimators of this
type.

We showed that any linear penalty, including widely used AIC, C,, BIC and
RIC, cannot be simultaneously minimax for both sparse and dense cases. More-
over, the same conclusions are valid for the well-known Lasso (Tibshirani, 1996)
and Dantzig (Candés & Tao, 2007) estimators that for the optimally chosen tuning
parameter, under nearly-orthogonality conditions similar to those considered in this
paper, can achieve only the same sub-optimal rate pInp as RIC (Bickel, Ritov &
Tsybakov, 2009). These results are, in fact, should not be surprising since both Lasso
and Dantzig estimators are essentially based on convex relaxations of |M| = ||B ,|lo
in the linear complexity penalty in (4.2) in order to replace the original combina-
torial problem by a convex program (see also remarks in the conclusion of Section
4.5). Thus, Lasso approximates the /g-norm || ,,||o by the the corresponding /-
norm ||f,,]]1. On the other hand, the nonlinear 2kIn(p/k)-type penalty adapts to
both sparse and dense cases.

It is also interesting to note that, unlike model identification or coefficients esti-
mation problems, where multicollinearity is a “curse”, it may become a “blessing”
for estimating the mean vector. One can exploit strong correlations between predic-
tors to reduce the size of a model (hence, to decrease the variance) without paying
much extra price in the bias.
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Chapter 5

Bayesian Perspectives on Sparse Empirical
Bayes Analysis (SEBA)

Natalia Bochkina and Ya’acov Ritov

...and only a star or two set sparsedly in the vault of heaven; and you will find a sight as
stimulating as the hoariest summit of the Alps. — R. L. Stevenson

Abstract We consider a joint processing of n independent similar sparse regression
problems. Each is based on a sample (y;1,%i1) -, (Vim,Xim) of m i.i.d. observations
from y;; = x}iB[ +&1, yi1 €R, x;1 € RP, and g ~ N(0,0?), say. The dimension p
is large enough so that the empirical risk minimizer is not feasible. We consider,
from a Bayesian point of view, three possible extensions of the lasso. Each of the
three estimators, the lassoes, the group lasso, and the RING lasso, utilizes different
assumptions on the relation between the n vectors f1,. .., B,.

5.1 Introduction

We consider the model
R Tﬁ. .. =1 i—1
Yij =X;bi+é&j, 1=1,....,n, j=1,....m,
or in a standard vector form

Yi=X"Bi+e&, i=1,....n, (5.1
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where ; € RP. The matrix X; € R™*P? is either deterministic fixed design matrix,
or a sample of m independent R” random vectors. Finally, &;, i =1,...,n, j =
1,...,m are (at least uncorrelated with the x’s), but typically assumed to be i.i.d.
sub-Gaussian random variables, independent of the regressors x;;. We can consider
this as n partially related regression models, with m i.i.d. observations on the each
model. For simplicity, we assume that all variables have expectation 0. The fact that
the number of observations does not dependent on i is arbitrary and is assumed only
for the sake of notational simplicity. Let 4 be the matrix (81, ..., ).

The standard FDA (functional data analysis) is of this form, when the functions
are approximated by their projections on some basis. Here we have n i.i.d. random
functions, and each group can be considered as m noisy observations, each one is
on the value of these functions at a given value of the argument. Thus,

yij = 8i(zij) + &, (5.2)

where z;; € [0, 1]. The model fits the regression setup of (5.1), if g(z) = X}_, Behe(p)
where hy,...,h, arein L»(0,1), and x;j; = hy(zij).

This approach is in the spirit of the empirical Bayes (compound decision) ap-
proach. Note however that the term “empirical Bayes” has a few other meanings in
the literature), cf, [8, 9, 12]. The empirical Bayes approach to sparsity was consid-
ered before, e.g., [13, 3, 4, 6]. However, in these discussions the compound decision
problem was within a single vector, while we consider the compound decision to be
between the vectors, where the vectors are the basic units. The beauty of the concept
of compound decision, is that we do not have to assume that in reality the units are
related. They are considered as related only because our loss function is additive.

One of the standard tools for finding sparse solutions in a large p small m situa-
tion is the lasso (Tibshirani [10]), and the methods we consider are possible exten-
sions.

We will make use of the following notation, introducing the [, , norm of matrices
and sets z of vectors:

1/q
Definition 5.1. For a matrix A, ||| . = (zi (szf’,.)"/”) If 21, 20, iS @ cOl-
lection of vectors, not necessarily of the same length, z;;,i=1,...,n, j=1,...,J;,

l/q
then [[{z1,-+2 Hlpg =[S (Sje 2st?) 7]

To simplify the notation, in this paper we will also use element-wise matrix norms

Al = [lAl]p.p-

These norms will serve as a penalty on the size of the matrix Z = (B1,...,5,).
Different norms imply different estimators, each appropriate under different as-
sumptions.

Within the framework of the compound decision theory, we can have different
scenarios. The first one is that the n groups are considered as repeated similar mod-
els for p variables, and the aim is to choose the variables that are useful for all
models. The relevant variation of the lasso procedure in this case is the group lasso
introduced by Yuan and Lin [11]:



5 Bayesian Perspectives on Sparse Empirical Bayes Analysis (SEBA) 173

—argmmZE ij = X5Bi)* + AN BT |21 (5.3)

#  i=1j=1

Yuan and Lin also showed that in this case the sparsity pattern of variables (that is,
the subset of variable with non-zero coefficients) is the same (with probability 1).
Non-asymptotic inequalities under restricted eigenvalue type condition for group
lasso are given by Lounici et al. [7].

Another possible scenario is where there is no direct relationship between the
groups, and the only way the data are combined together is via the selection of the
common penalty. In this case the sparsity pattern of the solution for each group are
unrelated. We argue that the alternative formulation of the lasso procedure:

n
—argmanZ Vij — +M|<%’H1a, (5.4)
# i=1j=1

which we refer to as “lassoes” can be more natural than the simple lasso. The stan-
dard choice is v = 1, but we believe that &« > 4 is, in fact, more consistent with a
Bayesian point of view.

If we compare (5.4) to (5.3) we can see the difference between the prior assump-
tions of the lassoes and the group lasso. The basic elements of the lassoes are the
Bi’s vector, and we assume a priori that each of them is sparse. On the other hand,
the basic elements of the group lasso are the variables, and we assume a priori that
most of them do not contribute significantly to any of the regression equation.

We shall also consider a third situation where there is a sparse representation in
some unknown basis, but assumed common to the n groups. The standard notion
of sparsity, as captured by the ¢ norm, or by the standard lasso, the lassoes, and
the group lasso, is basis dependent. For example, when we prefer to leave it a priori
open whether the function should be described in terms of the standard Haar wavelet
basis, a collection of interval indicators, or a collection of step functions. All these
three span the same linear space, but the true functions may be sparse in only one of
them.

The rotation invariant group (RING) lasso was suggested as a natural extension of
the group lasso to the situation where the proper sparse description of the regression
function within a given basis is not known in advance ([2]). The corresponding
penalty is the trace norm (or Schatten norm with p = 1) of the matrix %, which finds
the rotation that gives the best sparse representation of all vectors instantaneously.

The aim is to discuss the Bayesian interpretation of the three lasso extensions
to the compound decision problem setting. Since the lassoes method, to our knowl-
edge, has not been considered previously, we also present some theoretical results
for it such as sparsity oracle inequalities and the persistency analysis (the latter is in
the sense of [5], i.e., the equivalence of the empirical risk minimum and the corre-
spondence population minimum. See Subsection 5.2.1).

The chapter is organised as follows. In Section 5.2 we introduce the lassoes
method, discuss the Bayesian perspective, perform the persistency analysis and give
the sparsity oracle inequalities. Section 5.3 is devoted to a Bayesian perspective on
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group lasso and Section 5.4 - to a Bayesian perspective on RING lasso. All the
proofs are given in the Appendix.

5.2 The Lassoes Procedure

5.2.1 Persistency and Bayesian Interpretation

The minimal structural relationship we may assume is that the 3’s are not related,
except that we believe that there is a bound on the average sparsity of the f’s. One
possible approach would be to consider the problem as a standard sparse regression
problem with nm observations, a single vector of coefficients B = (8{,...,87)T,
and a block diagonal design matrix X. This solution, which corresponds to the solu-
tion of (5.4) with o = 1, imposes very little on the similarity among (1,...,,. The
lassoes procedure discussed in this section assumes that these vectors are similar, at
least in their level of sparsity.

We assume that each vector of f8;, i = 1,...,n, solves a different problem, and
these problems are related only through the common penalty in the joint loss func-
tion, which is the sum of the individual losses, see (5.4).

We want to introduce some notation. We assume that for each i = 1,...,n,
zij = (Vij» X j) ,Jj=1,...,marei.id., sub-Gaussian random variables, drawn from a
distribution Q;. Let z; = (yl7 )T be an independent sample from Q;. For any vector
a,letd=(—1,a")T7, and let Z be the covariance matrix of z; and & = (2y,...,%,).
The goal is to find the matrix B = (Bl yeon ,ﬁn) that minimizes the mean prediction
error:

ZeQ, —x; Bi)? Zﬁ (5.5)

For p small, the natural approach is empirical risk minimization, that is replacing %;
in (5.5) by S, the empirical covariance matrix of z;. However, generally speaking,
if p is large, empirical risk minimization results in overfitting the data. Greenshtein
and Ritov [5] suggested (for the standard n = 1) minimization over a restricted set
of possible s, in particular, to either £ or ¢ balls. In fact, their argument is based
on the following simple observations

IBT(Z - 8)B| <1 = Sill-lIBII}
and (5.6)
|12 = Sille = O, (m~ '/ logp),
where ||Al|e = max; j|A;j|.

This leads to the natural extension of the single vector lasso to the compound
decision problem set up, where we penalize by the sum of the squared ¢ | norms of
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vectors Bl Y- ,Bn, and obtain the estimator defined by:

(Bis....B) = argmin{m ¥ BTS:Bi+ 2 3 I }
ﬁla ﬂn i=1 i=1

= argman{ Z yij = x5Bi)? +)Lm||ﬁi||%}
ﬁl 7ﬁn - J=1

(5.7)

Note that when n = 1, the fact that we penalized by the squared ¢ norm, and not by
the ¢; norm itself does not make a difference. To be more exact, if n = 1, for any A4,
in (5.7), there is A/, such that the least square with penalty A [|B1||1 yields the same
value as (5.7). For convenience we consider the asymptotic analysis as function of
m. That is we consider n = n,;, p = pm, and A = A,,. Often, the subscript m will be
dropped.

Also, (5.7) may seem as, and numerically it certainly is, n separate problems,
each involving a specific 8;. The problems are related however, because the penalty
function is the same for all. They are tied, therefore, by the chosen value of A,
whether this is done a-priori, or by solving a single constraint maximization prob-
lem, or if A, is selected a-posteriori by a method like cross validation.

The prediction error of the lassoes estimator can be bounded in the following
way. In the statement of the theorem, ¢, is the minimal achievable risk, while C,, is
the risk achieved by a particular sparse solution.

Theorem 5.1. Let Py, i = 1,...,n be n arbitrary vectors and let C, = n’IE;’ZI
B ZiBio. Let ch =n 'YL, ming BTZ:B. Then

Y BIS6i < ZB ZBo+("" + ) znﬂ,onl " —5.) Y B},
[ i=1

where 8, = max; ||S; — £;||., and (éh ... ,é,,) are given in (5.7). If also Ay /m — 0
and Ao/ (m'?log(np)) — oo (and necessarily m — ), then

n x Cn_ " l/
N IBilE = 0p(mn ™", ™) + (140", "log(np) )ZHﬁloul 538)

and
ST < 3 BE o+ (1-+0,0) 7 3 1l
' P i=1

The result is meaningful, although not as strong as may be wished, as long as C,, —
¢n — 0, while n=' 3%, || Booll? = 0,(m'/?). That is, when there is a relatively sparse
approximations to the best regression functions. Here sparse means only that the
¢y norms of vectors is strictly smaller, on the average, than /m. Of course, if the

minimizer of ﬁ TE,B itself is sparse, then by (5.8) /§ Lye- ,ﬁ n are as sparse as the true
minimizers.
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Also note, that the prescription that the theorem gives for selecting A ,,,, is sharp:
choose A, as close as possible to md,,, or slightly larger than /m.

The estimators ﬁ Lyeo- ,ﬁ m look as if they are the mode of the a-posteriori distri-
bution of the f;’s when yij|Bi ~ N(x[;;, 6°), the B ..., B, are a priori independent,
and f3; has a prior density proportional to exp(—A,[|B:[|?/52). This distribution can
be constructed as follows. Suppose T; ~ N(0,A,,'6?). Given T;, let u;y, ... ,Uip be
distributed uniformly on the simplex {u; > 0,¥}_, u; = |Ti|}. Let s1,...,si, be
i.i.d. Rademacher random variables (taking values -1 with probabilities 0.5), inde-
pendent of T;,u;1, . .., u;p. Finally let By = uiesip, £ =1,...,p.

However, this Bayesian point of view is not consistent with the above suggested
value of A,,. An appropriate prior should express the beliefs on the unknown param-
eter which are by definition conceptually independent of the amount data to be col-
lected. However, the permitted range of A,, does not depend on the assumed range
of ||B;|, but quite artificially should be in order between 7 '/? and m. That is, the
penalty should be increased with the number of observations on each f3;, although at
a slower rate than m. In fact, even if we relax what we mean by “prior”, the value of
Am goes in the ‘wrong’ direction. As m — oo, one may wish to use weaker a-priori
assumptions, and allow T above to have a-priori second moment going to infinity,
not to 0, as entailed by A,,, — 0.

The Bayesian inconsistency does not come from the asymptotic setup, and it
does not come from considering a more and more complex model. It was presented
as asymptotic in m — oo, because it is clear that asymptotically we get the wrong
results, but the phenomena occurs along the way and not only in the final asymptotic
destination. The parameter A should be much larger than we believe a priori that
||Bz||1_1 should be. If A is chosen such that the prior distribution have the level of
sparsity we believe in, then the posteriori distribution would not be sparse at all!
To obtain a sparse solution, we should pose a prior which predicts an almost zero
vector 3. Also, the problem does not follow from increasing the dimension, because
the asymptotic is in m and not in p, the latter is very large along the process. We
could start the “asymptotic” discussion with m observations per §; € R”0, py almost
exponential in m¢. Then we could keep p constant, while increasing m. We would get
the inconsistency much before m will be O(py). Finally, the Bayesian inconsistency
is not because the real dimension, the number of non-zero entries of 3, is increasing.
In fact, the inconsistency appears when this number is kept of the same order, and the
prior predicts increasingly sparse vectors (but not fast enough). In short, the problem
is that the considered prior distribution cannot compete with the likelihood when the
dimension of the observations is large (note, just ‘large’, not ‘asymptotically large’).

We would like to consider a more general penalty of the form Y, ||Bi[|{". A
power o # 1 of £1 norm of 8 as a penalty introduces a priori dependence between the
variables which is not the case for the regular lasso penalty with oz = 1, where all 8;;
are a priori independent. As « increases, the sparsity of the different vectors tends to
be the same—the price for a single non-sparse vector is higher as o increases. Note
that given the value of A,,, the n problems are treated independently. The compound
decision problem is reduced to picking a common level of penalty. When this choice
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is data based, the different vectors become dependent. This is the main benefit of this
approach—the selection of the regularization is based on all the mn observations.

For a proper Bayesian perspective, we need to consider a prior with much smaller
tails than the normal. Suppose for simplicity that ¢, = C, (that is, the “true” regres-
sors are sparse), and max; || Bio||1 < ee.

Theorem 5.2. Let fi be the minimizer of BT %i. Suppose max; ||Bio ||y < eo. Con-
sider the estimators:

(Bis--..Bn) = argmin{m 3, BTS2 z 1B
for some o > 2. Assume m — oo and A, = O(mS,,) = O(m'/*logp). Then

_IZIIB 1} = O((m8n/2n)**2)),
and

B ZB:O+O ( (m/km)z/(OC—Z)éyg/(afz)).

'M=

noos <
Zﬁ;rztﬁt X

i=1 i=1

Note that, if we, the Bayesians, believe that n~! > ||[§ ,||% P, ¢, then A should
also converge to a constant. Theorem 5.2 implies that the estimator is persistent
(i.e., the empirical minimization gives the same risk as the population minimizer) if
m? 0% — 0, or @ > 4. That is, the prior should have a very short tails. In fact, if the

prior’s tails are short enough, we can accommodate an increasing value of the ﬁA,”S
by taking A, — 0.

The theorem suggests a simple way to select A,, based on the data. Note that

n! i ||ﬁ ||% is a decreasing function of )L Hence, we can start with a very large

value of A and decrease it until n=' 37, ||[3 2~ A2,

We want to conclude on another role of the parameter . The parameter A,
controls the average n='S|1Bi]|%. When o = 1, we are relatively flexible and
allow some ||f;]|; to be very large, as long as other are small. If ¢ is larger, the
penalty for || ﬁi||1 much larger than the average becomes too large, and the solution
tends to be with all || 3|, being of the same order.

5.2.2 Restricted Eigenvalues Condition and Oracle Inequalities

The above discussion was based on the persistent type of argument. The results
are relatively weak, but in return the conditions are very weak. For completeness
we give much stronger results based on much stronger conditions. We show that
the needed coefficient of the penalty function remains the same, and therefore the
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Bayesian discussion did not depend on the results presented above. Before stating
the conditions and the resulted inequalities we introduce some notation and defini-
tions.

For a vector 3, let .# () be the cardinality of its support: . (B) = ¥,; I(B; #0).
Given a matrix A € R"™? and given a set J = {J;}, J; C {1,...,p}, we denote
Ay =A{Aij,i=1,...,n,j € Ji}. By the complement J° of J we denote the set
{J5,...,J5}, i.e. the set of complements of J;’s. Below, X is np x m block diagonal
design matrix, X = diag(Xy,X>,...,X,), and with some abuse of notation, a matrix
A = (Ay,...,A,) may be considered as the vector (A],...,AT)T, and accordingly
the norms ||A || are defined. Finally, recall the notation 8 = (B, ...,[,)

The restricted eigenvalue assumption of Bickel et al. [1] (and Lounici et al. [7])
can be generalized to incorporate unequal subsets J;s. In the assumption below, the
restriction is given in terms of £, 1 norm, g > 1.

Assumption RE, (s, co, k).

XAl
K_mln{ :maX|Ji|<S,AERnXP\{O},HAJC”qJ<C0||AJ||¢L1 > 0.
vml|Agll2
We apply it with ¢ = 1, and in Lounici et al. [7] it was used for ¢ = 2. We call it
a restricted eigenvalue assumption to be consistent with the literature. In fact, as
stated it is a definition of x as the maximal value that satisfies the condition, and
the only real assumption is that k is positive. However, the larger k is, the more
useful the “assumption” is. Discussion of the normalisation by +/m can be found in
Lounici et al. [7].
For penalty A ¥, ||B;||{, we have the following inequalities.

Theorem 5.3. Assume y;; ~ /V(xlTjﬁi, 02), and let B = (Bl, .. ,B,,) correspond to
a minimizer of (5.7), with

4A 1
Ama, > 0'\/m og(Anp) ’
omax(Bo—1 pa-1)

where o > 1 and A > /2, B > max;||||1 and B > max;||B;||1, max(B,B) > 0
(B may depend on n,m,p, and so can B). Suppose that generalized assumption
RE/ (5,3, x) defined above holds, 2;-":1)([.2/.[ =mforalli,l, and # (B;) < s forall i.
1-A2)2

Then, with probability at least 1 — (np)

(a) The root means squared prediction error is bounded by:

1 A Vs [3al
KT B=Bl< Y [wm

(b) The mean estimation absolute error is bounded by:

max(B* 1 B*71) + ZAO'\/log(np)} )

45

1 X
|Z-2li1<
n mK

{321 max(B% 1, B 1) + 2A0'\/m10g(np)} )



5 Bayesian Perspectives on Sparse Empirical Bayes Analysis (SEBA) 179

(c)

me; max
~ 27
(relBillg= /2= Ao /mlog(np))

where Q;max is the maximal eigenvalue of XiTXi/ m, and 3 and [3 are vector
forms of matrices 2 and % respectively.

A (Bi) < |IXT(Bi = B3

Note that for o = 1, if we take A = 240 \/ mlog(np), the bounds are of the same
order as for the lasso with np-dimensional 8 (up to a constant of 2, cf. Theorem 7.2
in Bickel et al. [1]). For & > 1, we have dependence of the bounds on the ¢ | norm
of B and B A

We can use bounds on the norm of 3 given in Theorem 5.2 to obtain the following
results.

Theorem 5.4. Assume yij ~ N (x];fi,07), with max; [|B;||\ < b where b >0 can

depend on n,m, p. Take some 1 € (0,1). Let B = (Bl . ,Bn) correspond to a min-

imizer of (5.7), with
4Ac0
b1 \/mlog(np),

A > /2, such that b > cnl/(z(o“l)) for some constant ¢ > 0. Also, assume that
Cyh — cn = O(mdy), as defined in Theorem 5.1.

Suppose that generalized assumption RE|(s,3,x) defined above holds,
ZT:le.zﬂ =mjoralli,t, and # (B;) < s forall i.

Then, for some constant C > 0, with probability at least 1 — (rl + (np)I*AQ/Z),

p 1\ (@=D/(@=2)]?
vese( ) ,
v

(b) The estimation absolute error is bounded by:

p A\ (@-D/(0-2)
1+3c( ) .
VN

p o\ 1H1/(@-2) 2
1+3c< ) ,
W

where @max is the largest eigenvalue of X "X /m.

A=y =

(a) The prediction error can be bounded by:

4A%62snlog(np)

KTB-pIE< T,

2Acsny/log(np)

~ B, <
|| — 2|1 < K2/

(c) Average sparsity of B,

1< o) 4¢max
nlzzl%(ﬁl) < s K262

This theorem also tells us how large £; norm of f§ can be to ensure good bounds on
the prediction and estimation errors.
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Note that under the Gaussian model and fixed design matrix, assumption C, —
cn = O(m8,) is equivalent to || 2|3 < CmS,.
5.3 Group Lasso: Bayesian Perspective

Write Z = (B1,...,B:) = (b],..., b;)T. The group lasso is defined (see Yuan and
Lin [11]) by

n o m p
% = argmin 2 2 ij — x5 B+ 24 Y, bl (5.9)
i=1j=1 (=1
Note that ( ﬁ Lyeees ﬁn) are defined as the minimum point of a strictly convex function,

and hence they can be found by equating the gradient of this function to 0.

Note that (5.9) is equivalent to the mode of the a-posteriori distribution when
given 8, Y;;,i=1,...,n, j=1,...,m, are all independent, y;; ] B~ JV(x;Eﬁi762),
and a-priori, by,...,b,, are i.i.d.,

fo(be) < exp{—A|bsll2}, £=1,...,p,

where 4 = A /(202). We consider now some property of this prior. For each /, b,
have a spherically symmetric distribution. In particular its components are uncorre-
lated and have mean 0. However, they are not independent. Change of variables to
a polar system where

Ry = [[bell>
Bi=Rowi,  wyeS"!
where S" ! is the sphere in R”. Then, clearly,
f(Re,we) = Cn,xRTle*ZR‘, Ry >0, (5.10)
where C, ; = AT (n/2)/2T (n)7"/2. Thus, Ry, w; are independent R, ~ I'(n, ),
and wy is uniform over the unit sphere.

The conditional distribution of one of the coordinates of b, say the first, given
the rest has the form

7 3 2
F(b01[be, - b, B 6% = p) o< e Toy/1e0f, /o2
=2

which for small by /p looks like the normal density with mean 0 and variance p/ A
while for large b,y /p behaves like the exponential distribution with mean AL



5 Bayesian Perspectives on Sparse Empirical Bayes Analysis (SEBA) 181

The sparsity property of the prior comes from the linear component of log-
density of R. If A is large and the Y's are small, this component dominates the log-a-
posteriori distribution and hence the maximum will be at 0.

Fix now ¢ € {1,...,p}, and consider the estimating equation for b, — the ¢
components of the 3’s. Fix the rest of the parameters and let Yl‘ﬁ =Yij — Xkt BikXijk-

Then Egi, i=1,...,n,satisfy

< by
VA _ 0 li R
Oz—zxijﬁ(yijé_bfixijé)‘i- o i=1,....n
j=1 \/Zk b[k
m B = A*A
== 2 xijﬂ(Yijzz — byixije) + A/ by, say.
=1
Hence
m R
£ i xijeYie

by = . (5.11)
2 m 2
A+ X,
The estimator has an intuitive appeal. It is the ordinary least square estimator of
b, 2;": 1% nglfﬁ / 2;": lx%jg, pulled to 0. It is pulled less to zero as the variance of
bs1,..., by, increases (and }Lg is getting smaller), and as the variance of the LS esti-
mator is lower (i.e., when 2;": 1 x%jg is larger).
2

If the design is well balanced, 2;":1 Xij =m, then we can characterize the solu-

tion as follows. For a fixed /, Bm, ey b rn are the least square solution shrunk toward
0 by the same amount, which depends only on the estimated variance of b Plyeens b tn-
In the extreme case, b N=-..= b m = 0, otherwise (assuming the error distribution
is continuous) they are shrunken toward 0, but are different from O.

We can use (5.11) to solve for /12‘

5@\ 2
(1) == 3 Frwi
* = 2 = * :
A S\ +2T:1x,2j/z
Hence A/ is the solution of

NSRRI A

)'2 = 2 * " m 2” ) (-12)
S\ +HE

Note that the RHS is monotone increasing, so (5.12) has at most a unique solution.
It has no solution if at the limit A — oo, the RHS is still less than A2. That is if

2 n m N@ 2
22> ¥ (Y wihid)

i=1 \j=1

then by = 0. In particular if
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s n m 2
A >Z<ZXUZY!]£> ) 6217>P
i=1 \j=1

Then all the random effect vectors are 0. In the balanced case the RHS is
Op(mnlog(p)). By (5.10), this means that if we want that the estimator will be 0
if the underlined true parameters are 0, then the prior should prescribe that b, has
norm which is o(m~!). This conclusion is supported by the recommended value of
A given, e.g. in [7].

5.4 RING Lasso: Bayesian Perspective

LetA=>Yc x,x , be a positive semi-definite matrix, where x 1 ,X2,...1s an orthonor-
mal basis of eigenvectors. Then, we define AY = Ec x, . We con51der now as
penalty the function

11111 = wace{ (3 BiBT) ).
i=1

where = (B1,....B,) = (b],..., bIT,)T. This is also known as trace norm or Schat-

ten norm with p = 1. Note that ||| D|||, = ch /2 where c1,. .,cp are the eigenvalues
of BAT = > ﬁ,B (including multiplicities), i.e. this is the £1 norm on the sin-
gular values of 4. |||4]||| is a convex function of A.

In this section we study the estimator defined by

—argmm{ZZ yij —xB)* + A1 2]]]1.} (5.13)

PBERPXN 1j=

We refer to this problem as RING (Rotation INvariant Group) lasso. See [2] for
more details.

We consider now the penalty for f for a fixed k. Let A = n~ '3, BB, and
write the spectral value decomposition ' 37, BB = T ¢jxjx] where {x;} is an
orthonormal basis of eigenvectors. Using Taylor expansion for not too big 3, we
get

ﬁlﬁTx/

trace((nA+ﬁiﬁiT)l/2) \/ntrace(Al/z +2 & 1/2

j=1 26‘
= /ntrace(A'/?) + ;[%T (26;1/2xjx;)ﬁi

1
= /ntrace(A'/?) + 2B,»TA*1/2B,'
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Hence the estimator is as if f5; has a prior of .4 (0,n6%/AA'/?). Note that the prior
is only related to the estimated variance of 3, and A appears with the power of 1/2.
Now A is not really the estimated variance of 3, only the variance of the estimates,
hence it should be inflated, and the square root takes care of that. Finally, note that
eventually, if f; is very large relative to nA, then the penalty becomes |||, so the
“prior” looks like normal for the center of the distribution and has exponential tails.

A better way to look on the penalty from a Bayesian perspective is to consider it
as prior on the n X p matrix # = (P, ..., B,). Recall that the penalty is invariant to
the rotation of the matrix 2. In fact, |||2|||1 = |||T BU|||;, where T and U are n X n
and p x p rotation matrices. Now, this means thatif by,...,b, are orthonormal set
of eigenvectors of 272 and y;; = b] f; — the PCA of By,...,B,, then |||A][|, =

()

The “prior” is then proportional to e Pl where 4 = A /(26?). Namely, we
can obtain a random % from the prior by the following procedure:

— the RING lasso penalty in terms of the principal components.

1. Sample ry,...,r, independently from I'"(n, ) distribution.

2. For each j =1,...,p sample ¥ij,...,Y%,; independently and uniformly on the
sphere with radius 7;.

Sample an orthonormal base x1,..., ¥, “uniformly”.

4. Construct B; = X0_, vijx;-

hed

Appendix
Proof (Theorem 5.1). Note that by the definition of BX ;i and (5.6).

n ~
mncy + A 2 ||ﬁz||%

i=1

/N

3
M=
on
|
M
o0
+

N

3
M=
o
Y

Il
=
Il
=

VAN
3
M =
on
|
n
<
S
3

+
3
£
£
=

I
_
Il
—

(5.14)

VA

3
M=
Dz
mz

SiBio+ Am 2||/3:0||1+m5 EHﬁ i

I
—_

VA

3
.M:

=

o—l

mz

Il
-

iBio + (Am + mSp) 2||ﬁ10||%+m5mz||ﬁ ||2
G +(’1m+m6m)2||Bi0||%+m5VnZ||Bi”%-
i=1 i=1

Comparing the LHS with the RHS of (5.14), noting that m§,, < A:
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—Cp ). +mb,, &
SIBIE<mn, O TS Bl

m,

By (5.6) and (5.7):
S BIShi < Y BTS i+ 80 X NIBiI7
i=1 i=1 i=1
<Y BoSiBo + '"ZIIB,olll— "’ZIIB ||1+5mZ||l3 [
i=1 m i=1 i=1
0 i )L . (5.15)
< AR08 3 1ol ~ b 1B
i=1 i=1
no_ )~m
<Y BioZiBo+ ( " + Om) ZHﬁzO”l

Il
_

The result follows.

Proof (Theorem 5.2). The proof is similar to the proof of Theorem 5.1. Similar to
(5.14) we obtain:

n ~
mnc,,—l—)tmz ||ﬁz||(1x
i=1

VA

3
M=
o0
=3
M
=
+
$
M=
gn
-

Il
LR
I
LR

VA
3
M=
on
|
el
o0
+
$
M=
§>z

+m5m 2 ||B ||1

Il
—_
Il
—_

mz

0SiBi0 + 2o Z 1Bl +m5m2 1:1}

NeE Il M=

/N
3

™
34
Mz

iBio + A ZHBtOHl +mdy ZIIBzo||1+m5 ZIIB It

Il
_

= mncy + Ao 2 1Bl +my, 2 1BiollF +mé 2 IBilIT-

i=1 i=1 i=1
That is,

n

3 OnllBill s = mSullBill}) < Am X 1Bioll§ +m Y, [IBiollF
i=1 i=1 i=1 (5.16)

= O(mndy,).

It is easy to see that the maximum of X} , ||ﬁ I subject to the constraint (5.16) is

achieved when ||B1||2 == ||ﬁn||% That is when ||3,]|? solves A, u® —m&,u* =
O(m8y). As Ay = O(m6m), the solution satisfies u = O (m8,,/Ap )"/ (*~2).
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Hence we can conclude from (5.16)

2”[3 ||2_ m m//lm) )

We now proceed similar to (5.15)

ZB;FZNIBI < ZB;I-SNt ~i"'ém Z ||Bl||%
i=1 i=1 i=1
O AT A Lm0 A e Am o e (1A 12
< Y BioSiBio+ " ZHB;’OHI - Z||Bi||1 +5m2||ﬁi||1
i-1 i i i
<Y BoZiBo+ P 2 1Bioll§ + Sm 2||[3'zo||1+‘3 2 ||[3 117
i=1
< X BEEiBio+ 0p(n(m/ 2/ D871/,

Il
-

since A, = O(mdy,).

Proof (Theorem 5.3). The proof follows that of Lemma 3.1 in Lounici et al. [7].
We start with (a) and (b). Since § minimizes (5.7), then, V3

n n n n
YA =XTBIG+A X NBIT < XY =X B3+ 2 X 1B
i=1 i=1 i=1 i=1
and hence, for Y; = X,T Bi + &,
- T/ - T T ) A
31K (i = Bl < 3, [267XT (6= B+ 2 1B~ IBD)].
i=1 i=1

Denote V;y = 2;":1 Xije€ij ~ N (0,mo?), and introduce event .o7; = ﬂle{w,ﬂ <ut,
for some u > 0. Then

M'E

P(S) <

1

P(|Vie| > )

~
Il
—_

o{u/(ovm}]

< pexp{—p*/(2mo?)}.

I
M
\S]
—
—_
|

)
I\

P(/°) = P(e ) < pnexp{—pu 2/(2mo )}
i=1
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Thus, if u is large enough, P(</€) is small, e.g., for u = cA (mlog(np))l/2

A > /2, we have P(«/¢) < (np)'=A"/2.
On event <7, for some v > 0,

i[lle B+ VI Bl

M=

<Y [2ual1Bi = Bl + A1 = [1BIIS) + V1B~ Bl

I
—_

Il
Ths
M T

3 ocmax(B17IBE (1B = Bl + (v-+20) By~ By

N
M=

I
—_
~.

I
—_

[ochmax(B*~ 8% ) (1B = 1Bl) + (v +20)1B; — Byl

due to inequality |x* — y*| < afx — y|max(|x|*!,|y|*"!) which holds for o > 1
and any x and y. To simplify the notation, denote 4’ = o max(B%~! B*~1).

Denote J; =J(B;) ={j: Bij # 0}, 4 (Bi) = |J(B;)|. Foreachi and j € J(f3;), the
expression in square brackets is bounded above by

AC +v+2u]|Bi — Bijl,

and for j € J¢(B), the expression in square brackets is bounded above by 0, as long
as v+2u < A¢: . .
—AC|Bijl + (v+2u)|Bijl <O
This condition is satisfied if v +2u < A¥.
Hence, on &7, for v+2u < A%,

n

3 (1T (B BB+ v16 i) < S + 2 VBBl

i—1

This implies that

ZIIXT <AE+v+2u]l|(B-B)ll1,
as well as that

IIB—B|1<[ Ly *%}H(ﬁ Bl

Take v = A%’ /2, hence we need to assume that 2u < A% /2:
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S IXT (B - BB < [M‘fﬁu]ll(ﬂ B,
i=1 (5.17)

18 Bl < [3+ 3t [ 118 =Bl <416~ Byl
which implies

1B =B)selli <311(B=B)llr-

Due to the generalized restricted eigenvalue assumption RE(s,3,x), ||[XT(B
B2 = kv/m||(B — B)s||2, and hence, using (5.17),

IXT(B—B)I3 < [“%2@ ot BY\(B — B2
[ %+2W’”’ IXT(B =Bl

where . () = max; .# (3;), implying that

IXTB Bl < sz } ¢%f>
\/an///m [ % +2A0/mlog( np)}

Also,

18— Bl <4l (B— Pyl <a V" P)

V/mK
< 4nn/1/1/(gﬁ) [3A%+2A6\/m10g np)}

IXT(B =Bl

Hence, a) and b) of the theorem are proved.
(c) For i, ¢: B;y # 0, we have

2X;.0(Y — X' i) = Aasgn (Bi)||Bil| 1,

where we used the notation that X;, = (X;i/, ..., X;u¢)". Using inequality |x —y| >
x| — ||| easily derived from the triangle inequality, we have
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2
m p .
2 lz ZXz]ﬁXl]r Blr Blr ] 2 |:Xz FX Bl) ’

B0 Li=1r=1 B0
2
> % (1Xeeli= XTB)| - oV~ X7 )
éﬁﬂ?éo
a—1 2
(aanﬁ,nl /2-1)
ﬁ
= (B) (| |BlF" /2 — )™
Thus,
5 5 ma@; max
B <X Bi— B3 ¢

A 2"
(raBlie /2 )
Theorem is proved.

Proof (Theorem 5.4.). To satisfy the conditions of Theorem 5.3, we can take B = b
and A = a“Acf \/mlog(np). By Lemma A.1 in Bochkina & Ritov ([2]),

pa—1

A _ 4o 1 \/log(np) mn _c VN <C
IOg( 1,

md, ab®"!Co? m n(p+1)?%) ab®—1 =

hence assumption A = O(m8,) of Theorem 5.2 is satisfied.
(From the proof of Theorem 5.2, it follows that

HB[H] =0 ((m&l/)‘”)l/(afz)) _9 ((b\jnl ) 1/<oc—2)> |

A a1\ 1/(@=2)
Hence, we can take B=b and B =C (b\/nl)

Theorem 5.3. Then max(1, B/B) is bounded by

(a—1)/(a—2)—1 1/(a=2) 1/(a=2)
max ll,Cb 1 = max ll,C b ))1 = (Cb) ,

for some C > 0, and apply

nl/(2(a-2) nl/(a-2 NG

nl/Ca-1)

N > an’(a’z)/(z(a’l)) is large for small 7.

since \% > G

Thus,
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3aA

2y/m
pla=1)/(a=2)
< 6ACG/log(np) n(a-1/C(a-2) +2A0+/log(np)

) (a=1)/(a=2)

max(B*~ 1, B*~1) +245/log(np)

= 240+/log(np) 3C< b +11,

VN

and, applying Theorem 5.3, we obtain (a) and (b).
¢) Apply ¢) in Theorem 5.3, summing overi € .#:

S (B < |XT(B— )37

by ? (ud)?
_ _ 2
451 Pmax L ac b (a=1)/(a=2)
K252 VN
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List of the Courses

Laurent Cavalier (Université Aix-Marseille I)
Inverse Problems in Statistics

Victor Chernozhukov (Massachussets Institute of Technology)
High Dimensional Statistical Estimation with Applications to Economics
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Summer School, August 31 - September 4, 2009, Lecture Notes in Statistics 203,
DOI 10.1007/978-3-642-19989-9, © Springer-Verlag Berlin Heidelberg 2011



Appendix B
List of the Invited Talks

Felix Abramovich (Tel Aviv University)
Bayesian Multiple Testing and Testimation in High-Dimensional Settings

Xiaohong Chen (Yale University)
On Plug-In Estimation of Functionals of Semi/Nonparametric Conditional and
Unconditional Moment Models

Rama Cont (CNRS — Columbia University)
Solving Ill-Posed Inverse Problems Using Minimal Entropy Random Mixtures:
Application to Inverse Problems in Financial Modeling

Jean-Pierre Florens (Université Toulouse I)
Nonparametric Instrumental Variables

Emmanuel Guerre (Queen Mary, University of London)
Semiparametric Estimation of First-Price Auctions with Risk Averse Bidders

Joel Horowitz (Northwestern University)
Confidence Bands for Functions Estimated by Nonparametric Instrumental
Variables

Yuichi Kitamura (Yale University)
Nonparametric Methods for Econometric Models with Unobserved Heterogeneity

Jean-Michel Loubes (Université Paul Sabatier, Toulouse)
Tests for Inverse Problems

Ya’acov Ritov (The Hebrew University of Jerusalem)
Future Observations, Present Means, and Past Parameters: Complex Models and
Statistical Inference

Jean-Marc Robin (Université Paris Panthéon-Sorbonne — University College
London)
Semi-parametric Estimation of (Noisy) Independent Factor Models
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List of the Contributed Talks and Posters

Contributed Talks

Brendan Beare (University of California, San Diego)
Distributional Replication

Christine De Mol (Université Libre de Bruxelles)
Sparse and Stable Markowitz Portfolios

Kirill Evdokimov (Yale University)
Identification and Estimation of a Nonparametric Panel Data Model with
Unobserved Heterogeneity

Jan Johannes (University of Heidelberg)
On Rate Optimal Local Estimation in Nonparametric Instrumental Regression

Karim Lounici (ENSAE-CREST — Université Paris Diderot)
Taking Advantage of Sparsity in Multi-task Learning

Clément Marteau (INSA Toulouse)
Oracle Inequality for Instrumental Variable Regression

Arnaud Maurel (ENSAE-CREST)
Inference on a Generalized Roy Model with Exclusion Restrictions

Maria-Augusta Miceli (Universita di Roma La Sapienza)
Large Dimension Forecasting Models and Random Singular Value Spectra

Anna Simoni (Toulouse School of Economics)
On the Regularization Power of the Prior Distribution in Linear Ill-Posed Inverse
Problems

Victoria Zinde-Walsh (McGill University)
Errors-in-Variables Models: A Generalized Functions Approach

197



198 C List of the Contributed Talks and Posters

Contributed Posters

Dirk Antonczyk (Universitit Freiburg)
A Nonparametric Additive Model Identifying Age, Time, and Cohort Effects

Nicolas Brunel (ENSIIE and Université d’Evry)
Parameter Estimation in Ordinary Differential Equations with Orthogonality
Conditions

Guillaume Chevillon (ESSEC and ENSAE-CREST)

Learning to Generate Long Memory

Willem Kruijer (Université Paris-Dauphine and ENSAE-CREST)
Adaptive Bayesian Density Estimation with Location Scale Mixtures

Vitaliy Oryshchenko (Cambridge University)
Density Forecasts and Shrinkage

Maria Putintseva (Universitét Ziirich)
What Could We Infer from Prediction Market Prices?

Subramanian Ramamoorthy (University of Edinburgh)
An Online Algorithm for Multi-strategy Trading Utilizing Market Regimes

Alex Stuckey (University of Western Australia)
A Single-Index Model for Spatial Data
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