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Preface

This volume of the LNCS contains the papers accepted for presentation at the
17th Working Conference on Requirements Engineering: Foundation for Software
Quality (REFSQ 2011), held in Essen, Germany during March 28–31, 2011.

Since the beginning of computing, long before 1994 when the first REFSQ
took place, requirements engineering (RE) has always been a major factor deter-
mining the quality of software-intensive, computer-based systems and services.
From REFSQ’s beginnings as a workshop, the REFSQ working conference series
has steadily established itself as a leading international forums in which to dis-
cuss RE in its many relations to computer-based system quality. REFSQ seeks
reports of novel ideas and techniques that enhance RE processes and artifacts as
well as reflections on current research and industrial practice about and in RE.
Probably the most appreciated characteristic of a REFSQ working conference
is its format in which, unlike most conferences and workshops, the discussion
following a paper’s presentation is as long as the presentation.

A total of 59 papers of all categories were submitted, 2 more than last year,
despite the fact that in moving the working conference 4 months earlier, authors
had less time to prepare this year. Each paper was subjected to reviews by
three different members of the Program Committee. Whenever the reviews for a
paper showed any divergence, the reviewers were asked to conduct a discussion
electronically with the aim of reaching a consensus. Following the discussions, a
few of which ended with the reviewers agreeing to differ, the Program Committee
met to resolve these differences and to choose the final set of 19 accepted papers,
yielding an overall acceptance rate of 32%. Of the 38 long papers submitted, 10
were accepted, yielding a long-paper acceptance rate of 26%, and of the 21 short
papers submitted, 9 were accepted, yielding a short-paper acceptance rate of
43%. The long accepted papers included 7 research papers and 3 experience
report papers. The short accepted papers included 7 research preview papers,
and 2 problem statement papers.

As in previous years, these proceedings serve not only as the record of one
meeting of REFSQ, but also as a snapshot of the state of research and practice
about and in RE. Therefore, these proceedings are of interest to the whole RE
community, ranging from students beginning their PhD studies, through expe-
rienced scholars doing sustained RE research, novice requirements analysts, to
experienced practitioners interested in emerging knowledge.

At the time of writing, REFSQ 2011 had not yet happened. Anyone interested
in an account of the discussions that took place during the working conference
should consult the post-conference summary that we intend to publish, as is
usual, in ACM SIGSOFT’s Software Engineering Notes.

Above all, REFSQ is a collaborative effort. First, we thank Klaus Pohl for
his continuing work as General Chair of the working conference. We thank also
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Vanessa Stricker, who very ably served as Organization Chair. We thank the
Steering Committee, listed here, consisting of Program Committee Chairs and
General Chairs of past REFSQ working conferences, for their seasoned advice.
The advice of Anne Persson and Roel Wieringa, last year’s Progam Committee
Chairs, was particularly helpful.

We thank also the organizers of the four workshops held on the day after the
conference for their effort and Martin Glinz for managing the workshop selection
process. We thank Vincenzo Gervasi and Barbara Paech for organizing the Doc-
toral Symposium on the day after the working conference. We thank Christof
Ebert for organizing the Industry Track on the middle day of the working con-
ference. Planned were industry presentations and workshops on product-line en-
gineering, lean development, domain-specific languages, quality attributes, and
requirements management tools. Ebert has set up a novel concept in which chal-
lenges, experiences and open questions from industry are presented and discussed
with the audience.

REFSQ 2011 saw the innovation of two new events, proposed by Jörg Dörr,
in a new Empirical Track. One of these is the Empirical Studies at REFSQ
event, organized by Jörg Dörr, in which one proposed study of 11 submitted was
selected to be conducted during a session of the first day of the working con-
ference. The second of these is the Empirical Research Fair, organized by Brian
Berenbach and Nazim Madhavji. For this Fair, all 12 submitted proposals for
empirical research to be done in industrial settings were selected for presentation
during one session during the Industry Track day. The hope is that researchers
who want to conduct the research can be matched with companies that want to
provide the industrial setting and subjects for the research in exchange for first
access to the results.

As the Program Committee Co-chairs for REFSQ 2011, we thank especially
the members of the Program Committee, listed here, for their careful, thorough,
and timely reviews and for their lively consensus e-discussions. We thank in par-
ticular those of the Program Committee who attended the Program Committee
meeting and those, listed here, who volunteered to serve as shepherds to help
improve promising papers. Finally, we thank all the sponsors, also listed, who
contributed generously to the smooth running of the working conference itself.

January 2011 Daniel Berry
Xavier Franch
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France
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Delivering Requirements Research into Practice:  
A Keynote to the REFSQ’2011 Conference 

Neil Maiden 

City University London  
Northampton Square, London, EC1V0HB, UK 

N.A.M.Maiden@city.ac.uk 

Abstract. Requirements research over the last 25 years has delivered numerous 
methods, techniques and tools. These methods, techniques and tools have been 
reported in requirements and software engineering journals and conferences, of-
ten with small-scale evaluations based on experiments and controlled studies. 
Alas few of these methods, techniques and tools have been applied to large-
scale requirements problems or transferred to widespread requirements practice. 
This keynote reviews the challenges that researchers face to apply research so-
lutions to requirements practices. It demonstrates how some of these challenges 
have been overcome with presentations of cases that show the application of  
requirements research on large-scale industrial projects, and reflect on how 
these successes were achieved. The keynote ends with proposals to deliver 
more requirements research into practice. 

Keywords: Requirements engineering, industrial practice, exploitation and  
dissemination. 

1   Introduction 

There have been few systematic attempts [12, 13, 14] to review the impact of the 
requirements engineering research reported in academic journals and conferences on 
downstream industrial practices. This is because undertaking such reviews is difficult, 
for at least two reasons. The first is the length of the lapsed time between first report-
ing a research result and applying that result in a commercial process, technique or 
software tool. The second is the difficulty of tracing the impact of a reported research 
result on a concrete solution. The design of one process, technique or tool is often 
influenced by a range of business trends, feedback from stakeholders and existing 
processes and techniques, as well as results from academic research. 

Whilst systematic reviews across the breadth of the discipline are difficult to un-
dertake, it is possible to highlight examples of requirements solutions based directly 
on research outcomes. The influence of Jackson’s problem frames [2] on the  
REVEAL requirements method [1] and the KAOS method [10] on the Objectiver 
software tool both come to mind. Alas, however, these examples are the exception. 
An informed trawl of the proceedings of the requirements engineering conferences 
over the last 10 years suggests that most reported research has not impacted directly 
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on commercial requirements solutions, in spite of increasing number of evaluation 
papers that seek to demonstrate the utility of emerging requirements research on prac-
tice. Given that requirements engineering is an applied discipline in a design science, 
one that cannot be detached from evolving technologies and their uses in domains, 
there are reasons to be concerned for the future of the discipline. 

So why is the transfer of research knowledge to industrial practice not happening? 
What barriers are inhibiting the effective transfer and update of requirements engi-
neering research results? It is simple to identify many potential barriers, for example 
the limits of our education system and what is required to obtain a doctorate, the lim-
ited scale of funding mechanisms for requirements research, and the inabilities of 
requirements practitioners to articulate future research directions. In this keynote 
presentation the author reflects on these barriers and how to overcome them in terms 
of his own experiences. 

One aim of the author’s research team over the last twelve years has been to con-
solidate results from its own requirements engineering research so that large-scale 
formative and summative evaluations of the research results become the norm rather 
than the exception, thereby providing feedback and evidence so that the research 
results can be taken on into pre-competitive then commercial products. Examples of 
this research and its application include: 

•   the application of creativity models, techniques and tools to requirements 
processes for socio-technical systems in domains ranging from air traffic 
management, policing, food information traceability and reflective learn-
ing [3, 6, 7, 8]; 

•     the application of the i* goal modeling technique to model and analyze 
socio-technical systems in domains including air traffic management and 
preventative health [4, 5, 9]; 

•     the application of established information retrieval techniques to enable 
requirements-based service discovery as early as possible in requirements 
projects, applied in one automotive domain [11], and; 

•      the development of linked quality requirement and quality-of-service 
standards for cloud service selection and adaptation, as part of an interna-
tional commercial consortium at www.cloudcommons.com. 

The author uses these experiences to construct important lessons learned that can 
inform other requirements researchers to transfer their research results to industrial 
practice. 
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Supporting Requirements Engineers in Recognising
Security Issues

Eric Knauss1, Siv Houmb2, Kurt Schneider1,
Shareeful Islam3, and Jan Jürjens4,�

1 Software Engineering Group, Leibniz Universität Hannover, Germany
{eric.knauss,kurt.schneider}@inf.uni-hannover.de

2 SecureNOK Ltd., Norway
sivhoumb@securenok.com

3 School of Computing, IT and Engineering, University of East London, UK
shareef@daad-alumni.de

4 Software Engineering, Technische Universität Dortmund and Fraunhofer ISST, Germany
http://jan.jurjens.de

Abstract. Context & motivation: More and more software projects today are
security-related in one way or the other. Many environments are initially not con-
sidered security-related and no security experts are assigned. Requirements engi-
neers often fail to recognise indicators for security problems. Question/problem:
Ignoring security issues early in a project is a major source of recurring
security problems in practice. Identifying security-relevant requirements is labour-
intensive and error-prone. Security may be neglected in order to finish on time
and in budget. Principal ideas/results: In this paper, we address this problem
by presenting a tool-supported method that provides assistance for requirements
engineering, with an emphasis on security requirements. We investigate whether
security-relevant requirements can be automatically identified using a Bayesian
classifier. Our results indicate that this is feasible, in particular if the classifier is
trained with domain specific data and documents from previous projects. Contri-
bution: We show how the ability to identify security-relevant requirements can
be integrated in a workflow of requirements analysis and reuse of experience. In
practice, this can increase security awareness within the software development
process. We discuss limitations and potential of this approach.

Keywords: secure software engineering, requirements analysis, natural language
processing, empirical study.

1 Introduction

IT security requirements increasingly pervade all kinds of software systems, sometimes
unexpectedly. Security requirements are often not identified during requirements anal-
ysis. Thus, security issues are neglected and can cause substantial security problems
later. There are standards and best practices available aimed at guiding developers in
building secure systems [1]. Nevertheless, identifying requirements with security im-
plications requires security expertise and experience. Unfortunately, security experts

� The work is partly supported by the EU project Secure Change (ICT-FET-231101).

D. Berry and X. Franch (Eds.): REFSQ 2011, LNCS 6606, pp. 4–18, 2011.
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are not always available. Missing security expertise early in a project is one of the main
reasons for security problems.

Security requirements may be implicit, hidden, and spread out over different parts of
mostly textual requirements specifications. Any bug in the systems might lead to a secu-
rity weakness. It is tedious and error-prone to search a document manually or evaluate
requirements during elicitation. Resources are usually limited for security analysis.

Therefore, fast and efficient identification of security-relevant statements and re-
quirements is a key skill. Ideally, the identification should follow objective rules and be
reproducible (e.g. by being automated or supported by a semi-automatic tool). In this
paper, we present a tool-supported approach for identifying security-relevant require-
ments. It uses experience extracted from previously classified requirements documents.
We show that Bayesian classifiers can be used to identify security-relevant requirements
(with recall > 0.9 and precision > 0.8 in our evaluation setting). Despite the need for
domain specific training these classifiers can support security awareness in software
evolution scenarios.

Such a classifier can be integrated into a requirements elicitation tool. It then points
out security-relevant issues during interviews. In SecReq [2], this task has been sup-
ported by the Heuristic Requirements Assistant (HeRA) [3], based on simple keyword-
lists. In this paper, we present Bayesian classifiers as an improvement to the SecReq
approach: They are easier to train with new experiences and generate more true find-
ings and fewer false positives.

Section 2 provides an overview of the SecReq approach and how it can be used to
simulate the presence of a security expert in requirements elicitation. It outlines how
Bayesian classifiers can improve security awareness. Section 3 presents the evaluation
for our technical solution. Results are discussed in Section 4. Section 5 outlines related
work, and Section 6 concludes the paper by summing up the main results and outlining
further directions of work from here.

2 Simulating the Presence of a Security Expert

Our SecReq approach assists in security requirements elicitation. It provides mecha-
nisms to trace security requirements from high-level security statements, such as secu-
rity goals and objectives, to secure design [2]. We aim at making security best practices
and experiences available to developers and designers with no or limited experience
with security. SecReq integrates three distinctive techniques (see Figure 1): (1) Com-
mon Criteria and its underlying security requirements elicitation and refinement process
[1], (2) the HeRA tool with its security-related heuristic rules [3], and (3) the UMLsec
approach for security analysis and design [4].

Unfortunately, there are not many security experts, and most security guidelines or
”best practices” are written by and for security experts. Also, security best practices
such as standards ISO 14508 (Common Criteria), ISO 17799 are static documents that
do not account for new and emerging security threats. Security issues can be charac-
terized as known or hidden, generic or domain-specific. Normally, a security expert
is absolutely necessary to identify hidden security issues, while known issues can be
identified using security best practices.
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Fig. 1. Overview of SecReq approach. Flow of requirements (black) and experience (grey) is
modelled in the FLOW information flow notation [5]. Document symbols and solid arrows indi-
cate documented requirements, experiences, and their flows. Faces symbolise people or groups;
direct communication is denoted by dashed lines. Boxes represent activities. The focus of this
paper is the activity highlighted by a shadow: Security Requirements Elicitation is refined by
applying Bayesian filters. They are trained by reusing documents from earlier projects.

SecReq - and the HeRA tool in particular - guide the translation of these best prac-
tices into heuristic rules. They try to make better use of the few security experts around.
Rather than having experts do the identification and refinement of all security issues,
SecReq reuses their expertise and makes their security knowledge available to non-
security experts.

In this paper we describe an improved version of the SecReq approach. We intended
to reduce the amount of manual work by making better use of documents and experi-
ence from previous projects. Figure 1 shows this improvement as a solid arrow from
improved security requirements from previous projects back to the early security re-
quirements elicitation activity (shaded box). We use them to continually train a Bayesian
filter. Growing numbers of pre-classified requirements from previous projects will in-
crease the classification ability of that filter. This new experience flow improves the ef-
fectiveness and efficiency of the SecReq apporach, because it reduces manual work by
leveraging Baysian classifiers. This enables HeRA to address both generic and domain-
specific security aspects and to capture experts’ tacit knowledge better. Based on this
knowledge, heuristic computer-based feedback can simulate the presence of a security
expert during security requirements elicitation.

2.1 Classifying Security Requirements

In order to train the Bayesian classifier, we need pre-classified requirements. During
expert classification, we encountered three different types of security requirements.
We define:
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Security requirement: (i) A (quality) requirement describing that a part of the
system shall be secure, or (ii) a property which, if violated, may threaten the
security of a system.

In our context, security requirements are the result of refining security-relevant aspects.
Our goal is to support this process.

Security-relevant requirement: (i) A requirement that should be refined into one
or more security requirement(s), or (ii) a property that is potentially important
for assessing the security of the system.
Example: “The card must ensure that the transaction is performed by the same
POS device as was used for the purchase being canceled [. . . ]”

During pre-classification, we encountered another type of requirements:

Security-related requirement: (i) A requirement that gives (functional) details
of security requirements, or (ii) a requirement which arises in the context of
security considerations.
Example: “The card and the PSAM must use a public key algorithm for mutual
authentication and session key exchange [. . . ]”

To support the identification of hidden security aspects, we need to identify security-
relevant requirements. It took our experts some training to avoid false classification (e.g.
classifying a security requirement or security-related requirement as being security-
relevant). Furthermore, each and every functional requirement could be regarded to
be somewhat security-relevant: Safety and Confidentiality of data should always be
ensured. Hence, we need a good classification strategy for manual classification. The
classification question was very instrumental when classifying a requirement:

Classification Question: Are you willing to spend money to ensure that the sys-
tem is secure with respect to this requirement? Assume there is only a limited
budget for refining requirements to security requirements and that there is a
need to prioritize and balance cost and risk.

Outputs from security risk analysis approaches (such as CORAS [6], CRAMM [7], and
OCTAVE [8]) can be used to support such evaluations, as these provide lists of threats
and their related risk level, including potential consequences. Some approaches also
directly consider the potential monetary losses. The question then becomes:

Can you afford to not invest to reduce or remove relevant risks?

2.2 Using Bayesian Classification to Enhance Security Awareness

Machine learning plays an important role in many fields of computer science, especially
in practical applications for software engineering [9,10]. It allows for using machines
to analyze huge amounts of data. A prominent example is Bayesian classification which
proved to be valuable in classifying spam mails [11]. Spam filters help to find the few
important mails between all that annoying spam mails. We think that the technology in
these Spam filters is applicable for identifying among all requirements those that need
refinement since they are security-relevant. Our rationale is:
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– Bayesian classifiers are superior to simple keyword lists, as they do not only con-
sider keywords indicating security relevance, but also keywords that indicate inno-
cence (i.e., security irrelevance) of a requirement.

– For Spam filtering, good results could be reached with only small training sets. A
part of a single specification may be sufficient for training.

– Bayesian classifiers can be trained while being used (e.g. by re-classifying false
positives). This immediate feedback can support elicitation of tacit security
experience.

Bayesian classifiers use statistical methods for classification. In our case, we want to
compute the probability P (secr) that a requirement r is security relevant. A classic
technique to do this is the Naive Bayesian Classification, a mix of stochastic methods
and pragmatic assumptions. Our approach is based on Paul Grahams seminal article,
one of the most popular descriptions of such a classifier [11]. Basically, we need to
compute weights for distinctive features of our requirements (i.e. the words they are
composed of), combine the weights of all features, and finally compare this value with
a threshold.

Naive Bayesian Classification has some drawbacks and limitations. Rennie et al.
discuss technical limitations as well as strategies to overcome them [12]. Accordingly,
Naive Bayesian Classifiers are widespread because they are easy to implement and effi-
cient. This makes them a good choice for our evaluation, despite the known drawbacks.
Bayesian classifiers are only as good as their training. It is considerably more difficult
for humans to identify security-relevant requirements than identifying spam-mail. In
this paper, we evaluate whether machine learning could be used for identification of
security-related requirements.

Assessing the Security-Relatedness of a Single Word. For computing the weights
of the distinctive features of a requirement r, we need to compute P (secr|w): The
probability of r being security-relevant under the condition that it contains the word w.
The Bayesian rule allows to compute this as follows [13]:

P (secr|w) =
P (w|secr) · P (sec)

P (w)
(1)

P (sec) is the probability of encountering security-relevant requirements in real-world
specifications. We do not know this value. Therefore, we assume P (sec) = 0.5 as
suggested by Graham [11]. P (w|secr) is the probability that we encounter the word
w under the condition that r is security-relevant. We can compute this value based on
the training set of classified requirements. Let secw be the number of security-relevant
requirements that contain w and sectotal the number of all security-relevant require-
ments in the training set. Then the following equation gives us an approximation of
P (w|secr):

P (w|secr) =
secw

sectotal
(2)

P (w) is the probability to encounter the word w in a requirement. Based on our training
set and the theorem of total probability, this value is computed by the following equation
(P (nonsec) and P (w|nonsecr) are computed analogues to the sec variants):
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P (w) = P (sec) · P (w|secr) + P (nonsec) · P (w|nonsecr) (3)

With the assumption of P (sec) = P (nonsec) = 0.5 the equations (1) and (2) result in
the following equation for P (secr|w):

P (secr|w) =
secw

sectotal
secw

sectotal
+ nonsecw

nonsectotal

(4)

Weight Combination: All words of a Requirement. P (secr|w) gives the probability
of a requirement r being security-relevant under the condition that it contains the word
w. Thus, every word in a requirement is a witness for r being security-relevant. Now,
we need to combine the evidence given by each witness. Again, we have only limited
knowledge and borrow some “naive” assumptions from Bayesian spam filtering:

a) P (secr|w) is pairwise independent for each word w.
b) There is a symmetry between the results P (secr|w) and P (nonsecr|w):

P (nonsecr|w) = 1 − P (secr|w).

In English, the probability of finding an adjective is affected by the probability of find-
ing a noun. Assumption (a) does not hold for natural languages. Nevertheless, Spam-
filters work under these assumptions, which allow us to derive the following equation
from Bayes’ theorem: Let P (secr|wi) be the probability of r being security-relevant
under the condition that it contains the word wi. Let wi, 1 ≤ i ≤ n be the n words
contained in r.

P (secr) =
∏

P (secr|wi)∏
P (secr|wi) +

∏
(1 − P (secr|wi))

(5)

For classification, we compare P (secr) with a threshold. Based on Graham’s article,
we classify the requirement r as being security-relevant, if P (secr) > 0.9 [11]. The
approach we described is called Naive Bayesian Classification, due to its simplifying
assumptions. This technique works in spam filters. Although improved solutions exist,
we chose the classic variant to investigate whether even this simple variant would work
in security requirements identification.

3 Evaluation of Bayesian Classifiers

This section discusses the quality of classifiers and how they can be used to assist in
security requirements elicitation. First, we define our evaluation goals in Section 3.1.
Then we describe our strategy to reach these goals and the general process of evaluation
in Section 3.2). Finally, we show and discuss the results for each evaluation goal in
Sections 3.3, 3.4, and 3.5.

3.1 Evaluation Goals

In order to evaluate our Bayesian classifiers, we define three evaluation goals:
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(G1). Evaluate accuracy of classifiers for security-relevant requirements.
(G2). Evaluate if trained filters can be transferred to other domains.
(G3). Evaluate how useful practitioners consider automatically identifying security

requirements.

For the goals (G1) and (G2) we used expert evaluation and data mining to create mean-
ingful test data, as described in Section 2. Subsets of this test data were used to train and
evaluate the Bayesian Classifiers. Our evaluation strategy had to ensure that training and
evaluation sets were kept disjoint. In the context of this paper, goal (G3) is informally
evaluated by asking experts for their opinions about classification results. See Section
4.3 for the implications of our results on industrial practice. A more formal evaluation
remains future work.

3.2 Evaluation Strategy

Assessing the quality of machine learning algorithms is not trivial:

– Use disjoint training and evaluation data. We must not use the same requirements
for training and evaluation.

– Select training data systematically. For reproducible and representative results, we
need to systematically choose the requirements we use for training.

– Avoid overfitting. We need to show that our approach is not limited to the spe-
cific test data used. Overfitting happens when the Bayesian classifier adjusts to the
specific training data.

Typically, k-fold cross validation is used to deal with these concerns [9,14]. This val-
idation method ensures that statistics are not biased for a small set of data [15]. The
dataset is randomly sorted and then split into k parts of equal size. k−1 of the parts are
concatenated and used for training. The trained classifier is then run on the remaining
part for evaluation. This procedure is carried out iteratively with a different part being
held back for classification each time. The classification performances averaged over
all k parts characterizes the classifier. According to [9], we used k = 10: With larger
k, the parts would be too small and might not even contain a single security-relevant
requirement.

We used standard metrics from information retrieval to measure the performance of
Bayesian classifiers: precision, recall, and f-measure [16]. Based on the data reported
in [14], we consider f-measures over 0.7 to be good. For our purpose, high recall is
considered more important than high precision. A classifier is regarded useful in our
SecReq approach if precision is at least 0.6, and recall is at least 0.7.

We used three industrial requirements documents for evaluation; the Common Elec-
tronic Purse Specification (ePurse) [17], the Customer Premises Network specification
(CPN) [18], and the Global Platform Specification (GP) [19]. As described in detail
below, we experimented with various different training sets applied to each of the three
real-world specifications.

Table 1 provides an overview of the three specifications we used for evaluation of
our classifiers: For each specification (left column), we list the total number of require-
ments they contain (2nd. column) and the number of requirements considered security-
relevant (3rd. column). We used either experts (see Sect. 2) or existing databases for
identifying security-relevant requirements (last column).
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Table 1. Industrial requirements specifications used for evaluation

Document total reqs. security-
relevant
reqs.

security-relevance
determined by

Common Electronic Purse (ePurse) 124 83 expert
Customer Premises Network (CPN) 210 41 database
Global Platform Spec. (GP) 176 63 expert

3.3 Accuracy of Security Classifiers: G1

To test the accuracy of the Bayesian classifier, we use 10-fold cross validation on each
of our classified specifications. In Figure 2 we also show the results for smaller training
sets. Training size gives the number of parts in the 10-fold cross validation considered
for training. The trend shown in Figure 2 helps to evaluate whether the training set
is sufficient. Results exceed the above-mentioned thresholds for recall and precision.
Hence, we consider the classifier useful.

0
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0,8
1

1 2 3 4 5 6 7 8 9
training size

GPS

0
0,2
0,4
0,6
0,8
1
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CPN

Recall Precision F-Measure Baseline

0
0,2
0,4
0,6
0,8
1

1 2 3 4 5 6 7 8 9
training size

ePurse

Fig. 2. Results of 10-fold cross validation using only one specification. Baseline is the precision
we get when classifying all req. to be security-relevant.

3.4 Transferability of Classifiers Trained in a Single Domain: G2.a

Classifying industrial specifications manually was very time-consuming. It was needed
for training the classifiers. Reuse of trained classifiers could reduce that effort. There-
fore, we evaluated the quality of classification when we applied a trained classifier to
specifications from different projects - without additional training. In order to produce
comparative results, we used 10-fold cross validation in all cases, but varied the speci-
fications used for training and for applying the classifiers.

Table 2 shows our results. The first column indicates which specification was used for
training. We list the quality criteria (recall, precision, and f-m.) when applying the re-
spective classifier to each of the three industrial specifications in the last three columns.
Values on the main diagonal are set in italics: they represent the special case of (G1)
reported above, where the same specification was used for training and for testing. Even
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Table 2. Training classifier with one specification, applying it to another

Training Applying to: ePurse CPN GP

ePurse recall 0.93 0.54 0.85
precis 0.83 0.23 0.43
f-measure 0.88 0.33 0.57

CPN recall 0.33 0.95 0.19
precis 0.99 0.98 0.29
f-measure 0.47 0.96 0.23

GP recall 0.48 0.65 0.92
precis 0.72 0.29 0.81
f-measure 0.58 0.4 0.86

in those cases, the 10-fold cross validation ensured that we never used the same require-
ments for training and evaluation.

The results in Table 2 are surprisingly clear: f-measures on the diagonal are 0.86 and
higher (same specification for training and test). All other f-measures are far below 0.7:
whenever we used different specifications for training and evaluation, transferability is
very limited. A filter cannot easily be used in a different context.

3.5 Transferability of Classifiers Trained in Multiple Domains: G2.b

If we apply a Bayesian classifier trained with a specification from one domain to a dif-
ferent domain, we get poor results (see G2.a). This could either point to the fact that
we cannot transfer classifiers to other domains or that we used a bad training set. To
investigate this, we carried out a third evaluation run where the classifier was trained
with values from a mix of specifications. For this, we join the requirements from two
or three specifications as input for the 10-fold cross validation. The results in Table 3
show: When we used more than one specification for training, the filter became more

Table 3. Training with more than one specification

Training Applied to: cross-eval ePurse CPN GP

ePurse + CPN recall 0.93 0.95 0.85 0.56
precis 0.81 0.80 1 0.51
f-m. 0.87 0.87 0.92 0.53

ePurse + GP recall 0.96 0.98 0.85 0.85
precis 0.80 0.78 0.26 0.8
f-m. 0.87 0.87 0.40 0.82

CPN + GP recall 0.87 0.31 0.75 0.88
precis 0.82 0.84 0.88 0.81
f-m. 0.85 0.46 0.81 0.84

ePurse + CPN recall 0.91 0.95 0.85 0.88
+ GP precis 0.79 0.80 0.94 0.78

f-m. 0.84 0.87 0.89 0.83

0
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0,4

0,6

0,8

1

1 2 3 4 5 6 7 8 9
training size

ePurse + CPN + GPS
Recall Precision
F-Measure Baseline

Fig. 3. 10-fold cross validation,
multiple training
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generally applicable. If we used two specifications in training, the evaluation for the
third specification delivered better results than after a single-specification training (G2.a).

Combination of different specifications in training made the classifier more generally
applicable. Obviously, classification quality is not only based on domain-specific terms
- which would not occur in the second training specification. Thus, a good domain-
independent classifier can be created with a sufficiently large training set.

The bottom entry in Table 3 shows the results when we combined all three specifi-
cations for training. Now we got good results for all three specifications included in the
evaluation. Figure 3 shows the learning curve, by giving the results when using less than
9 parts for training. The learning curve grows not as fast as in the Figure 2, probably
because the classifier cannot leverage the domain specific concepts. Nevertheless, we
get a recall of 91 %, a precision of 79 %, and a f-measure of 84 % - results that clearly
show that the trained classifier is suitable to support security requirements elicitation in
all of the three domains used for training.

4 Discussion and Implications on Industrial Practice

In Section 3 we described the process of evaluating our concepts. It is important to note
that for evaluation purposes we did not use the Bayesian classifier in the way it was
designed for (compare Section 2.2):

– For evaluation we used a complete specification. Parts of the specifications were
used for training, other parts were used for evaluation of recall and precision.

– In practice we suggest to use the Bayesian Classifier in an Elicitation tool. Each
requirement is classified immediately after it has been written down.

This feedback can be used during an elicitation meeting for immediate clarification on
how to proceed with security-relevant requirements. Later, it could be used to generate
a list of security-relevant requirements to discuss with security experts. In our SecReq
approach, we trigger a refinement wizard that allows laymen to start with the refinement
themselves.

In this section we discuss whether the observed results are sufficient for employing
the filter in practice at its current status. Then we take a look at the validity of our
evaluation of the Bayesian classifier filter. Finally, we summarise the discussion with
practitioners and describe how they perceive the implications of the filter in practice,
meaning their development projects.

4.1 Interpretation of Evaluation Results

As shown in Section 3 we achieved very good results in cases where the classifier is
applied to the requirements from the same source as it was trained with. We also ob-
served poor results in cases where the classifier was applied to a different requirements
specification than the one it was trained with. We also observed that the combination of
training sets from different sources produces a classifier that works well with require-
ments from all sources. This shows that a general classifier for security relevance can
be created with larger training sets and specifications from more domains.
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To summarise, in its current status the classifier is indeed a very valuable addition for
example in the context of software evolution or product lines. I.e., the classifier could be
trained using the last version of the requirements specification and than offer precious
help in developing the new software version. Typically, subsequent specifications re-
semble their predecessor in large parts and add only small new parts. Evaluation of this
situation is covered by k-fold cross validation, as large (k−1) parts of a specification are
used for training and applied to a small held-out part. Therefore, the results in Figure 2
apply to this situation. In other situations, the learning curve in Figure 3 and tests with
systematic training with falsely classified requirements show that the classifier quickly
adopts to new domains.

4.2 Discussion on Validity

Wohlin et al. define types of threats to validity for empirical studies [20]. We consider
threats to construct, internal, external, and conclusion validity to be relevant to our
evaluation.

Construct Validity. In our case, the assumptions made on the classification question
and our interpretation of what comprises a good result is critical to determining the
goodness of the evaluation. When it comes to the classification question there are many
alternative ways to define security-relevance. However, our classification was an ef-
fective choice in practice as it helped us to adjust our classification in a way that our
security experts could agree on the majority of requirements. Next it is important to
consider whether it was sound to apply the classifier on final versions of requirements
during the evaluation. This depends on the level of abstraction on which the functional
information is presented. In practice the requirements are regularly refined from high
level functional requirements to low-level descriptions of security-related aspects.

Internal Validity. We used k-fold cross validation and avoided using identical require-
ments in training and evaluation, as well as overfitting. Randomly choosing require-
ments for training is not the best way to produce a good filter. Ideally, we would train
the filter systematically with false positives and false negatives, until it produces good
results. Preliminary tests show that this even increases the performance of the classifier
with very small training sets.

External Validity. External validity addresses the level of generalisability of the results
observed. We used three real-world requirement specifications from different domains
and authors. We have no reason to doubt the applicability of our approach on different
specifications.

Conclusion Validity. We used specifications from two different domains in our evalu-
ation. Therefore, we cannot guarantee that our results would hold for a third domain.
To leverage this threat, we share our evaluation tool, classified data sets, and databases
of learned words at http://www.se.uni-hannover.de/en/re/secreq. We invite
others to replicate our experiment, or use our results.

4.3 Implications on Industrial Practice (G3)

In practice, there will rarely be budget to tackle all relevant security aspects. Some
of them may even conflict. Hence, developers need to get the right security. For this

http://www.se.uni-hannover.de/en/re/secreq
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reason, the classification question (see Section 2) focuses on money (which includes
costs, schedule, effort, resources, etc.), where money covers both development costs but
also the cost associated with the lack of a critical security feature in the end-product.
When it comes to techniques and tools for security elicitation support, such a tool needs
to help a developer getting security right, including being able to separate out the impor-
tant and prioritised security aspects and hidden security requirements that are somehow
concerned with potential business and money consequences (loss and gain). Further-
more, such support must be integrated in a natural way such that the tool supports the
way the developer work in the security requirements elicitation process and not the
other way around. In practice, spending money on something that is not going to end
up in the final system is considered a waste of time and effort. This is a sad reality in
industrial development.

The Bayesian classification as an addition to SecReq not only contributes to a more
effective and focused security elicitation process, but also in separating important from
not so important security-relevant aspects. In particular, the Bayesian classification
and security expert simulation in HeRA, with its ability to train the classification to
be system and project specific, directly enables effective reuse of earlier experience,
as well as prioritising and company specific security-related focus areas or policies.
The ability to first train the classification engine to understand how to separate impor-
tant security-relevant aspects from not so important, and then use this newly gained
knowledge to traverse functional descriptions and already specified security require-
ments have a promising potential to contribute in a better control of security spending in
development projects.

5 Related Work

Security Requirements. A significant amount of work has been carried out on security
requirements engineering in particular relating to tools support in security requirement
engineering process, cf. e.g. [21,22,23,24,25]. However, this work does not usually em-
ploy techniques from natural language processing to detect security requirements, as
we do here.

Processing of Natural Language in Requirements. Requirements are often specified
using natural language, if only as an intermediate solution before formal modelling.
As natural language is inherently ambiguous [26], several approaches have been pro-
posed to automatically analyse natural language requirements in order to support re-
quirements engineers in creating good requirements specifications [27,28,9,29]. Kof,
Lee et al. work on extracting semantics from natural language texts [27,28] by focus-
ing on the semi automatic extraction of an ontology from a requirements document.
Their focus is on identifying ambiguities in requirements specifications. It would be
interesting to compare our results to the performance of security specific adoptions
of these approaches. A comparable methodical approach is proposed by Kiyavitskaya
et al. [29] for extracting requirements from regulations. These methodical and semi-
automatic approaches resemble our SecReq approach, the results in this paper describe
a supportive technique needed in such a method. Chantree et al. describe how to detect
nocuous ambiguities in natural language requirements [9] by using word distribution in
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requirements to train heuristic classifiers (i.e. how to interpret the conjunctions and/or
in natural language). The process of creating the dataset is very similar to our work:
collection and classification of realistic samples based on the judge of multiple experts
to enhance the quality of the dataset. The reported results (recall = 0.587, precision =
0.71) are useful in the described context, but are too low for the SecReq approach.

6 Conclusion

In this paper, we addressed the problem that security becomes increasingly important in
environments where there may not be any security experts available to assist in require-
ments activities. This situation leads to the risk that requirements engineers may fail to
identify, or otherwise neglect, early indicators for security problems. We presented a
tool-supported method that provides assistance for the labour-intensive and error-prone
first round of security requirements identification and analysis. The tool support makes
use of a trained Bayesian classifier in order to heuristically categorise requirements
statements as security-relevant resp. less security-relevant. We also showed how HeRA,
our heuristic requirements assistant tool can be used to integrate that filter mechanism
into a secure software development process. Note, that the approach is not restricted to
HeRA, and can be used in other elicitation tools.

We evaluated this approach using several industrial requirements documents; ePurse,
CPN, and GP. Our experiences with this “real-life” validation was overall positive:
According to the numerical results, the approach succeeds in assisting requirements
engineers in their task of identifying security-relevant requirements, in that it reliably
identifies the majority of the security-relevant requirements (recall > 0.9) with only
few false positives (precision > 0.8) in software evolution scenarios. Our evaluation
of different training strategies shows that the classifier can quickly be adopted to a
new domain when no previous versions of requirements specifications are available for
training. This could be done by a security expert during a first interview.

Our approach does not aim at completeness in a strict logical sense. There is no 100%
guarantee that all security-relevant requirements are found, nor that no non-security-
relevant requirements are falsely reported. This is, however, a limitation that is directly
imposed by the current limitations from computational linguistics (essentially, the fact
that a true automated text understanding is currently not available). In general, secu-
rity experts cannot give such a guarantee, either. Therefore, we believe that the ap-
proach provides useful assistance in that it supports requirements engineers to identify
security-relevant requirements, when no security expert is present. Even if security ex-
perts are present, our approach helps them to focus on already identified requirements
and thereby efficiently use their limited time. Moreover, since this selection process is
supported by automated tools, its execution is easy to document and it is repeatable and
thus well auditable. This adds another level of trustworthiness to the process, compared
to an entirely manual assessment.

Based on our work we see two main topics for future research. On the one hand, it
would be interesting, if the approach could be applied to other types of cross-cutting
quality requirements (e.g. safety or usability). On the other hand, the application in
industrial practice will show the efficiency of our approach.
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Abstract. Sustainability has become one of the “grand challenges” of our civ-
ilization. Because of their pervasiveness, the way we design, and consequently
use, software-intensive systems has a significant impact on sustainability. This
gives software requirements engineering an important role to play in society.
However, there is currently no specific support for handling sustainability re-
quirements, while such support exists and has proved useful for other quality
requirements like security or usability. This paper reports on a software project
in which sustainability requirements were treated as first class quality require-
ments, and as such systematically elicited, analysed and documented. The au-
thors intended to assess how current techniques support these activities. Beyond
raising awareness on the importance of sustainability concerns in requirements
engineering, this experience report suggests that, while a lot of work remains to
be done, small and easy steps may already lead us to more sustainable systems. It
also contributes to the agenda of requirements engineering researchers concerned
with sustainability.

1 Introduction

Achieving sustainability is recognized by many as one of the “grand challenges” of
our society. Although there is a lot of debate surrounding this endeavour (e.g., as to
its justifications, the means to achieve it, etc.), we leave the controversy aside from this
article. Here, we take the pragmatic stance of adhering to one of the common definitions
of sustainable development.

The United Nations’ Brundtland commission defines sustainable development as
“development that meets the needs of the present without compromising the ability
of future generations to meet their own needs” [12]. It is traditionally considered that
sustainable development involves three major “pillars”: social, environmental and eco-
nomic sustainability. In this paper, we only focus on environmental sustainability. We
also adhere to the common thesis that environmental sustainability (simply called sus-
tainability henceforth) is threatened by a number of practices such as depletion of non-
renewable resources, production of non-recyclable or toxic substances, etc.

Over the last decades, information technology (IT) has become one of the leading
industries worldwide. Its effects on the environment are considerable. Its most obvious
effects result from the production, operation, maintenance and disposal of IT infras-
tructure, roughly hardware. This is what the majority of “green IT” initiatives have
been concerned with up to now.

D. Berry and X. Franch (Eds.): REFSQ 2011, LNCS 6606, pp. 19–33, 2011.
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Yet, there is another important manner in which IT affects the environment: IT
changes individual and organisational behaviour. Think of how the Internet, office au-
tomation, mobile phones, route planners and many other applications have affected the
way we act (e.g., work, travel) and communicate, which in turn affects our environment.

At the heart of IT lies software. The way software is designed (e.g., what functions
it supports, which parts of its environment it interacts with, which IT infrastructure it
uses and how) can have a major influence on the sustainability of the human activities
involved. Such fundamental decisions are typically made during Requirements Engi-
neering (RE), and finally expressed as requirements. In this paper, we are concerned
with how to discover requirements that help minimize the negative environmental im-
pacts of (the activities supported by) the software under construction.

More precisely, our goal is to (i) get an insight on how sustainability requirements
can be discovered, (ii) what existing tools and techniques facilitate this task, and (iii)
what their limitations are in this respect. Our aim is not to produce strong evidence that
some technique is more efficient than another, but rather to perform a first exploration
of ways to deal with such requirements.

After a brief presentation of related work (Section 2), this paper reports on the ex-
perience gained during a real project. Its settings are described in Section 3 whereas
Section 4 gives a more complete account of its execution. Section 5 summarizes its
main results. Finally, lessons learned are presented in Section 6 whereas Section 7 lists
a number of contributions to the research agenda and concludes this paper.

2 Related Work

A search on the DBLP Computer Science Bibliography database [7] for articles with the
prefixes “sustainab-” OR “ecolog-” OR “environmental-” in the title returns (in January
2010) over 3000 results. The venue “Environmental Modelling and Software” provides
a third of these. Interestingly, filtering on important software and RE related venues
leads to as few as 11 results, which are shown in Table 1. After checking their content,
it turns out that only one of these entries [4] is concerned with providing support for
handling sustainability requirements. This tends to show that RE research is far behind
other computer science disciplines in this domain, and in fact has not really started
yet. This paper is consequently more of an exploratory nature, which we believe makes
sense in this context.

Cabot et al. [4] advocate usage of a sustainability taxonomy combined with goal-
oriented techniques. In their proof of concept, they used the i* framework to model the
stakeholders and their respective goals. Goals are then operationalized through tasks
that help or hurt the satisfaction of the sustainability goals. The authors point out that
there is no standard definition of sustainability and its related concepts, and thus pro-
posed a taxonomy that is limited to the particular example used in the paper.

As far as we can consider sustainability as a quality requirement, much of the liter-
ature on quality and non-functional requirements might be considered as related work
(see, for example, the related work section of [6]). In particular, safety and security
are related to sustainability in the sense that in all cases one tries to avoid harming



Discovering Sustainability Requirements: An Experience Report 21

Table 1. Articles with “sustainab-” or “ecolog-” or “environmental-”

ICSE International Conference on Software Engineering 3

IEEE Software Journal 2

CAiSE International Conference on Advanced Information Systems Engineering 2

CAiSE Forum 1

ICSE Companion 1

IEEE Transactions on Software Engineering 1

RE International Requirements Engineering Conference 1

ER International Conference on Conceptual Modeling 0

REFSQ International Working Conference on Requirements Engineering: Foundation for
Software Quality

0

the environment. Hence, we argue that best practices from these subdisciplines should
be considered for dealing with sustainability requirements (possibly undergoing some
adaptation). We make some attempts at this in the study described later in this paper.

Literature and techniques from the environmental sciences (e.g. Life Cycle Analysis
[2] and Environmental Impact Assessment [1]) could also be adapted to our specific
RE context. We have not attempted this yet in this study, but we add it to the proposed
research agenda.

3 The Yellow Project

3.1 The Company and the Requirements Engineer’s Mission

Yellow Events is a seven employees Belgian company that creates, organises and man-
ages events for individuals, companies and administrations. Upon request from a cus-
tomer, they design a tailor-made offer by coordinating activities, transport, catering, in
various places, with various service providers. If the offer is accepted, they organise
everything so that the event can take place. On the day of the event, they are on site to
manage it. Typical events include wedding animations, team building events, corporate
events and big city festivals. Throughout the lifecycle of the event, the best effort is
made to minimise its environmental impact.

In the future, Yellow Events plans to be in charge of larger events, which gives them
a strong motivation to enhance their efficiency, consistency and team communication. A
second objective is to remain the reference in sustainable events in Belgium, so Yellow
Events is constantly looking for ways to make their business greener and to communi-
cate about it to their potential customers.

The authors’ mission consisted in discovering, analysing and documenting the re-
quirements for a software tool supporting Yellow’s business while minimising the neg-
ative environmental impact of its activities.



22 M. Mahaux, P. Heymans, and G. Saval

3.2 Research Method

This experiment was managed by the first author of this article, in the double role of
requirements engineer for the project side, and observer for the empirical research side.
We thus used the participant-observer technique, with a very basic qualitative analysis:
the first author simply kept recording observations about the efficiency of his RE tasks,
and adapted some techniques on the fly where needed.

Given this lightweight empirical research method (as compared, for example, with
a full scale controlled experiment [9]), limited conclusions could be formally drawn.
The assessment of efficiency is based on a comparison between this experiment and
the authors’ experience (five years) as requirements engineer on non-sustainability fo-
cused projects. Another indicator is the researchers’ and stakeholders’ perception of the
quality of the deliverables, and of the relative degree of sustainability achieved. As men-
tioned earlier, the point is not to make a strong argument for or against the efficiency of
some technique but rather report on observations and insights. We hope that those can
be useful to other practitioners and researchers working on sustainability requirements.

3.3 Tasks and Deliverables

The first task was to design the requirements process, mainly made of a selection and
adaptation of methods and techniques presented in the book Discovering Requirements,
from Alexander and Beus-Dukic [3]. As illustrated in the timeline on Figure 1, we ran
a series of meetings, that were typically separated by 3 to 4 weeks. After each meeting,
the requirements engineer spent 4 to 12 working days on analysis and documentation.
The total duration of the requirements phase was 8 months. In more details, we had:

– 7 interview sessions where we iteratively elicited and validated the following re-
quirements elements: stakeholders, goals, scope, use cases, scenarios, data elements
and requirements with their input priorities1. We proceeded iteratively, going into
more details as we progressed;

– 2 team workshops for information and goal modeling respectively;
– 3 solution meetings with IT designers, where we decided on buy vs. build, techno-

logical options and their consequences, budgets, and finally defining output priori-
ties and selecting a solution provider.

The authors soon realized that the scope was too big to fit one project phase. Conse-
quently, the project was split in various functional modules, which would be specified
and implemented in turn. This experience report covers the high level analysis for the
full scope, and detailed analysis for two of these modules: the central “Event Manager”
module (creation and follow up of events) and the “Suppliers” module (custom supplier
search and repository).

The list of deliverables, compiled in a comprehensive requirements document, in-
cludes the following, appearing in chronological order of their initial creation:

1 In [3], the authors distinguish the input and output priorities in the following way: input pri-
ority is made of what stakeholders find more valuable, while output priority reflects what will
effectively be implemented first, considering the input priority and the technical and budgetary
constraints.
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Fig. 1. Timeline

– Full scope artifacts:
• an adapted stakeholders checklist, augmented with environment related roles,
• a stakeholders list,
• a “rich picture”-style context model representing Yellow’s business,
• a decomposition of the solution space in various functional modules,
• a high level use case diagram representing the high level use cases for the full

solution (21 high-level use cases),
• a generic goal model for environmental sustainability,
• an instantiation of this generic goal model for Yellow,
• a goal model rooted at Yellow’s strategic goals,
• a glossary of the main concepts of interest in Yellow’s domain,
• a class diagram representing the data of interest in Yellow’s domain.

– Detailed artifacts (linked to module 1 and/or 2):
• a business process diagram representing the lifecycle of an event,
• a state diagram representing the lifecycle of an event,
• a lower level use case diagram representing the use cases for the central event

management module (15 use cases),
• a use case description for the two main use cases, with scenarios,
• a misuse case sheet, describing possible environmental misuses and mitigation,
• a “lo-fi” prototype made of a dozen screen sketches,
• a list of 51 detailed requirements, with satisfaction and dissatisfaction

indicators.

Some of these will be presented in this paper as illustrations or where they are related to
sustainability concerns. For confidentiality reasons, the whole requirements documents
may not be disclosed. The budget for the development effort of modules 1 and 2 was
estimated at around 80 man-days (average of the 3 bids received).

4 Discovering Sustainability Requirements

This section goes through some of the RE activities performed: stakeholders analysis,
context and scope definition, use case analysis and goal modelling. It presents the re-
sulting models, discusses how they were realised, and how they helped in discovering
sustainability requirements. Figure 2 provides an overview of these, and highlights the
sustainability-specific part of each activity.
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Stakeholders 
identification

Soft scoping:
Context Model
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High-level Use Cases

Prioritization:
Goal Model
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Rich-picture augmented 
with physical flows 
between system & 

environment-at-large

Generic goal-model for 
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Misuse-case describing 
environment misuses & 

mitigations

Fig. 2. Overview of requirements activities and their sustainability-specific parts

4.1 Stakeholders

The stakeholders analysis was supported by the Volere checklist [11]. The role “Envi-
ronmental Specialist” was in this checklist, and this was our main sustainability-specific
stakeholder. Our environment specialist is a Yellow employee (HR Manager) who has
received a specific 5-days training in analysing the environmental impact of human ac-
tivities. Prior to the study, he already analyzed the “carbon footprint” of some important
events.

Some specific “green thinking” and “anti-green thinking” actors were added to rep-
resent typical Yellow clients and event participants. This enabled us to imagine desired
and undesired customer-oriented scenarios focusing on the sustainability aspect.

In the rest of the process, the list of stakeholders identified at this stage turned out to
be sufficient. But we could have thought of more sustainability-specific stakeholders.
In fact, most of the classical roles could have a “green” counterpart, as illustrated in
figure 3, inspired by [3].

4.2 Soft Scoping and Context Discovery

For defining the scope and context of the system and product2, the authors used a com-
bination of “softer” and “harder” techniques, as suggested by [3].

Figure 4 is a “rich picture”-style Context Model, showing context using an informal
but intuitive pictorial syntax. This model was created during in one interview session,
and completed after a review by the stakeholders. It helped a lot in understanding the
problem, including the important environmental dimension. This model shifted the fo-
cus from the product to its wider environment and helped the authors consider where
the impacts on sustainability might be. Indeed, the environmental impacts are in and
around the system, not in the product itself. This wider environment might be called
the “environment-at-large”, as opposed to the immediate environment of the software
product.

2 As suggested by [3], we use the word “product” for the result of the development work, i.e.
a piece of software, and the word “system” for the network of entities that, by operating the
product (and maybe other products), provide a value to some functional beneficiaries.
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Fig. 5. System Level Use Case Diagram

To highlight the environmental content of this model, the authors drew bold arrows
for the interactions that involve physical artifacts. They are of interest to the sustainabil-
ity analysis, in the sense that (i) all transports must be minimised, and (ii) these arrows
represent inputs and outputs that will have to be taken into account in the environmental
calculations.

In the rest of the RE process, the rich picture could be used as a checklist of the issues
we had to tackle to lower the environmental impact of Yellow Events. The environment
specialist could easily follow each diagram item (an object on the diagram or an arrow
between two objects) and comment on the current situation, the importance of the im-
pact, his solution ideas. He found this model to be useful and clear for this purpose,
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Use Case Threat (MUC) Mitigating UC Descriptions
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Act irresponsibly Animate event Animators shall be trained to raise 
awareness of participants on acting 
responsibly

Emit CO2 through 
using personal car
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Live the Event

Fig. 6. Misuse Cases

and it helped him complete his analysis of Yellow’s environmental impacts. It played a
crucial role in facilitating the communication of these impacts to all stakeholders.

At this point in time, the collaboration with the environment specialist was of a great
help, as we were able to sort out the various impacts by their importance in terms of CO2
equivalent. His ranking of the most impacting parts of the business is the following:

1. Transport of participants to the events
2. Transport of material and staff to the events
3. Warehouse: use of land
4. Warehouse: use of energy
5. Event: use of equipment
6. Event: use of energy

Items 1, 2 and 5 above are clearly represented by arrows on the rich picture. Items 3, 4
and 6 do not appear explicitly on the picture, but were elicited by discussing around the
‘Event’ and ‘Warehouse’ objects of the picture.

4.3 Harder Scoping

Based on the rich picture and a first understanding of the business problems, the require-
ments engineer could create a Use Case Diagram for the system and imagine a high
level solution. The latter consists of various functional modules and allowed to phase
the project. Each module was described in terms of the use cases it would support, but
also its main objectives in doing so, and in particular if there were any environmental
concerns. Figure 5 shows the system-level use case diagram.

In order to push the environmental analysis further, we achieved a misuse case anal-
ysis [10]. We inspected each previously obtained use case asking the question: “What
is (or might be) harmful to the environment here?”. The results were mostly the same
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Fig. 7. Generic goal refinement for environmental sustainability and its instantiation
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as elicited from the rich picture, adding some new ideas coming from specific nega-
tive scenarios (like a participant acting irresponsibly towards the environment during
an event). Also, the question of the possible ways to mitigate the identified harm (typ-
ically a new detailed use case or a modification to an existing one) brought the project
one step further towards the design of a solution.

Figure 6 shows part of the analysis that was made on the system (i.e., high-level)
Use Cases. It shows the threats to the environment related to our system and possible
mitigation actions.

4.4 Goal Modelling

In order to determine priorities and complete our analysis, we achieved a goal analysis.
In [3], a simple and intuitive goal notation is used (essentially a simplified version
of KAOS). High level goals are placed above and are then refined into lower level
sub-goals.

As in [4], we used a generic sustainability goal refinement, that we had previously
defined. This generic refinement can be considered as our taxonomy for sustainability
requirements, similarly to what was done in [4], but aiming at some more independence
from the specific targeted case. Figure 7 shows the generic refinement (four higher
layers) and its instantiation (layers below). This helped defining more precisely what
sustainability meant for Yellow, to complete the list of impacts and possible means of
action. Some new insights were found, like the possible contribution to compensation
programs, leading to new requirements (e.g., the need to compute the total amount of
CO2 of an event).

This goal model then needed to be integrated with the other (non sustainability re-
lated) objectives of Yellow. So, while we used the first goal model to brainstorm on
sustainable requirements, we built a second goal model (not shown here for lack of
space), which roots are Yellow’s strategic objectives.

4.5 Other Elements

An information model (a class diagram of 30 classes) and a glossary (of 50 entries) were
then created. The analysis of the lifecycle of an event led to a Business Process Model
and a State Model. Finally, detailed requirements were written and linked to Business
Processes and Goals.

During this part of the work, which focuses on detailed specification rather
than discovering new sustainability requirements, we felt no need for treating sustain-
ability aspects in a specific way. Hence, no particular technique was applied here for
sustainability.

5 Results

Although the description above may render the idea of a sequential process, we pro-
ceeded iteratively. Each artifact thus influenced the others in some way. Since the origin
of requirements was not recorded, we cannot determine exactly what kind of require-
ments were produced by which technique, or which technique was most successful.
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However, to give an idea of the results of the global process, here is an excerpt of the
major sustainability-related system functionalities retained:

– The system shall provide the Event Manager with the possibility to find the most
optimal locations, suppliers, animators for the event, and do so depending on geo-
graphical criteria (minimize motorized personal transportation), and a “green score”
representing other green criteria. The green score is assigned by the Event Manager
to each relevant entity.

– The system shall be able to show what equipment is available, where it is located
and in which state. This will avoid buying superfluous equipment, and maximize
the expected lifetime of equipment by doing maintenance when needed.

– The system shall help the equipment manager to collect the complete and correct
equipment for an event, in order to avoid superfluous transportation (typically by
truck).

– The system shall support the quality manager in efficiently assessing the sustain-
ability of an event, in order to enhance Yellow’s practices. The system shall make
selected results presentable to clients, comparing Yellow’s results with other typical
events, or with previous events of the same customer.

– The system shall support the creation of an event-specific website, where partici-
pants will be able to see public transportation possibilities to go to the event, and to
place on-line carpooling offers and consult carpooling demands.

– The system shall enable participants to register for (parts of) an event, in order to
organize the catering so as to reduce waste.

When the list of requirements was completed and validated, the team became convinced
to have made the maximum towards sustainability in their business. They estimated
that the solution would bring the company a significant competitive advantage in this
domain and at the same time meet the other initial objectives.

6 Lessons Learned

Sustainability requires specific attention. At least, we encourage requirements engineers
to add sustainability to their quality requirements checklist, and consider it as they do
with other quality requirements. It was our experience that dealing with this new type
of quality requirement was in many respects similar to dealing with other quality re-
quirements. In essence, it represents one more criterion for trade-offs, one more goal to
achieve in a system, and in this sense it is just one more “-ility” that has to be dealt with.

Sustainability is clearly raising more and more interest, and will consequently (we
hope) gain more and more importance in software projects. In these cases where sus-
tainability is deemed important, it is needed to tailor the tools and techniques during
the requirements process. For example, as a first easy step, one can consider those little
adaptations to existing techniques that the authors themselves found useful to achieve a
more sustainable system:

– for stakeholder analysis, one could augment the checklists with environment related
roles;
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– for context modelling, one could chose a model that will enable to think about the
system as a whole in its environment-at-large, and show the physical flows, not
only the information flows, coming to or from the product;

– for use case analysis, one could investigate risks and mitigations through misuse
cases directed at sustainability threats;

– for goal modelling, one could prepare and instantiate a generic sustainability goal
model.

Beyond this, requirements engineers can collaborate with environment specialists, who
will assess the existing system, drive priorities, and help design the most effective mit-
igations of environmental threats. The authors were lucky to have such an expert at
hand, and were able to integrate his inputs into the RE process, sometimes leading to
the small adaptations in the aforementioned techniques. We also found that some of
our RE tools and techniques could help the environment specialist refine and complete
his analysis. There was thus an interesting two-way communication and mutual learn-
ing. Systematic use of RE artifacts like Context Models to make the link between the
environmental impact analysis and the system model is a practice we found to be useful.

Considering the importance of the environment specialist, and the fact that few
projects will have such a stakeholder readily available, we suspect it would be nec-
essary for requirements engineers to acquire a minimum of expertise in environmen-
tal analysis, and probably that some toolkit could help the requirements engineer take
sustainability-related decisions. This toolkit would include, for example, simple tools
for comparing various alternatives in terms of environmental impact (e.g., “Is the im-
pact from air fret bigger than road fret?”). A really generic and solid ontology for
sustainability should also be part of this toolbox.

6.1 Inputs and Outputs

When modeling the system with Context Models, we faced the question of how deep
we should go in modeling environmentally significant system inputs and outputs. For
example, since energy consumption is a major component of a system’s environmental
impact, should we have modeled the energy flows on this picture?

Independently from this question, and because the environmental impacts are not
exerted in the software product itself but in the (possibly many) physical entities that
surround it, system-at-large Context Models are useful. In order to be used for sys-
tematic exploration of environmental impacts, Context Models should show physical
entities and interactions between them as clearly as possible. Whatever style is used, re-
quirements engineers should make sure that Context Models contain this information,
and adapt them in case they do not. For example, a typical Data Flow Diagram like the
one used in [8] should be augmented with these interactions, as they usually show only
information flows and omit physical flows.

6.2 Generic Goal Refinement

The most relevant related work we found [4] mostly exploits the goal dimension for
finding sustainability requirements. In this article, Cabot et al. report on using the i*
goal-oriented RE framework to reason about environmental sustainability requirements
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and consider them when making design decisions. By working on the ‘Conference
organization’ case study, they found that the i* model facilitated the exploration, un-
derstanding and comparison of sustainability measures, allowing for better informed
decisions. We explicitly reused the idea of a generic goal refinement for sustainability.
It can be used as a checklist for sustainability requirements, and we share the observa-
tion that it was useful to its purpose. Yet, Cabot et al. recognized the limited genericity
of their refinement. Since we wanted to apply their technique on our project, we pro-
posed a new one. The suggestion we made, shown in the four top layers of Figure 7, is
only tentative. This is a topic that requires more research in the future.

7 Conclusion

In this experience report, we performed an exploratory study of various means to han-
dle sustainability during RE. Its main outcomes are a number of insights and lessons
learned. Additionally, it allowed us to identify a number of topics to be added to the
research agenda for sustainability-related RE:

– We need a “sustainability toolbox” for the requirements engineer, including a gene-
ric ontology (for example, under the form of a generic goal model).

– We need to study further the collaboration between requirements engineers and en-
vironment experts (similarly to what Firesmith suggested for safety concerns [5]).

– We need to investigate the results of environmental sciences, checking how tech-
niques like Life Cycle Analysis (LCA, [2]) and Environmental Impact Assessment
(EIA, [1]) could be applied in the RE context.

– There is a need to explore the suitability of other RE techniques to sustainability re-
quirements. This report covers only a very limited number of techniques presented
in the book Discovering Requirements [3], which is in turn a small fraction of all
methods and techniques available to requirements engineers.

– There is a need to broaden the scope from environmental sustainability to the two
other companions, social and economic sustainability, aiming at a holistic approach
to sustainability.

– We need more, and more systematic, empirical studies on sustainability in RE.
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Abstract. [Context and motivation] This paper reports the results
and lessons learned of a requirements engineering improvement project
conducted in a Siemens business unit. [Question/problem] In partic-
ular, the project addressed the following major problems: (i) communi-
cation gap between marketing and development, resulting in misbalance
between technology-driven and market-driven requirements; (ii) limited
value of monolithic requirements specifications, resulting in inconsisten-
cies across product versions; (iii) requirements overloading, resulting in
cumbersome and time consuming descoping; (iv) insufficient traceability,
resulting in poor or missing impact analysis, regression testing and other
traceability errors; (v) intransparent mapping between a non-hierarchical
topology of problem space artifacts to hierarchically structured solution
space artifacts; (vi) missing support for platform variant management
and reuse, resulting in long release cycles; (vii) waterfall process, result-
ing in inability to effectively handle change in requirements or design.
[Principal ideas/results] The paper describes the situation at the
business unit before the process improvement project, gives a short
overview on how the project was implemented and the techniques ap-
plied to solve the various problems the organization was facing. The
paper wraps up with a comparison between the initial and the final state
of the requirements engineering process in the organization and finally,
a lessons learned section discusses some of the highlights and pitfalls en-
countered during the project. [Contribution] The paper can be used
as an initial point of reference to other practitioners and organizations
facing similar problems and/or involved in similar improvement projects.
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1 Introduction

In this paper, we present the approach and lessons learned from an industrial
requirement engineering process improvement project at a software development
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organization. The main business of this organization is the development, main-
tenance, and enhancement of a software platform providing core assets to devel-
opers of other organizations. However, there is a second, smaller group, which,
similarly to developers from other organizations, is using the platform to inte-
grate (business) applications and sell them to end customers. Because of this
difficult set-up, features for new releases are the result of the agreement be-
tween the developers from different organizations using the platform for their
applications and the end-customers.

The initial trigger for the project was a recent reorganization at the customer’s
side, as a result of which two development departments were merged and there-
fore needed to consolidate existing processes, methods, and infrastructure. An
initial effort on the customer’s side to achieve this has increased the awareness of
problems and issues connected to requirements engineering and of the high costs
associated with errors resulting from those problems (see [1], [2], [3] for more
information on the cost and significance of requirements engineering errors).

From project initiation to project completion, the improvement effort took
almost two years and was supported by a team of requirements engineering
experts.

The remainder of this paper is organized as follows: Section 2 gives a short
overview on the concepts used during the improvement activities. The approach
used for the improvement is described in section 3. The project results and
lessons learned are presented and discussed in sections 4 and 5, respectively. An
outline of our future work concludes the paper in section 6.

2 Literature Review and Recommendations

To develop the improvement approach, several concepts were taken from results
of recent research in the domain of requirements engineering, product-line engi-
neering and business and process improvement and integrated together. These
concepts as well as their application in the project will be briefly introduced
here.

2.1 The Requirements Engineering Reference Model

Reference models provide views on relevant information and are often used as
points of reference, a standard basis for comparison, or as a source of ideas for
good practices to support such improvement efforts as described in this paper.
Accordingly, over the years many models have emerged, which describe best
RE practices for an organization. A few examples of such models are: Gorschek
and Wohlin’s Requirements abstraction model [4], Volere’s requirements knowl-
edge model [5], IEEE’s Requirements specification standard, the requirements
engineering related aspects of RUP, CMMI, and others [6], [7].

For our improvement project, the requirements engineering reference model
(REM) [8] was introduced as the one to best map to the organization’s business
domain and desired practices. REM provides a framework for a model-based
requirements engineering artifact model, which defines a core set of requirements
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artifacts and their dependencies and thus guides the establishment, tailoring and
maintenance of RE processes [9]. It supports iterative processes, and includes a
tailoring concept that allows its adaptation to different projects. In our concrete
case study it served as an input for creating the renewed information model,
which captured the information flow in the process, the responsibilities of the
stakeholders in terms of authorship and guided us during the definition of the
review and change management-relevant aspects of the ’to-be process’.

2.2 Goal-Oriented Requirements Engineering

In recent years, requirements engineering researchers have recognized the role
of goals in the requirements engineering process and have spent much effort
on developing techniques on goal modeling and goal specification for different
RE-relevant purposes (requirements elicitation, impact analysis, etc.) [10], [11],
[12]. One of the main reasons behind this is the inability of traditional system
approaches to capture the rationale behind the development or manufacturing
process, making it difficult to understand high-level concerns in the problem do-
main [13]. The use of goals, on the other hand, offers a precise criterion for feature
pertinence and support for validation and prioritization of different alternatives
and therefore provides a solid basis for conflict management [10].

2.3 The Requirements Pyramid

Traceability provides a relationship between the different artifacts and their
respective abstraction levels in the system. The requirements pyramid, as sug-
gested in [14], is a model that puts artifacts on a certain abstraction level ac-
cording to their detail and formality. This allows the artifact from the next level
to be derived, in a traceable manner, from the level above. This relationship is
maintained through traceability links.

2.4 Feature-Driven Development and Scrum

Feature-driven development (FDD) and Scrum are both iterative and incremen-
tal software development methodologies based on agile principles [15]. FDD is a
model-driven approach, which makes features the center of concern. It advocates
the specification of systems in terms of integrated features. These features are
based on a common system core, providing the basic functionality. It consists
of five sequential processes, during which the design and build of the system is
carried out: 1) Develop overall model; 2) Build feature list; 3) Plan by feature;
4) Design by feature and 5) Build by feature.

Scrum concentrates on the management aspects of software development and
on how team members should collaborate in a constantly changing environment,
which makes the development process unpredictable and complex. It divides
development in short iterations and closely controls and monitors the progress
in daily Scrum meetings. The backlog is the central management tool of Scrum
and defines all open issues for the system being developed [16].
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In our concrete case FDD was primarily concentrated on the development and
implementation side at a lower level, while Scrum was used to cover the project
management. Additionally, FDD provided well-defined milestones for progress
tracking, which were missing in Scrum.

2.5 Feature Modeling

A feature model is a tree-like model consisting of all end-user relevant system
characteristics and constraints on their combination toward instantiating end-
products. There are different conventions used to describe these constraints. Dur-
ing the project, we identified (and evaluated) the following different conventions:
FODA [17], FORM [17], FODAcom [15], FeatuRSEB [18], GP [19], FOPLE [20],
FORE [21], CONSUL [22], PLUSS [8], etc. As a result of this, evaluation of the
identified approaches on a set of predefined criteria, gathered through several
expert workshops, was performed and the CONSUL approach was selected in
our use case.

2.6 Component Family Modeling

Nuseibeh [23] argues that although the conceptual differences between require-
ments and architectural design are well understood, the process of moving from
problem space to solution space is still a problem for many organizations. This
is even more the case when dealing with platforms, where often complex con-
figuration rules between problem and solution space need to be expressed. Our
way to deal with this problem is to use a hierarchical structure for representing
the solution space as a composition of configurable sets of functionalities defined
by logical components. This approach for mapping between the problem and so-
lution space was first proposed in [22] and called CCFM (CONSUL Component
Family Modeling). CCFM was used as it provided a formal relationship between
the solution space (component family model) and problem space (feature model).
In addition, this mapping supported the derivation of single solutions by creating
feature configurations.

2.7 Model-Based Requirements Engineering

The integration of conventional requirements engineering techniques with model
based software development techniques like Feature and Family modeling, as it
was the case in our project, is referred to as model-based requirements engi-
neering [24]. In our case, this integration had the following positive side effects:
Traces between requirements and other artifacts from later development phases
(such as architecture) became visible. Additionally, this aided in management of
crosscutting concerns such as non-functional requirements (an effect that is also
described in [9]).

2.8 Summary

An overview of how the entities from the different, introduced concepts relate to
each other is shown in a meta-model in Figure 1.
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Fig. 1. Requirements Engineering metamodel describing the main entities of the RE
process and the relationship among them

3 ”Methodical” Approach

Process improvement approaches can be classified in two categories: (i) capability-
based and (ii) problem-based.

The capability-based approaches are aimed at improving the company’s pro-
cesses and effectiveness by increasing the processes maturity [25]. To do so, these
approaches usually use some more abstract generic model like CMMI, CMM or
similar. Consequently, according improvement projects follow the same pattern
of first analyzing the current state of the process by measuring key output char-
acteristics against the chosen model, before finally identifying the reasons for
variation within the process and either reducing or eliminating them.

The problem-based approaches on the other side are focused on understanding
the problems by collecting and analyzing data about its causes and using this
information to develop a solution that solves the underlying problems.

Both approaches have their advantages and their disadvantages, and there
is a certain amount of overlap in the things that can be achieved with them.
However, there are also ways in which they differ significantly.

The project we are describing and discussing in this paper used a problem-
based approach, which was extended by elements from the capability-based
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approach and aimed at correcting problems from earlier projects by anticipating
and preventing problems in the future and by adopting best practices. In partic-
ular, interview questions, based on different process improvement methodologies
were used to guide the initial data collection period.

The adopted approach involved the following steps, which are described below:

• Phase 1: Project preparation and initiation
• Phase 2: Data collection and analysis
• Phase 3: ’To-Be’ process definition
• Phase 4: Tool selection
• Phase 5: Pilot project
• Phase 6: Training and coaching

3.1 Preparations and Initiation

This step refers to all activities that need to be completed before the actual
project kick-off. This involves understanding the organizational environment,
defining scope and boundaries for the project, defining and negotiating project
goals, outlining a project plan and engaging with the management to under-
stand their vision of the project and to secure their support. This is necessary
as process improvements projects usually involve organizational change and for
this to be successful, the project set up requires the support of middle and se-
nior management [26]. The make-up of the project team and the establishment
of roles and responsibilities involved the establishing of a project task force to
carry out the work on the project without disturbing the ongoing business of the
company. The project task force consisted of key stakeholders, including several
product managers from the client organization forming the core project team,
which was complemented with external technical consultants. The main respon-
sibilities of the later were to guide the core team toward defining the improved
process, by providing experience and expertise in the area of focus, and ensuring
the standard and quality of the work produced by the team. All members of
the team were given dedicated time, authority, and hence responsibility to fully
execute the project.

The different Software Development Life Cycle (SDLC) processes are tightly
integrated together and work in balance. Process improvement projects, how-
ever, are often carried out as if the to-be-improved process was independent and
changes to this process won’t have any impact on other SDLC processes [27]. To
avoid this frequent mistake, special care was taken during the project team make
up to actively involve representatives from all areas contributing to, or affected
by, the project. This in particular led to including architecture, tooling, and
other experts to the project team and dedicating time to ensuring consistency
between the processes in order to utilize possible synergies.

3.2 Data Collection and Analysis

The data collection and analysis step involved conducting several informal struc-
tured interviews and surveys, and reviewing historical information in order to
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identify the problems and their roots. For the interviews we developed (in col-
laboration with the Coburg university of applied sciences, in the form of joint
supervision of a master’s thesis [28]) a questionnaire based on questions from
different process improvement methodologies, and a framework for assessing the
capability of an organization’s process from the data elicited through the in-
terviews. The framework was based on two dimensions - on the one side, an
idealized picture of a Requirements Engineering process, derived from thorough
literature study and used to evaluate the organization against, and on the other
side a number of hierarchically structured criteria used as indicators to judge
the success of the organization’s process by measuring both the process itself
as well as it’s observable outcomes. The structure included the identification of
several process dimensions, representing the major areas of concern and inter-
est, each further broken down in so called key process areas (KPAs), which as
defined in the CMMI context represent collections of practices with common
purposes and goals. Further for each KPA critical attributes or characteristics,
called parameters were identified, and finally each parameter was subdivided in
so called indicators, which represent the directly ascertainable facts on which the
questions mainly focused [28]. The following figure 2 graphically represents the
dependencies between the different structural elements, while figure 3, further
down, shows an excerpt of the developed structure, to exemplify, how it was
applied in the context of the case study.

Fig. 2. Structural elements of the assessment framework [28]

The information, gathered in such a way, was further visualized using use-case
and activity diagrams. This activity supported the verification, understanding,
summarization, and served as a guide toward the identification of unmentioned
information sinks and other gaps that were initially overlooked. It also assisted
the capturing of common vocabulary (glossary), and the prioritization and re-
organization of issues and actions toward achieving consensus on a final list of
problems. It was performed in groups of different stakeholders, as this allowed
a higher degree of participation and involvement and ensured different perspec-
tives. This contributed that the process itself was also perceived as very valuable
for the team, as it was the first time some of the members could see how the
work processes really flowed.

The final results of the data collection and analysis phase revealed that the
business unit was facing several challenges and was receiving greater pressure to
come up with suitable responses for such issues as:

• Communication gap between marketing and development, resulting in mis-
balance between technology-driven and market-driven requirements.

• A lack of platform configurability and long release cycles, caused by the
missing support for reuse.
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Fig. 3. Hierarchical structure of the evaluation criteria [28]

• A limited value of requirements specifications and inconsistencies across dif-
ferent product versions, stemming from the varying quality, abstraction level,
and nature of the incoming requests.

• Missing requirements prioritization process and constant requirements over-
load. As a result, requirements creep was prevalent throughout the devel-
opment life cycle. A larger number of features were initially committed in
contrast to what was delivered. Such initial over-commitment, combined with
a poor change impact analysis, led to the necessity of cumbersome and time-
consuming descoping and negotiation sessions, frequent schedule overruns,
dropped functionality, and complicated the release planning process.

• Insufficient traceability, resulting in difficult impact and risk analysis, trace-
ability errors and increased effort for requirements authors.

• Intransparent mapping between a non-hierarchical topology of problem space
artifacts to a hierarchically structured solution space artifacts [29].

• A Waterfall-oriented process, which fails to provide the necessary flexibility
to handle change in requirements and design and agility to respond to today’s
rapidly changing environment.

3.3 To-Be Process Definition

After the improvement areas have been identified, it is important to determine
the appropriate order in which the improvement steps shall be completed. Often
practical restrictions exist, which make one particular order more appropriate
than another. Therefore a prioritization of the identified problems might be
necessary in order to resolve or bundle the dependencies between them in the
most meaningful way and to determine the best order to pursue the necessary
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improvements [30]. In the project under discussion this led to the formation of
three different working groups focusing on three main topics:

• Definition of an optimized, organization-wide meta-model and artifact model
(based on the abovementioned REM [7] and the requirements pyramid [2]).
These have the purpose of revealing all possible artifacts and their depen-
dencies for all phases of an information systems development, from anal-
ysis through deployment in order to enable the creation of a traceability
strategy [9].

• Definition of a feature model and family model to support variant man-
agement and reuse and to provide a bridge between requirements and their
architectural realization and architectural component descriptions [31].

• Definition of an improved requirements engineering process, that considers
results produced by the other two working groups.

The following figure 4 shows the structure of the project with its 3 work packages
(WP) and the contributing partners.

Supported by the described concepts, the requirements engineering process
was tailored to best address the current challenges. The resulting approach has
the following characteristics:

• A goal model to capture and structure business and product goals and prod-
uct drivers.

• A feature model to capture and structure common and variable system el-
ements, relevant to the user. All top-level features are motivated by and
linked to elements of the goal model.

Fig. 4. Project structure
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• Several levels of textual requirements with the top-level derived from the
feature model and each subsequent level derived in a hierarchical manner
from the level above.

• Version and change management of single requirements artifacts.
• Information model based on the REM-model to capture the internal and

external information flows, the responsibilities of the stakeholders in terms of
authorship and to guide the definition of the review and change management-
relevant aspects of the process.

• Component family model to provide a mapping between problem space and
solution space.

• Improved end-to-end traceability model.
• Iterative approach to better describes the step-wise nature of this process

and to improve flexibility.
• Tightly integrated tool-chain to automate key-processes and support infor-

mation flow in the entire development life cycle and the cooperation across
departments.

3.4 Tool Selection

Requirements engineering tools can help to systematize the requirements engi-
neering process, to support its organization-wide implementation and is a nec-
essary prerequisite for semi-automating it.

A tool evaluation was performed to find how, the different off-the-shelf tools
available for the different life-cycle processes, can be best be integrated with each
other, and to explore possibly existing synergies that can simplify development,
traceability or requirements maintenance. The evaluation process included gath-
ering tool evaluation criteria in several expert workshops before finally evaluating
several tools against these criteria. After completion of the evaluation process,
the tool vendors of the most appealing tools were invited for an in-house tool
demonstration. The result of this step was the selection and integration of the
different tools in the process in order to provide the best coverage and efficiency.

3.5 Pilot Project

In order to ensure the feasibility of the new approach in a real-life situation,
we performed a small pilot project. We used the newly selected tools to create
initial goal and feature models and create an initial mapping between them.
Then we selected three features from the feature model, which we developed
and refined through the entire requirements engineering life-cycle and further
until they were mapped to the component family model. This enabled us to
introduce suggested changes in a limited way and create an integrated showcase
providing a promotional tool for the new approach.

3.6 Training and Coaching

After a pilot is successfully applied, the changes need to be deployed and other
people need to adopt them. Before the project is completed, it has to be en-
sured that the people, at the customer organization, are able to use the acquired
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experience on their own ”in particular with respect to the future development of
the technology (tailorability, etc.)” [32]. To achieve that, adequate training and
clear guidance for all people affected by the changed RE-approach is essential,
and according to [32] if overlooked could become the cause of failure.

For our case study, we reused the deliverables from the pilot project to develop
an integrated example, which was later on expanded to a self-training guide and
exercise program.

4 Project Results (Outcomes) and Project Success

In general, the overall success of a project can be measured on two levels: the first
level refers to the agreed-upon project deliverables and the second level refers to
the actual business benefits for the company adopting the improved process.

Table 1. Cornerstones

Challenge Solution Benefit
Misbalance between
technology-driven and
market-driven require-
ments.

Features traced to prod-
uct drivers and business
goals.

Ensure effectiveness of re-
quirements management.

Missing requirements
prioritization process and
constant requirements
overload.

Workflow driven Feature
Model with sellable units
and sufficient granularity.

Efficient requirements
elicitation and negoti-
ation, ensure common
product view

Insufficient traceability. Simplified tracing by hier-
archical relationships be-
tween requirement arti-
facts.

Less effort for require-
ment authors by simpli-
fied structure, avoidance
of tracing errors.

Intransparent mapping
between problem and
solution space.

”Feature Model” to
”Family Model” map-
ping. Clear hierarchy of
requirement objects.

Early impact analysis and
estimations, support of
project management.

Inefficient review of de-
tailed specs upfront.

Optimized review con-
cept, (review of solution
specs at feature comple-
tion).

Saving of review effort by
consideration of iterative
changes to specifications.

Waterfall approach,
many handoffs, work
in progress, missing
feedback loops.

Introduction of MVP,
priority based iterative,
”just-in-time” prepara-
tion of feature specs.

Avoidance of waste, flexi-
bility to react on changes,
risk reduction.

Specification based RE,
possibility of inconsisten-
cies across product ver-
sions.

Administration of single
requirement artifacts
(CM for RE objects)

Version and change
mgmt. for requirement
artifacts, enabling shorter
release cycles.

No proactive variant man-
agement and no support
for reuse.

Modeling of feature vari-
ability upfront.

Easy generation of vari-
ants, support of R&D
platform strategy.
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While the second level appears to be easier to quantify, it is difficult to measure
as there are many important effects that cannot be convincingly put into a
�-measure. Additionally, we believe that many of the improvements will become
more effective only once the new process has reached some threshold level of
maturity. For this reason we have not tried to estimate the economic effects of
the project.

Based on the agreed upon deliverables table 1 summarizes the technological
benefits of the improved requirements engineering approach.

5 Lessons Learned

In retrospect, we can summarize our key learnings from this improvement project.
By involving experienced RE consultants that demonstrated an exceptional

background in all RE topics, a broad spectrum of possible improvement areas
and approaches were considered.

The feature modeling and variability management technology was instrumen-
tal for solving the complex challenges that the development organization has
to face.

The complex interaction of mapping problem and solution spaces needs high
expertise in setting up. A common terminological base from start to finish is
essential.

If in any way possible, one should minimize separation of phases and work
streams. Otherwise, intermediate results may not be accepted between teams.
Key deciders should be present in all teams, while at the same time; too ”per-
sonal” identification of some stakeholders with the technical results should be
prevented (separate the people from the problem).

Between consulting and executing organizations, a trustful relationship is nec-
essary to reduce contractual complexities.

6 Future Work

The elicitation process at the customer’s organization is a very complex endeavor,
happening on two levels: the third-developer organization side and our customer.
Additionally it required much negotiation and dispute resolution between the
many involved stakeholders. A potential solution to these problems is the use
of storytelling as an elicitation technique. The few documented studies on the
use of storytelling in working groups show that stories are vitally important to
support a sense of vision, shared values and purpose as they allow people to
get to know each other better, and to understand why other people feel how
they feel. This shows the potential of storytelling in conflict resolution, which is
an important part of our customer’s elicitation process. Its use as an elicitation
technique, however, still requires further research.
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Abstract. [Context and Motivation] Development of innovative ICT-based 
applications is a complex process involving collaboration of all relevant disci-
plines. This complexity arises due to differences in terminology, knowledge and 
often also the ways of working between developers in the disciplines involved. 
[Question/problem] Advances in each discipline bring a rich design environ-
ment of theories, models, methods and techniques. Making a selection from 
these makes the development of distributed applications very challenging, often 
requiring a holistic approach to address the needs of the disciplines involved. 
This paper describes early stage requirements acquisition of a mobile nutrition 
education demonstrator which supports overweight persons in adopting health-
ier dietary behaviour. [Principal idea/results] We present a novel way to com-
bine and use known requirements acquisition methods involving a two stage 
user needs analysis based on scenarios which apply a theory-based model of 
behavioural change and are constructed in two phases. The first phase scenarios 
specify an indicative description reflecting the use of the transtheoretical model 
of behavioural change. In the second phase, a handshake protocol adds elements 
of optative system-oriented descriptions to the scenarios such that the intended 
system can support the indicative description. [Contribution] The holistic and 
phased approach separates design concerns to which each of the disciplines 
contributes with their own expertise and domain principles. It preserves the ap-
plied domain principles in the design and it bridges gaps in terminology, 
knowledge and ways of working.  

Keywords: requirements acquisition, nutrition education, scenario-based design, 
transtheoretical model of behavioural change. 

1   Introduction 

Exposure to plentifully available food in today’s 24/7 economy, together with our 
increasingly sedentary behaviour, are blamed for causing an epidemic of overweight 
and obesity in many countries [1]. In this context, nutrition education is receiving 
increasing attention in the drive to improve public health. We define nutrition  
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education as “any combination of educational strategies, accompanied by environ-
mental supports, designed to facilitate voluntary adoption of food choices and other 
food- and nutrition-related behaviors conducive to health” ([2], p. 15).  Studies report 
that nutrition education interventions which aim at behavioural change have signifi-
cant effect in improving dietary practices [2].  

One challenge is to investigate how Information and Communication Technology 
(ICT) based systems can facilitate nutrition education processes by re-engineering the 
environment of individuals to support them in dealing with unhealthy food tempta-
tions. In the multidisciplinary FOVEA project, food scientists and ICT engineers 
collaborate in the development of a mobile peer-to-peer demonstrator which facili-
tates overweight persons in adopting healthier dietary behaviour by making healthy 
food choices which balance energy intake and energy expenditure.  

This paper reports on the early stage requirements acquisition of the demonstrator; 
later stage requirements related to common look and feel of device interfaces are not in 
the scope of this paper. To our knowledge, we present a novel way to combine and use 
known requirements acquisition methods in a collaboration process between the disci-
plines. The process specifies scenarios in two phases such that the acquired require-
ments align to the application’s underlying principles and are feasible to implement.  

This work has been inspired by requirements engineering and nutrition education 
literature. Scenario-based user needs analysis has been discussed in many articles, 
including [3, 4]. Development of scenarios that reflect medical guidelines and  
envisioned healthcare interventions has been proposed in [5]. Nutrition education 
interventions often adopt healthcare models. In this domain, the determinants and 
need for a healthier food choice and the relevance of behaviour change theories and 
models (e.g. [6]) have been discussed in [1, 2]. 

2   Nutrition Education Intervention  

This section discusses food choice factors and a model for behavioural change. 

Food factors. Many factors influence food choices and dietary behaviour of individu-
als; for example, biologically determined preferences such as sensory factors (e.g. 
sweet, salt and hunger), experience or familiarity with food, cultural norms and indi-
vidual beliefs (e.g. green is healthy), environmental factors (e.g. availability and 
price) or social structure influences [2]. Food choice therefore depends on the indi-
vidual, but some influencing factors are common to a community. Dietary strategies 
may make use of these common factors to manage desirable food choices but need 
also to take account of the individual’s food factor profile, for example for weighing 
risk and enjoyment of unhealthy food.  

Our work uses food factors to specify levels of unhealthy food temptations so as to 
instrument the demonstrator with ICT-support that engineers an augmented reality 
environment such that individuals can better deal with these temptations.  

Transtheoretical model. Nutrition education adopts socio-psychological models of 
behavioural change. The transtheoretical model (TTM) is an intentional change model 
focusing on decisions of the individual [6]. In this model, behavioural change occurs 
gradually and dynamically throughout a series of five stages: Precontemplation 
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(individuals are not interested in changing behaviour), Contemplation (individuals are 
considering changing behaviour but weigh the cost and benefit which often proves a 
barrier to progress to the next stage), Preparation (individuals are motivated and 
intend to change), Action (individuals have taken first steps to change; e.g. have 
learned to cope with some food cues but need action-oriented support to improve self 
efficacy), Maintenance (individuals adopt a new learned behaviour but have to exert 
effort to prevent relapse). 

Typical in TTM is that factual and procedural knowledge necessary for change are 
considered insufficient for individuals in the preparation stage to take action to 
change their behaviour. These individuals need support to set action plans and goals. 
They have to be facilitated to make deliberate decisions, enabling them to weigh 
benefits and effort of intended actions. These supports bridge the intention to action 
gap between the preparation and action stages. Support for self-efficacy is further-
more essential in behavioural models in general.  

TTM identifies ten mechanisms enabling individuals to progress through stages, 
for example stimulus control (to manage unhealthy food cues) and helping relation-
ships (to get external help to change). 

Feedback mechanisms. Feedback is an important instrument in nutrition education to 
facilitate self-efficacy. Feedback may be used to advise individuals to avoid unhealthy 
food cues (cue avoidance) or to notify them for cues to be managed (cue control). 

Feedback is also needed to improve awareness of eating (mindful eating) to reduce 
the risk of overeating. In mindful eating, feedback can be used to slow down the 
speed of eating such that food intake is better synchronized with the delayed feeling 
of satiation. Feedback types (e.g. positive or negative), modalities, frequency and 
content depend on the context and objective of the feedback. 

3   Requirements Acquisition Methodology 

The early stage requirements acquisition methodology applies a waterfall model 
which consists of two stages; the first stage consists of two phases.  

In the first phase, domain experts bring in their theories, models or guidelines into 
the envisioned intervention specified as an indicative description by scenarios [4, 5, 
7]. These scenarios are expressed in terms of PACT [8], which stands for People (i.e. 
actors in the scenario), Activities (e.g. intervention relevant activities of the actors), 
Context (i.e. the environmental circumstance of the actors and activities) and  
Technologies (i.e. essential technologies for the intervention).  

Activities specified in the PACT scenarios may be expressed independently from 
the need for ICT support or the way the intended system eventually mediates those of 
them which do require ICT support. An analysis of the activities which require ICT 
support determines the required functionality of the intended system.  

In the second phase, ICT engineers with experience in systems development pro-
pose to augment the PACT scenarios with FICS elements [8], including the user-
system interactions needed to realize PACT activities that need ICT support. Adapted 
to our nutrition education context, FICS stands for Functions (i.e. functionality of the 
intended system which is capable to realize actor’s activities), Interactions (i.e. user-
system or system-component interactions mediating actor’s activities), Content  
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(i.e. variables of the interactions) and Services (i.e. types of the interactions, e.g. uni-
directional data streaming service or reliable messaging service). FICS elements  
describe how the intended system mediates actors’ activities and therefore form an 
optative (i.e. wished) service description of the intended system [7]. 

If the domain experts believe that the proposed interactions indeed mediate the 
PACT activities and are aligned with their intentions, they acknowledge the proposal 
and augment the PACT scenarios with these interactions, resulting in combined 
PACT-FICS scenarios. This procedure therefore implements a two-way handshake 
communication protocol in which scenarios become the common discourse of the 
collaborating disciplines; therefore, reducing the risk of misinterpretation.  

In the second stage, the ICT engineers become the lead designers and further ana-
lyze user needs given the agreed-upon PACT-FICS scenarios. These engineers may 
apply requirements engineering methods, techniques and tools without preoccupation 
of application domain theories or models applied. 

Augmented methods. Cross-disciplinary studies further reduce the risk of misinter-
pretation mentioned earlier; so the ICT engineers studied literature on behavioural 
change models and nutrition education. The knowledge gained made collaboration in 
a multidisciplinary setting easier and more effective. Task analysis was used to com-
plement the scenario development and analysis. Goal analysis may also reveal design 
alternatives, but was marginally used in the current exercise. 

4   Development Trajectory 

This section addresses some of the design choices, rationale and results of the use of 
the methodology in the development of the nutrition education demonstrator. 

Design choices and rationale. The envisioned nutrition education intervention ap-
plies TTM to change the dietary behaviour of an overweight inclined abstainer who 
also is typified as an external eater. An inclined abstainer knows the risk of unhealthy 
food choices and is motivated to adopt a healthier dietary behaviour, but experiences 
difficulties in moving forward from having intentions to taking action. As an external 
eater, this abstainer is easily tempted by external unhealthy food cues; therefore, pro-
gresses and relapses between the TTM preparation, action and maintenance stages. 
An augmented reality environment re-engineered by means of a mobile nutrition 
education demonstrator may help this abstainer to control unhealthy food cues.  

PACT scenarios are considered suitable to express the envisioned nutrition educa-
tion intervention. They specify activities of the abstainer (People and Activities) to 
manage external food cues (Context) by using a mobile application (Technology). 
Thereafter, the implementation aspects can be addressed using FICS elements. 

Results. Dietary behavioural interventions are not only based on food choice control 
at eating moments. Energy intake and expenditure need to be balanced over longer 
periods; for example at a daily or weekly basis. Accordingly, a comprehensive set of 
scenarios which cover daily and weekly activities were developed under responsibil-
ity of the food scientists in the project. These scenarios result in eighteen small PACT 
and FICS requirements tables specifying indicative activities (i.e. not all activities 
need to be mediated by the intended system) and optative interactions (i.e. required to 
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realize the activities which need the system’s mediation), respectively. Besides activi-
ties or interactions, the tables describe the actors, the intentions or goals (e.g. cue 
control or avoidance), and the functionality or resource components needed. 

The lunch scenario of the abstainer at the Restaurant of the Future (RoF) [9] was 
selected for further elaboration towards the demonstrator. The RoF is a company 
restaurant which also acts as a field laboratory, enabling close observation of people 
during selection of food items and during eating and drinking. Extensive discussions 
and five iterations result in a detailed lunch scenario which complies with the com-
prehensive scenarios. This scenario focuses on food choice aspects as well as mindful 
eating aspects. Moreover, it incorporates both cue avoidance and cue control. 

A time-sequence diagram of interactions of the abstainer with the intended system 
has been derived from the lunch scenario. From this diagram, a state diagram of user-
system and system component interactions has been derived and expressed in UML. 
Further, an associated service-oriented state diagram has been specified describing 
state change conditions and the interactions observable at the user-system interface of 
the mobile component of the intended system. This last mentioned state diagram is 
expressed by a screen mock-up for abstainer’s mobile device, which acts as input 
device of the abstainer and which outputs informative or feedback actions initiated 
internally by the mobile component or externally by the RoF’s peer component. 

5   Discussion and Conclusions 

This paper discusses the acquisition of requirements of a dietary intervention for sup-
porting healthier behaviour, despite external temptations of unhealthy food, imple-
mented as a mobile demonstrator. The acquisition process followed known pathways 
of requirements engineering once the combined PACT-FICS scenarios have been 
derived. A task analysis complemented the acquisition process further. The elaborated 
lunch scenario and the screen mock-up, representing the service level state diagram at 
the mobile device, have been validated by food scientists and were presented at a 
stakeholder workshop of the project. 

The PACT and FICS notions and their use in the development process were found 
to separate the application domain from the system support concerns effectively. 
Under responsibility of the food scientists, the envisioned intervention was defined 
without much burden of implementation issues. These food scientists have sufficient 
background in the basic principles which underlie the dietary intervention. ICT engi-
neers bring in their system development experience in the second phase. The use of 
scenarios as a common discourse is considered effective to reduce misinterpretation 
and was found to bridge the terminology and knowledge gaps between the collaborat-
ing disciplines, but the process needed several iterations despite the fact that the ICT 
engineers studied nutrition education (including TTM).  

However, the study may have caused a technological push affecting the first phase 
PACT scenarios, which turned out to contain more FICS elements than desired. But 
these FICS elements could have been implied by the focus on cue control which re-
engineered the abstainer’s environment. 

Due to pragmatic reasons decided during the second requirements acquisition 
stage, cue control and avoidance feedback were not implemented directly at RoF food 
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counters but provided indirectly by emoticons on the abstainer’s mobile device. This 
latter is a valid helping relationship in TTM, but from a design perspective it is a 
design deficiency because the design starting point was to use stimulus control only. 

Experience also showed that incorporation of domain principles in scenarios is a 
necessity, otherwise scenario activities may become aimless. Analysis of such activi-
ties does not easily lead to befitting FICS elements or to implementation alternatives. 
Moreover, incorporation of TTM and feedback in the developed PACT scenarios was 
not easy due to the state of the art in applying these theories in practice. Furthermore, 
experience in applying these theories in nutrition education intervention was felt miss-
ing in the project. Particularly, a dietician should be involved in the project, amongst 
others because it was difficult to determine the type of feedback to apply in mindful 
eating (e.g. positive feedback to acquire the skill or negative feedback for prolonged 
learning it?). These are topics for future work. 
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Abstract. [Context & motivation] Growing software companies with increasing 
product complexity face the issue of how to scale up their Requirements 
Engineering (RE) practices. In market-driven requirements engineering, release 
planning and scoping decisions are increasingly challenging as the size and 
complexity increases. [Problem]  This paper presents initial results of an on-
going exploratory, qualitative investigation of three market-driven, industrial 
cases with the objective of increasing our understanding of challenges in scaling 
up requirements engineering and how these challenges are addressed by the 
studied companies. [Results] Through 13 interviews in three companies, 
requirements engineering scalability issues are explored related to scoping and 
the structure of RE artifacts. [Contribution] The main contribution are findings 
related to increasing RE scale based on interpretations of the experienced 
interviewees’ views. 

Keywords: scalability, case study, requirements challenges, market-driven 
requirements engineering, very large-scale requirements engineering. 

1   Introduction 

When large organizations develop systems for large markets, the size and complexity 
of the work products of requirements engineering impose critical challenges 
[1],[2],[8]. Several studies report on experiences applying RE methods in industrial 
practice [2],[6] while other report on facing challenges in engineering and managing 
requirements in industrial practice [3],[4],[5]. On the other hand, the scalability of 
requirements engineering techniques and processes is neither exhaustively reported 
when proposing these techniques, nor empirically evaluated [6]. In this paper, we 
focus on the scalability of RE by analyzing challenges that are reported by advisers in 
three organizations that differ in size and domain but all acknowledge the need to 
address the scaling up of their RE practices.  



 Scaling Up Requirements Engineering – Exploring the Challenges 55 

2   Case Company Descriptions 

Three companies have been involved in this study. All companies produce software 
intense products in a market-driven context [5]. The characteristics of the involved 
companies are depicted in Table 1. 

Table 1. Characteristics of the companies involved in the study 

 Company A  Company B  Company C  
Domain Embedded devices Embedded devices Medical care and 

infrastructure  
Size (number  
of employees) 

~5000 ~110 ~400000  

Size of the 
typical project 

Hundreds of market 
features linked to thousands 
of system requirements  

5-15 persons, 15 man 
years effort , around 30 
features per project 

Hundreds of  features, 
several thousands of 
contract requirements 

Length of a 
typical project 

2 years  6 months to 1 year   2-6  years  

 
Company A is a large company in the embedded systems domain that is using a 

product line approach. Company B provides solutions which enable fast and reliable 
transmission of handwritten text into a digital format. Company C is a large provider 
of embedded devices in several different domains, including the energy, 
transportation and medical sectors. 

3   Methodology  

The research was conducted using a two-phase qualitative research approach [7]. We 
used semi-structured interviews with a high degree of discussion between the 
interviewer and the interviewee [9]. Two interview instruments have been used and 
can be accessed at [10],[11]. Previous research in large-scale requirements 
engineering [8][13], related surveys [5][6] and our previous efforts in understanding 
and supporting scoping [12] have helped to shape the interview instruments. Several 
aspects were discussed, such as: background and context, tasks related to 
requirements management, requirements types and representations, issues and 
challenges. The data from the transcripts was analyzed by using the content analysis 
technique [7] with respect to the interview instruments. Each chunk of text that was 
categorized and marked by a corresponding code. Categorized chunks of the text were 
then grouped into current situation, challenges and improvements. 

4   Results 

Two challenges among findings have exhibited a potential relation to scaling up of 
RE practices, namely: scoping and structure of RE artifacts (the latter is related to the 
term requirements artifact structure as defined in [13]). These challenges are 
summarized in Table 2. For each challenge or issue the ID of the advisor who 
mentioned it is provided, often augmented by a direct quote. 
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Table 2. The summary of two selected challenges related to scale 

Challenge Company A Company B Company C 

Scoping  - Satisfy all project stakeholders 
vs. producing a balanced scope. 
- Scope reductions are difficult. 
- Wasting effort on de-scoped 
features.  
- Hard to get an overview or see 
the “big picture”.  
- Requires deep knowledge of 
people and system. 

- Hard to get an 
overview or see the “big 
picture”.  
- Acquire enough 
knowledge to be able to 
make the decision.  

- Difficult to avoid late 
scoping decisions. 
- Hard to satisfy all 
needs. 

Req.  
artifact 
structure 

- Unclear req.  
- Too complicated to understand. 
- Uncontrolled changes.  
- Information cannot be trusted. 

 - Too complicated to 
understand. 
- Unable to reuse the req. 

- Unclear req. 
- Difficult to make 
relevant grouping. 

 

4.1    Scoping  

Responders from both Company A and B experience challenges related to scoping. In 
the case of Company C, the scoping was reported as partly non-challenging due to the 
nature of some of the projects discussed (in one case the project was regulated by a 
contract while in the other case the scope of the project was limited to the core set of 
features required to launch the product). Five out of seven responders from Company 
A have mentioned that it was challenging to solve the trade-off between having a 
balanced scope of the project and satisfying all project’s stakeholders. Similarly, 
responder C2 mentioned that “sometimes marketing wants it all”. This situation is 
frustrating for some of the interviewees, as described by responder A2: “Yes, and that 
is a problem because I love the technology, that is why it took this [job], so I love all 
the features that are proposed and I would love to see them in our products but on the 
same time I need to take on the bad guy”. Responder A4 mentioned that sometimes 
hard decisions have to be made due to the fact that it is not possible to please 
everyone with given limited implementation resources “we had to do a very drastic 
scope reduction cutting down hundreds of features”. On the other hand, analyzed but 
removed feature is an extra cost for the company (responder A2). 

Surprisingly, responders at Company C did not experience much of scoping 
reductions stating that “it was actually less than you can expect from the project of 
this size”, responder C2. As explained by responder C1, avoiding scoping decisions 
was an effect of spending a lot of time on understanding the core set of features and 
customer needs. Moreover, leaving some “space for late negotiations” and “effort 
reserved for maintenance” was also mentioned by responder C1 as a workaround for 
over-scoping (including more features to the scope of the project than the available 
resources [12]). Finally, as the date of the product release was critical, the 
management   limited the functionality to the minimum required for the product to be 
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working, avoiding the “over-engineering” issue which was mentioned in case of 
Company A.  

In the case of Company A investigations took much more time comparing to small 
projects and decisions required more advanced negotiations, as pointed out by 
responder A1: “there is a lot of work goes into actually coordinating and 
understanding different perspectives and getting that into one picture ... so it takes a 
lot of time to reach that consensus”. These negotiations are often impeded by 
previously made commitments that may influence the decision (responder A4). As 
responder A2 describes it in a suggestive way: “there are many stakeholders and 
everybody is screaming that they want their stuff to be done and we are sitting kind of 
in the middle of this...”. On the other hand, although responders B2 and B3 mentioned 
that scope changes require extensive technical knowledge and sometimes time-
consuming negotiations with customers, the scoping decisions were made by one 
person (utilizing a “dictatorship model”), which was reported to work well at their 
scale of the project. However, the challenge mentioned here is the knowledge needed 
to make the decision; the bigger and the more diverse the project is the more 
knowledge is required and one person may simply not be capable of storing all this 
knowledge. Responders C2 and C3 reported that the change process for scoping is 
rather sophisticated and often standardized. As a result the impact analysis and 
negotiations with the customer have to be thoroughly performed. Finally, the limited 
number of scope changes in case of responder C3 was caused by the fact that the 
project was initiated from a contract written by the customer. 

4.2   Structure of RE Artifacts  

With the structure of RE artifacts we include the following general aspects in the 
analysis of responses: (1) requirements entities such as features, system requirements, 
detailed requirements, quality requirements, etc. and their relationships; (2) the 
information structure (meta-model) of requirements entities including (a) attribute 
types of entities, and (b) the relationship types including different types of 
dependencies to other entities; (2) the evolution of the information structure  and its 
scalability as the number of entities increase and the inter-related set of entities gets 
more complex. 

The structure of requirements is considered to be “too complicated to extract the 
information because it passed the limit where it is understandable for the user” and 
“we have little too complicated structure, naturally there is a balance, sure but I think 
we have driven little bit too far on the complication side” (responder A4). On the 
other hand, we noticed problems due to the fact that each new project is coming up 
with new attributes and change proposals to the ordinary structure of requirements 
(responders A4 and A5). This problem is partly caused by the differences in 
requirements management tool policies between the various sites of the company 
(responder A4) and lack of change control board for handling changes into the 
requirements management tool structure. This makes searching for information and 
quality assessment more difficult. Moreover, the result of the mentioned issues may 
be for example, a problem while doing impact analysis of how many customers a 
certain de-scoping decision will affect, as pointed out by responder A4. Moreover, 
Responder A4 expressed the previous fact as a constant problem since “there are too 
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many trees to see the forest”. Due to the overload of attributes in the requirements 
database, there is a lot of redundant information and information whose reliability can 
be questioned. Moreover, a challenging trade-off between the complexity and the 
cohesion of the requirements structure was expressed. According to our responders, 
the more effort is put on documenting a detailed level the less coherent and 
understandable the structure becomes on the high level. As a result it can be hard to 
see the full holistic view of a large project (responder A4). Finally responder C3 
mentioned that the real problem with the requirements information is a human 
problem of keeping the information up to date: “Once you force people to insert and 
update correct data the information will be maintained automatically”, says 
(responder C3).  

Responder B3 mentioned that producing a detailed specification with low coupling 
turned out to be counterproductive for its reuse, understandability and comprehension 
aspects. As a result, the specification had to be written from the beginning each time a 
new project starts. All responders from Company B and one from Company C graded 
understandability (B1, B2, B3 and C3) and extensibility (B3) as important quality 
aspects of requirements structure. Responder B2 mentioned that grouping and tagging 
are efficient ways of reducing the complexity and improving the impact analysis. 
Grouping and creating abstraction layers was also mentioned by responder C1 as an 
effective workaround of the complexity problem. Responder C3 stressed that finding 
the best grouping solution depends on the project specifics and can be challenging. 
For example, grouping by technical areas, or subcomponents of the system does 
neither refer to marketing requirements, nor to quality attributes. Moreover, it is 
questionable if quality requirements should be grouped in a separated module or 
attached to adjacent functional aspect of the system. Adding non-functional 
requirements on a low level creates a risk of rapidly growing number of duplicates, 
when the system grows, which is partly cause by the cross-cutting nature of non-
functional requirements (Responder C3). Responder B2 mentioned that having a 
standardized requirements structure is a scalable solution, which is required starting 
from medium size projects (not necessary for smaller projects). Regarding the 
abstraction level of requirements and the number of requirements, responder C3 
mentioned that the number of requirements is dependent on the process used 
(naturally the more rigorous process will produce a more detailed specification, in the 
case of Company B may be counterproductive.  

5   Conclusion 

In this paper, we report two challenge areas related to the scalability issues of 
requirements engineering, namely: scoping and structure of RE artifacts. The results 
of this study are aimed at informing further research into the nature of scalability in 
industrial, market-driven RE. Discovered challenges in scoping call for more research 
effort in providing a better overview of the size and dynamics of scope changes [12]. 
Moreover, our results imply a need for revisiting current methods of prioritizing 
requirements [1] for the purpose of assessment of their scalability and usefulness in 
multiple-customer environments where decisions have to be re-evaluated and 
adjusted. More research is required to assess the scalability breakpoints of various 
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scoping models, such as the centralized “dictatorship model” reported in case of 
Company B. Finally, our study reveals a need to provide a scalable method of 
knowledge management and exchange that can speed up complex investigations. We 
further explore research opportunities defined in [8] and stress the importance of 
designing a scalable requirements architecture that can be easy to understand, extend 
and modify in a controlled way. Our study has confirmed that in large and very-large 
projects addressing the issues related to the structure of requirements artifacts is 
important for efficient management of requirements.  
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Abstract. [Context and motivation] Almost worldwide the software industry 
mainly consists of small and medium software enterprises. From a requirements 
engineering perspective these companies are poorly researched. [Problem] 
Though RE research is discovering SMEs as an interesting field, it is difficult to 
categorize and distinguish these companies sufficiently. This leads to a) weakly 
classified results of observational studies as well as field studies and empirical 
research and b) insufficient mappings between methodical improvements and 
the companies they can be applied to. Therefore, it is hard for researchers  
and enterprises to adopt RE state of the art to an enterprises environment. 
[Principal ideas] After defining the problem, initial ideas for attributes classify-
ing SMEs are presented and a way for improving and clustering these attributes 
is shown. [Contribution] This paper raises an important problem statement for 
RE research and shows an initial way towards solving this problem. 

Keywords: SME, RE, requirements engineering in SMEs, empirical study. 

1   Introduction 

In software industry Small and Medium Sized Enterprises (SMEs1) constitute a large 
proportion of software engineering companies (about 99% of the data processing 
companies are SMEs and employ approximately 70% of the personnel within that 
area) [1]. Usually they are very successful, flexible, agile, and open minded for inno-
vations. Furthermore, people in SMEs are acknowledged for their knowledge and 
their advanced software engineering competence [2, 3]. 

However, when it comes to requirements engineering in SMEs there is an intensive 
discussion among academics and in industry regarding requirements engineering 
approaches and techniques [4, pp. 136]. Though the results of RE research are sub-
stantial (e.g. they contribute to standardization) the field of SMEs is still widely un-
discovered. We believe that this situation originates in a heterogeneous understanding  
 

                                                           
1  The term SME and small company will be used as synonym within this article, whereupon 

we focus on small companies. 
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Table 1. European definition of company sizes. [10] 

Enterprise Category Headcount Annual Turnover or Annual Balance Sheet Total 
Medium-Sized < 250 ≤ €€  50 million ≤ €€  43 million 
Small < 50 ≤ €€  10 million ≤ €€  10 million 
Micro < 10 ≤ €€  2 million ≤ €€  2 million 

 
of what SMEs really are. In addition, today’s categories for SMEs as for example in 
the EU definition (Table 1), seem to be insufficient for RE research. 

Within these categories, literature, which shows contradictory results, does not 
paint a coherent picture of SMEs. The next section in this paper will present the re-
lated work regarding RE in SMEs. Section 3 then deduces the problem statement 
from related work and section 4 outlines a way to cope with the problem. 

2   Related Work on RE in SMEs 

Related work in the literature can be structured as follows: 

1. Observational studies exploring requirements engineering in SMEs in general 
2. RE Process models or Software Process improvement (SPI) methods, developed 

to support requirements engineering in SMEs. 

2.1   Studies 

Four observational studies about RE and SMEs can be found in related work. Aranda 
et al. show that in seven small companies RE is done differently and in a way that is 
not described in any of the textbooks. Still they find that RE in every company func-
tions well, due to a strong cultural cohesion and highly skilled software development 
professionals [2]. Nikula et al. [5] report similar findings in a different light, saying 
that even ‘standard topics in RE’ are unknown to many of the twelve companies they 
observed. Their study also shows that most of the companies have a need to improve 
RE practices but do not know how to start efforts to improve the RE process. Kam-
sties et al. [6] also highlight a huge demand for know-how transfer regarding RE in 
the 10 companies they brought together in a workshop. In contrast to the studies 
above, they do not report of highly skilled professionals, instead they talk about a 
maturity level in software engineering, which is very low. Jantunen [7] discovers 
similar findings to Aranda et al. and adds that companies relying on ‘processes’ in-
stead of working in a collaboration based environment that depends on common 
(tacit) knowledge, they start to lose many of their abilities to be adaptive and agile. 

Most studies show that most small companies follow agile techniques like Extreme 
Programming in an evolutionary approach and/or specify requirements by the use of 
‘stories’. On the other hand, similar companies of roughly the same size can have a 
software development process similar to RUP with a detailed discovery phase and a 
detailed specification describing every screen and business rule [2]. 

Similar to our experience, the studies presented above recognize that a light or-
ganization and unconventional RE work better for many of these companies than 
researchers might think today, though there is still room for improvement. 
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2.2   RE Process Models and Software Process Improvement 

Olsson et al. present a pragmatic framework for RE in SMEs [7]. The framework 
itself has been created to choose concrete practices for RE in a SME. They state that 
the selection of RE techniques is a central problem in all aspects of process improve-
ment. Therefore the list of techniques in the framework needs to grow further in the 
long term. 

REDEST [8] intends to develop new and innovative RE techniques and tools in the 
embedded systems domain as best practices for 14 independent software development 
companies from different areas of Europe. However, even in the same domain, the 
solutions for each enterprise differ significantly. This implies that the RE problems 
are specific for each company and cannot be generally applied for the whole domain. 

There is a comprehensive list of other Software Processes Improvement (SPI) 
models compiled by Pino et al. [9]. The systematic review includes mainly SPI meth-
ods based on the standards established by the Software Engineering Institute (SEI) or 
the International Organization for Standardization (ISO). Pino et al. found that SPI 
models from SEI or ISO are difficult to apply for SME because the complexity of 
their recommendations. This requires a lot of time and resources, which some SMEs 
cannot afford.  

Additionally, their review states, that in SPI “many authors agree that the special 
characteristics of small companies mean that process improvement programmes must 
be applied in a way that is particular to them and visibly different from how this is 
done in the large organizations” [9, p. 238]. 

2.3   EU Definition 

The EU defines company sizes for small companies according to their annual turn-
over or annual balance sheet total and the number of heads [10]. 

3   Stating the Problem 

What is the size of a SME and how can small companies be categorized? Today’s 
answer to both questions is the number of employees. We state that this number – as 
any other single measurement – is insufficient for categorization. Furthermore it is an 
insufficient unit for measuring size [11]. 

This results in further problems: The results of observational studies are subsumed 
in the category SME, i.e. the distribution of team member roles may be shown for 
different companies from 4 to over 150 people [6] or “SME” is used as a general term 
without further specification. Additionally, when observing SMEs, it is impossible to 
categorize the results of these observations. This insufficient categorization produces 
contradicting results. Because of this, the understanding why some RE techniques can 
be applied in certain SMEs only is limited. Obviously attributes like the type of soft-
ware developed by the SME limit the application of certain RE techniques. However, 
the impact of less trivial attributes and their combinations has not been examined, yet. 

As described in the sections 2.1 and 2.2 several findings about small software 
companies are documented [1, 2, 3, 5, 6, 9, 11]. However, the findings lack a reliable 
set of criteria defining the kind of SME they are referring to. This implies that  
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Table 2. SME definitions and SME characterizing attributes 

Literature SME  
definition 

Additional attributes used to describe companies, except size 
and money 

Kamsties et. 
al [6] 

None - market-driven vs. customer-specific (bespoken) systems 
- degree of adaptability: user-configurable vs. vendor-
configured systems 
- software development: in-house vs. subcontracting 

Nikula [4] EU - company age 
- type of business (software, hardware, services, consultation) 
- application domain 
- processes (internally accepted, informal, audited quality 
model) 
- project size and duration 
- project type 
- software development paradigms, lifecycle models and 
roles, if known 

Aranda  
[2, 11] 

Small  
companies, 
less than 50 
employees 

- cultural cohesion 
- tacit understanding (based on shared vocabulary) 
- work environment (e.g. possibility to use shared rooms) 
- longevity 
- type of offering / customer types 
- project length or release cycle 
- team member roles 

Jantunen [3] EU - collaboration based (oral) vs. process based RE 

 
solutions like RE Process Models, SPI, best practices, etc. are developed, but the 
targets of which cannot exactly be defined. Concerning this problem Olsson et al. say 
that the process of choosing the ‘right’ techniques for a SME has to be done by  
requirements specialists, because there is not enough empirical data to support the 
decision [7]. Hence, frameworks or SPI methods cannot be applied by a SME without 
external support. 

Since most SMEs are rather price sensitive [6], they seldom request external  
support. RE research should enable those companies to catch up with the state of the 
art and also make use of innovative RE techniques according to their RE practice 
without external help. 

The literature uses additional attributes to describe the SMEs of interest (Table 2). 
However, results are not presented in reference to these attributes. We state that  
specific parameter values of these attributes combined with others will categorize a 
certain type of SME. Using such a categorization, researchers will be able to develop 
solutions for a certain type of SME and SMEs will be able to categorize themselves to 
choose SPI strategies or RE techniques developed for their type of company. 

4   Outlook 

As argued above, single criteria cannot be used to define SMEs. Therefore, it is nec-
essary to identify additional criteria influencing RE practice. Afterwards these criteria 
need to be categorized. 
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4.1   Defining Criteria 

We will investigate in combinations of the criteria from Table 2 for categorizing 
SMEs and their bearing on RE practice as well as – if possible – RE problems. 

Additionally, we are going to research additional soft factors such as domain 
knowledge as an important parameter for RE [12] and the grade of domain specializa-
tion of a company, which has a high impact on the use of tacit knowledge in a  
company and downsizes the use of processes [3]. In summary: These soft factors 
influence the amount of RE, that has to be done in a written form. 

4.2   Questionnaire 

After defining a sufficient set of attributes we will develop a questionnaire and dis-
tribute it to as many small companies as possible. This first questionnaire will be 
exploratory and will intend to correlate sets of parameter values within the attributes 
with RE practices used in the companies. From this initial clustering first results may 
be derived and precise hypothesis can be formulated. 

More reliable categories of small companies and their RE situation, will enable 
more purposeful RE techniques for certain company types and a more efficient  
categorization of new findings about small companies. 
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Abstract. [Context and motivation]  Product line variability models have been 
primarily used for product configuration purposes. We suggest that such models 
contain information that is relevant for early software engineering activities too. 
[Question/Problem] So far, the knowledge contained in variability models has 
not been used to improve requirements elicitation activities. State-of-the-art re-
quirements elicitation approaches furthermore do not focus on the cost-effective 
identification of individual end-user needs, which, for example, is highly rele-
vant for the customization of service-oriented systems. [Principal idea/results] 
The planned research will investigate how end-users can be empowered to  
document their individual needs themselves. We propose a tentative solution 
which facilitates end-users requirements elicitation by providing contextual in-
formation codified in software product line variability models. [Contribution] 
We present the idea of a “smart” tool for end-users allowing them to specify 
their needs and to customize, for example, a service-oriented system based on  
contextual information in variability models. 

1   Introduction and Motivation 

Novel software engineering paradigms such as service-oriented computing promote 
the reuse of available functionality and allow the cost- and time-effective composition 
of tailored software systems [1]. With such developments, we need to adapt tradi-
tional Requirements Engineering (RE) approaches to strengthen end-user involvement 
in software engineering activities. We foresee that end-users will be directly involved 
in customizing and tailoring applications to immediately get software fulfilling their 
needs [2]. This vision has to consider technical, social and methodological constraints 
and has significant implications for RE research and practice.  

In traditional software engineering, it is the requirements analyst who facilitates 
requirements gathering and who abstracts technical details away from end-users. 
However, requirements analysts are typically not involved in the daily lives of end-
users and therefore they usually do not support them in specifying requirements de-
scriptions in situ. Research is needed to explore how end-users can be supported in 
documenting their needs themselves.  



 Research Preview: Supporting End-User Requirements Elicitation 67 

The goal of our research is to explore how contextual knowledge (in models) can 
support end-users in specifying individual needs and self-customizing service-
oriented solutions. We present a preview of an approach for end-user requirements 
elicitation using the knowledge “codified” in software product line variability models. 
We foresee that our approach will enable end-users to specify their needs using natu-
ral language text, thereby being supported by tools that are aware of the domain and 
different variants of customizable products. Particularly, end-users are asked ques-
tions about missing details regarding their needs. Our approach is deliberately not 
fully automated, because human intervention promotes thinking about the results, 
making it less likely to oversee subtle hints in natural language requirements. We 
consider our approach to be different to existing product customization based on wiz-
ards. In the case of wizards the user already knows which product he would like to 
have and it is the tailoring of the product to individual needs which is the focus. We 
envision our approach to be used in situations where the end-user has a need for soft-
ware support but is not sure which kind of software can support his or her “user  
story”. 

We consider our approach to be relevant for the development of software-systems, 
which can be cost-effectively tailored to end-users needs. This for example includes 
service-based systems. We therefore have chosen software services to be a key tech-
nology for our envisioned research. 

2   Research Preview 

The aim of the planned research is to build tools and techniques that enable end-users 
in gathering requirements and consequently customizing, for example a service-based 
application. We foresee that product line variability models represent the “knowledge 
base” containing contextual information. This includes architectural aspects of the 
solutions as well as information on their inherent variability. We consider other mod-
eling approaches (e.g. goal models, ontologies) to be relevant, however, we argue that 
product line variability models are more suitable for this approach because variability 
models have a predefined semantics for configuration purposes. These models have 
an inherent ability (this is what they were defined for) to document options, alterna-
tives and constraints, which is needed in our approach.  

Our research is based on the idea that end-users are able to express individual 
needs with natural language text descriptions [2]. We focus on end-users that have 
experience in using service-based systems. Our aim is providing a “smart” tool, which 
allows end-users to enter their needs using natural language text. Analyzing these 
needs the tool identifies relevant context stored in product line variability models and 
based on this information it presents a dynamic questionnaire to the user. We envision 
that the questionnaire stimulates the requirements elicitation process. In ideal cases, 
answering the questions will enable the end-user to automatically customize the re-
quested service-oriented application. In the long run, individual end-user needs are 
also used to maintain and evolve the product line variability model. As new relevant 
information can be mined from the users’ needs, the product line models need to be 
continuously maintained and evolved to ensure the correctness and completeness of 
the codified information. 
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2.1   Approach Overview  

An overview of the planned conceptual solution is presented in Figure 1. It depicts the 
key activities and the flow of information among the different participants. A service 
provider usually knows about the features of a service and how it can be adapted to 
different contextual situations. (1) In our approach this knowledge is codified in the 
form of product line variability models. (2) The variability model is used as input for 
an end-user requirements elicitation tool. The user enters natural language text and 
answers the questions presented by the tool. (3) The tool attempts to configure the 
required product based on the answers of the user. (4) The variability model is up-
dated each time the user comes up with new contextual information. (5) The user’s 
answers and the underlying product line model allow the generation of a service-
based prototype application. 

 

Fig. 1. Overview of different activities associated with requirements elicitation using codified 
context knowledge models of service-based applications 

2.2   Possible Tool Support 

We have started working an early tool prototype called EuReCuS (End-user Require-
ments Elicitation and Customization of Services), which enables end-users to enter a 
user story using natural language text and presents relevant questions, as the user 
enters her story. EuReCuS is currently utilizing the product line variability modeling 
capabilities of the DOPLER [3, 4] tool suite. DOPLER variability models consist of 
decisions, the users can take and rules that need to be considered when selecting ser-
vices based on the users answers to the relevant questions.  
We envision that EuReCuS will enable end-users to document their needs with the 
help of a seemingly simple text editor. The text editor is however sensitive to what the 
user is typing. It is linked to the variability model execution engine to identify rele-
vant questions and pass the end-user’s answers on these questions.  

Based on the entered text the tool identifies relevant decisions within the variability 
model and it displays corresponding questions to the end-user. Using interactive UI 
elements the end-user is able to answer the upcoming questions (see Figure 2). The  
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Fig. 2. Screenshot of an early EuReCuS tool prototype, depicting the text editor on the left and 
the set of automatically identified relevant contextual questions on the right 

answers are then passed to the variability modeling execution engine. The model 
execution engine passes information about selected services to the service composer. 
The output is an automatically generated customized application.  

2.3   Application Scenario 

To highlight the application of our approach we prepared an example discussing how 
an end-user would use the developed EuReCuS tool in order to document require-
ments and customize a software solution. We decided to use an example which dis-
cusses everyday needs of an end-user named Tom. His requirements describe how a 
future software system should support his daily commuting (see Figure 2). 

Tom, not being an RE expert and unfamiliar with requirements documentation, 
will most likely not document fully specified requirements descriptions. We expect 
Tom to provide a mixture of needs, rationale descriptions, and uncertainties docu-
mented in a kind of user story. In general Tom’s description is supposed to include a 
lot of contextual information. Tom, for example, could describe needs using state-
ments such as: I would like to have a tool which provides mobile support and this 
(travel) information should also be updated while I am traveling. Using the EuReCuS 
text editor Tom is not forced to describe his needs following a predefined structure. 
Furthermore, the approach is not limiting Tom’s creativity as he is allowed to docu-
ment whatever comes into his mind. 

While Tom is brainstorming his vision of the future system he is presented with 
some multiple choice questions. For example, analyzing Tom’s description and using 
keyword matching our tool comes up with more detailed questions referring to the 
type of mobile device Tom is envisioning to use (e.g. Please specify the devices you 
prefer using). The system will provide possible answers, such as Laptop, Mobile  
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Phone, and PDA which allows Tom to think about alternative options. Although he 
did not mention support for his Laptop in his initial description, he now might dis-
cover that he actually wants to use the envisioned system on his laptop as well.  

3   Related Work 

Several attempts have been made in the past to introduce feature modeling as a means 
to involve end-users in service customization. For example, the authors in [9] classify 
web services features from the users’ point of view and propose to use feature dia-
grams for modeling flexibility of the Web Services. In [7], authors introduce feature 
modeling and configuring techniques in domain engineering into service-oriented 
computing, and correspondingly propose a business-level service model and an end-
user friendly service customization mechanism.  Hartman et al. [5] have introduced the 
concept of a “Context Variability model”, which contains the primary drivers for varia-
tion, e.g. different geographic regions. However, the motivation behind this research 
was not to support end-users during requirements elicitation. The context variability 
model constrains the feature model, which allows modeling multiple product lines 
supporting several dimensions in the context space. 

We also acknowledge related work in the area of natural language processing 
(NLP) for requirements engineering [8]. Currently, it is not our aim to understand the 
text. In these early steps we need to focus on extracting concepts contained in the user 
story in order to provide adequate options to the user. In [10], authors present tools 
and techniques to form service queries from incomplete requirements specifications 
And [6] presents an approach for identifying ambiguities in natural language  
requirements specifications using tools based on linguistic instruments. 

4   Summary and Next Steps 

Reuse-based system development requires changes in RE. Instead of being a front-
end activity in the software engineering process and focusing on defining require-
ments for the development of software systems, the focus shifts towards mapping user 
needs to existing artifacts. This implies that knowledge about existing functionality is 
available and can guide requirements elicitation and system analysis. Product line 
variability models seem to be suitable for modeling and presenting contextual infor-
mation. We foresee that making existing domain knowledge explicit might stimulate 
end-user’s creativity and trigger new requirements.  

Applying the proposed approach, in ideal cases, end-users will be able to construct 
tailored applications themselves. However, even if no solution can be generated 
automatically, our approach allows end-users to define a prototypic configuration of a 
service-based system. Nevertheless, we want to highlight potential risks and threats. 

So far we did not conduct any experiment revealing that our basic assumption – that 
end-users can successfully apply the described approach – is true. As a next step we 
plan to use a more sophisticated tool prototype to explore the feasibility of the dis-
cussed approach. If end-users are in general are able to apply the approach we plan to 
focus on improving it. For example, the approach relies on natural language processing 
for identifying the key concepts in user stories and mapping them to modeled knowl-
edge in variability models. This automation step could be a source of errors and has 
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potential for further research. The use of product line variability models seems a logi-
cal choice, however we plan to investigate the use of other kinds of models (goal mod-
els, ontologies). We further plan applying our approach using real-service repositories, 
empowering users to customize service-oriented applications themselves. This will 
provide us with further feedback and will allow improving the approach and the tool.  
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Abstract. [Context and motivation] The requirements engineer as a
link between software makers and software users is a firmly established
role. However, people from a variety of backgrounds execute this role, mak-
ing standardization, uniformity, and maturity of the role very difficult.
[Question/problem] In this paper, we provide an initial step towards
easy to understand support for the execution of requirements elicitation
interviews. [Principal ideas/results] We present our work in progress
on a framework for analyzing the types of questions used during require-
ments elicitation interviews, what responses they elicit and to what ex-
tent those responses are of desirable quality. [Contribution] Successful
requirements engineering strongly depends on the right questions being
asked in such a way that the user stakeholder can provide the right details
in his response. Identifying these questions and guiding inexperienced re-
quirements engineers during this challenging task promises to improve the
quality of requirements elicitations.

Keywords: Requirements elicitation support, asking, types of ques-
tions, quality of responses.

1 Introduction

In this paper we analyze the process of a requirements elicitation interview with a
user stakeholder. We specifically focus on what kinds of questions to ask in order
to induce deep thinking, which has been shown to result in more elaborate re-
sponses and better understanding [5]. Human limitations concerning information
processing and problem solving, and the tendency to make a biased selection of
information, are recognized as problematic in requirements engineering [4]. The
use of a requirements determination strategy enhances specification and elicita-
tion of the appropriate requirements. Davis [4] has identified four such strategies:
(1) asking, (2) deriving from an existing information system, (3) synthesis from
characteristics of the utilizing system, and (4) discovering from experimentation
with an evolving information system. We focus on the first strategy, since asking
the wrong questions during a requirements interview has been identified as a
fundamental mistake [9].
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Firstly, we discuss our method for analyzing the interviews. Then, we provide
a brief description of a pilot study in which we applied our framework to an
interview.

2 Methods

In order to find interview patterns that lead to successful elicitation, the types
of questions asked are categorized according to basic communications theory
[8], and related to the response quality they have induced, which is inspired by
learning theory [5].

2.1 Categorization of Questions

We assign 4 tags to each question, which make a question type. An overview is
presented in figure 1, with an explanation of tags following below.

– Open: Expansive, specify a topic and allows for considerable freedom.
– Closed: Narrow and restrictive in focus.
– Highly: Open or Closed to the greatest degree.
– Moderately: Placing a certain amount of restriction on answer possibilities.
– Neutral: No overt direction or pressure from the questioner.
– Leading: Suggest an expected or desired answer.
– Primary: Introducing new (sub)topics that can stand alone.
– Probing: Attempt to elicit a further response following a primary question. Types

of probes:
• Silent: The use of silence and nonverbal cues.
• Nudging: The use of a 1 to 2 word prompt.
• Clearinghouse: Encourage respondents to volunteer information the inter-

viewer may not think to ask about.
• Informational: Questions that get additional explanations.
• Restatement: A restatement of all or part of the original question.
• Reflective: Reflects answer just received to verify one’s interpretation.
• Mirror: Summarizes parts of the interview to ensure understanding.

Fig. 1. Structure of the question tags
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2.2 Achieving Effective Thinking

An individual’s mental problem representation significantly influences the ease
with which problems can be solved [2,6]. Experts reason according to princi-
ples, whereas novices tend to look mostly at visible surface characteristics of a
problem [1]. Experienced requirements practitioners describe that most of their
best practices are guided by intuition and ’gut feeling’ (research in progress).
This intuition can be termed procedural knowledge [7]; implicit memories that
typically cannot be explicitly described, but are crucially important in order for
the practitioner to function.

One way to assess this is by direct observation of users performing their daily
tasks, but insights from learning theory [5] show that certain types of ques-
tions can be used to make people more consciously aware of everything they
know. These questions focus particularly on constructing meaningful relations
between chunks of knowledge. In collaborative settings such as a requirements
elicitation session, knowledge building occurs through people reacting to each
other and thereby changing each other’s insights. These so called socio-cognitive
learning processes are facilitated through cognitively oriented activities: experi-
ences, behaviors and interactions that often induce deep cognitive, metacognitive
(monitoring one’s own learning) and socio-cognitive processes [5].

We distinguish between superficial thinking and deep thinking [10]. Superficial
thinking is encouraged through factual questions, which are good for knowledge
retelling tasks. Factual learning involves memorization, achieved through repe-
tition, rehearsal and retelling, and basic comprehension, which happens through
summarization and paraphrasing [5]. Eliciting facts is an essential part of re-
quirements elicitation, but more is required when we truly want to gain insight
into the domain. The higher level cognitive processes we want to induce for
this task are analytical thinking, integration of ideas and logical reasoning. An
overview of activities to achieve this type of thinking as described in [5]:

– Elaborating on content to add details and examples, relating new material to what
one already knows. Elaborations are incorporated into existing knowledge, reor-
ganizing mental models and thereby improving both the domain expert’s and the
requirements engineer’s understanding of the domain.

– Explaining ideas and concepts to relate the why and how of issues being explained
to what is already known. Again, this improves insight.

– Asking thought-provoking questions to encourage people to think with and about
the material, which are thought to establish elaborate cognitive representations of
knowledge, facilitating the connection of new ideas with prior knowledge.

– Argumentation through evidence based reasoning to substantiate or change views
on one’s claim. Besides its convincing power, argumentation can be used to explore
issues and create deeper understanding of them.

– Resolving conceptual discrepancies between an individual’s own understanding and
others’ views on issues, also through substantiating and explaining one’s own views.

– Modeling of cognition by taking skilled use of questioning and explaining by others
as an example to refine one’s own skills.
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3 Pilot Study and Observations

To test our system of analysis we have conducted a single interview with a
representative from a Dutch company. One of the authors, who simultaneously
works as an expert interviewer, has conducted the interview, while the other was
observing. In addition, we have done an audio recording and a transcription of
the interview. Preparation of the interview is up to the interviewer. In this case,
the interviewer did not like preparing a structured guide so the questions are
purely triggered by the respondent’s answers. Analysis is primarily done after
the interview has been transcribed.

When considering the notion of quality of the observed responses in relation
to the question categories used, we analyze to what extent the interactions show
superficial thinking activities, and to what extent they show deep thinking ac-
tivities. We look at how the information integrates into a coherent whole, and
whether there has been too much emphasis on facts and too little on insight in
the domain or vice versa. Another important aspect to consider is whether there
is consent over the elicited requirements and domain insights, and whether there
has been active stakeholder participation. Anecdotal evidence from practitioners
so far shows that a sense of ownership over the product of a requirements session
greatly improves the chances of active stakeholder involvement as the project
progresses. We acknowledge that at the time of writing this paper, determining
the quality of questions and responses remains a subjective issue involving hu-
man interpretation of the described indicators. Therefore, the analysis results
serve to reflect on the quality of the interview. However, we ultimately aim to
create a framework which can assign a predefined conclusion to requirements
interview flows.

In this case, the closed questions greatly outnumber the open questions, with
72 to 4 respectively. In 3 cases the interview deviates from the desired focus,
and the interviewer asks two, mainly leading, questions at once. The prominent
pattern here is asking closed leading questions to keep the interviewee on track.
A fragment of the interview serves as an illustration.

Interviewer
Can you tell me (...) why it is you’re interested in, say, templating techniques?
Interviewee
That’s a good question (...) right now we have a text based approach (...)
where requirements consist of a description (...) the rationale, the source and
(...) well I think that’s it (...) What I see is that we have difficulties in writing
a good rationale (...) it’s also difficult to say in a requirement what the priority
is (...)
Interviewer
Well, it’s a hard thing to do, especially (...) because of safety regulations and
one assumes everything gets a pretty decent priority
Interviewee
Yeah, but our problem is that if we have to design it (...) And not able to
create a design as expected then we have to give feedback to them and if the
priority is low perhaps they can accept it, if the priority for that requirement
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is high then you have another discussion I think. Today we don’t have that
in place because every requirement has the same priority (...) And also the
source and the rationale are not often eh mentioned (...) But we believe that
it’s due to that they write eh.. very detailed information in it, and then it’s
always difficult to have a rationale for it. If you have a higher level description
you probably could come up with a better rationale. (...)
Interviewer
Oh well, rationale may or may not be affected by level of detail, the rationale
for any single requirement regardless of level of detail should exist, you know..
(...) Now, the question really at that point is, does anyone who’s writing the
requirements know the rationales, or is it just there because we’ve always had
a requirement like this, (...)?
Interviewee
Nah, I think it’s a combination (..) not everybody was very experienced in
writing requirements (...) or maybe sometimes they just don’t know (...) and
sometimes I think it’s due to the level of detail (...) for example, there is a
document that says: well, after this event a timer should be reset to zero (..)
and then start counting up and once the level of this is reached then something
should happen. And what he really means is that he wants a delay (...) he can’t
find a rationale why the timer should be reset to zero after the event

The interviewer asks a moderately open primary neutral question to start a
new topic. A reasoned argumentation for the interest in templating techniques
is asked for, and the respondent does not have a straight answer. He begins
reasoning by relating back to what he knows and sees in daily practice (difficulties
in writing rationales and prioritizing requirements). The interviewer then assents
to this by offering a reason why prioritizing requirements might be hard. The
respondent does not entirely agree, and he continues by mentioning an example of
where wrong prioritization causes trouble and offers a new cause: too much detail
in the requirement description, which may hide the essence of it. The interviewer
then expresses a slight doubt about this problem cause, probably stemming from
her own experience. A few sentences later, the interviewer offers a new problem
cause to be examined: whether people know what the rationales are. It is a
highly closed primary leading question, which suggests several possibilities for
the respondent to consider in his answer, but the respondent refutes them as
problem causes and relates several of his experiences to the problem. Then he
poses an hypothesis: ”I think it’s due to the level of detail” which he examines
and substantiates with an example from his experience.

The cognitive processes in this example, such as examining problems, nam-
ing and testing of hypotheses and integrating ideas were abundantly present
throughout the entire interview in the interviewee’s responses. The main pat-
tern we could distinguish was that the interviewer kept reviewing and recon-
ceptualizing the information provided by the interviewee, and this triggered the
interviewee to provide more information. This information came mostly in the
form of either eliciting situational information from memory, or providing an
hypothesis, examining it with examples from his experience, or refuting and
correcting the reconceptualization the interviewer had provided using specific
examples from his memory.
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4 Interpretations and Future Research

Our pilot interview has shown that the framework can provide a workable way of
analyzing the structure and interactions of a requirements interview. The pattern
of reacting to closed questions, often by refuting the claims made in them, has
been a very prominent pattern throughout the interview. When relating it to the
cognitive processes we consider in our framework, this is continuous resolving of
cognitive discrepancies. The respondent is offered a view, possible problem cause
or solution, and it mismatches with his own views and experiences and therefore
he is triggered to react and correct and change the interviewer’s views.

We do feel the cognitive framework needs further refining, especially when
using it to analyze the process of the interview. On the one hand, it is easy to
distinguish between the relevant higher-level cognitive processes, or whether the
interview is eliciting information from explicit memory. However, the framework
focuses mainly on inducing cognitive processes desirable in collaborative problem
solving or discussion situations, where people use their implicit procedural skills
to accomplish a goal. In the case of an elicitation interview in which there is a
clear division of roles between one person asking and the other person answering,
largely from explicit memory, the framework provides irrelevant details.

Our future work will further test the framework with more data. It will be
interesting to investigate the specific influence the limitations of human working
memory capacity [3] have on interviews. We will adjust the focus of the cognitive
framework so that we may have one part that works for assessing procedural
skills, and another for analyzing mostly explicit knowledge elicitation. We feel
these two aspects of human memory are equally important, and deserve equal
attention when used in requirements engineering.
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Abstract. [Context and motivation] While requirements engineering earlier 
focused on gathering requirements, it has been recognized today that creativity 
and innovation are required as a basis for novel products. [Question/problem] 
We described earlier an approach to support creativity in requirements engi-
neering. Here, we focus on a thorough validation of the approach.  
[Principal ideas/results] Our approach uses semantic-based technologies to de-
rive new idea triggers. Here, we show an evaluation of this approach. We find 
that the approach provides better results than other existing creativity tech-
niques like random triggers. [Contribution] The paper provides evidence for 
creativity enhancement using our approach. It also shows how a controlled ex-
periment to analyze creativity in requirements engineering can be performed. 

Keywords: Creativity support, product innovation, experimentation, model-
based assistance, elicitation support. 

1   Introduction 

Product innovation is an important challenge for companies that want to be competi-
tive in the market. The core problem in product innovation is creativity. It provides 
the basis for innovation and all other steps in innovation build on this. Thus, in order 
to improve product innovation, we must support people in being more creative. 
Therefore in recent years many papers in the area of requirements engineering dealt 
with innovation and creativity [7, 13, 17].  

Despite this abundance of techniques, only very little IT-support for creativity has 
been developed [5]. While there are many tools that support the recording and man-
agement of ideas, like mind-mapping respectively innovation management tools, the 
creation of ideas itself has rarely been addressed and remained a purely people-
oriented activity. To improve upon this situation was one goal of the idSpace project 
[6]. It aimed at the development of a product innovation platform that could support 
work teams that collaborate in a distributed manner.  

As part of this project a tool to support creativity was developed. This tool takes 
advantage of semantically linked requirements/ideas to generate new idea triggers, 
which can enhance creativity. The basic approach that was developed was already 
discussed in a different paper [18]. 
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In this paper we describe an approach for supporting creativity through heuristics 
that exploit semantic relations among requirements. The main contribution is the 
description of an experiment to evaluate the outcome of this approach.  

In Section 2 we will discuss related work. Section 3 will describe the basic repre-
sentation approach that was used in the idSpace platform. Section 4 provides an over-
view of the heuristic approach to identifying new idea triggers that is used in our 
experiment. Subsequently, Section 5 presents our experiment that analyzed the overall 
effectiveness of the approach. Finally, in Section 6, we will conclude. 

2   Related Work 

Over time many techniques have been developed to support people in idea creation. 
In fact, catalogues have been developed to provide an overview of techniques [12]. 
We created the Creativity Technique Selector [3] as a tool to understand and organize 
this plethora of techniques. It currently categorizes over 180 different techniques and 
can filter them based on several criteria. 

While requirements engineering was initially regarded as gathering somehow pre-
existing requirements, it has already been recognized since the mid 90s that this is not 
the whole truth [14]. Over time it has been increasingly understood that requirements 
are invented and created [13, 15, 9, 17, 10]. Most work in this area focused on indi-
vidual case studies or discussed the topic in general. In [8] Kerkow et al. provide 
guidance for creativity workshops based on lessons learned from several case studies. 

In some cases, specific, new techniques were developed. An example of this is the 
EPMcreate technique [10]. This work is probably closest to our approach, although 
their approach does not exploit complex semantic relationships among ideas.   

Berry et al. also evaluated their approach experimentally. In [16] they perform an 
experimental evaluation where they compare EPMcreate with a variant of their ap-
proach. They also analyzed to what extend their approach can be applied by individu-
als instead of groups in [11]. 

3   Context of the Approach 

Most current creativity techniques assume that project stakeholders are present at the 
same place at the same time. This is a problem, especially in distributed work settings, 
which are increasingly common in globalized software engineering. The idSpace 
project [6] aimed at developing a web-based collaboration platform for distributed 
product innovation – distributed in time and in space. 

The idSpace platform actively supports the creation of new ideas. This is different 
from most innovation support tools, which focus only on managing ideas. It also en-
ables storage, processing and management of ideas. For supporting the creation of 
new ideas several capabilities for transforming the stored ideas are offered. The re-
sults are not expected to be immediately new and adequate ideas, but rather they pro-
vide triggers to humans to find better ideas than they would without them.  

The approach taken in the idSpace platform is to have a common idea repository, 
which is realized using topic maps [19]. A meta-model was developed for storing  
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Fig. 1. Example topic map with trace of ideation, only using 5W1H 

ideas and requirements [1]. The meta-model provides sophisticated means of relating 
ideas and describing ideation traces. However, for the purpose of this paper a simpli-
fied approach will be used. An example for a resulting idea map based on this simpli-
fied representation is shown in Figure 1. Here, boxes represent individual ideas (or 
requirements) while the arrows describe the relation that exists between the ideas. All 
relations are supposed to be based on creativity techniques. In the example above the 
5W1H technique was used to create ideas for a new web shop. The 5W1H technique 
is based on the trigger questions Where, What, Why, When, Who and How, hence its 
name. These idea triggers reappear in the figure as associations. 

In the work we report on here, we focused on the two creativity techniques 5W1H 
and SCAMPER and the associations they imply [12]. Certainly any other technique, 
which links several ideas with a Statement how they are derived, could also be used. 
For this our Creativity Technique Selector identifies 25 creativity techniques. 

4   Heuristic Generation of Idea Triggers 

In this section, we will describe the basic approach we use to support idea generation. 
This is only a summary to keep this description mostly self-contained, while a more 
detailed description is given in [4, 18]. 

Many creativity techniques rely in one way or the other on prompting people to 
perform mental operations with the expectation that this will help people to generate 
new, innovative ideas. However, they typically do this in an undirected fashion, e.g., a 
technique like SCAMPER expects that a person will take some aspect of any existing 
idea and will try to substitute it with something else (‘S’ stands for substitute). How-
ever, the technique does not provide any support on what idea to use, how to substi-
tute, etc. Our approach is similar in the sense that it provides an idea trigger, however, 
it is substantially different in the sense that specific ideas to look at and links to estab-
lish between them are explicitly proposed. Thus, our approach is much more selective  
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Fig. 2. Heuristic production rule r1 

and focused. This is achieved by relying on an explicit semantic representation of 
ideas and their associations. Based on this information our approach uses a form of 
graph rewriting to propose new triggers.   

4.1   Overview of the Heuristics 

In Section 3 we introduced our idea representation formalism. We can also interpret it 
as a labeled and directed graph. In this formalism we can describe our rules as graph 
transformations. Technically, these are single pushouts (SPO) [2]. Here, we will use a 
shorthand notation and represent the subgraph that needs to be recognized along with 
the inserted association in a single graph. This is possible due to the rather simple 
nature of our graph transformations. This is shown in Figure 2: everything except the 
dashed association corresponds to the pattern that must be recognized in the existing 
idea map, while the dashed association is inserted once the pattern is recognized.   

We describe six rules (r1 – r6), which we developed. These were partially revised 
over earlier publications [4, 18]. Here, we present the latest status, which provided the 
basis for the experimental evaluation. The main difference from earlier publications is 
that we removed one of our transformation rules, because in the example that was 
used for the experiment we could not find an application. We also identified a new 
rule r4, which was not described before. This rule was also evaluated during the ex-
periment. So far, we created and tested the rules only for 5W1H and SCAMPER, but 
we assume the rules can also be adapted for other creativity techniques. 

The first rule (r1) is shown in Figure 2. It adds a new combine association to the 
current topic map. (Combine is one of the relations induced by SCAMPER.) The rule 
relies on analogical reasoning. The key idea is that B and D are in some respect simi-
lar as they are connected with A by the same association. Thus, in a form of analogi-
cal reasoning the idea D might play the same role as B in the combine relation. 

The restrictions induced by this idea are formalized in terms of several constraints 
(Statement(x) provides the name of the association): 

• Assoc is a set of triggers from arbitrary creative techniques 
• Statement(c) = Statement(d) = Combine 
• Statement(a) = Statement(b) 
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The next rule (r2) is given in Figure 3. This rule is a form of transitivity. The idea is 
that while not necessarily all relations are transitive, the answers to questions like 
what, where, why or relations like substitute are still often transitive. Thus it might be 
worthwhile as a heuristic. We allow its application with any kind of association. 

There are also some constraints that must be observed: 

• Assoc is a set of triggers from arbitrary creative techniques 
• Statement(a) = Statement(b) = Statement(c) 

 

Fig. 3. Heuristic production rule r2 

The third rule (r3) again relies on analogous reasoning. It shows actually the most 
basic form of analogy: A is connected with B and B is connected with C. As D is 
connected with A in the same way as B is, it is reasonable to assume that D is in some 
way like B and can thus be in the same relation with C. The rule is shown in Figure 4. 

Again the constraints are chosen to express this reasoning: 

• Assoc is a set of triggers from arbitrary creativity techniques 
• Statement(a) = Statement(c) 
• Statement(b) = Statement(d) 

 

Fig. 4. Heuristic production rule r3 

Rule (r4) is specific to the combine relation (so far). It relies on the idea that the result 
of a combination may often inherit important properties from its constituents. In our 
case these properties are expressed through associations: thus, if a certain relation 
exists between A and one of the constituents (e.g., B), it might be the case that the 
same relation is meaningful for the result as well. The rule is illustrated in Figure 5. 

This leads to the following constraints: 

• Assoc ⊂ 5W1H 
• Statement(a) = Statement(c) 
• Statement(b) = Combine 
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Fig. 5. Heuristic production rule r4 

The next transformation (r5) is shown in Figure 6, which may look like transitivity, 
but is actually rather different. It shares, however, the basic idea that something is 
propagated. The rationale behind this rule is that statements exist that describe trans-
formations of a given idea, but essentially the result remains of the same type as the 
original. In the techniques we looked at, these are statements like Substitute, Adapt 
and Modify from the technique SCAMPER. Those are combined with triggers, origi-
nating from other techniques. 

This pattern is more restricted than the others. According to our analysis the rule is 
applicable with the following associations: 

• Assoc_1 = {What, Where, Who, How} ⊂ 5W1H 
• Assoc_2 = {Substitute, Adapt, Modify} ⊂ SCAMPER 
• Statement(a) = Statement(c) 

 

Fig. 6. Heuristic production rule r5  

Rule six (r6) is again based on the idea that the constituents of a combine statement 
may have characteristics similar to the result. This is particularly true, if both con-
stituents are in some sense similar. In this case it can be expected that the result will 
have the same characteristic. It can thus be regarded as a stronger form of rule r4). 
This rule is shown in Figure 7. 

The associated constraints are shown below: 

• Assoc = {What, Where, Who, When} ⊂ 5W1H , but could be extended with 
triggers from other creative techniques 

• Statement(a) = Statement(b) = Statement(d) 
• Statement(c) = Combine 
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Fig. 7. Heuristic production rule r6 

The various heuristics can be subdivided into three categories: 

• Analogy: some sort of reasoning is transferred from one relation to the other, 
though this reasoning need not be correct. 

• Transitivity: this is like the standard mathematical relationship, however, 
correctness is not ensured. 

• Propagation: some relation is propagated through another relation. Transitiv-
ity can be seen as special case of this. 

4.2   Use of the Heuristics 

The induced associations that are the results of the heuristics described above can be 
regarded as suggestions to the user. They are not ideas by themselves, but we assume 
that wondering about whether they are correct, special conditions under which they 
are right, etc. may lead to new ideas and insights.  

With respect to creativity support, we can categorize the suggestions that are given 
from the heuristics in the following way.  

• Correct: the suggested association is correct. 
• Helpful: the suggested association is not necessarily correct, but it leads to a 

new interesting idea. 
• Innovative: the suggested association is not necessarily correct, but it leads to 

a helpful idea, which the users classify as innovative. 
• Wrong: the suggested association is not correct and does not help the user 

achieve creative outcomes. 

Of course wrong / incorrect associations are of little interest. In our experiment we 
focus on the first three types, were we assume the categories to be increasingly rele-
vant to creativity from correct to innovative. 

5   Experiment 

The main contribution of this paper is a experimental evaluation of the approach. The 
focus is to better understand whether our approach truly improves creativity and 
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which heuristics contribute how much. We did thus set up an experiment to determine 
to what extend the various heuristics support a creative process. In particular, we 
decided to analyze whether the suggestions are regarded by the subjects as: 

• correct associations, 
• leading to helpful ideas, 
• leading to innovative ideas. 

In the remainder of this section, we describe this experiment. Section 4.1 outlines the 
overall setup of the experiment. Section 4.2 provides the detailed structure, while 
Section 4.3 describes the execution of the experiment. In Section 4.4 we analyze the 
results and in Section 4.5 we discuss the threats to validity of the experiment.  

5.1   Experimental Setup 

While the idSpace platform is available and includes an implementation of our ap-
proach, we decided that it provides just too open an environment for a thoroughly 
controlled experiment.  We thus decided to use a questionnaire-based approach.  

The independent variables in the experiment are the heuristics. The dependent 
variables are the support the heuristics provide for correct associations, helpful ideas 
and innovative ideas. However, this leads to a major problem: independent of what 
one presents to subjects who try to identify requirements, they may always come up 
with innovative requirements. We addressed this issue, by introducing a random heu-
ristic as baseline. This baseline works by randomly selecting concepts and introducing 
a new (random) association among them. We call this new heuristic the baseline heu-
ristic rb. This is indistinguishable for the subjects from the tested heuristics, but it 
enables us to use the difference in effect of analyzed heuristic vs. baseline heuristic as 
a basis for our evaluation. As a result we did arrive at the following hypotheses to test 
in our experiment (for each ri; 1≤i≤6):  

• H1ia: the subjects identify more associations as correct using ri than using rb. 
• H1ib: the subjects identify the proposed associations more often as helpful us-

ing ri than using rb. 
• H1ic: the subjects identify the proposed associations more often as leading to 

innovative ideas using ri than using rb. 

rb denotes the baseline rule which randomly generates associations. H0ia to H0ic are 
identified correspondingly.  

The application of the rules is not deterministic. Rather  many different results can 
be triggered based on the existing description of the requirements. Thus we decided 
that each subject should get several examples for each rule. For each rule 8 different 
examples were generated. Further, in order to keep the overall time for the subjects 
limited, we grouped participants in two groups with exactly identical setup, but dif-
ferent samples for the heuristics. Thus grouping was not done for blocking or a simi-
lar setup, but rather it was merely done to reduce the number of tasks per subject to 4 
examples for each of the 7 rules (6 rules plus random suggestions). As a consequence 
and contrary to typical experiment setups this implies that no comparison between the 
two groups were done. The experiment subjects were acquired through email lists and 
notices at blackboards at the university. As a result of the acquisition approach we 
mainly got students from the information systems study programs, but also students 
from other fields took part (e.g., from cultural sciences). 



86 S. El-Sharkawy and K. Schmid 

5.2   Experiment Structure and Material 

As mentioned above, we decided to perform the major part of the experiment using 
questionnaires, without any tool support. The main part of the experiment consisted of 
one session and was planned for a maximum of two hours, in order to avoid that sub-
jects get too tired of that they would abandon the experiment prematurely. 

Our experimental material was built upon an E-Shop example. Its requirements 
were inspired to some degree by real functionality of amazon.com, but it had already 
been augmented in previous internal sessions. It was fully documented according to 
our approach and consisted of 63 different ideas connected with 67 associations. 

The examples that were generated for the heuristics were depicted in the question-
naire as shown in Figure 8. The right side displays the suggestion and the left side 
shows where to find the relevant ideas in the idea map. During the experiment the 
subjects got an overview map covering the whole E-Shop, so they could put the pro-
posed associations in context. Each set of eight examples was divided into two sets, 
consisting of four examples, and each set was allocated for one of the two groups. 
Thus, each group questionnaire had 28 examples. 

Instead of creating only two questionnaires, one for each group, we generated for 
each participant an individual questionnaire, where the different examples are in a 
random order to avoid order and learning effects. 

For each suggested association, the participants got four tasks to solve. 

1. They had to answer the question, whether the suggestion is correct. 
2. They should write down up to three ideas triggered by the suggestion. 
3. They should evaluate how helpful the suggestion was in finding new ideas. 
4. In case the suggestions trigger new ideas, the participants should score the 

innovative aspect of their ideas. 

 

Fig. 8. One suggested association for rule r6 

To facilitate appropriate analysis afterwards, we used a four-level Likert scale with 
intermediate levels (thus three additional values) for the first and the third question. 
For the second question space was offered to answer free text. These answers were 
not included in the analysis. Rather this question should provide real test conditions 
and ensure that people really thought in terms of new ideas. For answering the last 
question, a semantic differential was used. 
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Besides this main questionnaire a pre-questionnaire was used, which aimed to 
identify major differences among participants regarding prior exposure to creativity 
techniques. It was prepared in the hope to identify any correlation between unusual 
results and subject characteristics. The participants should answer eight yes/no ques-
tions regarding their knowledge of and experience with: 

• creativity techniques, 
• brainstorming, 
• 5W1H, 
• SCAMPER. 

The participants were also asked about their degree program and their semester.  

5.3   Experiment Execution 

Prior to the main experiment execution, a pre-evaluation was done with two group 
members who had not been involved with the overall approach and experiment setup 
up to this point. This led only to minor modifications of the experimental material, 
relating mainly to clarifications in the descriptive texts.  

The main experiment execution was started with assigning the subjects randomly 
to the groups. However, due to some problems in group assignment it turned out that 
11 people were assigned to group 1 and 9 people to group 2. Due to the specific setup 
of our experiment (results of both groups are simply combined), we do not assume 
this to be a problem for the final analysis. 

In the next step a presentation was given that explained the overall procedure of the 
experiment, its purpose and how to deal with the questionnaires. Also the subjects 
were acquainted with the E-shop example. This needed about 20 minutes. 

Finally, the questionnaires were distributed. They consisted of the pre-
questionnaire described above and the main questionnaire containing the heuristic 
examples. It turned out that all participants could perform their tasks in time. Minor 
problems occurred as two participants did not answer a specific question. No subject 
dropped out during experiment execution. Speed varied significantly among partici-
pants, ranging from one to two hours. 

5.4   Analysis 

All data from the questionnaires was encoded into an Excel sheet. While we recorded 
from which groups the data came from, we combined the data sets at this point, so for 
the further analysis we did not differentiate among the individual examples for any 
heuristic any more. This was possible as both groups had done the same heuristics. 
The encoding was done for all answers in the following way: the Likert scale was 
encoded on a scale 1 to 7 (due to the intermediate values), the same for the semantic 
differential. For the ideas, we were not interested in the ideas themselves, but only 
whether someone had truly shown through ideas that the heuristics were helpful.  

In a similar way, we encoded the data for the pre-questionnaire. As here we only 
dealt with yes/no questions except for the questions regarding to their degree pro-
gram, the answers were mapped to a 0/1 scale. We analyzed this data in order to  
understand whether some subjects had particular knowledge and thus did perform 
consistently better. While there were variations in the previous exposure of people to 
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creativity techniques, this variation was not very strong. No subject had significant 
knowledge or experience with creativity techniques. 

We also checked the data for any outliers or other issues. For this purpose we per-
formed some descriptive statistics to visualize the distribution of data points. We did 
not find any data that had to be classified as outliers. Some issues with the data were, 
however, found. For example people had given positive values to the category: the 
results were helpful, but they had not given any ideas.  We are not sure, whether peo-
ple had not fully understood the instructions or whether they simply wanted to save 
time. A substantial amount of questionnaires had these issues: 16 out of 20 partici-
pants answered at least one question incompletely. We thus decided to still include 
the data as it looked plausible. We also found that some subjects had noted down 
ideas, but had not performed the scoring for helpfulness and innovation support. In 
this case we pessimistically scored them using the most negative value (7). 

As this may have reduced the difference among the various rules, we might have 
not recognized some rules that were helpful or innovative as such, even though the 
original data may have shown such a relation.  

Before the final analysis we decided to take the fact into account that different 
people might be more creative than others. Thus there might be a bias towards higher 
or lower ratings. While we could not identify major variations, we still normalized all 
data by subtracting the average per person, per answer-category.  

After preparing the data in this way, we had data for 7 batches of data for each of 
the hypotheses (one of them the baseline and the other six the data for the respective 
heuristics). Before performing a detailed statistical analysis, we compared the data 
with descriptive approaches. While some differences could be seen among heuristics, 
it was clear from this analysis already, that the resulting effect would be very small. 

Table 1. ANOVA analysis of the heuristics vs. the random suggestions 

 Correctness Helpful Innovative 
 F p rej. F p rej. F p rej. 
r1 14,516 2 * 10-4  2,476 0,118  1,930 0,167  
r2 12,802 4,6 *10-4  1,597 0,208  0,212 0,646  
r3 21,532 7,3 *10-6  7,255 7,8 *10-3  0,824 0,365  
r4 26,323 8,4 *10-7  2,549 0,113  1,972 0,162   
r5 119,211 4,9 *10-21  7,133 8,3 *10-3  0,038 0,845  
r6 40,593 2 *10-9  10,598 1,4 *10-3  9,352 2,6 *10-3  

 
We now performed a single-factor ANOVA analysis using the F-Test for all heu-

ristic-hypothesis pairs. Table 1 shows the results of the ANOVA analysis. It was  
assumed as null hypothesis that the respective rule has the same distribution as the 
random heuristic.The column F shows the value of the F-Function the F-Test. p gives 
the probability of error, while rej. denotes whether we rejected the null hypothesis. 

Thus, the results are as follows: H0ia had to be refuted for all heuristics i at the α-
Level 0.05. We could thus accept H1ia for all heuristics. Thus, we concluded that all 
our heuristics were significantly more often correct than the baseline heuristic. This is 
by itself not too surprising as all heuristics were built to be almost correct. 
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H0ib could be refuted only for three of the heuristics at the α-Level 0.05. These 
were r3, r5 and r6. Correspondingly we could accept H1ib for them. So only for heuris-
tics r3, r5 and r6, we can accept that they were significantly more helpful than the ran-
dom baseline heuristic. 

We analyzed all 6 heuristics with respect to their innovation support. Only for one 
of these heuristics we could refute H0ic at the α-Level 0.05: heuristic r6. This means 
we found one heuristic, which leads to significantly more innovative results than ran-
dom stimuli. While we could observe the result empirically, again r6 does not appear 
to be fundamentally different from the other heuristics. Neither from the perspective 
of the overall pattern, nor based on the characteristics shown in Table 2. 

In the analysis of the results it should be noted that our statements regarding the 
various heuristics refer always to a comparison with random suggestions. As these 
random suggestions already offer idea triggers (cf. creativity technique “random stim-
uli”), the statement “correct” means six of the heuristics are significantly better than 
random stimuli. Similarly the results on helpful and innovative imply significant  
advances over this baseline.  

Table 2. Characterization of the Heuristics 

 
We summarized some characteristics of these rules in the hope of learning why the 

heuristics differed in terms of results. The characterization of the rules was chosen 
based on the hypothesis that more complex rules may lead to more innovative results. 
In order to describe complexity we identified several candidate characteristics.  Table 2 
shows these characteristics. The column arity of induced association describes whether 
the rule induces a binary or ternary association. The involved number of different crea-
tivity techniques is given in the column #techniques involved. Thus, in some rules 
exactly 1 or 2 different techniques involved, while the constraints of r1, r3 and r6 allow 
both the application with 1 or with 2 different techniques. The columns #nodes and 
#assocs describe the number of nodes and associations, respectively. In the last column 
one always finds (+1) as one association is added by each rule.  

However, as one can see, the various rules are rather similar according to all these 
criteria. In particular, these characteristics cannot explain why r3, r5, r6 led to more 
positive results than the others. 

 
 

Rule Type arity of  
induced assoc. 

# techniques 
involved 

# nodes # assocs 

r1 Analogy ternary 1-2 5 3 (+1) r2 Transitivity binary 1 3 2 (+1) r3 Analogy binary 1-2 4 3 (+1) r4 Propagation binary 2 4 2 (+1) r5 Propagation binary 2 3 2 (+1) r6 Propagation binary 1-2 4 3 (+1) 
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5.5   Threats to Validity 

While the results of our study are rather positive, it is important to analyze the threats 
to validity. We will follow here mainly the outline given in [20]: 

Internal Validity: As this is a (student) experiment, we focused on achieving high 
internal validity. The first observation is of course the number of replications. While 
two groups were formed, this was done in a way so that the data from the two groups 
could be combined (group formation was only done to reduce work-time per subject). 
As a result we have per heuristic and hypothesis 80 different data points. While this is 
not extremely high and comes only from 20 different subjects, it is already a signifi-
cant data set. Our approach to address learning and ordering effects was two-fold: for 
each question, subjects had only four examples. This should achieve a reduction of 
learning and fatigue effects. Further, the examples for a specific heuristic were dis-
tributed randomly over the questionnaire. This randomization was even performed 
differently for each individual subject. Thus, while probably learning and ordering 
effects exist with this kind of task, we think that extensive measures were taken to 
address them.  

During the execution of the experiment no issues were raised. Thus, we assume the 
questionnaires mostly worked fine. However, when evaluating the results, we realized 
that in several cases subjects marked the heuristics as helpful or innovative, but did 
not provide examples for induced ideas. We are not sure in these cases what the rea-
son was for this, but assume it was mostly due to the desire by the subjects to save 
time, but it may also point to a different problem: subjects may have characterized 
results as helpful or innovative, although they did not lead to them to new ideas. 

We had no drop-outs during the experiment. The subjects were somewhat hetero-
geneous (e.g., information science vs. cultural science). However, the vast majority 
had an information science background. We found no significant differences among 
the subjects in terms of results.  

External Validity: It is clear that this approach cannot be used as a independent 
creativity technique. It is expected to be part of a larger cycle of innovation support, 
which is supported by the idSpace platform. The presentation in the idSpace platform 
is slightly different, leading to a threat to validity. However, the portlet that represents 
the approach in the final platform basically presents the same results (in a very similar 
format) as we had in the experiment. Also, interacting with paper and pencil versus 
with a computer program may have a significant impact on results. Thus, the external 
validity may depend strongly on the specific realization of the approach. 

Most subjects who participated in the experiment were bachelor students, thus the 
results can probably not be compared directly with professionals. The experimental 
situation is significantly different from a normal work situation. This may have a 
further effect. Further the example that we choose (E-Shop) was chosen to improve 
external validity as we expect that all subjects have experience with such an example. 

Construct Validity: in order to ensure high construct validity, we differentiated be-
tween correct, helpful and innovative associations. This allows a fine-grained analysis 
of the contribution that the associations make for creativity. We also analyzed the 
results relative to random associations. As this is also a creativity technique this  
ensures that really improvement of creativity is measured. 
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The subjects had to make the proposals and to evaluate them regarding the innova-
tive contribution. We choose this approach as it is typical for practice in an ideation 
session. Thus, we do not regard it as a major threat to construct validity. We even 
regard this as more appropriate for rating creativity than evaluation by an external 
person, as this may introduce issues due to differences in standards between creative 
person and evaluator. Thus, this may lead to situations where many results are mis-
taken with good results.   

The experimental setup required that an ideation map with already gathered ideas 
be given to the subjects at the beginning of the experiment. Of course this influences 
the results. However, this threat exists in all experiment setups that use prepared ma-
terial. The map was also constructed before a decision regarding the experiment was 
made. Thus, we do not assume that it introduced a significant bias. 

Conclusion Validity: The α-Level of 0.05 is a very tough level to make, especially 
in such cases that are very difficult to quantify and analyze as the situation we have 
here. Nevertheless for three, respective one, heuristic we could make the conclusion 
that they are significantly more helpful (resp. innovative) for new ideas than the base-
line. As all other factors were well controlled, we can assume that this conclusion has 
very significant validity. 

6   Conclusion 

In this paper, we described the evaluation of an approach for deriving creative triggers 
from a knowledge map of requirements. We provided a brief description of the con-
struction of the knowledge map; this was already described in detail in [18]. Our ap-
proach has also been implemented in the idSpace platform [4].  

In this paper, we described some modifications of the heuristics of our approach 
over previous publications. However, our main contribution, is a description of a 
student experiment that analyzes the effectiveness of our creativity technique in a 
strongly controlled setting. At this point most efforts on the validation of approaches 
to creative requirements engineering relied on case studies. Our analysis contributes 
to the still small body of knowledge of strongly validated studies. 

In particular, we could show the contribution of our approach even under strict re-
strictions (e.g., α-Level of 0.05) and even though we used as baseline another creativ-
ity technique. Thus, we did show effectively that not only our approach does work, it 
is also more effective than an approach relying on random triggers.  

The work that led to this effort is particularly geared towards innovation platforms 
for distributed (in time and space) working. Thus, we assume that a significant part of 
communication will happen through an online platform that serves requirements in-
terchange. Our results are probably most appropriate in such a setting. Application of 
our approach in a group meeting is probably not straightforward.  

We analyzed in our experiment not only a single technique, but simultaneously 
evaluated six different heuristics that can be used with our technique. The success did 
differ among those heuristics: some made it, others did not. This is basically what we 
expected and what led us to analyze several heuristics simultaneously. However, it 
directly leads to the next challenge: what characterizes heuristics that lead with a 
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particularly high probability to innovative requirements? At this point there are no 
clear criteria based on our analysis that can be used to predict success.  

In total, our study showed that while innovation can certainly not be enforced, it 
can obviously be assisted by our approach and the goal is to get better and more  
predictable at this. 
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Abstract. [Context and motivation] Most requirements engineering (RE) ap-
proaches involve analysts in gathering end-user needs. However, we promote the
idea that future service-based applications should support end-users in express-
ing their needs themselves, while the system should be able to respond to these
requests by combining existing services in a seamless way. [Question/problem]
Research tackling this idea is limited. In this research preview paper we sketch a
plan to investigate the following research questions: How can end-users be facil-
itated by a system to express new needs (e.g. goals, preferences)? How can the
continuous analysis of end-user needs result in an appropriate solution? [Prin-
cipal ideas/results] In our recent research, we have started to explore the idea
of involving end-users in RE. Furthermore, we have proposed an architecture
that allows performing RE at run-time. The purpose of the planned research is to
combine and extend our recent work and to come up with a tool-based solution,
which involves end-users in realizing self-adaptive services. Our research objec-
tives include to continuously capture, communicate and analyze end-user needs
and feedback in order to provide a tailored solution. [Contribution] In this paper
we give a preview on the planned work. After reporting on our recent work we
present our research idea and the research objectives in more detail.

Keywords: Requirements Engineering, End-User Involvement, Self Adaptive
Systems.

1 Introduction

End-users are among the key stakeholders who are invited to participate in requirements
elicitation activities, which are typically mediated by analysts [1]. The aim of such
approaches is to discover requirements that can satisfy the needs of the majority of
users, so individual user needs are not considered per-se, but rather generalized into
categories [2]. However, novel software paradigms such as services-oriented computing
suggest that identifying individual end-user needs is essential to provide a customized
and tailored software system [3].

The evolution of web services into the Internet of Services allows integrating exist-
ing services into Service-Based Applications (SBA) that can dynamically provide the

D. Berry and X. Franch (Eds.): REFSQ 2011, LNCS 6606, pp. 94–99, 2011.
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required functionality. In this context1, self-adaptivity is pointed out as a key feature.
Self-adaptive systems can manage dynamic events occurring at run-time, such as un-
availability of services, hardware and platform changes as well as the change of a user’s
preferences and needs. Engineering such applications significantly challenges the role
of Requirements Engineering (RE). Usually, RE activities are carried out at the outset
of the whole development process, but in the context of self-adaptive SBA, they are
also needed at run-time thus enabling a seamless SBA evolution. This also includes that
SBA should be able to capture, analyze and satisfy end-user needs while they emerge.

The aim of our research is to support “On-line” requirements acquisition by involv-
ing the end-user and the system itself. To fulfill this aim, requirements capturing and
analysis capabilities need to be provided, thus enabling end-users to communicate (new)
needs, which are then turned into new (or changed) requirements. These requirements
have to be satisfied through a combination of available services or left as new require-
ments to be addressed off-line within a software evolution process. In this paper, we
illustrate our planned research aiming at investigating the above described idea. We
will combine and extend our recent work to come up with a tool-based approach that
involves end-users in the realization of their needs using self-adaptive SBA.

The paper is organized as follows. In Section II we revisit our recent work on end-
user driven requirements elicitation (iRequire approach [4]) and Continuous Adaptive
RE (CARE framework [5,6]). In Section III we discuss our planned research towards
“On-line” RE. We illustrate our proposal with a motivating application example. Sec-
tion IV gives a conclusion and provides an overview on first steps.

2 Background and Recent Research

The rise of mobile technology and the increasing use of mobile applications by end-
users challenge the role of RE in system development, but also provide new opportuni-
ties for our field. Our recent work on iRequire [7] and CARE [5,6] complement each
other and provide significant potential for collaborative research and highlight new re-
search challenges for the field of RE. Before highlighting the potential of the planned
collaborative research the next paragraphs give an overview on our recent work.

2.1 End-User Driven Requirements Elicitation with iRequire

The goal of the conducted research on iRequire is to develop and evaluate a tool-
supported requirements discovery method for end-users [7]. The iRequire approach
enables end-users to capture individual needs in situ without the help of an analyst.
In addition to requirements discovery, the method supports the on-site identification of
contextual information. Installed on the end-user’s smartphone the iRequire tool sup-
ports blogging needs anytime and anywhere. Following four simple steps, the end-user
is able to document upcoming needs in a structured way. In particular, the iRequire tool
provides the following key features: Taking a picture of the environment: iRequire uses
a mobile device built-in camera to allow end-users to capture pictures of their environ-
ment or objects which are related to the documented needs. An example could be an

1 http://www.s-cube-network.eu/; www.secse-project.eu/
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end-user who takes a picture of a bus stop countdown display and comes up with the
need i.e. “I’d like to have the same information on my mobile”. Documenting end-user
needs: The key functionality provided by iRequire is to enable end-users to blog their
needs and ideas in situ. This can be done using text-based requirements descriptions.
Additionally end-users can audio record their needs. Describing the relevant task and
providing a rationale: This feature supports end-users in describing which tasks or ac-
tivities will be supported by a documented need. Furthermore, end-users are able to
report why a need is important to them. Summary on documented need: This feature
allows the end-user to review the captured information. iRequire displays a summary
on the documented need before storing the captured information in its database. The
current iRequire prototype also provides initial capabilities for automated context sens-
ing. When blogging a need iRequire automatically detects the end-user’s position and
stores this information together with the requirement description in a local database.

2.2 Continuous Adaptive RE (CARE) Framework

CARE [5] suggests that user needs (along with contextual information) can be analyzed
by software systems. Instead of a human analyst, it is the system, which compares up-
coming needs with existing requirements specifications and which transcribes them into
adequate service requests. These service requests do not only reflect end-user needs and
can be used to discover and select appropriate services-based solutions, they also hold
relevant information for future system monitoring. Please note that we take into account
that user’s goals, preferences and context information will be monitored by the system.
In the case of a change, the system evaluates the given conditions/events and adapts
itself to the most feasible solution (service). The overall aim of CARE is to continu-
ously capture and operationalize user’s changing requirements. The main activities of
the CARE framework, along with the Companion application that instantiates it [5,6]
are: Service Request Acquisition: This activity aims at acquiring user needs in a struc-
tured way (represented in XML) to capture the users changing requirements as service
requests. Service requests (RRA) can either be gathered from the user or the system
itself identifies requests based on monitoring. Service Lookup: This activity foresees an
automated service lookup based on operationalized user requests. A service monitoring
agent provides the information about the availability of a new or competing relevant
service to satisfy the user needs. Service Selection: It ensures the invocation and com-
position of the available services. This activity is supported by the feedback control
agents to evaluate the service request and the monitored information about the services
to be invoked. Update Requirements Specification: This activity is managed by a rea-
soner agent, which refines the requirements specification based on service requests and
service descriptions. The reasoner agent performs the update operation using a shared
ontology and the existing requirements specification.

3 On-line Requirements Engineering

The main goal of the planned research is to develop a tool-supported On-line RE method
which enables end-users to communicate their needs in situ, expecting to receive ap-
propriate solutions at the right time and in the right place. The planned work will be
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based on, but go beyond, the scope of our recent work on iRequire and CARE. It will
be structured along the following research objectives (RO) and intended activities to
realize them:

RO 1: Support end-users in communicating needs & feedback. This research ob-
jective focuses on exploring novel tool-supported approaches which enable end-users
to communicate ideas, wishes, needs and feedback about the satisfaction on the given
solution.

Our recent research on iRequire provides first insights on how to support end-users
in documenting needs in situ. We plan to integrate iRequire and CARE, for example by
using the iRequire tool as a part of CARE’s service request acquisition activity. iRequire
further could act as front end which would allow communicating system changes to
end-users based on CARE’s monitoring capabilities. We also plan to extend iRequire
by improving its automated context sensing features. However, we envisage that the
planned research also calls for novel approaches which will support end-users in giving
feedback on generated solutions. Such feedback can provide an objective measure to
evaluate the usefulness of the analysis and the solution provided [8].

RO 2: Capture relevant user-centric information. This objective highlights the im-
portance of user-centric information including user’s goals, preferences, resources, as-
sets, personal information as well as the current location as an input to perform On-line
RE activities.

We plan to capture user-centric information in a so called “user’s personal space”.
This on-line knowledge repository can be accessed by a variety of devices (e.g. smart-
phones) anytime and anywhere. Our aim is to integrate this repository with the CARE
and iRequire data models. We plan to exploit appropriate knowledge representation
techniques to represent the “user’s personal space” and reason on partial knowledge,
uncertainty and temporal relations. We foresee that the information stored in the “user’s
personal space” will be helpful to refine new or changed user requests and will provide
support in ranking possible alternative solutions.

RO 3: Continuous on-line analysis of new needs and solution provisioning. This
objective focuses on the continuous analysis of new and emerging needs by providing
a solution to them.

Our recent research on CARE is directed to provide a continuous RE approach. It
acquires and refines user’s needs at run-time and provides a solution (services) to them.
We plan to enhance this by investigating reasoning mechanisms to reason for run-time
refinement of requirements. This is necessary for taking the adaptation decision for
solutions provisioning. We aim to leverage existing AI planning approaches to provide
automated reasoning over the “user’s personal space” e.g. preference-based reasoning.
This improves the quality of the solution and increases end-user goal satisfaction [9].

3.1 Application Example

In this section we exploit a possible application example. We envisage iCompanion as a
self-adaptive service based application, which enables an end-user to express and com-
municate needs in situ. Further it instantly performs a continuous on-line analysis of
user needs and provides service-based solutions. It is aware of the user’s personal space
and by monitoring the user’s context (location, device and environment) it supports
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*Research on activity I & II initially started in recent work on iRequire and CARE.

Fig. 1. On-line RE Activities Realized by iCompanion

the user accomplishing their goals. Fig.1 presents activities performed by the intended
iCompanion. These activities (labeled as I-III)2 are needed to support On-line RE. Fur-
ther Fig.1 shows the user’s personal space, a repository, which is fed and exploited by
iCompanion while performing these activities. We now elaborate the example to high-
light the benefits of our planned research.

We envision that iCompanion is available on an end-user’s smartphone. For instance
while the user is in a shopping mall and about to buy several products. As the supermar-
ket has re-arranged the location of products the user needs help in finding what she is
looking for. She communicates this need using iCompanion (activity I shown in Fig.1).
After analyzing her need, iCompanion identifies an appropriate solution (activity II in
Fig.1) by automatically detecting the user’s current location (via monitoring). iCom-
panion then provides an interactive map of the supermarket. Using this map the user
is able to follow the optimal route to get the requested products. However, the super-
market does not provide all the requested products any more (e.g. low fat products).
The user communicates her request to “find low fat products” with a rationale to “eat
healthier”. This rationale becomes a new goal, which is stored in the user’s personal
space (activity I & II shown in Fig.1). While exploiting her personal space as input (e.g.
information about her goals) the iCompanion performs an on-line analysis (activity II
shown in Fig.1) and identifies a service which fulfills the user’s needs. The detected
service is not only able to search for products in near supermarkets, it also allows to
look for bargains and further it is able to detect the distance to the supermarket where
the product is available. Using this recommended service the user is shown a direct path
to the supermarket where she can buy the requested product. In due course iCompanion
requests feedback (activity III shown in Fig.1) on the provided solution. Subsequently,
this feedback is stored as part of the user’s personal space and could be used to improve
the quality of the solutions provided by iCompanion.

4 Discussion and Conclusion

We are aware of the fact that the proposed research still is challenged by several issues.
Particularly we would like to highlight that the automated composition of services based
on end-user needs strongly depends on the quality of transcribing end-user needs into
service requests and the availability of adequate services. As discussed in [10] we con-
sider four different types of adaptation. If the automated propagation of a solution is not
possible we still consider involving human analysts. However, this is not the focus of

2 Activities can be executed sequentially or in an interleaved manner.
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the planned research. We do expect several benefits from combining our recent work on
iRequire and CARE. As highlighted in Section 3, iRequire already instantiates CARE’s
service request acquisition activity. The continuous analysis of requirements, which is
supported by the CARE framework provides benefits for iRequire. Monitoring of the
user’s personal space allows the analysis of new needs expressed by the user or by the
system. Subsequently to reason for adapting to the most feasible solution on the fly.

To provide continuous analysis and solution provisioning based on available services
efficient reasoning is required. For this, we need to monitor the available user-centric in-
formation stored in the user’s personal space. Another important facet worth to consider
in our research is the role of domain assumptions. Such assumptions might change over
time and could provoke the system to adapt. Such adaptations might require re-planning
and are not fully covered by our planned research. Nevertheless, the quality of the gen-
erated solution is critical, as it has to satisfy a users needs. Apart from satisfying func-
tional needs we consider that quality attributes (e.g. privacy, performance) significantly
influence the users satisfaction. For this, end-user involvement in providing feedback on
the quality of the solution is central to our proposed approach. We consider our planned
work on “On-line” RE to be the first step towards a new RE paradigm which strength-
ens the role of end-users in system development and allows the tailoring of software to
individual end-user needs.
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Abstract. [Context and motivation] Requirements engineers and stakeholders
like to create informal, sketchy models in order to communicate ideas and to
make them persistent. They prefer pen and paper over current software model-
ing tools, because the former allow for any kind of sketches and do not break
the creative flow. [Question/problem] To facilitate requirements management,
engineers then need to manually transform the sketches into more formal mod-
els of requirements. This is a tedious, time-consuming task. Furthermore, there
is a risk that the original intentions of the sketched models and informal annota-
tions get lost in the transition. [Principal ideas/results] We present the idea for a
seamless, tool-supported transition from informal, sketchy drafts to more formal
models such as UML diagrams. Our approach uses an existing sketch recognizer
together with a dynamic library of modeling symbols. This library can be aug-
mented and modified by the user anytime during the sketching/modeling process.
Thus, an engineer can start sketching without any restrictions, and can add both
syntax and semantics later. Or the engineer can define a domain-specific model-
ing language with any degree of formality and adapt it on the fly. [Contribution]
In this paper we describe how our approach combines the advantages of model-
ing with the freedom and ease of sketching in a way other modeling tools cannot
provide.

Keywords: Requirements sketching, adaptable formalization, requirements
modeling.

1 Introduction

When modeling requirements during requirements elicitation, stakeholders and require-
ments engineers would benefit from being able to freely draw sketches first and convert
these into models later. This is due to the fact that sketching fosters creativity [7,3] and
can also be applied by stakeholders who do not master a modeling language with a for-
mal syntax. However, the power and ease of sketching comes at the expense of a media
break, i.e., of later having to re-create the sketched models from scratch in a modeling
tool in order to be able to manage requirements properly. This re-creation process is
time consuming, error-prone, and can lead to a loss of information [5].

Sketch recognition tools have been created to relieve the task of converting sketches
into models (e.g. [4,10]). However, such tools rely on predefined notations, so that the
user needs to know the underlying modeling language and is restricted to its vocabulary.
Hence, in terms of expressivity and creativity, sketch recognition tools do not help.
Moreover, they introduce the problem of sketch recognition errors.

D. Berry and X. Franch (Eds.): REFSQ 2011, LNCS 6606, pp. 100–105, 2011.
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In this paper, we give a preview of a new approach that (i) allows users to sketch any
informal models, (ii) provides means for assigning syntax and semantics to sketched
elements on the fly, and (iii) supports the transformation of sketches into classic semi-
formal models (e.g., a class diagram or a statechart) by a semi-automated method, thus
avoiding media breaks. The goal of our approach is to unite the flexibility of uncon-
strained sketching with the power of formal modeling.

The rest of the paper is structured as follows. In the next Section we give an overview
of our planned research. Section 3 discusses related work. In Section 4 we conclude the
paper.

2 Flexible Sketch-Based Requirements Modeling

2.1 Main Goal

The goal of the planned research is to provide a sketch-based modeling approach. We
envision that our approach allows requirements engineers and stakeholders to sketch
any informal models. Users should not be restricted in what they may draw, nor should
they need to decide for a specific notation beforehand. Further, our approach should
support the semi-automated transition of sketches into classic models. Our key research
activities include: (i) identify the needs of requirements engineers with respect to sketch-
based modeling, (ii) provide method and tool support, and (iii) evaluate the approach
and demonstrate its practical benefits.

We plan to realize tool support by incorporating an existing sketch recognition frame-
work that compares drawn shapes with the symbols included in a library. In contrast to
other approaches, our symbol library does not hold a predefined modeling language,
but is dynamic: users can augment and modify it at any time during the modeling pro-
cess (see Fig. 1). Syntax and semantics can be added to the sketches on demand, and
modeling may be performed on various levels of formality.

Meta-
Modeling

Modeling

Sketch 
Recognition

Meta-
Modeling

Modeling
Sketch 

Recognition

a) b)

Fig. 1. (a) Existing sketch recognition approaches restrict users to do tasks in a given order.
(b) Our envisaged approach allows to change flexibly between tasks.
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2.2 Scenarios for Flexible Sketch-Based Requirements Modeling

We illustrate the usefulness of our approach with two typical elicitation scenarios. Both
describe a meeting of a requirements engineer with stakeholders in an early phase of
elicitation.

Scenario 1. A requirements engineer and two stakeholders stand in front of an elec-
tronic whiteboard. The interface of our envisaged tool is projected onto the whiteboard.
The stakeholders start to sketch requirements. They do not use a specific notation since
they are not familiar with modeling languages. Towards the end of the meeting, there
are annotated rectangles, circles, and arrows on the board. In a discussion with the
stakeholders, the requirements engineer clarifies the meanings of the symbols. After
the meeting, the engineer selects one of the drawn symbols and assigns a type to it. The
tool adds the symbol to the symbol library. Similar symbols are then identified auto-
matically. Next, the engineer selects one of the arrows and defines it as a Connector that
determines the order of two connected symbols. The engineer also defines the type of
the connection as being a temporal relationship. The other arrows are recognized au-
tomatically. The engineer has now a minimalistic modeling language and a formalized
version of the sketched model in that language. The engineer further defines new sym-
bols that represent the drawn symbols in a formalized version of the sketch, and can
now switch between the sketch version and the formal version.

Scenario 2. Some days before the meeting, the stakeholder sends a documentation
of a domain-specific language (DSL) including two notations to the requirements engi-
neer, who is also knowledgeable in metamodeling. The stakeholder intends to use the
same language in the meeting. With the help of the documentation, the engineer creates
the DSL description within our software tool. This work results in two symbol libraries,
one for each notation. When the engineer and the stakeholder meet, most of the sym-
bols drawn by the stakeholder are immediately recognized by the software tool. Some
symbols are not identified because they are distorted. The engineer selects them and
assigns the correct type manually. The stakeholder also introduces a new symbol not
included in the DSL description. The engineer adds the symbol to the description by
assigning a type to it. In total, the stakeholder draws two diagrams using the notations
that are part of the DSL. Both diagrams include the same rectangular symbol, but it
has a different meaning in each of the diagrams. To enable correct symbol recognition,
the engineer tags the elements of the first diagram (e.g. by encircling them) and assigns
the proper symbol library to the tagged elements. Then the engineer does the same
for the second diagram.

2.3 The Elements of Our Approach

In the following paragraph we discuss the required features and components of a soft-
ware tool that supports the activities described in the scenarios.

Modeling Interface. A tool following our approach has to support both informal
and formal requirements modeling activities. On one hand, it must allow unconstrained
sketching on an empty canvas. On the other hand, the tool must provide a way to edit
(e.g. scale, move, copy) objects and to formalize the sketches. Both modes must be
integrated in a unified, unobtrusive, simple interface.
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Symbol Libraries and Multiple Contexts. A symbol library includes symbols that
can be recognized when a user is drawing them. Symbol libraries must be modifiable at
any time. Further, we envision separate libraries for different modeling languages, and
therefore a tool must be able to manage a list of symbol libraries. People like to use
and mix different visual conventions [5], thus the tool must support the use of different
notations at the same time. When a user starts to draw symbols that are part of multiple
symbol libraries (which can happen very quickly for overloaded, simple shapes such
as rectangles or circles), it is impossible for the tool to detect the correct language
automatically. Even if the user adheres to one particular language such as UML, some
shapes have different meanings in different diagram types. Thus a user must have the
option to tag parts of the sketch and define the context by choosing the correct library
for the recognition from a list. Explicitly assigning contexts also helps when symbols
are used inconsistently.

Sketch Recognition Framework. A recognition framework processes sketches on two
levels. Low level recognition combines groups of individual pen strokes to distinct sym-
bols. High level recognition compares drawn symbols with those in the symbol library.
For our tool, the recognition framework must be able to handle a dynamic symbol li-
brary. Sketch recognition algorithms can be divided into two categories: while an offline
algorithm starts the recognition process only after the user has finished sketching, an
online algorithm starts processing right away when the user begins to draw, and takes
temporal properties of drawn strokes into account. These temporal properties provide
additional hints for the sketch recognition engine. As our approach is interactive, we
will need an online algorithm. We plan to modify an existing online sketch recognition
algorithm such that it fits our needs.

Modeling Language Definition. The tool must provide an interface that helps users
in defining a modeling language. Users must be able to easily add new symbols to the
symbol library. They also need convenient means for adding syntax and semantics to
symbols. No scripting or programming should be required during the metamodeling
task. Creating a lightweight, sketch-based interface that also allows to add all kinds of
syntax and semantics is a challenging task. This is probably the most critical part of the
tool. Therefore, our work will not only be based on research in the fields of requirements
engineering (RE) and sketch recognition, but also relies on findings from work in the
human-computer-interaction domain. The interactivity and the flexibility of a tool add a
great deal to its usability. The graphical user interface for the language definition needs
to be seamlessly integrated into the sketch environment.

2.4 Benefits and Limitations

Our tool will allow requirements engineers to formalize sketches into models without
having to recreate them, and therefore eliminate media breaks. It gives them the flexi-
bility to co-evolve diagrams and meanings of the drawn elements, and also allows them
to define a DSL first, start sketch-based modeling using this DSL and then augment or
modify the DSL in the modeling process.

The co-evolution usage style is more flexible than any existing tool-supported ap-
proach, but is probably limited to simple, lightweight modeling languages. Otherwise,
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this style requires too much metamodeling overhead and can only be used properly
by metamodeling experts. Working with a lightweight modeling language [6] matches
our intention of supporting early requirements engineering. At this stage, when stake-
holders and requirements engineers sketch their intentions and creative ideas, using
a lightweight language is crucial, because adherence to a sophisticated modeling lan-
guage would impede the creative flow [7,3].

The DSL style has similarities to using a meta-edit tool (the modeling language
definition has to be entered first), but gives more freedom to users as it allows adding
or modifying symbol definitions during the modeling process. This style is particularly
useful when metamodeling experts predefine a symbol library for a standard modeling
language such as UML, which then can be extended by requirements engineers with
domain-specific elements.

2.5 Current Research Status

A literature review has shown that while there is a lot of ongoing research in sketch
recognition, sketch-based tools do not focus on the RE domain and also have defi-
ciencies in terms of flexibility and ease of sketch-based modeling. From discussions
with requirements engineering experts about this topic, we conclude that our
approach will provide value to requirements engineers. We currently have completed
a preliminary concept of our approach. Right now we are comparing different sketch
recognition concepts and look at theories about graphical user interfaces. Future steps
include the creation of a tool prototype, its evaluation with a case study, and its
improvement.

3 Related Work

Related research in this area includes software tools that incorporate a natural drawing
interface and a sketch recognition engine, e.g. SUMLOW [4], and Tahuti [10]. These
tools use predefined libraries and thus only support certain languages.

Some meta-tools allow users to define their own languages, e.g. Marama [9] and
MetaEdit+ [11]. The meta-tool then builds the actual modeling tool. If users want to
change the language, they have to go back to the meta-tool, modify the definitions, and
tell the meta-tool to rebuild the modeling tool.

Domain-independent sketch recognition toolkits like SketchREAD [1] and InkKit
[12] can handle additional domain languages. These notations must either be scripted/
programmed or imported via a library plug-in. Thus, these tools are better suited for
developers rather than requirements engineers.

Gross [8] and Avola et al. [2] present sketch recognition frameworks that work with
dynamic libraries of user defined shapes. While Avola et al. focus on the technical
details of sketch recognition, Gross additionally enables users to define some spatial
constraints between shapes. Apart from this, none of the two approaches support user
defined syntax and semantics. We will reuse a sketch recognition framework like the
one presented in [2] for our work.
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4 Conclusions

State-of-the-art sketch-based interfaces either lack formalization functionality or re-
strict users to use specific modeling languages. Although some of the discussed tools
can be used for requirements engineering, they are not built for this purpose. We en-
visage a tool that is tailored to the needs of requirements engineers and allows uncon-
strained sketching with a subsequent, semi-automated formalization of the sketches.
With this approach we overcome media break problems. As we are at the beginning
of our research, next steps include building and evaluating a prototype tool in order to
assess the usefulness of such a tool and our approach.
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Abstract. [Context and motivation] Use cases are widely used as a substantial 
part of requirements, also when little programming is expected (COTS-based 
systems). [Question/problem] Are use cases effective as requirements? To  
answer this question, we invited professionals and researchers to specify re-
quirements for the same project: Acquire a new system to support a hotline. 
[Principal ideas/results] Among the 15 replies, eight used traditional use cases 
that specified a dialog between users and system. Seven used a related tech-
nique, task description, which specified the customer's needs without specifying 
a dialog. [Contribution] It turned out that the traditional use cases covered the 
customer's needs poorly in areas where improvement was important but diffi-
cult. Use cases also restricted the solution space severely. Tasks didn't have 
these problems and allowed an easy comparison of solutions.  

Keywords: use case; task description; requirements; verification; COTS. 

1   Background 

Traditional requirements consist of a list of system-shall-do statements, but don't 
describe the context of use. IEEE-830, for instance, uses this approach [6]. The lack 
of context makes it hard for users to validate such requirements, and developers often 
misunderstand the needs (Kulak & Guiney [9]). Jacobson introduced use cases in the 
late 1980s [7]. They describe the dialog (interaction) between a system and a user as a 
sequence of steps. Use cases seemed to provide what traditional requirements lacked, 
and they became widely used as a substantial part of requirements. Soon other authors 
improved on the basic idea and wrote textbooks for practitioners, e.g. Cockburn [3], 
Kulak & Guiney [9], Armour & Miller [2], Constantine & Lockwood [4]. 

Use cases have developed into many directions. Some authors stress that use cases 
should be easy to read for stakeholders and that they should not be decomposed into 
tiny use cases [3], [8]. The CREWS project claimed that use cases should be detailed 
and program-like with If and While, and have rules, exceptions and preconditions 
(reported in [1] and questioned in [5]). In contrast, Lilly [15] and Cockburn [3] advise 
against program-like elements. Other authors claim that use cases must have dialog 
details to help developers [17], [19]. 

In this paper we will only discuss how use cases handle the user-system interac-
tion. This is the most common use in literature as well as in practice.  

Virtually nobody discusses whether use cases in practice are suited as verifiable 
requirements. Use cases seem to be intended for system parts to be built from scratch, 
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but this situation is rare today. What if the use case dialog differs from the dialog in 
one of the potential systems? Should we discard the system for this reason? 

As a consultant, Lauesen had observed how use cases were used as a main part of 
requirements in large software acquisitions, even though the customer expected a 
COTS-based system with little add-on functionality. Usually the use cases were not 
used later in the project. However, in one large project the customer insisted on them 
being followed closely. As a result, the system became so cumbersome to use that the 
project was terminated [18]. 

Task Description is a related technique that claims to cover also the case where the 
system is not built from scratch. One difference is that tasks don't describe a dialog 
between user and system, but what user and system have to do together. The supplier 
defines the solution and the dialog - not the customer. The task technique was devel-
oped in 1998 (Lauesen [10], [11]) and has matured since [12], [13].  

To get a solid comparison of the two approaches, we looked at a specific real-life 
project, invited professionals and researchers to specify the requirements with their 
preferred technique, and compared the replies.  

2   The Hotline Case Study 

The case study is an existing hotline (help desk). Hotline staff were not happy with 
their existing support system and wanted to improve the one they had or acquire a 
new one, probably COTS-based.  

Lauesen interviewed the stakeholders, observed the existing support system in use, 
and wrote the findings in a three-page analysis report. Here is a brief summary: The 
hotline receives help requests from IT users. A request is first handled by a 1st level 
supporter, who in 80% of the cases can remedy the problem and close the case. He 
passes the remaining requests on to 2nd line supporters. A supporter has many 
choices, e.g. remedy the problem himself, ask for more information, add a note to the 
request, transfer it to a specialist, order components from another company, park the 
request, and combinations of these. The hotline is rather informal and supporters fre-
quently change roles or attend to other duties. 

We invited professionals to write requirement specifications based on the analysis 
report. The invitation emphasized that we looked for many kinds of "use cases" and 
didn't care about non-functional requirements. It started this way: 

We - the IT professionals - often write some kind of use cases. Our "use cases" may 
be quite different, e.g. UML-style, tasks, scenarios, or user stories. Which kind is 
best? 

Participants could ask questions for clarification, but few did. The full analysis re-
port is available in [14]. It started this way:  

A company with around 1000 IT users has its own hotline (help desk). They are 
unhappy with their present open-source system for hotline support, and want to ac-
quire a better one. They don't know whether to modify the system they have or buy a 
new one. 

An analyst has interviewed the stakeholders and observed what actually goes on. 
You find his report below. Based on this, your task is to specify some of the require-
ments to the new system: use cases (or the like) and if necessary the data requirements. 
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We announced the case study in June-July 2009 to members of the Requirements 
Engineering Online Discussion Forum <re-online@it.uts.edu.au>, to members of the 
Danish Requirements Experience Group, and to personal contacts. The British Com-
puter Society announced it in their July 2009 Requirements Newsletter. We got sev-
eral comments saying: this is a great idea, but I don't have the time to participate. 
Lauesen wrote special requests to Alistair Cockburn and IBM's Rational group in 
Denmark, but got no reply. 

We received 15 replies. Eight replies were based on use-cases and seven on tasks. 
Some replies contained separate data requirements, e.g. E/R models, and some con-
tained use cases on a higher level, e.g. business flows. When identifying verifiable 
requirements, we looked at these parts too. The full replies are available in [14]. Here 
is a profile of the experts behind the replies: 
 

Replies based on use cases. Decreasing requirement completeness: 

Expert A. A research group in Heidelberg, Germany. The team has industry experi-
ence and has taught their own version of use cases for 7 years.  

Expert B. Consultant in California, US. Has 15 years professional requirements ex-
perience. Rational-certified for 11 years.  

Expert C. A research group at Fraunhofer, Germany. 
Expert D. Researcher at the IT-University of Copenhagen. Learned use cases as part 

of his education in UK, but has no professional experience with them. 
Expert E. Consultant in Sweden with ten years experience. Specialist in requirements 

management. Have classes in that discipline. 
Expert F. A software house in Delhi. Write use cases regularly for their clients. Were 

invited to write a reply on a contract basis, and were paid for 30 hours.  
Expert G. Consultant in Sweden with four years experience in requirements. 
Expert H. Consultant in Denmark with many years experience. Teaches requirement 

courses for the Danish IT association. 
 

Replies based on task descriptions. Decreasing requirement completeness: 

Expert I. Consultant in Sweden with many years experience. Uses tasks as well as 
use cases, depending on the project. Selected tasks for this project because 
they were most suitable and faster to write. 

Expert J. Help desk manager. Has 15 years experience with programming, etc.  
Expert K. A recently graduated student who has used tasks for 1.5 years. Little pro-

gram experience. 
Expert L. Researcher at the IT-University of Copenhagen. Has 25 years industry 

experience and has later used tasks for 10 years as a consultant and teacher.  
Expert M. GUI designer with one year of professional requirements experience. 
Expert N. Leading software developer with 12 years experience. Learned about tasks 

at a course and wrote the reply as part of a four-hour written exam. 
Expert O. A research group in Bonn. Germany. The team has several years of indus-

try experience, but little experience with the task principle.  

3   Evaluation Method and Validity 

We evaluated the replies according to many factors, but here we deal only with these:  
A. Completeness: Are all customer needs reflected in the requirements? 
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B. Correctness: Does each requirement reflect a customer need? Some requirements 
are incorrect because they are too restrictive so that good solutions might be re-
jected. Other requirements are incorrect because they are wrong; they specify 
something the customer explicitly does not want. 

C. Understandability: Can stakeholders understand and use the requirements? 
 
Validity threats. For space reasons we don't discuss all the validity threats here, but 
only the most important ones:  

• Lauesen has invented one of the techniques to be evaluated. His evaluation of the 
replies might be biased. We have reduced this threat by getting consensus from 
several experts, as explained in the procedure below. 

• The experts didn't have the same opportunities for talking to the client, as they 
would have in real life. True, but it seemed to have little effect. During the con-
sensus procedure, there was no disagreement about which requirements were jus-
tified by the analysis report and which were not.  

• Lauesen studied the domain and wrote the analysis report. This gave him an ad-
vantage. True, but it had no influence on the other six task-based replies. Further, 
when ranking the task-based replies on completeness (Figure 5), Lauesen (Expert 
L) was only number 4. (His excuse for the low ranking is that he spent only one 
hour writing the solution, plus 5 hours pretty-typing it without improving it in 
other ways.) 

 
Procedure 
1. The two authors have different backgrounds and independently produced two 

very different replies, Kuhail's based on use cases (Expert D) and Lauesen's on 
tasks (Expert L). We evaluated all replies independently. Each of us spent around 
1 to 3 hours on each reply. 

2. We compared and discussed until we had consensus. As an example, one of us 
might have found a missing requirement in reply X, but the other could point to 
where the requirement had been stated in the reply. We had around 5 points to 
discuss for each reply.  

3. For each reply, we sent our joint evaluation to the experts asking for comments 
and for permission to publish their reply and our comments. We also asked for 
comments to our own solutions. Some authors pointed out a few mistakes in our 
evaluation, for instance that we had mentioned missing requirements in their re-
ply that were not justified by the analysis report; or that our own solutions missed 
more requirements than we had noticed ourselves. We easily agreed on these 
points. Other authors said that our evaluation basically was correct, and that they 
were surprised to see the task approach, and considered using it in the future. 

4. Finally we asked two supporters (stakeholders) to evaluate the four representative 
replies presented below. It was of course a blind evaluation. They had no idea 
about the authors.  

We asked the supporters these questions in writing: 

a. How easy is it to understand the requirements? 
b. Which requirements are covered [met] by the system you have today? 
c. Which requirements specify something you miss today?[want-to-have] 
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d. Do you miss something in addition to what is specified in the requirements? 
e. Are some requirements wrong? 
f. Could you use the requirements for evaluating the COTS system you intend to 

purchase? 

The supporter got an introduction to the case and the style used in the first reply. 
He/she was asked to read it alone and answer the questions above. He/she spent be-
tween 30 and 50 minutes on each reply. Next we met, looked at the reply and asked 
questions for clarification. We handled the other replies in the same way. 

Karin, senior supporter: The first supporter was Karin Tjoa Nielsen. Karin had been 
the main source of information when Lauesen wrote the analysis report. She is not a 
programmer but has a very good understanding of users' problems and the hotline 
procedures. She read the replies in this sequence: Expert H (tiny use cases), Expert L 
(Lauesen tasks), Expert A (program-like use cases), Expert K (tasks). 

Morten, supporter with programming background: The second supporter was 
Morten Sværke Andersen. Morten is a web-programmer, but had worked in the hot-
line until two years ago. He had never seen use cases, but had worked with user sto-
ries. He read the replies in this sequence: Expert L (Lauesen tasks), Expert H (tiny use 
cases), Expert A (program-like use cases), Expert K (tasks). 

4   Sample Replies and Stakeholder Assessment 

We will illustrate the replies with the four examples summarized in Fig. 1. We chose 
them because they are short, well-written examples of tiny use cases, program-like 
use cases, and task descriptions.   

Tiny use cases: Expert H's reply consists of seven use cases. Fig. 2 shows one of 
them in detail (Transfer request). It describes the dialog when a supporter wants to 
 

Expert H  

(tiny use cases) 
Expert A  

(program-like use cases) 
Expert L (Lauesen)  

(tasks - no dialog) 
Expert K  

(tasks - no dialog) 

UC1. Record new  
request 

UC1. Trigger and control 
hotline problem solution 

T1: Report a problem T1: IT users (report 
problem + follow up) 

UC2. Follow up on 
request 

UC2. Accept request T2: Follow up on a 
problem 

 

UC3. Add request data UC3. Clarify request T3: Handle a request in 
first line 

T2.1: First line 

UC4. Transfer request UC4. Handle request T4: Handle a request in 
second line 

T2.2: Second line 

UC5. Update request UC5. Set support level T5: Change role T2.3: Both lines 
(change state) 

UC6. Retrieve statistics UC6. Get statistics T6: Study performance   

UC7. Generate reminder 
(system-to-system use 
case) 

UC7. Warn about orphaned 
requests (system-to-system 
use case) 

T7: Handle message 
from an external 
supplier 

 

  T8. Update basic data  

Length: 5500 chars.  
Time: 2.5 hours. 

Length: 9900 chars.  
Time: Unknown. 

Length: 4600 chars.  
Time: 6 hours. 

Length: 2900 chars.  
Time: 3 hours.  

Fig. 1. Overview of four replies 
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transfer a help request to another supporter. The steps alternate between The system 
does and The user does. Deviations from this sequence are recorded as variants below 
the main flow, e.g. the variant that the user wants to filter the requests to see only his 
own.  

Expert H's use cases have a simple flow with few deviations from the main flow. 
They are examples of tiny use cases, where each use case describes a simple action 
carried out by the user. 

The reply is easy to read. However, it gives an inconvenient dialog if the system is 
implemented as described. As an example, several use cases start with the same steps 
(UC 1, 2 and 3). If implemented this way, the supporter will have to select and open 
the request twice in order to add a note to the request and then transfer it (a common 
combination in a hotline.) 

Supporter assessment: The supporters were confused about the supplementary fields 
with goal, actor, etc. and ignored them as unimportant. Apart from this, they found the 
reply easy to read, but concluded that it contained only few and trivial requirements. 
As an example, Morten considered the entire use case in Fig. 2 one trivial require-
ment. It is more of a build-specification, he said. They noticed several missing or 
wrong requirements.  

USE CASE #04 Transfer request 

Goal Transfer a request to a specific hotline employee 

Level User goal (sea level) 

Precondition User is logged in and has the right to transfer requests 

Postcondition N/A 

Primary, Secondary 

actors 
Hotline 

Trigger Primary actor 
 
NORMAL FLOW  

Step Action 

1 The system shows a list of all open requests  

2 The user selects a support request 

3 The system shows request data for the selected request 

4 The system shows a list of hotline employees 

5 The user chooses a hotline employee from the list 

6 The system changes Owner to the selected employee and changes 
state to "2nd level" 

7 The system updates the request 
 
VARIANTS 

Step Action 
2a 

1 
2 

User wants to filter his own requests  

The system shows a list of all open requests with the user as Owner 
The use case goes to step 2  

Fig. 2. Expert H: Dialog steps in one column. Tiny use cases. 
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Program-like use cases: Expert A's reply also consists of seven use cases. Fig. 3 
shows one of them in detail (Handle request). It describes the dialog when a supporter 
takes on a help request and either corrects the problem or transfers the request to  
 

Name Handle request 

Actor Supporter (first/second line) 
Supporting  

Actors 
IT user  

Goal Solve a problem. 

Precondition [Workspace: request]  

Actor System 

A1) 
VAR1) the actor takes on an 
open request from his/her line. 
[Exception: No open requests] 
VAR2) the actor receives a 
request forwarded to him/her. 

S1) 
If VAR1) The system records the actor 
as owner of the request.  
[System function: take on request] 

A2) [optional *] The actor adds 
information  
[Include UC Clarify request] 

 

A3) [optional X] The actor 
forwards the request. 
VAR1) forward to second line 
VAR2) forward to specific expert 
(no matter what line) [include 
UC Handle request]  

S3) The system forwards the request 
[System function: forward request] 
If VAR1) The system changes the owner 
to “not set” and the status to “second 
line”  
If VAR2: The system sets the expert as 
the owner and notifies him/her about the 
forwarded request. If he/she is logged in 
at the moment, the system sends an 
alert in a way designed to attract his/her 
attention (e.g. a pop-up window). Else it 
sends the alert as soon as the expert 
logs in.  

A4) [optional *] The actor looks 
up information of the request. 

S4) The system provides information 
about the request. 
[System function: show request details] 

Description 

A5) [optional X] The actor solves 
the problem and closes the 
request. 

S5) The system closes the request. The 
system sends the user a notification.  
[System function: close request] 

Exceptions [There are no open requests]: The system contains no open requests. 

Rules None 

Quality  

Requirements 
None 

Data,  

Functions 

System functions: take on request, show request details, add information to 
description field . . . 

Post  

conditions 
The request is closed in the system. 

Included UCs Clarify request; Handle request   

Fig. 3. Expert A: Dialog steps in two columns. Programs-like use cases. 
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someone else. The steps are shown as two columns, one for the user actions (A1, A2, 
etc.) and one for the system actions (S1, S2, etc.). Variants are shown right after the 
related step. There are many variants, if-statements, included use cases, rules and 
exceptions. Special notation is used to show whether a step is optional, and whether it 
terminates the use case if done. The description is a kind of program that specifies the 
possible sequences. 

The optional steps may be carried out in any order, which gives the user much 
freedom to choose the sequence. 

Some of A's use cases involve several users and describe a kind of dialog between 
them. As an example, use case Clarify Request describes that a supporter can require 
more information from the IT user, what the user does, and how a (new) supporter 
handles it.  

Expert A's use cases are very different from H's. As an example, H's entire use case 
4 (Transfer request) is just step A3 in A's Handle request. While an H use case shows 
a tiny part of the dialog, an A use case covers a more coherent period. 

Supporter assessment: Karin (the senior stakeholder) couldn't understand the pro-
gram-like details and ignored them. She found the rest okay to read and used it as a 
checklist. She identified many lines as requirements that were met or want-to-have. 
She also noticed some missing or wrong requirements. Morten (the programmer) 
found the reply very hard to read and spent a lot of time checking the program-like 
parts. If I had been asked to read this first, I wouldn't have done it. He found many 
parts wrong or dubious. He concluded that the use cases were useless for checking 
against a new system, since it might well work in some other way. 

Task descriptions (Lauesen): Expert L's reply consists of eight task descriptions. 
Fig. 4 shows one of them in detail (Handle a request in second line). It describes what 
a second-line supporter can do about a request from the moment he looks at it and 
until he cannot do more about it right now (a closed task). He has many options, e.g. 
contact the user for more information, move to the problem location, order something 
from an external supplier - or combinations of these.  

At first glance, task descriptions look like use cases, but there are several signifi-
cant differences: 

1. The task steps in the left-hand column specify what user and computer do to-
gether without specifying who does what. Early on you don't know exactly who 
does what, and in this way you avoid inventing a dialog. Variants of the task step 
are shown right after the step, e.g. 1a about being notified by email.  

2. You can specify problems in the way things are done today, e.g. 1p about spot-
ting the important requests. You don't have to specify a solution. 

3. The requirements are that the system must support the tasks and remedy the prob-
lems as far as possible. You can compare systems by assessing how well they do 
this. 

4. In the right-hand column you may initially write examples of solutions, later 
notes on how a potential system supports the step. The left-hand side is relatively 
stable, but the right-hand side is not. Sometimes the system can carry out the en-
tire step alone, for instance if it automatically records the IT user's name and 
email based on the phone number he calls from. 
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5. The steps may be carried out in almost any order. Most of them are optional and 
often repeatable. The user decides what to do. The steps are numbered for refer-
ence purposes only. (Cockburn and others recommend this too, but it is hard to 
realize with use cases, because dialogs are a step-by-step sequence.) 

 

Problem requirements. In the example there are four problems in the way things are 
done today. Some of them, for instance 7p, are very important but not easy to solve. 

When a step has an example solution, the solution is not a requirement. Other so-
lutions are possible. Steps without a solution may have an obvious one that the analyst 
didn't care to write (e.g. step 6) - or he cannot imagine a solution (e.g. 7p). Both are 
okay. 

Lauesen's task list is quite different from expert H's use case list. As an example, 
H's use case 3, 4 and 5 are steps in Lauesen's Handle a Request in Second Line. The 
relationship to A's use cases is more complex. An A use case may go across several 
 

C4. Handle a request in second line 
Start: The supporter gets an email about a request or looks for pending requests. 
End: The supporter cannot do more about the request right now. 
 

Subtasks and variants: Example solutions: 
1 Look at open second-line requests from time to 

time, or when finished doing something else. 
 

1p Problem: In busy periods it is hard to spot the 
important and urgent requests. 

Can restrict the list to relevant 
requests. Can sort according to 
reminder time, priority, etc. 

1a Receive email notification about a new request  

2 Maybe contact the user or receiver to obtain 
more information. 

 

3 Maybe solve the problem by moving to the 
problem location. 

 

4 Maybe work for some time on the problem. 
Inform others that they don't have to look at it. 

Put the request in state taken. 

5 Maybe order something from an external 
supplier and park the request. 

The system warns if no reminder time 
has been set.  

6 In case of a reminder, contact the supplier and 
set a new reminder time. 

 

6p Problem: The user doesn't know about the 
delay. 

The system sends a mail when the 
reminder time is changed.  

7 Maybe close the case. The system warns if the cause hasn't 
been set.  

7p Problem: To gather statistics, a cause should 
be specified, but this is difficult and 
cumbersome today. 

 

7q Problem: The user isn't informed when the 
request is closed. 

The system sends a mail when the 
request is closed. The supporter has 
the possibility to write an explanation 
in the mail.  

8 Maybe leave the request in the "in-basket" or 
transfer it to someone else. 

 

p, q: Problems today 
a, b: Variants of the subtask 

User and computer together 

Maybe: The user decides 

 

Fig. 4. Expert L (Lauesens): Tasks- no dialog. Problems as requirements. 
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users and a large time span. In contrast a task should cover what one user does with-
out essential interruptions from Start (trigger) to End (done for now). This is the task 
closure principle.  

Supporter assessment: The senior supporter was excited about this reply: This is so 
clear and reflects our situation so well. It is much easier to read than the first one I 
got. I hope I don't step on someone's toes by saying this. Although she correctly un-
derstood the left-hand side, she tended to consider the example solution a promise for 
how to do it. Morten read this reply as the first one. He was excited about the start and 
end clauses because they reflected the real work. He was puzzled about the distinction 
between first and second line, because the hotline didn't operate in that way when he 
worked there. Initially he hadn't marked the problems as requirements, but later in-
cluded them. Both supporters marked most of the steps as requirements that were met 
or want-to-have. They didn't notice any missing or wrong requirements. 

We have seen also in other cases that the two-column principle and the problem 
requirements are not fully intuitive. However, once reminded of the principle, readers 
understand the requirements correctly. (The reply started with a six-line explanation 
of the principles, but the supporters didn't notice it.) 

The senior supporter decided to evaluate the system they intended to buy by means 
of the task descriptions (she still didn't know whom the author was). She did this on 
her own a few days later, and concluded that most requirements were met - also those 
that earlier were want-to-have. She could also explain the way the new system solved 
the want-to-have problems.  

Task description: Expert K's reply consists of four tasks, very similar to Lauesen's, 
but K hasn't covered statistics and maintenance of basic data. For space reasons we 
don't show a detailed task. In general all the task replies are rather similar. We chose 
K's reply because the author had no supporter experience, had experience with tasks 
in real cases, and followed the principle of task closure.  

Supporter assessment: The senior supporter read this reply a few months after read-
ing the first three replies. She found also this reply easy to read. She had marked eight 
of the requirements with a smiley and explained that these requirements showed that 
the author had found the sore spots in a hotline. (Seven of these requirements were 
problem requirements.) She had marked all the requirements as met in the new sys-
tem, but explained that they currently worked on improving the solution to one of the 
problems (quick recording of problems solved on the spot). She had noticed that re-
quirements for statistics were missing.  

Morten also read this a few months later. He was asked to compare the reply 
against the old system, since he didn't know the new one. He found the tasks easy to 
read and noticed six requirements that were not met in the old system (five of them 
problem requirements). He didn't notice that requirements for statistics were missing.  

He also made comments that showed that the task principles had to be reinforced. 
He surprisingly suggested that the step estimate solution time should be deleted - 
otherwise supporters would be annoyed at having to make an estimate. He forgot that 
all task steps are optional, and you don't have to carry out an optional step. In a few 
places he complained about missing or bad solutions. He forgot that the solution side 
is just examples. The supplier should give the real solution.   
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5   Completeness - Dealing with Existing Problems 

Requirements are complete when they cover all the customer's needs. Completeness 
of the ordinary requirements varied within both groups of replies due to participant's 
experience, time spent, etc. However, the two groups handled the present problems 
very differently. If requirements don't cover these problems, the customer may end up 
getting a new system without noticing that the problems will remain. 

The analysis report mentions nine problems in the existing hotline, e.g.: In busy pe-
riods, around 100 requests may be open (unresolved). Then it is hard for the indi-
vidual supporter to survey the problems he is working on and see which problems are 
most urgent. 

In principle requirements can deal with such a problem in three ways: 

1. Specify a solution to the problem. 
2. Ignore the problem. 
3. Specify the problem and require a solution (a problem requirement).  

Problem requirements are unusual in traditional requirements, but are used exten-
sively in tasks. The use case replies deal with problems by either specifying a solution 
or ignoring the problem. 

All the use case replies ignored the problem with the busy periods. Expert A con-
firmed our suspicion that it was because they couldn't see a solution. 

Expert A explained: We do not think that this can be solved by the system. The sys-
tem gives all the important information (e.g. date placed) for the user to decide. 

With tasks you can just record the problem, for instance as in Fig. 4, 1p. Lauesen's 
experience from many kinds of projects is that recording the problem helps finding a 
solution later, for instance the one outlined in Fig. 4, 1p. Even if the analyst cannot 
imagine a solution, a supplier may have one. As an example, we considered problem 
7p (specifying the cause of requests) hard to solve until we saw a product with a short 
experience-based list of the most common causes. They covered around 90% of the 
help requests. The customer could gradually add more causes.  

The analysis report mentions nine problems. For each reply we checked which 
problems it covered, either as a problem requirement or as a solution. Fig. 5 shows the 
results. The problem above is recorded as problem A. None of the use case replies 
deal with it. Problems that have an easy solution, for instance problem I, are covered 
by most replies.  

Tasks cover these nine problems significantly better than use-cases do: 

• Number of problems covered by a use case reply: 3.8 ± 1.2 
• Number of problems covered by a task reply:  6.5 ± 1.9 

The difference is significant on the 1% level for ANOVA (p=0.6%) as well as for a t-
test with unequal variances (p=0.5%). 

The standard deviations are due to differences in expertise, time spent, simple mis-
takes, etc. Not surprisingly, the deviation for task replies is larger because some task 
participants had little task experience (N and O).  

Maiden & Ncube [16] observed that when comparing COTS products, all products 
meet the trivial requirements. Selection must be based on the more unusual require-
ments. In the hotline case, the problem requirements are the ones that will make a 
difference to the customer, while the ordinary requirements will be met by most  
systems.  
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Expert A    1 1 1 1 0.5 1 5.5 
Expert B  0.5 1  1 1  0.5 1 5 
Expert C    0.5  1 1 0.5 1 4 
Expert D    1   1 1 1 4 
Expert E     1  1 1 1 4 
Expert F      0.5 1 1 1 3.5 
Expert G   0.5     0.5 1 2 
Expert H      0.5  0.5 1 2 
Total UC 0 0.5 1.5 2.5 3 4 5 5.5 8  

Task-based: 
          

Expert I 1 1 1 1 1 1 1 0.5 1 8.5 
Expert J 1 1 1 1 1 1 1  1 8 
Expert K 1 0.5 1 1 1 1 1 1  7.5 
Expert L 1 1 1 1 1 1  1  7 
Expert M 1 1 0.5  0.5 1 1  1 6 
Expert N 1 1   0.5 1   1 4.5 
Expert O     0.5 1 1  1 3.5 
Total tasks 6 5.5 4.5 4 5.5 7 5 2.5 5   

Fig. 5. Problem coverage: 1 =fully covered, 0.5 = partly covered 

6   Too Restrictive Requirements 

In the hotline case the purpose is not to develop a new system, but to expand the ex-
isting one or acquire a new one (probably COTS-based). With the task technique 
stakeholders check how well the system supports each task step and each problem. In 
order to compare systems, they check each of them in the same way. 

We couldn't see how the use cases handled this situation. The use cases specify a 
dialog in more or less detail, and it seems meaningless to compare this dialog with a 
different dialog used by an existing system. The requirements arbitrarily restrict the 
solution space. So we asked participants how their use cases could be used for com-
parison with an existing system. Here are some of the replies: 

 

Expert F: We will make use of something that we call a decision matrix. We have 
prepared a sample for your reference where we are comparing the present Hotline 
system with the system that we propose… 
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Their matrix shows nine features to compare, e.g. Reminder management and 
Automatic request state management. They have no direct relation to the use cases. F 
explained that their use cases specified a new system to be developed from scratch.  

 

Expert H: Use Cases are an optimal source for defining Test Cases. So running these 
Test Cases against different proposals and the existing system, it will be clear which 
systems fulfill most of the functional requirements. The tests can be run “on paper” 
since many solutions have not been developed yet. 

This seems a good idea. The only problem is at what detail you define these test 
cases. Assume that you use the use cases directly as test scripts. You would then test 
Transfer request (Fig. 2) by trying to select a request from the list, checking that the 
system shows request details and a list of hotline employees. But what about a system 
where you don't need to see the details, but transfer the request directly from the list? 
You would conclude that the system doesn't meet the requirements (actually it might 
be more convenient). One of the supporters (Morten) actually tried to verify Expert 
A's program-like use cases in this way, but became so confused that he gave up.  

Hopefully, the testers have domain insight so that they can abstract from the details 
of the use case and make the right conclusion.  If so, most of this use case is superflu-
ous. You could omit everything except the heading Transfer request and simply test 
that the system can transfer a request, and make a note about how easy it is to do so. 
The other supporter (Karin) actually verified all use cases in this way. 

 

Expert A: Our requirements only describe the to-be system. They cannot be used to 
compare the other systems with the current (open source) system. However, they 
could be used to see whether the supplier's system (if not available, the description of 
the system) meets our requirements. 
 

Expert A (another team member): I think the purpose of your [Lauesen's] specifica-
tion is quite different from ours. We want to provide a specification that describes the 
solution to the problems on a high level. For the purpose of choosing between solu-
tions your specification is much better, but this was not so prominent in the experi-
ment description that we considered it the major context.  

The other use-case replies follow the same lines. They describe a future solution in 
detail.  

Why did all the use case authors describe a future solution and later realize that it 
wasn't useful as requirements in this case? The analysis report said that the customer 
wanted to modify the existing system or buy a new one - not build a new one. We 
believe that use case principles and current practice are the causes: 

 

1. Use case principles force you to design a dialog at a very early stage. In this 
way you design key parts of the solution rather than specifying the needs.  

2. Use cases are so widely used that nobody questions their usefulness.  
3. Few analysts know alternative requirements that are verifiable, not solutions, 

and reflect the context of use.  

7   Wrong Requirements 

The supporters and we noted several wrong requirements in the use cases. As an  
example, Expert C mentions these two business rules: 



 Use Cases versus Task Descriptions 119 

R1. Only problems with high priority may be requested via phone or in person. 
R2. For statistical purpose it is not allowed to create a request for more than one 

problem. 

None of these rules are justified in the analysis report, and it would be harmful to en-
force them. Should hotline reject a user request if it contains more than one problem? 
The hotline would surely get a bad reputation.   

We believe that use case theory and templates cause these mistakes. Many text-
books on use cases emphasize rules, preconditions, etc. and their templates provide 
fields for it. Most replies used such a template, and as a result, the authors were 
tempted to invent some rules, etc. Often these rules were unnecessary or even wrong. 

In order to avoid this temptation, tasks do not have fields for preconditions or rules. 
When such a rule is necessary to deal with a customer need, it can be specified as a 
task step, e.g. check that the request has a high priority, as a constraint in the data 
model, or in other sections of the requirements [13]. 

8   Conclusion 

In this study we compare real-life use cases against the related technique, task de-
scription. We deal only with use cases that specify the interaction between a human 
user and the system. We do not claim that the findings can be generalized to other 
kinds of use cases, for instance system-to-system use cases.  

The study shows that with use cases the customer's present problems disappear 
unless the analyst can see a solution to the problem. The consequence is that when the 
customer looks for a new system, he will not take into account how well the new sys-
tem deals with the problems. Even if the analyst has specified a solution, a better 
solution may not get the merit it deserves because the corresponding problem isn't 
visible in the use cases. 

Task descriptions avoid this by allowing the analyst to state a problem as one of 
the "steps", with the implicit requirement that a solution is wanted (a problem re-
quirement). Example solutions may be stated, but they are just examples - not re-
quirements. In practice, stakeholders need some guidance to understand this principle. 

The study also shows that use cases in practice produce too restrictive requirements 
for two reasons: (1) They force the analyst to design a dialog at a very early stage, in 
this way designing a solution rather than specifying the needs. Often the dialog would 
be very inconvenient if implemented as described. (2) Many use case templates pro-
vide fields for rules, preconditions, etc. and these fields encourage analysts to invent 
rules, etc. Often they don't reflect a customer need and may even be harmful. 

Task descriptions don't specify a dialog but only what user and system need to do 
together. The supplier defines the solution and the dialog, and stakeholders can com-
pare it against the task steps to be supported. Tasks don't tempt the analyst with fields 
for rules, etc. When rules are needed, the analyst must specify them as separate task 
steps or in other sections of the requirements.   
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Abstract. [Context and motivation] When designing e-services it is important 
that they fit smoothly into the service consumers’ business processes. If the  
e-services do not fit there is a risk that they will not be used by the consumers; 
the investment and effort to use the e-services might be too high. [Ques-
tion/problem] In this paper, we aim at describing an approach for analysing  
requirements on e-services from the service consumers’ perspective. [Principal 
ideas/result] The approach supports the identification and analysis of problems 
that e-services can cause in consumers’ business processes. The presented  
approach is also supporting identification of tentative solutions such as changes 
in the e-services, business processes, IT systems or legal regulations. [Contri-
bution] The approach contributes to the area of e-service requirements analysis 
by taking a consumer and process centric perspective. The approach is 
grounded in and illustrated by a case at the Swedish Tax Agency. 

Keywords: process analysis, e-service requirements, e-service design. 

1   Introduction  

Generally, e-services can be used in a wide range of situations. For example,  
e-services can be used for information exchange; for ordering of products; or for more 
elaborative business collaborations. Central to service usage can arguably be the in-
teraction between the service provider and the service consumer (sometimes called 
the “service user”). In order for the service consumer to use an e-service, the service 
needs to be valuable for the consumer [1]. However, the consumer value of the ser-
vice can be hampered if the consumer needs a large investment or effort in order to 
use the service. In a commercial setting this can mean that the consumer may not use 
the service for requesting information or for ordering of products. Likewise, for an  
e-service provided by the government, such as online tax declaration/tax return, this 
can mean that the consumer will not use the e-service. Instead, the consumer will send 
in the tax declaration using paper forms and traditional channels, which will increase 
the administrative costs for the tax agency. 

The adjustment effort, or investment, that is needed for a consumer to use an  
e-service can be particularly unfortunate for the use of governmental e-services. The 
reason behind this is that some governmental e-services at a first glance give  
little immediate consumer value. For example, companies that are submitting tax  
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declarations do not get any immediate value in return. (Of course, companies do get 
something in return, in the form of public roads etc [2].) Thus, the effort of using this 
kind of governmental e-services needs to be low in order for consumers to start using 
them. This is especially true if there are alternative ways of achieving the same result. 
For example, many companies have developed a business process for manually man-
aging tax declarations using paper forms and traditional channels. Using the e-service 
instead may cause changes in the company’s business processes as well as supporting 
IT systems, which, in turn, may require extra investments and/or efforts. These 
changes in the process can be at best annoying for the company, or in the worst case 
require substantial investments to be dealt with. 

The problem addressed in this paper is that e-services can cause problems in con-
sumer processes. That is, requirement elicitation activities for designing e-services 
need to broaden their scope and also consider the e-services’ impact on the consum-
ers’ business processes.  

The goal of the paper is to present an approach for identifying and analysing  
problems related to the e-services impact on the consumers’ business processes. The 
approach also supports identification of tentative solutions. These solutions consist of 
a combination of changes on the service provider’s and/or the service consumers’ 
sides. More precisely, the suggested solutions consist of improvements in the  
consumers’ business processes enabled by changes in the provider’s e-services; the 
provider’s business and legal regulations; or the consumers’ IT systems.  

The approach is grounded in and illustrated by a case study performed at the Swed-
ish Tax Agency. The work is a part of a research project, named SAMMET [3]. One 
of the problems investigated in the project was that an e-service developed by the 
Swedish Tax Agency was not used as much as expected. The e-service was aiming at 
supporting companies to send in tax declarations to the Swedish Tax Agency elec-
tronically. However, a large group of companies were continuing to use paper forms 
and traditional channels instead of using the e-service. In order to analyse the limited 
use of the e-service, we investigated the e-service design as well as the IT and busi-
ness context on both the service provider’s and service consumers’ sides. We then 
designed and applied the approach presented in this paper.  

The approach is theoretically grounded in a four-aspect process framework [4] [5]. 
The process framework enables a structured approach to the process analysis and to 
structure the outcome of the approach. To aid the identification of possible solutions 
we furthermore apply a set of solution areas, based on that changes can be made to 
both IT and business on the consumers’ and provider’ sides of an e-service.  

The remainder of this paper is structured as follows. In the next section, we de-
scribe research related to the approach. In Section 3, we give a short overview of the 
approach. In section 4-6, we describe the approach in detail. We also illustrate the 
approach using the Swedish Tax Agency case. Section 7 concludes the paper. 

2   Related Research 

Identifying, designing and implementing e-services introduce new challenges for 
business and IT architects. Compared to traditional information systems, service 
based systems are typically distributed among organisations. This means when  
designing and analysing e-services there is a need to consider a wider scope of  
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requirements stemming from both the service provider and the service consumers. 
These issues have been addressed in the new subarea of requirements engineering that 
investigate service analysis and design. In this section, we describe how the approach 
presented in this paper relates to other research on e-services.  

The relation between e-services and processes is discussed frequently in the litera-
ture. Particularly, the use of e-services is seen as a vehicle for process improvements. 
This view is predominant in the realm of Service Oriented Architectures, SOA. Sev-
eral authors argue that e-services, and SOA, will be a base for building new, improved 
business processes [6][7]. In this paper, we take a different view: the view that a ser-
vice can adversely affect the process it is used in. As a result, the findings can be used 
for e-service improvements as well as business process improvements.  

There exist several methods on how to gather requirements for, and design  
e-services. Closest to the approach presented here are methods [8] [9] [10] that em-
ploy process models to design e-services. However these methods focus on the use of 
processes to create new e-services. In comparison to these methods, we use processes 
as a mean to analyse existing e-service designs, and to provide solutions for a better 
fit of the e-services in the service consumers’ processes. Furthermore, the mentioned 
process based approaches focus on the activities and their relation in the processes for 
analysis, while we here apply a more elaborate four-aspect process framework. This 
enables us to perform a more detailed process analysis.  

The view that information systems need to be analysed and evaluated in their con-
text is argued for by several authors. For example, Scriven [11] argues that effects of 
a program should be evaluated by the effects as perceived by its users, as this way of 
evaluating is likely to catch unintended side-effects. This is in contrast to evaluate a 
service against its set up goals or intended effects. To rather examine the unintended 
effects is in line with the approach presented in this paper, since we try to discover 
problems or unintended effects that the use of a service has on a process. 

The importance of studying e-services in their context is also pointed out by Gold-
kuhl [12]. Goldkuhl points out that e-services can have positive as well as negative 
effects for both service consumers and providers. In this paper, we focus on negative 
effects on the consumer side. Furthermore, Goldkuhl presents a generic method of 
how a software system in general should be designed to fit a certain organizational 
context [12]. However, the generic method does not include any concrete guidelines 
for how the analysis should be carried out. The approach presented in this paper is a 
first step towards aiding business and e-service analysts and designers with concrete 
guidelines how to perform this kind of analysis. 

There also exist methods that makes use of goal models, such as i*, to design  
e-services [13][14][15]. We do not apply goal models in our analysis, this would be a 
possible extension to capture alignment problems between e-services and high-level 
organizational goals. However, one benefit with the approach is that the approach still 
could be used if no goals are identified at the consumers’ side. Another benefit is that 
the approach is concrete and highly focused on the day-to-day activities in the con-
sumers’ processes. 

It is interesting to note that technically oriented service design principles, such as 
loose coupling [7] and service composability [6], are expressing the desire to design 
e-services that are affecting its usage context as little as possible. The reason behind 
these technical design principles is to create services that are usable in different  
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technical settings. These kinds of principles are seldom found in more user interface 
and user-interaction oriented literature. The driver behind the approach presented in 
this paper is similar to the technical design principles - to create services that do not 
impose restrictions in their context of use. 

3   Overview of the Approach 

The goal of the approach presented in this paper is to identify and analyse problems 
that e-services cause in consumers’ business processes. More precisely, we will focus 
on negative unintended effects on the processes, that is, the limitations that the  
e-services impose on the consumer processes. 

The approach consists of three steps: consumer process identification, consumer 
process analysis and solution summary. To perform each step we provide one instru-
ment in each of the steps. For example, the consumer process identification is  
supported by the use of a set of guiding questions. The three step approach is pre-
sented in Figure 1. Inputs to the steps are shown as arrows to the left side of boxes 
and output is represented as arrows from the right side of the boxes. The instruments 
used are represented as arrows associated with the bottom side of the boxes.  

Designed
e-service

1) Consumer
process 
identification

Description of the 
consumer
process in which
the e-service is 
used

2) Consumer
process 
analysis

Identified
problems
and possible
solutions 

3) Solution 
summary

Summary of 
problems and 
solutions

Guiding questions
based on a four-
aspects process 
framework

Guiding questions based
on a four-aspects
process framework and 
four solution areas 

Table structure based
on a four-aspects
process framework and 
four solution areas 

 

Fig. 1. Overview of the approach 

Each of the three steps and used instruments are described in detail in Section 4, 5 
and 6. These sections also show how the approach was applied in a case at the Swed-
ish Tax Agency. The steps in the approach are briefly summarised below:  
 

Step 1 - Consumer process identification. The aim of this step is the description of a 
consumer process in the form of its activities, the order of activities, the structure and 
content of information used and produced in the activities, as well as needed roles for 
service interaction. The step includes both the direct interaction required to use the e-
service, and the wider context of the service use, i.e. the activities that precede and 
follows the service interaction. To guide the process identification, we provide an 
instrument in form of a set of guiding questions based on a four-aspect process 
framework.  
 

Step 2 - Consumer process analysis. During this step the consumer process is exam-
ined to find problems caused by the e-service, as well as tentative solutions to these 
problems. To guide this step we propose an instrument in the form of another set of 
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guiding questions. These questions are based on a combination of the aforementioned 
four aspect-process framework, and four solution areas. The four solution areas are: 
changes in the service consumers’ business processes, changes in the e-service, 
changes in the provider’s business rules (including legal regulations), and changes in 
the consumers’ IT systems.  
  

Step 3 - Solution summary. The problems and solutions found in the previous process 
analysis step are summarised according to the process aspects as well as the solution 
areas. To guide this summary, we provide an instrument in form of a simple table 
structure, describing problems and for each problem possible solutions. The table 
structure also shows how a solution in the form of a consumer process change must be 
supported by a change in at least one of the solutions areas: the service provider’s 
business rules, the service provider’s e-service or the service consumers’ IT systems. 
 

All three steps above could be performed by a process/e-service analyst in collabora-
tion with the consumers of the e-service. In the case study presented in this paper, we 
used the guiding questions of step 1 and 2 in interviews with service consumers. 
However, the questions could also be used to guide workshops with several consum-
ers present. The instrument in step 3 can be performed by a business analyst, in com-
binations with other approaches to estimate the cost of performing the changes, and to 
prioritize the changes. 

4   Process Identification 

In order to identify and describe the consumer process we need to examine not only 
the activities of the process that are directly interacting with the service, but also the 
activities that precede and follow the service interaction. We denote the activities that 
precede and follow the service interaction activities as the service context. Thus, in 
this step of the approach we will identify both activities within the service interaction 
and in the service context.  

A process is not only about the activities and their relations. To analyse service-
based business process in depth, we also need to identify the process’ use of informa-
tion and role responsibilities. To cover all aspects of a process during the identification 
step, we rely on an existing four-aspect process framework [4][5]. According to this 
framework, a process can be described in four aspects: 

 

 Functional - Describes the set of activities that are within the process 
 Behavioral - Describes how the activities are interlinked, i.e. their order of execu-
tion and how the activities are synchronized in time. 

 Informational - Describes the needed information that is used and produced by the 
activities within the process. 

 Organizational - Describes who is responsible for executing the activities. This is 
commonly described by using roles. 
  

The four aspects are interrelated. Thus, to describe a process in detail all four aspects 
need to be used. The four aspects should therefore not be seen as orthogonal. Instead, 
process analysts can use an aspect as a mean to intentionally focus on some character-
istic of the process in detail, while putting other characteristics in the background. 
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To cover all the above process aspects, and to cover both the service interaction 
and its context, we propose an instrument which consists of a set of simple guiding 
questions, see Table 1. The guiding questions are based on the four-aspect process 
framework described above. As shown in Table 1, we propose to have separate ques-
tions for the service interaction and the service context. This is to avoid a too narrow 
focus in the process analysis. 

Table 1. Process identification questions, based on process aspects 

Process aspect Within service interaction In the service context

Functional
Which activities are needed within a 
service interaction in order to use a
specific e-service? 

Which activities are needed for 
preparation and handling of the result of 
a service interaction for the e-service?

Behavioural

Which order of activities is needed 
within a service interaction in order 
to execute a specific e-service? What 
requirements are put on the timing 
and performance on these activities?

Which order of internal activities is 
needed in order to prepare for the 
service interaction? How are the 
activities that handle the result of the 
interaction coordinated?

Informational

Which structure and content have the 
information that is sent to external 
parties during the service interaction?

Which structure and content of the 
internal information are needed for 
preparation, and handling of the result, 
of the use of the e-service?

Organizational

Which organizational role(s), or 
individual(s) are needed to participate 
in the service interaction in order to 
execute a specific e-service? 

Which organizational role(s), or 
individual(s) are needed for the 
preparation before service interaction, 
and for handling of the result of a 
service interaction?

 
 

In order to identify and describe the consumers’ tax declaration processes in the case 
study at the Swedish Tax Agency, we performed eleven semi-structured interviews 
with consumers of the tax agency’s e-service. Out of the eleven interviews, six where 
performed with personnel at companies that worked as ombudsmen for tax declara-
tions. These companies managed tax declarations of VAT and salaries for other  
companies. Thus, they had worked with the tax agency’s e-service in different organ-
isational settings. The other five interviews where performed with accountants  
working with the e-service at the company by which they are employed. Out of the 
eleven companies three had over 250 employees. During the interviews the guiding 
questions ensured that we identified information about the tax declaration processes 
with enough width and detail to get a good ground for further analysis.  

The interviews led to a generalized graphical process model of the consumer’s tax 
declaration process, and also textual descriptions. Figure 2 shows the resulting  
process diagram drawn by using the Business Process Model Notation (BPMN). The 
process is a simplification of both the service interaction and the service context that 
is performed at the companies. To simplify the process we only show the VAT proc-
ess in Figure 2, and not the handling of the tax on salaries. Furthermore, we assume 
that all companies hand in declarations monthly. In reality smaller companies are 
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allowed to do tax declarations quarterly or yearly. We have also removed some of the 
activities that some individual companies perform internally.  

In the Tax Agency case there where substantial similarities in how the service con-
sumers performed the tax declaration process, we therefore drew one generic process 
model. Other options would be to draw one process model per consumer, or one per 
consumer segment. The later, having a process model per consumer segment, can be 
beneficial when having a wide range of different consumers.  

 

Fig. 2. The e-service consumer process 

The tax declaration process (see Figure 2) starts with a transaction collection phase 
where the companies save receipts and invoices. Some of the companies perform 
continuous registration of the transactions in their systems. For special transactions, 
such as those that involve several countries, a special annotation is made, e.g. in an 
excel sheet or word document. All transactions need to be entered in the system on 
the 3rd day of each month at the latest. This phase is part of the service context. 
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During the service interaction phase the information that has been collected is pre-
pared and audited for the declaration, this includes considering the special annotations 
done previously. The information is then manually registered in the tax declaration  
e-service, and signed using a digital certificate.  

During the tax payment phase the correct amount tax is paid by the companies by 
issuing a payment order. This phase is part of the service context. 

Even though it is simplified, the textual process description above, and the model 
shown in figure 2, constitutes the result of the first step of the approach. The next step 
of the approach is to identify problems in the process. 

5   Process Analysis 

The four process aspects described earlier (functional, behavioural, informational and 
organisational) are excellent as a means to describe a process, but we cannot rely on it 
alone to identify problems in the process. The reason is that the four aspects only 
suggest certain areas of a business process to focus on when describing and analysing 
a business process. To identify the problems, the consumer process also needs to be 
related to optimal solutions that the current process diverts from. In a sense, a prob-
lem exists when there is a gap between a desired state of affairs and the actual. How-
ever, if no optimal solution is available, further means are needed, such as means for 
identifying the lack of resources in existing processes or finding alternative solutions 
to the existing one. Therefore, we propose four solution areas for solving problems in 
the consumer process.  

The solution areas that we propose are based on the idea that solutions can exist in 
the form of business changes or IT changes. Furthermore, these business and/or IT 
changes can be implemented at the consumer’s or provider’s sides. This combination 
gives four solution areas, as shown in figure 3.  

E-service 
consumer

E-service 
provider

Business

IT

Consumers’
business processes

Consumers’ 
IT systems

Provider’s
business rules

Provider’s e-service

 

Fig. 3. The four pre-defined solution areas 

The four solution areas are described below: 
 

 Provider’s e-service, i.e. the e-service designed and offered by the provider of the 
service (and used by the consumer).  

 Provider’s business rules, i.e. the business rules that govern the design and use of 
the e-service at the provider’s side of the interaction. For example, when it comes to 
governmental e-services, this can be legal or organisational regulations. 
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 Consumers’ business process, i.e. the internal business process in which the e-
service is used by the consumer of the service.  

 Consumers’ internal IT system, which supports the internal business process in 
which the e-service is used.  

 

By combining the four aspects framework with the four solution areas, problems can 
be found as well as tentative solutions. Each problem will be associated with a certain 
process aspects, while solutions are related to solution areas. The solutions consist of 
a combination of changes on the service provider’s and/or the service consumer’s 
sides. More precisely, the suggested solutions consist of improvements in the con-
sumer’s business process enabled by changes in the provider’s e-services; the pro-
vider’s business rules; or the consumer’s IT systems. For example, there might be 
activities in the consumers’ business process that can be removed (problems in the 
functional aspect of the process) by an improved design of the providers business 
rules (a solution area).  

To guide this step we propose an instrument in form of a set of guiding questions, 
based on this combination of the four aspect-process framework and the four solution 
areas. The guiding questions are presented in the next sub-sections, describing how 
the process can be analysed aspect by aspect.  

5.1   Analysing the Functional Process Aspect 

The functional aspect of a process concerns the activities carried out in a process, in 
our approach, the service consumer process. The activities can be a part of the service 
interaction, that is, they can be depending on interaction with the e-service. The ac-
tivities can also be in the service context, that is, they can be performed before or after 
the service interaction. 

E-Services that do not fit well with the consumer process will require additional 
activities compared to e-services that are designed with the consumer process in mind, 
or will include manual activities that could be automated. During the process analysis 
of the functional aspect we can thus examine if there are any unnecessary extra activi-
ties needed to use the service, and if there are unnecessary manual activities which 
could be automated. To guide the analysis of the functional aspect we can use two 
simple questions, based on the reasoning above: 

 

 QF1 - Are there any extra activities in the process that can be avoided using an 
alternative design of the provider’s e-service, provider’s business rules, or consum-
ers’ internal IT systems? 

 QF2 - Are there any manual activities in the process that can be automated using an 
alternative design of the provider’s e-service, provider’s business rules, or consum-
ers’ internal IT systems? 

 

In the Tax Agency case (see Figure 2), we can firstly conclude (by using question 
QF2) that the submission of the tax declaration requires the companies (i.e. service 
consumers) to manually enter the figures into the Swedish Tax Agency’s (i.e. service 
provider’s) e-service (the Register declaration activity in Figure 2). This activity 
could have been automated if there was a possibility to interconnect the consumers’ 
internal IT support with the Swedish Tax Agency's system. Thus, we conclude that 
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there is an alternative design that concerns the consumers’ internal IT systems, and 
the provider’s e-service design.  

We can also conclude (by applying question QF1) that there are activities that are 
used for overcoming limitations in the service consumers’ IT systems, namely the 
"Make annotations". These annotation activities are performed because the current IT 
support does not fully support the Swedish VAT regulations. In this case, these anno-
tation activities would not be necessary if the e-service and IT systems where de-
signed to follow the same standard procedures and rules, and have open interfaces. 
This problem can be related to two solution areas, an alternative internal IT system 
design or an alternative design of the Swedish Tax Agency’s business rules. Even if it 
is unlikely that the Swedish VAT rules will be changed to conform to system imple-
mentations at the service consumers’ side, posing the questions reveals that there are 
discrepancies between the IT systems that the service consumers’ use and the busi-
ness rules at the service provider’s side imposed via the service. 

5.2   Analysing the Behavioural Process Aspect 

The behavioural aspect of a process concerns the control flow, i.e. in which order  
the activities are arranged in relation to each other. The control flow is expressed 
using a set of basic control flow constructs: sequence, synchronizations and condi-
tional branching.  

Ideally the service would not affect a process’ behavioural aspect. This means that 
the service should introduce as few sequences, synchronizations and conditional 
branches as possible. When analyzing how the service causes problems in a process 
we can thus look for process flow constructs that are unnecessary with alternative 
solutions. To aid in analyzing the process we have three basic questions, based on the 
three types of flow constructs: 

 

 QB1 - Are there any unnecessary constraints put on the sequencing of activities in 
the process that can be avoided using an alternative design of the provider’s  
e-service, provider’s business rules, or consumers’ internal IT systems? 

 QB2 - Are there any extra complexity in the process due to conditional branching 
that could be avoided by an alternative design of the provider’s e-service, pro-
vider’s business rules, or consumers’ internal IT systems? 

 QB3 - Are there any unnecessary constraints put on the process hindered because of 
the need to perform synchronization of parallel flows that can be avoided using an 
alternative design of the provider’s e-service, provider’s business rules, or consum-
ers’ internal IT systems? 

 

Looking at the Tax Agency case (see Figure 2), we can see that the behavioural aspect 
is quite simple - there are few uses of branching and parallel flows. The most complex 
part of the process is actually before the interaction with the service occurs, i.e. when 
the information to put into the tax declaration is collected in the "Save transaction" 
and "Register in system". We can conclude (with the aid of question QB1) that all 
"Save transaction" and "Register in system" activities must be performed before the 
service is used. This can be considered as a requirement put on the behavioural aspect 
of the process. Another design of the provider’s e-service and business rules that 
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allows continuous reporting of transactions would get rid of this dependency between 
activities.  

Even if it is not shown in the example process, the use of the e-service also put re-
quirements on the process synchronization. When a company declares in and outgo-
ing VAT it also needs to declare the paid salaries for the same month. This means that 
two sub-processes, the salary process (not shown) and the VAT process (shown in 
Figure 2), need to converge/synchronize in a single activity, the "Register declaration" 
activity. This dependency can be found by using question QB3.The reason behind the 
need to declare both VAT and salaries at the same time can be traced back to the use 
of paper forms - it was considered simpler to just use a single paper form for both 
declarations. A simple solution can be found in the e-service solution area – just sepa-
rate the handling of VAT and tax put on salaries.  

5.3   Analysing the Informational Process Aspect 

The informational aspect of a process concerns the information structures needed for 
performing its activities. The information structures include the information sent and 
received from the service under study, as well as information that are internal to the 
process, i.e. the information sent and received in the service context. Services that do 
not fit well with the process will require the information to be restructured, for exam-
ple by requiring that the information is sent in several "documents" rather than one. 
To discover the services impact on the informational aspect we provide the following 
guiding question: 

 

 QI1 - Are there any unnecessary re-packaging of information that can be avoided 
by using an alternative design of the provider’s e-service, provider’s business rules, 
or consumers’ internal IT systems? 

 

In the Tax Agency case (see Figure 2) we have already seen that the functional aspect 
of the process is affected because supporting IT systems are not following the same 
standard procedures and rules as the e-service designed by the Swedish Tax Agency. 
This mismatch also affects the informational aspect. Even thought detailed document 
flow is not provided in the sample process, we can see (using QI1) that the extra  
information provided during the "Make annotations" is required to be merged into the 
main declaration information in the activity, i.e. "Prepare and audit information". In 
essence this means that an information requirement is affecting not only the informa-
tional aspect, but also the functional, because there is a need to have extra activities to 
produce the requested information. As stated in Section 5.1, the alternative solution to 
this problem is potentially to change the provider’s business rules or the consumers’ 
IT systems.  

5.4   Analysing the Organisational Process Aspect 

The organisational aspect of a business process concerns who is responsible for exe-
cuting the activities. In some process modelling notations, such as BPMN and UML 
Activity diagrams, swim lanes/partitions are used in the diagram to group together 
activities that a role is responsible for or should be performed by. Roles can be  
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representing an entire organisation (i.e. "Manufacturer", "Service consumer"), or roles 
within an organisation (i.e. "Accountant", "CIO").  

When analysing if an e-service causes problems in the process organisational as-
pect, we need to examine which roles are needed to perform the service interaction, 
and the activities that are executed before and after the interaction. To discover limita-
tions to the use of roles and individuals we propose to use the following questions: 

 

 QO1 - Are there any unnecessary use of specific roles that can be avoided by using 
an alternative design of the provider’s e-service, provider’s business rules, or con-
sumers’ internal IT systems? 

 QO2 - Are there any unnecessary limitation of the number of actors/individuals that 
can take different roles and that can be avoided by using an alternative design of the 
provider’s e-service, provider’s business rules, or consumers’ internal IT systems? 

 

The organisational aspect (in the form of swim lanes/partitions) is not shown in the 
process of the Tax Agency case (Figure 2) to avoid cluttering. The use of the declara-
tion e-service does not impose any restrictions on who performs each activity - except 
when it comes to the signing of the declaration. This can only be done by someone 
who is authorized signatory of the company (typically the owners and CEO) or an 
appointed ombudsman for declarations. Thus, posing the QO1 question points us 
towards some restrictions in the service design. The solution, if needed, is to be found 
in the areas of changed provider’s business rules. The rules could be changed so there 
is a possibility for more roles to sign the declaration than is allowed today according 
to rules at the Swedish Tax Agency. 

It is interesting to note that the restrictions of requiring a traditional authorised sig-
natory is somewhat amended by the possibility to appoint a specific individual as 
ombudsman. However, the use of ombudsman to perform the signature is quite lim-
ited - since there can only be a single individual appointed for each company (this 
limitation is exposed by asking the questions QO2). The Swedish Tax Agency is 
currently investigating the possibility of changing the regulations so that a company 
can have several ombudsmen that are allowed to sign the declarations. This change is 
clearly in the provider’s business rules solution area. 

6   Solution Summary 

The result from the previous step is a number of problems that an e-service causes in 
a consumer’s business process as well as potential solutions. Each problem is associ-
ated with a certain process aspects, and the solutions are related to solution areas as 
well. However, each problem can have several solutions, and each solution require a 
mix of changes in different solution areas. This will give a rather complex picture of 
problems and possible solutions. Thus, the identified problems and solutions need to 
be presented so that the managers and e-service designers can get an overview, and, 
thereby, make rational decisions which solution to choose to solve a certain problem. 
Therefore, in this step, we introduce an instrument in form of a simple table structure.  
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Table 2. Overview of the problems and solutions 

Aspect Problem Consumer
Process
Improvement

Provider
Rules

Provider
E-Service

Consumer
IT systems

Fu
nc

tio
na

l

Manual entry of 
declarations

Remove 
activity, let the 
system interact 
with e-service

New service 
API needed ×

Unnecessary 
annotations 
activities

Remove 
activities, let the 
IT system 
handle this

Change tax 
rules to fit 
systems ×

Unnecessary 
annotations 
activities

Remove 
activities, let the 
IT system 
handle this

Change 
systems to 
fit rules

Be
ha

vi
or

al

Transactions 
handled on a 
monthly basis

Remove the 
monthly 
collection of 
transactions

Allow 
continuous 
reporting × ×

Merged handling 
of VAT and 
salaries

De-couple the 
VAT and salary 
declarations

Separate 
VAT and 
salary entry

In
fo

rm
a

-ti
on

al

(same as 
functional and 
behavioral in the 
case)

O
rg

an
isa

tio
na

l

Limited set of 
roles allowed to 
sign

Let the signing 
activity be 
performed by 
more roles  

Expand the 
roles allowed 
to sign ×

Only one 
individual can act 
as ombudsman

Let any 
individual in a 
role sign

Allows 
several 
ombudsmen 
to sign

×

 
 
The table structure is as follows (see Table 2, in which we applied the table struc-

ture on the Tax Agency case): The two leftmost columns describe the process aspects 
and the identified problems. The following four columns show the solution areas. 
Each row represents a problem, and if a problem got several solutions it is simply 
repeated in several rows (see for example row 2 and 3). For every problem there is a 
consumer process solution that addresses the problem. However the consumer process 
change must be supported by a change in at least one of the solutions areas: the ser-
vice provider’s business rules, the service provider’s e-service or the service consum-
ers’ IT systems.  

A change in a solution area, which aims to enable a change in the consumers’ busi-
ness processes, can also cause changes in other solution areas. To indicate this in the 
table, we simply put a cross in the areas that can be caused. For example, a problem 
identified from the Tax Agency case is that transactions can only be handled on a  
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monthly basis (see row four in Table 2). The problem can be solved by changing the 
consumers’ processes so that they can manage such continuous reporting. This re-
quires that the service provider’s business rule change so that continuously reporting 
can be allowed at the Swedish Tax Agency. However, such a change of the provider’s 
business rule can, in turn, cause changes in both the design of the e-service and the 
consumers’ business processes and IT systems. Note that six out of seven proposed 
changes primarily affect the e-service provider. The changes in the consumer process 
are positive effects of these changes, i.e. they represent improvements from the  
consumer’s perspective. 

In the described Tax Agency case, the informational problems described in Section 
5.3 overlap with the behavioural and functional problems described in Section 5.1. 
We therefore exclude the informational problems from the table.  

The table can also be used as a basis for further detailing of the solutions. For  
example, there might be different cost associated to performing each solution.  

7   Conclusion 

In this paper, we have presented an approach for identifying and analysing problems 
related to the e-service impact on the consumers’ business processes, as well as iden-
tifying tentative solutions. The approach is based on four well-known process aspects. 
Since the process aspects are well-known, the novelty of the approach lies elsewhere. 
Firstly, we consider a larger process scope than just the service interaction, that is, we 
advocate the analysis of its service context as well. Secondly, we use the four aspect 
framework to drive the analysis, but we provide a set of guiding questions, based on 
the framework, for simplifying the analysis. Furthermore, the usage of the questions 
ensures that no aspect of the process is overlooked. Thirdly, to aid both the problem 
and the solution identification we introduce a set of solution areas. The solution areas 
and process aspect are combined to get an overview of the identified problems and 
solutions. Again, in order to simplify this step, we provide a set of guiding questions 
to use. Finally, we present a table structure to visualise the complexity of problems 
and possible solutions and how a solution require of a mix of changes in different 
solution areas. 

The presented approach leaves rooms for future research. The process perspective 
misses to describe things not related to activities and their inputs and outputs [16]. 
Thus, there is a need to combine the approach with other approaches to cover other 
effects of service use that cannot be described in the form of a process. Using goal 
models and value models could be candidates in this area [14]. Another limitation of 
the approach is that it cannot directly be applied to organisations that do not work 
according to a business process structure. For example, some work requires a more 
flexible ad-hoc working structure. Further work thus entails modifying the approach 
to cope with these circumstances. Finally, we would like to validate the approach in 
several case studies. Despite these areas for improvements we consider the approach 
to be a valuable part of any e-service designers’ toolkit. 



 E-Service Requirements from a Consumer-Process Perspective 135 

Acknowledgements 

The SAMMET project is partially funded by the Swedish agency for innovation  
systems (VINNOVA). The authors would like to thank the persons that participated in 
the interviews, as well as the personnel at the Swedish Tax Agency. 

References 

1. Edvardsson, B., Gustafsson, A., Johnson, M.D., Sandén, B.: New service development and 
innovation in the new economy. Studentlitteratur, Lund (2000) 

2. Hruby, P., Kiehn, J., Scheller, C.: Model-Driven Design Using Business Patterns. 
Springer, Heidelberg (2006) ISBN 978-3540301547 

3. SAMMET, SAMMET Project site (2010), http://www.dsv.su.se/sammet  
(accessed 2010-12-05) 

4. Jablonski, S.: Workflow-Management-Systeme: Modellierung und Architektur. Thomson 
Publishing (1995) 

5. Rausch-Scott, S.: TriGSflow - Workflow Management Based on Object-oriented Database 
Systems and Extended Transaction Mechanisms, PhD Thesis, University of Linz (1997) 

6. Erl, T.: SOA Principles of Service Design. Prentice Hall, Englewood Cliffs (2007) ISBN 
978-0132344821 

7. Josuttis, M.: SOA in Practice: The Art of Distributed System Design. O’Reilly Media,  
Sebastopol (2007) ISBN 978-0596529550 

8. Arsanjani, A., et al.: SOMA: A Method for Developing Service-Oriented Solutions. IBM 
Systsms Journal 47(3), 377–396 (2008) 

9. Piccinelli, G., Emmerich, W., Zirpins, C., Schütt, K.: Web Service Interfaces for Inter-
Organisational Business Processes – An Infrastructure for Automated Reconciliation. In: 
Proceedings of the 6th International Enterprise Distributed Object Computing Conference 
(EDOC 2002), Lausanne, Switzerland, September 17-20, pp. 285–292. IEEE Computer 
Society Press, Los Alamitos (2002) 

10. Papazoglou, M.P., Yang, J.: Design Methodology for Web Services and Business Proc-
esses. In: Buchmann, A., Casati, F., Fiege, L., Hsu, M.-C., Shan, M.-C. (eds.) TES 2002. 
LNCS, vol. 2444, pp. 54–64. Springer, Heidelberg (2002) 

11. Scriven, M.: Evaluation Thesaurus. SAGE Publications, Thousand Oaks (1991) ISBN 
9780803943643 

12. Goldkuhl, G.: Socio-instrumental service modelling: An inquiry on e-services for tax dec-
larations. In: Persson, A., Stirna, J. (eds.) PoEM 2009. LNBIP, vol. 39, pp. 207–221. 
Springer, Heidelberg (2009) 

13. Gordijn, J., Yu, E., Raadt van der, B.: e-Service Design Using i* and e3 value Modeling. 
IEEE Software 23(3), 26–33 (2006) 

14. Henkel, M., Johannesson, P., Perjons, E., Zdravkovic, J.: Value and Goal Driven Design of 
E-Services. In: The IEEE International Conference on e-Business Engineering (ICEBE 
2007), Hong Kong, China, October 24-26 (2007) 

15. Bleistein, S., Cox, K., Verner, J., Phalp, K.: Requirements engineering for e-business ad-
vantage. Requirements Engineering 11(1), 4–16 (2006) 

16. Goldkuhl, G., Röstlinger, A.: The significance of work practice diagnosis: Socio-pragmatic 
ontology and epistemology of change analysis. In: Goldkuhl, G., Lind, M., Ågerfalk, P.J. 
(eds.) Proceedings of Action in Language, Organizations and Information Systems, pp. 
27–50 (2003) 



D. Berry and X. Franch  (Eds.): REFSQ 2011, LNCS 6606, pp. 136–150, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Is It Beneficial to Match Reusable Services Earlier? 

Sebastian Adam, Oezguer Uenalan, and Norman Riegel 

Fraunhofer IESE, Fraunhofer Platz 1, 67663 Kaiserslautern 
{sebastian.adam,oezguer.uenalan, 
norman.riegel}@iese.fraunhofer.de 

Abstract. [Context and motivation] Achieving a tight fit between require-
ments and reusable assets is not the usual case in practice, even if especially 
SOA makes such promises. The very early consideration of existing services 
and their alignment with requirements have therefore been recommended by 
several references, as otherwise the fit will rather depend on luck. [Question / 
problem] However, empirical evidence about the benefits of such “match 
early” approaches is rare, at least with regard to SOA. [Principle ideas /  
results] This paper therefore describes two empirical studies done to investigate 
possible benefits. [Contribution] The results of a controlled experiment per-
formed in this regard have not confirmed any claimed benefits from a statistical 
point of view. However, the application of “match early” in an industrial case 
study indicates benefits especially with regard to effectiveness. 

Keywords: requirements engineering, SOA, reuse, empirical study. 

1   Introduction 

The paradigm of SOA [1] promises high flexibility for enterprises and their applica-
tion landscapes. In particular, services are expected to be reused and recombined in 
new and innovative ways without the need to make all their potential usage scenarios 
explicit in advance. However, a tight fit between software services and business re-
quirements is not the usual case in practice, and many parts of a service landscape still 
have to be renewed, leading to the situation that the desired benefits of reuse in SOA 
cannot be fully exploited1.  

Among others, we identified the common use of traditional requirements engineer-
ing (RE) methods in service-based application development as a reason for this loose 
fit [3]. Following this traditional RE perspective, the capabilities of a given reuse 
infrastructure are not considered during requirements analysis at all, leaving it up to 
the developers to map requirements to existing assets [9]. The risk of this approach, 
which is still being proposed even by leading vendors [16], is that requirements usu-
ally do not fit a reuse infrastructure at first glance, resulting in either time-consuming 
renegotiations, or the renouncement of a high degree of reuse, respectively costly 
adaptations. Hence, even if services are systematically planned for reuse (as shown in 
[4], for instance), the benefits of reuse will not automatically arise.  
                                                           
1 On average, only around 13.5% development costs are saved through reuse in SOA projects [5].  
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Unfortunately, state-of-the-art reuse approaches from the product line area (e.g., 
[6]), which address this problem by explicitly linking requirements with reusable 
assets, are not widely applied in SOA, as the underlying assumption of a stable do-
main and a fixed set of products is often not fulfilled in this context.  

Thus, when high flexibility is required, reconciling requirements with the capabili-
ties and constraints of a reuse infrastructure is still a challenging and often unsystem-
atic task today [7][18]. Several references such as [3][8][9][10] therefore highlight the 
need to consider, align, and negotiate requirements and reuse capabilities at a very 
early stage already, as otherwise their fit will rather depend on luck. We call such as 
approaches “match-early” approaches. In addition, requirements completeness is also 
expected to be positively influenced when reusable assets are used as inspiration  
during the elicitation phase already [14].  

However, empirical evidence about the benefits of such “match early” approaches 
is rare, at least with regard to SOA. It is therefore interesting to see whether ap-
proaches that try to align requirements and software services during early RE activi-
ties already are more beneficial than those matching late and then initiating rework if 
necessary. In this paper, we therefore describe and present the results of both a con-
trolled experiment and a case study for elaborating which impacts an early match has 
on service-oriented development2. For that purpose, we have compared our own 
“match early” approach (see [13] for an extensive method description) with a typical 
“match late” approach in order to assess its feasibility, effectiveness (i.e., complete-
ness and fitness), and efficiency. Of course, discovering, browsing, understanding, 
and selecting services, as well as mapping them to problems and requirements are 
long-lasting and complex activities, which cannot be simplified in a controlled ex-
periment. Our research contribution is therefore just the investigation whether the 
point in time at which these activities take place makes a difference. 

The remainder of this paper is structured as follows: In the next section, we intro-
duce the two approaches to be evaluated. The controlled experiment and its results are 
then described in section 3, while section 4 adds some further experience gathered in 
a real world-case study. The paper closes with a discussion and a conclusion in sec-
tions 5 and 6. 

2   Background 

Basically, “selection” and “mapping” approaches can be distinguished in reuse-based 
requirements engineering. “Selection” approaches allow customers to select prede-
fined requirements or features that are closest to their actual needs. “Mapping”  
approaches, in contrast, aim at aligning real customer requirements with existing 
features in order to select a best-fitting product and to identify necessary adaptations. 
These mapping approaches can be further classified into “match early” and “match 
late” approaches. Below, the two mapping approaches are described in more detail.  

                                                           
2 The research described in this paper was carried out in the SoKNOS project (grant no. 

01ISO7009) and the ADiWa project (grant no. 01IA08006F), both projects funded by the 
German Federal Ministry of Education and Research. 
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2.1   “Match early” Approach 

“Match early” approaches are based on the assumption that requirements in reuse-
based development must be less specific and less complete than in traditional devel-
opment, as too stringent requirements may exclude promising reusable assets, or  
imply costly modifications [17]. Following a “match early” approach as described in 
[13] or [15], only high-level customer requirements in terms of business processes or 
workflows should therefore be elicited and specified in a first step (see left part of 
Figure 1). Based on these initial requirements, suitable software services, which could 
potentially support the fulfillment of the high-level requirements, are then identified, 
preselected, and linked to the corresponding requirements. In close discussions with 
the customer, it is then determined whether and how the service capabilities can  
actually be used to fulfill the high-level requirements. To support this decision, the 
high-level requirements are refined (e.g., into system use cases or more fine-grained 
workflows) and matched to the service capabilities while considering possible con-
straints. Hence, trade-off decisions can be made immediately when conflicts occur. 
Thus, a tight fit of requirements and software services can be achieved in a construc-
tive rather than an analytical way, leading to less rework cycles. 

Elicit high-level usage requirements 
(in terms of workflows) 

Identify and preselect suitable services 

Refine and match requirements to services 

Elicit high-level usage requirements 
(in terms of workflows) 

Refine requirements 

Identify and preselect suitable services 

Match requirements to services 

Negotiate and rework requirements 

Negotiate and rework requirements

 

Fig. 1. Match early (left) and match late (right) 

2.2   “Match late” Approach 

Following a “match late” approach (see right part of Figure 1), the almost complete 
elicitation and specification of customer requirements is the first step. The idea behind 
this approach is that also detailed requirements of customers should be completely 
understood, as otherwise there is a risk that customers must adapt themselves to a 
system and not vice versa [19]. Based on such an almost complete set of require-
ments, suitable software services are then identified, preselected, and linked. Using 
different fitness measures (e.g., as proposed by [20]), conflicts between requirements 
and reuse capabilities can be identified. Furthermore, resolution actions including 
their effort and risk are determined [15]. The requirements are then negotiated with 
the customer and trade-off decisions are made. Thus, a tight fit of requirements and 
software services requires a certain number of rework cycles. 
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2.3   Analytic Comparison 

The difference between “match early” and “match late” is essentially how much re-
quirements engineering is done before services are identified and aligned. At first 
glance, it seems that “match early” is much more efficient, because rework or wasted 
effort is expected to be minimized. On the other hand, however, the consideration of 
services during elicitation and refinement takes additional time, which might exceed 
the time needed for negotiating conflicting requirements in case of need.  

Also with regard to the effectiveness (i.e., completeness and fit), it remains unclear 
which approach is able to achieve higher values. Even if the potential for influence 
and support is basically higher in “match early”, both approaches consider existing 
services in the end, and foster their alignment explicitly. Thus, as it is hard to compare 
both approaches in an analytic way, an empirical investigation seems to be justified. 

3   Controlled Experiment  

3.1   Experiment Organization 

In this section, we present the experimental setup, including goal, participants, used 
material, hypotheses, etc. 

3.1.1   Goal and Research Questions 
Again, as discovering, browsing, understanding, and selecting services, as well as 
mapping them to problems and requirements are complex activities, the sole research 
question was the determination whether the point in time at which a mapping between 
software services and requirements takes place makes a difference. According to 
GQM [12], the derived goal of our evaluation was to analyze a “match early” and a 
“match late” approach for the purpose of comparison with respect to effectiveness 
and efficiency from the viewpoint of a requirements engineer with domain knowledge 
in the context of a controlled experiment. In particular, we would like to know:  

• Can the fit between requirements and service capabilities be increased when exist-
ing services are considered early in the definition of requirements? 

• Do requirements have higher completeness when existing services are considered 
early as inspiration? 

• Do stakeholders feel more satisfied when they know the capabilities and con-
straints of a service infrastructure before they start stating their requirements? 

• Can the efficiency of a requirements process be improved when service capabili-
ties and constraints are considered earlier? 

3.1.2   Participants (Subjects) 
The participants in the experiment were 18 computer science master students (6 fe-
male, 12 male) from the Technical University of Kaiserslautern, Germany, enrolled in 
the Requirements Engineering lecture, as well as 12 Fraunhofer employees (2 female, 
10 male) with industrial experience (>4 years on average) in RE for information  
systems. The participants were 28 years old on average, and all were trained in the 
skills, but not in the material needed for the experimental tasks. Furthermore, both 
parties participated voluntarily in the experiment. They were not informed about our  
hypotheses or study goal beforehand.  
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3.1.3   Experiment Design 
The experiment was designed as a blocked subject-object study, where each of the 
participants was randomly assigned. In order to check whether both groups were quite 
homogenous, we analyzed the results of our pre-questionnaire (see Table 1). 

Table 1. Assignment of participants to treatments 

 Group 1 Group 2 
Treatment Match early Match late 
# Subjects 15 15 
Average age 27 29 
# Subjects with high RE experience 5 7 
# Subjects with good use case performance 4 7 

 

3.1.4   Procedure 
After performing a pilot test to check the applicability of the test material, we first 
performed the experiment with the 12 experts, whom we assigned randomly, but with 
equal numbers of participants, to both groups. Before letting each participant perform 
the experiment, we did the pre-interview including the performance tests in order to 
get data about his / her experience (see Table 1 again). After giving a short introduc-
tion, each participant then got the materials according to the group he / she was as-
signed to. For the “match late” approach, we had prepared two material packages: one 
for writing the use cases without any consideration of existing services, and one pack-
age for matching the use cases with the services afterwards according to the concept 
of “match late”. Thus, the second package was handed out after a participant had 
finished the instructions of the first package. After the participant had finished com-
pletely, we let him / her fill out the post-questionnaire in order to get subjective im-
pressions. In a second round, we then performed the experiment with the student 
group, from which each participant was again assigned randomly to one of the two 
groups, comprising of an equal numbers of participants. The experiment was then 
held as a joint session during the weekly lecture’s exercise slot (restricted to 90 min). 

3.1.5   Material 
The following materials3 were prepared and provided during the experiment:  

 

Pre-questionnaire. In order to get statistical information about each participant (sex, 
age, course of study, experience with RE, etc.) and to check his / her performance in 
explaining business process diagrams and writing use cases, a pre-questionnaire was 
provided. Besides closed multiple-choice questions, two tasks were included to meas-
ure the performance. The first task aimed at measuring how well each participant was 
able to understand the business process diagram used in the experiment (see below). 
Hence, the task was to paraphrase this graphical model. The second task aimed at 
measuring how well and how fast each participant was able to write use cases accord-
ing to a tabular structure. Thus, we asked each participant to write the well-known use 
case “withdraw money from an ATM”.  

                                                           
3 http://www2.iese.fraunhofer.de/download/experimentPackage.zip 
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Scenario descriptions. The context in which the participants should imagine them-
selves during the experiment was an organization that aimed at introducing a service-
based application to manage the business trips of its employees. Each participant was 
asked to play the role of an employee who is familiar with the business travel domain 
and with requirements engineering. Hence, the task to be performed in the experiment 
was to write use cases for a business travel application based on a business process 
diagram. However, to reflect the idea of the different match approaches, we prepared 
two variants of the scenario description. Hence, the “match early” group got a sce-
nario in which each participant was explicitly asked to consider a set of reusable ser-
vices right from the beginning. In contrast, the “match late” group at first only got a 
scenario in which each participant was asked to refine the business activities into use 
cases without any consideration of services. However, after this task was completed, a 
continuation of the scenario was provided in which each participant was asked to 
match a given set of services to the written use cases. 

 

Business process diagram. The business process diagram, which was provided to 
both groups together with the (first) scenario, described the control flow and data flow 
of a business travel process ranging from the creation of a business trip application to 
the reimbursement of expenses. The business process diagram was drawn using the 
notation of EPC [11], which was taught to all participants before.  

 

Data collection sheet. The data collection sheet was provided in order to allow each 
participant to track his / her start and end times during the experiment. The point in 
time at which tracking should be done was described in the experiment instructions. 

 

Experiment instructions. We prepared precise, checklist-like experiment instruc-
tions for each participant. Similar to the scenario description, the experiment instruc-
tions were also split for the “match late” group. 

 

Use case writing guideline. In order to assure that the use cases were written well, a 
short use case writing guideline was provided. 

 

Use case templates. For each business activity to be refined in the form of a use case 
(only four business activities should be refined), we prepared one use case template. 
However, only the flow description was left empty; all other attributes such as goal, 
actor, etc. were already filled out by us. 

Conceptual service descriptions. The (human-understandable) conceptual service 
description (CSD) was a package of ten pages, where each page described a cohesive 
set of functions assumed to be provided by an underlying service infrastructure. The 
level of abstraction was chosen on the level of Use Case steps (including parameters), 
i.e., system functions that could be explicitly invoked by users when doing a task 
(e.g., get list of all available hotels in a certain city (city, timeframe)). The CSD were 
prepared by a domain expert, and included all functions that are typically needed to 
support the administration of a complete business travel process. Thus, the descrip-
tions simulated a service registry. 

Post-questionnaire. Finally, a post-questionnaire was provided in which the partici-
pants were asked to assess certain properties of the used match method and the CSD 
based on a Likert scale. Furthermore, they were asked how satisfied they were with 
the use cases they wrote during the experiment.  
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3.1.6   Variables and Hypotheses 
The independent variable (treatment) controlled in our experiment was the used match 
approach (“match early” vs. “match late”) as described in section 2. In order to iden-
tify and define hypotheses and dependent variables (metrics), we refined our study 
goal as follows according to the GQM approach: 

Table 2. Variables and hypothesis 

Variable Question Metric Hypothesis 

C
om

pl
et

en
es

s 

Which match 
approach leads to a 
higher degree of 
completeness? 

Percentage of specified 
use case steps that are 
marked as being  
essential in a domain  
expert’s sample  
solution for achieving 
the goal of the use case 

Use cases written following the 
“match early” approach are more 
complete than use cases written 
following the “match late”  
approach  
H10: µ1ME ≤ µ1ML 
H11: µ1ME > µ1ML 

F
it

 

Which match  
approach leads to  
a higher fit  
between customer 
requirements and 
service  
capabilities? 

Percentage of specified 
system steps in use  
cases that can be  
realized through service 
functions provided in  
set of services 

Use cases written following the 
“match early” approach better fit  
a given reuse infrastructure than 
use cases written following the 
“match late” approach 
H20: µ2ME ≤ µ2ML 
H21:µ2ME > µ2ML 

S
at

is
fa

ct
io

n 

Which match  
approach leads to 
use cases that  
better reflect the 
customers’ actual 
expectations? 

Subjective assessment  
of requirements on 
ordinal scale using 
different question items 
(1=bad, 2=rather bad, 
3=rather good, 4=good) 

Participants are more satisfied 
with use cases written by  
following the “match early”  
approach than with use cases 
written by following the “match 
late” approach.  
H30: µ3ME ≤ µ3ML 
H31: µ3ME > µ3ML 

C
om

pl
et

io
n 

S
pe

ed
 

Which match  
approach leads to  
a higher degree of 
completeness 
within a certain 
period of time?  

Percentage of specified 
use case steps necessary 
to achieve the goal of a 
business activity / time 
needed for performing 
the experiment (in  
minutes) * 60 

After one hour, the use cases 
specified so far are more complete 
when following the “match early” 
approach than when following the 
“match late” approach. 
H40: µ4ME ≤ µ4ML 
H41: µ4ME > µ4ML 

A
li

gn
m

en
t S

pe
ed

 

Which match  
approach leads to a 
higher fit within a 
certain period of 
time? 

Percentage of specified 
system steps in use cases 
that can be realized 
through service  
functions described in 
the set of services / time 
needed for performing 
the experiment (in  
minutes) * 60. 

After one hour, the use cases 
specified by following the “match 
early” approach so far have a 
better fit with the service  
capabilities than the requirements 
specified by following the “match 
late” approach.  
H50: µ5ME ≤ µ5ML 

H51: µ5ME > µ5ML 

 
All metrics were immediately derived from our research questions. As we were in-

terested in the completeness of the requirements and as the experiment produced just 
use cases as working results, the completeness of a use case with regard to a sample 
solution was apparently a meaningful metric, for instance. Accordingly, the time 
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needed to achieve a certain degree of completeness was also a meaningful metric to 
measure the efficiency of the compared approaches. The same held true for the fit. 
With regard to satisfaction, we are aware that there are much better instruments to 
measure satisfaction, but such details were beyond the main scope of our study.   

3.2   Experiment Analysis 

In this section, we present all information that is necessary to analyze and understand 
the results of our experiment. However, as the interpretation of these results is also 
influenced by the experiences made in our case study, the interpretation will only be 
described in section 5. 

3.2.1   Analysis Procedure 
In order to perform the analysis, we reviewed all final use cases and measured the 
metrics after the “Negotiate and rework requirements” step. For determining com-
pleteness, we compared each participant’s use cases with the domain expert’s  
standard solution, and for the fit, we compared each use cases with the functionality 
provided in the CSD. Based on these measures as well as the required effort of each 
participant, which was tracked in addition, the completion speed and alignment speed 
were finally calculated. For satisfaction, we took the average of the values for the 
given ratings. All measured and calculated values were then used for descriptive sta-
tistics as shown in Table 3. Furthermore, we performed Mann-Whitney U tests 
(α=0.05) for checking our hypotheses using the SPSS tool (see Table 4). We used this 
test due to the small sample size and the non-normal distribution of some variables. In 
addition, the post-questionnaires were analyzed.  

3.2.2   Results 
Table 3 shows that the means of almost all measured, dependent variables are higher, 
respectively better in the group that used the “match early” approach. In the follow-
ing, we investigate the results of the statistical tests for each hypothesis.  

Table 3. Results of descriptive statistics4 

Match early Match late  
AVG STD AVG STD 

All participants 62% 16% 59% 15% 
Experts 69% 16% 69% 11% 

C
om

pl
et

en
es

s 

Students 57% 15% 51% 14% 
All participants 92% 8% 86% 9% 

Experts 95% 6% 89% 5% Fi
t 

Students  90% 9% 85% 11% 
All participants 3.28 0.48 3.24 0.56 

Experts 3.68 0.40 3.52 0.32 

Sa
ti

s-
fa

ct
io

n 

Students 3.00 0.36 3.04 0.64 
All participants 63% 24% 56% 16% 

Experts 75% 25% 61% 17% 

C
om

pl
et

io
n 

sp
ee

d 

Students 56% 22% 52% 15% 
All participants 94% 23% 83% 15% 

Experts 104% 28% 79% 20% 

A
li

gn
m

e
nt

 s
pe

ed
 

Students 87% 18% 85% 11% 

                                                           
4 NExperts = 12, NStudents=18, AVG = mean, STD = standard deviation. 
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H1. Completeness: As shown in Table 3, the difference between the means of “match 
early” (62%) and “match late” (59%) is quite low with regard to completeness. For the 
experts, there was no difference in the means at all. As a consequence, the execution of 
a significance test showed that our null hypothesis cannot be rejected.   
 

H2. Fit: The difference between the means of “match early” (92%) and “match late” 
(86%) with regard to fit is also not significant based on the experiment data. How-
ever, it is interesting to see that the difference in fit between both groups is more  
significant for the experts than for the students. This seems to be caused by the fact 
that the results of the experts are more comparable and close to reality than that of the 
students. 
 

H3. Satisfaction: Regarding satisfaction, there is almost no difference between 
“match early” (3.28) and “match late” (3.24) from a descriptive perspective. An 
equivalence test [2] even showed that satisfaction is equal in both groups. The null 
hypothesis could therefore not be rejected based on the experiment’s data. 
 

H4. Completion Speed: The difference between the means of “match early” (63%) 
and “match late” (56%) with regard to completion speed is also quite low. As a con-
sequence, our significance test could not reject the null hypothesis. However, it is 
interesting to see that the savings achieved by the experts are higher than those 
achieved by the students. 
 

H5. Alignment Speed: The difference between the means of “match early” (94%) 
and “match late” (83%) with regard to alignment speed is also not significant. How-
ever, the savings in average achieved by the experts and those achieved by the  
students are quite different (25% vs. 2%).  

Table 4. Mann-Whitney U results 

  p Decision 
All participants 0.646 Retain H10 
Experts 0.810 Retain H10 

Completness 

Students 0.421 Retain H10 
All participants 0.124 Retain H20 
Experts 0.075 Retain H20 

Fit 

Students 0.344 Retain H20 
All participants 0.791 Retain H30 
Experts 0.382 Retain H30 

Satisfaction 

Students 0.360 Retain H30 
All participants 0.430 Retain H40 
Experts 0.521 Retain H40 

Completion speed 

Students 0.860 Retain H40 
All participants 0.158 Retain H50 
Experts 0.107 Retain H50 

Alignment speed 

Students 0.757 Retain H50 

3.2.3   Threats to Validity 
Wherever possible, threats to validity were constructively avoided when we setup the 
experiment. The complexity of the material, for instance, was largely realistic for 
industrial practice, and also the experiment environment was made realistic by  
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providing a concrete scenario. Due to the assignment of each participant to one group 
only, there were no learning effects. Nobody had done a similar experiment before. 
The time for the experiment was rather low; hence, concentration problems cannot be 
assumed. Also, the applicability of the statistical methods was investigated carefully. 
Finally, the involvement of 12 experienced people allows trusting the results more 
than if only inexperienced students had performed the experiment. Nevertheless, we 
identified some potential threats to validity that might influence the results above. 
 

Conclusion Validity: A first possible threat to conclusion validity is the reliability of 
measures. On the one hand, when analyzing the experimental results, the three authors 
of this paper shared the work of reviewing the written use cases. Due to different 
writing styles of the participants (even though precise use case guidelines were pro-
vided!), there is a risk that each reviewer measured the completeness, especially that 
of the rather bad use cases, slightly differently. For the future, we therefore have to 
improve the inter-rater reliability.  On the other hand, the participants tracked the 
required time on their own. Hence, there is a risk that the time has not been exactly 
tracked and that small deviations might exist.  
 

Internal Validity: One possible threat to internal validity might be the assignment of 
the participants. Even though both the involved experts and the involved students 
were internally quite homogenous as far as their education and prior knowledge was 
concerned, and even though they were assigned randomly to groups, the pre-
questionnaires showed that there were better and more experienced people in the 
“match late” group than in the “match early” group (see Table 1). Hence, there is a 
risk that some maybe significant differences between “match early” and “match late” 
could not be confirmed on α=0.05.  
 

External Validity: The aforementioned problem might also influence external valid-
ity, because the evaluated methods do not only aim at supporting requirements engi-
neers, but also domain experts (i.e., stakeholders) in deciding how business processes 
could be realized with a given service infrastructure. Finally, some students in the 
“match late” group did not seem to be willing to invest much rework when they de-
tected missing requirements or misfits. A major issue regarding external validity is 
however the fact that the experiment only investigated whether the point in time plays 
a role. Of course, there are many other aspects such a browsing or negotiation support 
that are relevant to map requirements to existing software services. However, as al-
ready mentioned, these aspects were beyond the scope of our study. 

4   Feasibility and Effectiveness in Industry  

While no significant difference could be shown in the controlled experiment, it is 
interesting to see which effectiveness and efficiency a “match early” approach can 
achieve in real world projects. In a public safety project, we therefore performed three 
separate interviews to elicit requirements for individual incident management systems 
based on an existing service platform. Two interviews were performed with staff 
members of the German police, the other interview with staff members of a German 
fire station. The platform functionality included around 170 functions and was encap-
sulated in 17 CSD. 
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4.1   Goal and Research Questions  

According to GQM, our case study goal was to analyze the “match early” approach 
for the purpose of evaluation with regard to effectiveness from the viewpoint of a 
requirements engineer in the context of a real industrial project. The questions we 
would like to answer in the case study were: 

QCS1. Does the “match early” method lead to complete requirements from a cus-
tomer’s point of view? 

QCS2. Does the “match early” method lead to a tight fit of requirements and service 
capabilities? 

Furthermore, we were interested to see whether “match early” worked anyway in 
practice. 

4.2   Case Study Performance 

Each interview was performed by two interviewers. One person took the role of the 
moderator; the second one was responsible for creating the artifacts that were pro-
duced during the workshop (e.g., process descriptions). The interviews were per-
formed as closed interviews and conducted along the following steps: After having 
identified a challenging incident scenario, a typical flow of such a scenario was 
sketched using a business process notation. We then presented the CSD to the stake-
holders, and briefly explained the capabilities of each service one by one. The stake-
holders were asked to choose from the specified services, those that seemed to be 
useful in the given scenario. Then, we went through the whole scenario and coopera-
tively annotated the business activities with our conceptual services. Then, use cases 
were written for each activity within the scenario with due consideration of the func-
tionality of the annotated services.  

A thread to validity was that each interview was performed by us (experienced re-
quirements engineers). We were furthermore the ones who created the CSD and who 
developed the “match early” method described in [13]. Thus, the functionality of the 
platform as well as the methodological details were well known by us. Hence, there is 
a risk that interviewers who might not know the whole functionality or the method 
might not have produced the same good results.  

4.3   Observations 

In all interviews done during this case study, we gathered the following experience 
regarding our research questions: 

QCS1. When using the already existing functionality in the form of the CSD, we could 
foster the consideration of functions that would otherwise have been forgotten. In 
particular, we experienced that the stakeholders did not have many additions when 
they were asked to give feedback to the written use cases. On average, only one  
activity per interview had been forgotten and was added. Minor corrections were 
incorporated in 26% of the activities. Thus, the use cases were sufficiently complete 
developed already during the interviews (95% completeness).  
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QCS2. Due to the consideration of the CSD during the interviews, we could reuse 
existing functionality wherever possible. The need to define already existing functions 
anew was therefore not given. In general, we could fully support 55 or 63 business 
activities with the existing services (87% fit). Hence, not much functionality was 
required that did not already exist on the platform.  

In general, the focused and closed interviews worked very well, so the applicability 
in industry-size settings was shown. 

5   Interpretation and Discussion 

Below, the results of the controlled experiment and the case study as well as their 
potential implications are discussed according to the four questions we aimed to  
answer. 

 

Can the fit between requirements and service capabilities be increased when exist-
ing services are considered early in the definition of requirements? 

The fact that the fit was higher than 85% in both groups let us assume that a fit 
mainly depends on the extent to which a service infrastructure is able to satisfy the 
needs of a stakeholder and less on the time when it is matched. The more a set of 
services addresses the requirements of a certain domain, the higher the probability 
that these services can actually be reused. Therefore, thorough “design for reuse” is 
indispensable when an organization aims at successfully developing systems in a 
service-based way.  

With regard to the “design with reuse” phase that was addressed by our study, we 
cannot clearly state whether it makes a difference if reuse is forced during the initial 
elicitation already, or during a subsequent negotiation. Even though a descriptive 
comparison of the means of “match early” and “match late” reveals that “match early” 
has a slight advantage regarding fit especially for experts, the difference was not sig-
nificant based on our experimental data. We therefore recommend replicating the 
experiment with more experts to get significant data in this regard. 

In our industrial case study using “match early”, however, we experienced that in 
each case where a fit was basically possible, a fit was also achieved. Even if there 
would have been more conflicting stakes, we see no impact on our conclusions, be-
cause the required negotiation would benefit from the awareness of the available 
capabilities, as we experienced that it is feasible to match services and customer re-
quirements early. Thus, the identification of deltas can be done immediately, which 
saves corresponding rework effort. However, we cannot make clear statements about 
whether “match early” is actually more beneficial in every case. We therefore claim 
that the exact point in time seems to be of minor importance with regard to a tight fit. 

 

Do requirements have higher completeness when existing services are considered 
early as inspiration? 

In our experiment, we got the impression that the overall degree of completeness 
rather depends on the knowledge a stakeholder has about his / her domain than on the 
point in time of matching. This impression is confirmed by the group-independent 
difference in completeness achieved by the experts, who had much domain knowledge,  
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and that of the students, who were less experienced with the business travel domain. 
Furthermore, the analysis of the ATM use case task in the pre-questionnaire, which 
was processed very well by all participants without any service descriptions, also 
showed that the degree of completeness rather depends on personal domain knowledge 
than on usage of services as a mnemonic. Nevertheless, 100% of the experiment par-
ticipants in the “match early” group and 80% of the participants in the “match late” 
group stated in the post-questionnaire that the services supported them at least partially 
in not forgetting important issues. However, with regard to our second hypothesis, our 
experimental data do not allow a conclusion as to whether early or late consideration of 
services has a higher impact on completeness.  

Interestingly, the difference in the degree of completeness achieved by the students 
and experts differs depending on the chosen approach. While there is a significant 
difference (p=0.024<0.05) between the completeness achieved by experts and stu-
dents using “match late”, a significant difference between both using the “match 
early” approach cannot be confirmed. Therefore, it is expected that the benefit of 
using services early is mainly helpful for minimizing the gap between the results of 
experienced and inexperienced people. We therefore hypothesize that the early con-
sideration of existing services also allows guiding or even influencing stakeholders to 
a certain degree.  

 

Do stakeholders feel more satisfied when they know the capabilities and constraints 
of a reuse infrastructure before they start stating their requirements? 

Similar to fit, satisfaction with a service-based application also mainly depends on 
the extent to which the underlying services address the requirements and needs of a 
stakeholder. In our experiment, we could even show that both methods delivered 
equal results with regard to satisfaction.  

 

Can the efficiency of a requirements process be improved when reuse capabilities 
and constraints are considered earlier? 

With regard to efficiency, we do not have any evidence that the effort for rework-
ing requirements in case of need is significantly higher than making it right straight 
from the beginning. However, as shown in Table 3, experts seem to benefit more from 
a “match early” approach regarding efficiency than novices. The reason for this dif-
ference could be that experts are able to use the knowledge about existing services 
more appropriately to optimize the requirements process. Another explanation could 
be that the experts in the “match late” group were willing to actually perform rework 
when they detected that something was missing or did not fit, while this was not  
always the case for the students.  

Also in the case study, we experienced that the “match early“ approach was an ef-
ficient means for performing elicitation workshops. We expect this observation to be 
the main advantage of “match early”, as requirements elicitation is typically not inte-
grated with reuse infrastructure matching in today’s practice (unfortunately, this set-
ting could not be constructed in a controlled experiment). Rather, following a “match 
late” approach requirements are pre-processed and aligned with a reuse infrastructure 
in back office afterwards. If a misfit between requirements and services is detected, 
new elicitation workshops have to be scheduled, leading to additional effort and a 
delay in terms of time-to-market. 
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6   Conclusion 

The early alignment of existing services with requirements has been recommended by 
several references. However, empirical studies investigating whether the point in time 
actually makes a difference are rare. This paper therefore described two empirical 
studies to investigate this issue. However, the results of these studies did not confirm 
any significant differences from a statistical point of view, even though “match early” 
seems to have slight benefits especially for experts. We therefore claim that only in 
contexts in which people stating requirements and people mapping requirements to 
service infrastructures are distributed spatially and temporally, “match early” could 
have actual benefits. For bringing this claim on a solid basis, we recommend perform-
ing additional field studies with experts in real-world settings.  
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Abstract. [Context and Motivation] Requirements engineering (RE) research 
is expected to provide methods that address the specific challenges of industrial 
systems engineering. [Question/problem] For this purpose, researchers need a 
detailed understanding of the needs and expectations that the industry has re-
garding RE methods. [Principal ideas/results] To identify the key industry 
needs, we have conducted an in-depth study with representatives from large,  
internationally operating companies in the domain of embedded systems in  
Germany. [Contribution] This paper reports on the identified industry needs 
related to the topics natural language vs. requirements models, support for high 
system complexity, quality assurance of requirements, and intertwining of RE 
and design. 

Keywords: Embedded Systems; Industry Survey; Requirements Models;  
System Complexity. 

1   Introduction 

The embedded systems industry expresses a strong demand for new and improved 
development methods to address major challenges such as barely manageable system 
complexity and the strict quality demands related to high-assurance systems. Re-
quirements engineering (RE) research is expected to provide RE methods that satisfy 
the essential needs and constraints of RE practice in this domain. RE researchers and 
method developers hence need a thorough understanding of the industry needs and 
constraints. However, there is no recent, systematic attempt to reveal the essential 
needs and constraints in the embedded systems domain that RE approaches should 
address. To close this gap, we have conducted a study with the following research 
question: What are current industry needs concerning methodological support for 
requirements engineering in the embedded systems domain? 

We have investigated this research question by means of an in-depth study with 
seven large internationally operating companies in Germany from five different 
branches of the embedded systems domain see Section 3.1. While a number of industry 
surveys have already been conducted and reported in the past, some topics that are of 
critical importance for RE methods have been investigated with insufficient depth or 
even been completely neglected. Our study therefore focused on the following topics:  
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• Topic 1: Use of natural language vs. requirements models 
• Topic 2: Support for high system complexity 
• Topic 3: Quality assurance for requirements 
• Topic 4: Interrelation of RE and architectural design 

In order to gain a rich, in-depth understanding of the subject of investigation, we 
conducted interviews with all study participants and, in addition, collected data by 
means of questionnaires. 

The paper is structured as follows: first, we summarize the findings from previous 
studies and practice reports related to our research question (Section 2). Subsequently, 
we outline our study design (Section 3). Then, we present the results of our study for 
each topic of interest (Section 4) and draw conclusions for future RE research based 
on our findings (Section 6). We discuss the validity of our results in Section 6 and 
provide a summary and outlook in Section 7. 

2   Related Work 

The existing literature concerning the state of practice and industry needs in RE can 
be classified into two main categories: empirical studies and industrial case reports. 
Contributions in the first category include [7], [13], [14], [15], [16], and [25]. Contri-
butions in the second category include [1], [5], [6], [8], [20], and [24]. In the follow-
ing, we shortly summarize the related work with regard to the four topics of interest 
outlined in Section 1. 

• Natural language vs. requirements models: Several studies have investigated the 
use of models in RE practice. The main results from these studies are that re-
quirements are specified predominantly using natural language and that models 
are mainly used in an informal manner, e.g. to support elicitation and validation 
(see e.g. [8], [16], and [24]). However, previous studies have neither investigated 
whether a more intensive use of models is desired nor which factors inhibit a more 
intensive use. The paper at hand addresses these shortcomings. 

• Support for high system complexity in RE: Challenges in RE practice related to 
high system complexity are reported, for instance, in [8], [13], [14], and [24]. Ac-
cording to [8], the separation of different aspects by means of views is success-
fully applied in practice to deal with high system complexity. Amongst others, 
[24] suggests structuring the specification of a complex software-intensive system 
by means of a hierarchy of abstraction layers. However, practitioners’ needs re-
garding method and tool support for abstraction layers have not been investigated. 
This paper investigates this issue. 

• Requirements quality assurance: Previous work such as [4], [7], [8], and [9] re-
ports that major improvements are necessary with regard to the support for the 
validation and verification of requirements, particularly for high assurance  
systems. However, there are no definite results about what quality criteria for  
requirements are most challenging to fulfil in RE practice and hence require  
improved methodical support. These results are delivered herein. 

• Interrelation of RE and architectural design: Several authors report a tight interre-
lation between RE and architectural design in industrial practice (see e.g. [1] and 
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[4]). Yet, practitioners’ needs with regard to an improved support for tightly inter-
related RE and design activities have not been investigated. We have investigated 
this issue and report on the results. 

3   Study Design 

The study was designed to allow for quantitative and qualitative data to be collected. 
Section 3.1 explains the study context in which the data was collected. Section 3.2 
provides demographic data about the participating professionals. Section 3.3 outlines 
the investigative method. 

3.1   Context of the Study 

The study was conducted in 2009 with seven companies from five branches of the 
embedded systems domain: automation technology, automotive, avionics, medical 
technology, and energy technology. The companies were large, Germany-based, in-
ternationally operating equipment manufacturers, as well as suppliers. Both bespoke 
as well as market-driven product development is performed by the participating com-
panies. Products developed by the participating companies are mainly safety-critical, 
software-intensive embedded systems. 

3.2   Study Participants 

The study participants were selected within companies participating in the German 
Innovation Alliance SPES 2020 (Software Platform Embedded Systems, [10]), partly 
based on their company roles and partly by convenience sampling (see e.g. [3]). As 
the study required participants with a good overview of the needs related to RE and 
other development phases across different projects in their companies, only depart-
ment leaders, research personnel, and project consultants were recruited to participate 
in the study. In total, 17 company representatives participated in the study. The par-
ticipants were not balanced across companies. However, when multiple representa-
tives from the same company participated, the representatives were recruited from 
different departments or branches. 

3.3   Investigative Method 

As the purpose of the study was to gain insight into essential industry needs and the-
reby to identify novel research areas in the field of RE, the investigation was of quali-
tative nature. However, it was the authors’ aim to support the information elicited in 
the interviews with comparable data. Therefore, a combination of qualitative and 
quantitative techniques was used. Three data acquisition devices were used: a demo-
graphic questionnaire, an interview, and a post-interview questionnaire. These devices 
are explained in more detail in the following sections. All four RE-related topics out-
lined in Section 1 were addressed in the interviews as well as in the questionnaires. 
The study was conducted in German; the questionnaire and interview guide items 
have been translated for the purpose of this paper in such way that the emphasis of the 
individual statements is preserved. 
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Demographic questionnaire. This questionnaire consisted of 13 short questions 
about the industrial context and the individual participants’ professional backgrounds 
such as their experience with RE. 60% of the participants’ self-reported their experi-
ence with RE to be between 5 to 10 years, 20% reported more than 15 years of  
experience. 90% of the participants self-reported their level of experience in require-
ments engineering as advanced or expert. Because this study aims at revealing what 
fields of RE are most pertinent for industry practitioners instead of assessing a typical 
professional’s knowledge about RE, we have chosen the participants’ years of experi-
ence instead of “knowledge of RE” as the most suitable measure of the participants’ 
qualification. 

Interview. The goal of the interviews was to gain deep insight into each participant’s 
views and opinions regarding current RE practice. The total time dedicated to each 
interview session was about two hours. During the interviews, an interview guide was 
used to lead the interviewer and interviewee through the conversation. Strict adher-
ence to the interview guide was not enforced, as the interviewer should be allowed to 
flexibly react to the participants’ answers and investigate issues emerging during the 
interview in more detail. Written protocols documented the participants’ answers and 
were transcribed during the interviews. Each participant reviewed the protocol of his 
or her respective interview to ensure that the essence of the answers was gathered 
correctly and to clarify possible misunderstandings. 

Post-interview questionnaire. The goal of this questionnaire was to gain quantitative 
data supplementing the qualitative data from the interviews in order to ease interpreta-
tion of the data. The questionnaire contained statements related to RE practice and 
industrial needs that have been identified through an extensive literature research and 
pre-study discussions with embedded systems professionals. The questionnaire con-
sisted of about 60 items. About 45 of these items contained predefined statements to 
which the participants could express their approval or disapproval using five-point-
scales (“1: applies never/strongly disagree“, “2: applies rarely/disagree”, “3: applies 
sometimes/indifferent”, “4: applies often/agree”, and “5: applies always/strongly 
agree”; multiple answers were discouraged). The remaining items were to be an-
swered according to predetermined answer choices (multiple answers were allowed). 
We used adverbs such as “predominantly” or “often” in our questions to make clear 
that we were interested in the typical case and did not expect that an individual com-
pany representative can make a general statement that holds for the entire company. 
Thereby, we aimed to avoid mediocrity in the data.  

From the 17 participants, 10 answered the questionnaires completely. The results 
from the all completed post-interview questionnaires are used in this paper to support 
our findings. 

4   Key Results of the Study 

This section reports on the findings of the investigation for each topic of interest as 
defined in Section 1. Section 5 draws conclusions for future research in RE resulting 
from our study. 
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4.1   Natural Language vs. Requirements Models 

RE approaches investigated by researchers are mainly focused on model-based RE. In 
contrast, requirements are documented in practice predominantly using natural lan-
guage. Therefore, a major question of the study was in how far practitioners regard 
model-based RE approaches as beneficial. 

We checked our assumption regarding the use of natural language by means of a 
questionnaire item stating “requirements are available to us predominantly as text 
documents”. As can be seen from Fig. 1 the participants mostly expressed agreement. 

0
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not answered never rarely sometimes often always
 

Fig. 1. Participants’ answers for the statement “Requirements are available to us predominantly 
as text documents” 

Despite natural language being the dominant documentation form for requirements, 
the study participants expressed dissatisfaction with the use of natural language. This 
is supported by Fig. 2. Half of the participants agreed with the statement that using 
natural language to document requirements is not satisfactory. Only one participant 
expressed disagreement. 
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Fig. 2. Participants’ answers for the statement “The specification of requirements by means of 
natural language is often not satisfying” 

Concerning the use of models in current RE practice, most participants expressed a 
rather low intensity of model use in requirements specifications. This is supported by 
the participants’ answers to the corresponding questionnaire item shown in Fig. 3, 
Graph a). The interviews revealed that models are typically not considered as an ap-
propriate way of documenting legally binding requirements. Furthermore, the use of 
models in requirements specifications is not mandatory in most companies. Hence, 
they are not included in the final requirements documents that are provided, for  
instance, to suppliers. 

However, the interviews revealed that models are frequently as a supportive means 
during RE. For instance, as depicted in Fig. 3, Graph b), most participants agree that 
models often or always help them understand complex requirements more easily. 
According to the interviews, domain-specific models of the product (such as a power  
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a) We use models in our projects to specify requirements.

b) To me it is much easier to understand complex requirements, if these are specified by means of
models (assuming that I have a decent understanding of the modeling language).  

Fig. 3. Participants’ answers for two questionnaire items concerning the benefits of model use 

plant or an airplane) as well as models of the structure, functions, and behavior (such 
as UML/SysML) of the embedded system are used to support RE activities. 

In the questionnaire, the participants stated which models they regard as beneficial 
for RE. The results are shown in Fig. 4. Interestingly, while goal-oriented RE plays an 
important role in current research [23], goal modeling appears to be only of marginal 
importance in current practice.  
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Fig. 4. Participants’ answers for the questionnaire item “The following modeling languages and 
model types can be used gainfully in RE.” Multiple answers per participant were possible. 

Summarizing, models are regarded as a supportive means for communication, col-
laboration, and analysis, but are not used for specifying legally binding requirements. 

Several participants stated that a major obstacle for using models more intensively 
in RE is the lack of appropriate method guidance and/or (commercial) tool support. 
The lack of method guidance leads to uncertainty about how models should be used in 
the RE process. In particular, participants proposed that especially uncertainties con-
cerning the satisfaction of legal and contractual matters as well as safety standards 
(e.g. RTCA DO 178B [21]) impair more intensive model use. Furthermore, according 
to several participants, substantial confusion exists concerning the distinction between 
requirements and design models. The dissatisfaction with method and tool support for 
model use in RE is also confirmed by the questionnaire results depicted in Fig. 5, 
Graph a). 
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a) The support we have in our company / in our department to specify models in RE is completely
satisfactory.
b) Intensively using requirement models in our projects is not necessary.

 

Fig. 5. Participants’ answers for two questionnaire statements concerning the satisfaction with 
support for model use during RE and the need for more intensive model use in RE 

Despite the identified difficulties, most study participants expressed a strong wish 
for using models more intensively in RE. More than half of the participants consider 
that an intensive use of requirements models is necessary for their projects (see Fig. 5, 
Graph b). Note, that since a negative formulation was used for the corresponding 
questionnaire item, the participants, who expressed (strong) disagreement, are in favor 
of intensive model use. 

4.2   Support for High System Complexity 

As depicted in Fig. 6, the study participants expressed a low satisfaction with the 
support of existing RE methods for developing complex systems. 
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Fig. 6. Participants’ answers for the statement “Existing requirements engineering methods are 
capable of dealing with the complexity of the systems we develop” 

The lack of appropriate RE method support for complex systems leads, for in-
stance, to an enormous effort needed to ensure requirements consistency across dif-
ferent engineering domains such as mechanics, electronics, software of a system or 
product. 

In the study, the use of abstraction layers was identified as an important means for 
dealing with high system complexity in practice. In the questionnaire, six participants 
reported that their projects often or always involve the specification of requirements 
at different abstraction layers (Fig. 7). The number of abstraction layers that are used 
ranged from two to six. In some cases, the use of abstraction layers is formally im-
posed. For instance, standards such as [2] and [21] define several abstraction layers of 
requirements. 
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Fig. 7. Participants’ answers for the statement “In our company/in our department, require-
ments are strictly managed on different abstraction layers (e.g. market/product requirements, 
system requirements, subsystem requirements, or hardware/software requirements)” 

The use of abstraction layers and the satisfaction with the existing support for de-
veloping requirements across multiple abstraction layers were investigated in more 
detail in the study. The interviews revealed that despite abstraction layers being in 
use, there is a substantial confusion regarding what should and should not be con-
tained in the requirements specification at the different abstraction layers. In addition, 
existing requirements management tools are considered unsatisfactory for dealing 
with requirements at different abstraction layers. 

Nearly all participants expressed a strong need for methodical support for refining 
requirements across abstraction layers. This finding is also supported by the question-
naire results depicted in Fig. 8, Graph a). 
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a) A coherently methodological approach when refining requirements on different abstraction layers
(e.g. from system requirements to component requirements) simplifies development significantly.
b) Maintaining consistency between requirements on different astraction layers is not a major
challenge in our projects.

 

Fig. 8. Participants’ answers for two questionnaire statements concerning the use of abstraction 
layers during RE 

Furthermore, many participants consider requirements traceability and require-
ments consistency across abstraction layers as significant challenges. Fig. 8, Graph b), 
shows that the majority of participants consider that maintaining requirements consis-
tency across multiple abstraction layers is difficult to accomplish (note the negative 
formulation of the questionnaire item). The need for improved methodical support for 
assuring requirements traceability and consistency, in general (i.e. not specifically 
related to different abstraction layers) is further discussed in Section 4.3. 

In addition to the use of abstraction layers, the use of models (see Section 4.1) may 
be regarded as a means for coping with high system complexity, too (e.g. due to the 
improved structuring and the possibility of automation). However, Fig. 9 shows that 
only three participants indicated that models often or always help managing system 
complexity. Hence, these results show no conclusive indication that using models is 
or is not considered a feasible way to cope with high system complexity. 
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Fig. 9. Participants’ answers for the statement “Without using models to specify system  
requirements, the complexity of the systems that are being developed cannot be handled” 

4.3   Quality Assurance of Requirements 

The study participants regarded high requirements quality as crucial since the systems 
in the considered domains are safety-critical in many cases. For these systems, the 
level of quality assurance to be achieved and, partly, the techniques to be applied are 
regulated by safety standards (e.g. ISO 26262 [11], RTCA DO 178B [21]). 

However, still manual techniques were reported to be the dominant form of check-
ing requirements quality. Nine out of ten participants reported that inspections are 
regularly conducted in their respective organization for checking requirements quality. 
In contrast, only one participant reported the use of automated consistency checking of 
requirements. As Fig. 10 shows the existing methodical support for requirements vali-
dation and verification was judged as only partly satisfactory by the participants. 
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Fig. 10. Participants’ answers for the statement “The method support we have for validation 
and verification of requirements is completely sufficient” 
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Fig. 11. Participants’ answers for the question “For which requirement quality properties do 
you expect a significantly improved methodical/tool support?” Multiple answers per participant 
were possible 
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According to most participants, there is a strong need for improved methodical 
support with regard to the quality criteria consistency, testability, and traceability. 
These three criteria were stated by 80% to 100% of the participants. Other criteria 
were stated less frequently as can be seen by Fig. 11. In addition, many participants 
noted the high effort that must be spent in their projects for ensuring requirements 
traceability and consistency. 

The use of models in RE is considered a promising approach to simplify quality as-
surance in RE. 70% of the participants agree that using models intensively during RE 
would simplify validation and verification of requirements tremendously, only 20% 
distinctively disagree. These results are visualized in Fig. 12. 
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Fig. 12. Participants’ answers for the statement “Using models during requirements engineering 
would significantly improve requirement validation and verification” 

4.4   Interrelation of RE and Architectural Design 

Many existing methods assume a clear separation between RE and design, i.e. RE 
activities and artifacts are clearly separated from design activities and artifacts. How-
ever, some authors have indicated a less clear separation between RE and design or 
even a close intertwining of RE and design in practice (e.g. [18] and [17]). 

Our study provides further evidence for the somewhat blurry separation between 
RE and design in practice. Only two participants stated that a clear separation  
between RE and design is maintained often or always in their projects (Fig. 13).  
According to the interviews, practitioners conceive the separation between RE and 
design as a distinction between problem definition and solution finding. However, this 
separation strongly depends on the stakeholders’ perspectives as explained in [19],  
pp. 24-26. Model-based development increases the confusion related to separating 
requirements from design artifacts because many model types can be used to specify 
requirements as well as design (see Section 4.1). This is supported by the fact that 
some of the interviewees expressed a strong need for workable rules on how to de-
velop solution-free requirements models. 

0
2
4
6

not answered never rarely sometimes often always
 

Fig. 13. Participants’ answers for the statement “We clearly distinguish between RE and Archi-
tecture Design in our projects” 
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a) traceability between requirements and design
b) systematic transition between requirements and design
c) automated transition between requirements and design

 

Fig. 14. Participants’ answers for three questionnaire statements concerning the support for the 
transition between requirements and design 

The transition from requirements to design has been an important research topic for 
the last decades. In our study, we investigated what kind of support practitioners seek 
for the transition from requirements to design. We differentiated the following three 
kinds of support: 

• Traceability between requirements and design 
• A systematic approach for the transition between requirements and design 
• An automated transition from requirements to design 

The strongest approval was expressed by the participants with regard to the system-
atic support for traceability between requirements and design (see Graph a) in Fig. 
14). No consistent indication can be determined from the results with regard to im-
proved systematic approaches for the transition between requirements and design (see 
Graph b) in Fig. 14). Also, no consistent opinion could be observed with regard to the 
automation of the transition between requirements and design (Graph c) in Fig. 14). 
Hence, only the support for traceability could be identified as an urgent need. 

5   Conclusions for RE Research 

In this section, we draw conclusions from our study results (see Section 4) regarding 
topics that RE research should address. Potential threats to the validity of our results 
and the conclusions outlined in this section are discussed in Section 6. 

Support for Model-based RE 
As indicated in Section 4.1, practitioners consider natural language as insufficient for 
specifying requirements for complex systems. For instance, checking a simple consis-
tency rule causes an enormous effort when performed manually for a requirements 
specification with several thousands of requirements. The study participants ex-
pressed a strong interest in using requirements models more intensively which we 
partly attribute to the higher level of automation of RE tasks that models facilitate. 
However, practitioners must be provided appropriate guidance to overcome major 
issues that currently inhibit the use of models. This guidance must clarify how re-
quirements models can be used when safety standards must be satisfied, a require-
ments document must be provided that is legally binding and must be passed on to a 
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supplier, and how to prevent specifying the design instead of the requirements when 
creating models. 

A possible way of resolving part of the current issues could be a tighter integration 
of requirements models with textual requirements which allows switching more easily 
between these two representations. 

Support for Abstraction Layers in RE 
Requirements for complex systems are specified at different layers of abstraction. In a 
typical case, requirements need to be defined for the product (e.g. an airplane or a 
power plant), each individual system of this product, each system function, and each 
hardware and software component needed to implement the system functions. As the 
results presented in Section 4.2 indicate, RE methods need to support the develop-
ment of requirements across such layers of abstraction in order to be applicable in the 
embedded systems domain. The methodical support should include at least refine-
ment, traceability, and consistency checking across different abstraction layers. 
Therein, a tight integration between RE and architectural design is needed since, in a 
hierarchy of abstraction layers, the architecture defines the context and scope of each 
requirement (see e.g. [22]). 

To provide practitioners with workable guidelines for developing requirements at 
different abstraction layers, the concept of abstraction layers itself needs further clari-
fication. A possible way of clarifying the methodical issues is to provide reference 
models with clearly defined abstraction layers, rules stating what should and what 
should not be specified at each abstraction layer, and guidelines how requirements at 
different abstraction layers should relate to each other. 

Support for Quality Assurance in RE 
As stated in Section 4.3, existing quality assurance techniques for requirements are 
only partly satisfactory. Our results indicate that existing, general quality assurance 
techniques should be refined to provide workable guidelines for practitioners to  
systematically deal with specific requirements quality criteria such as consistency, 
traceability, or testability. In addition, sound evidence is needed which quality criteria 
are positively influenced by the use of requirements models. 

Furthermore, a better methodical alignment of RE and safety engineering is neces-
sary. RE methods should, for instance, support determining the type and extent of 
quality assurance based on the safety requirements resulting from safety analyses such 
as the required safety integrity level of a component or function. 

Support for the Transition between RE and Design 
Regarding the transition between RE and design, our results (Section 4.4) indicate 
that the conditions under which an automated transition from requirements to design 
is desirable and feasible in the industry should be carefully examined. 

Industry has a strong need for systematic, workable approaches for traceability be-
tween requirements and design. Existing RE and design methods need to be better 
aligned and the typical use cases for traceability in the development process of em-
bedded systems must be taken into account to provide such traceability support. In 
addition, a high level of automation is needed to reduce the effort for creating and 
maintaining traceability links. 
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6   Critical Evaluation 

Although great care was exercised during the creation of the interview guide and 
during the design of the questionnaires, some investigative issues remain. 

It could be objected that the purposefully introduced vagueness in questionnaire 
items (e.g. through the use of adverbs such as “predominantly”) may have led to dis-
tortions in the measured data due to different interpretations of the questions by indi-
vidual participants. However, this strategy contributed to avoid possible mediocrity in 
the data and allowed us to capture the trends in typical everyday cases in development 
projects. 

Since our research focus is on model-based RE, researcher bias may have influ-
enced the results concerning the participants’ attitude with regard to using models in 
RE during the interviews. To reduce this threat to validity, we motivated the partici-
pants to express their true opinion and paid special attention to adequately honor any 
objections against the use of models in RE. In addition, the participants’ expertise 
made them less susceptible to be influenced by the researchers’ opinion. Furthermore, 
we specifically designed the questionnaires to counteract possible researcher bias by 
means of the Flip-Flop Technique [3] and counter-balanced question wording. 

The participant population might not be representative for all companies in the em-
bedded systems domain. Section 3.2 shows how this issue was reduced by involving 
companies from five different branches of the embedded systems domain with differ-
ent roles in product development and by focusing on personnel with a good overview 
of RE-related issues. The participants’ (albeit self-reported) many years of industrial 
experience further increases the trustworthiness of the obtained results. 

Furthermore, the joint application of interview data and questionnaires helped re-
ducing the risk of invalid results by cross-checking interview and survey data. The 
questionnaires were designed to complement the qualitative findings from the inter-
views (see Section 3.3). Note that the purpose of the questionnaires was not to allow 
statistical testing of hypotheses as this study is qualitative in nature. 

7   Summary and Outlook 

This paper reports on the results of an industrial survey in the embedded systems 
domain intended to reveal major needs of industry practitioners in the field of RE and 
thereby to indicate directions for future RE research. The study focused on four  
selected topics: use of natural language vs. requirements models, support for high 
system complexity, quality assurance of requirements, and interrelation of RE and 
design. Despite a number of industry surveys have been reported on in previous arti-
cles, these topics have thus far not been investigated, yet are imperative for RE  
research to develop industry-ready methodology. 

The study was conducted in 2009 with seven large companies from five branches 
of the embedded systems domain (automation technology, automotive, avionics, 
medical technology, and energy technology). The data was gathered by means of 
interviews as well questionnaires in order to increase the confidence in the results. In 
total, 17 company representatives participated in the interviews, 10 of the representa-
tives completed additional questionnaires. 
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From these results, we have derived conclusions indicating important threads of fu-
ture research in RE (Section 5). An important result of the study is that practitioners 
advocate a more intensive use of models in RE, yet the use of models is currently 
impaired by uncertainties regarding the use of requirements models in legally binding 
requirements documents for safety-critical systems. Furthermore, methodical support 
for abstraction layers is of critical importance for the adoption of RE methods in  
industry. A strong need for workable solutions for assuring specific requirements 
quality criteria (consistency, traceability, and testability) has been revealed whereas 
an automated transition from requirements to design could not be identified as a pre-
valent need. The generalizability of these results is discussed in the paper along with 
other threats to validity. 

In our future work we will exploit the study results to extend and enhance an exist-
ing RE method for embedded systems that was developed in our group in order to 
address urgent industrial needs to a larger extent. In addition, we believe that the 
results conveyed in this paper will contribute to developing RE methods that can be 
transferred more easily into embedded systems practice. 
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Abstract. [Context and motivation] For an automatic consistency
check on requirements the requirements have to be formalized first.
However, logical formalisms are seldom accessible to stakeholders in
the automotive context. Konrad and Cheng proposed a restricted En-
glish grammar that can be automatically translated to logics, but looks
like natural language. [Question/problem] In this paper we investi-
gate whether this grammar can be applied in the automotive domain,
in the sense that it is expressive enough to specify automotive behav-
ioral requirements. [Principal ideas/results] We did a case study over
289 informal behavioral requirements taken from the automotive con-
text. We evaluated whether these requirements could be formulated in
the grammar and whether the grammar has to be adapted to the auto-
motive context. [Contribution] The case study strongly indicates that
the grammar, extended with 3 further patterns, is suited to specify au-
tomotive behavioral requirements of BOSCH.

Keywords: automotive, requirements, formalization, real-time.

1 Introduction

In this work we investigate whether the restricted English grammar provided by
Konrad and Cheng [1] suffices to express behavioral requirements taken from the
automotive context. The grammar looks like natural language, however it allows
an automatic translation into linear time logic (LTL)[2], computational tree
logic (CTL)[2], graphical interval logic (GIL)[3], metric temporal logic (MTL)[4],
timed computational tree logic (TCTL)[4], and real-time graphical interval logic
(RTGIL)[5].

We are only interested in requirements specifying the behavior of the system,
i.e., we do not consider any other kind of requirements. Thus, in the following, ev-
ery time we speak of “requirements” we mean in fact behavioral requirements [6],
i.e., requirements specifying the behavior of the system. We consider behavior
without exact timing bounds (e.g., “If the system is in diagnostic mode then pre-
viously the diagnostic request DiagStart held.”) and behavior with exact timing
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bounds (e.g., “If the diagnostic request IRTest appears then the infrared lamps
are turned off after at most 6 seconds”). The case study is motivated from au-
tomotive development processes. In this context sets of requirements often com-
prise of several hundred pages. The requirements are mainly written in natural
language. There are a lot of involved stakeholders, many of them spread over
different companies [7]. Furthermore, requirements specifications are manually
checked for errors, e.g., by peer reviews [8].

The problem addressed in this work is that such a manual check is a con-
siderable effort since requirements affect each other and cannot be analyzed in
isolation [9]. Therefore automatic checks are desirable already for small sets of
requirements [10,11,12]. However, to allow automatic checks the requirements
need to be available in a formal language, such as, e.g., a logic like LTL. In
addition to that, the new functional safety standard for Automotive Electronic
Systems ISO26262 (currently under development) states that for safety criti-
cal systems at least a semi formal specification of safety requirements is highly
recommended [13]. Thus, in the automotive domain a need arises for methods
developing semi formal or formal requirements.

Unfortunately such formalizations are rarely accessible to the stakeholders
who need to read them [14,1]. Thus, before working with a formal specification
all the stakeholders would need to be trained in the chosen logic, even beyond
company boundaries. In practice this is clearly unrealistic. Another possibility
is to develop both a formal and an informal requirements document. But this
is double work and it will be difficult to hold both documents consistently over
the development time of 2-5 years.

Thus, the idea is to use a language that retains the mathematical rigor but
uses a vocabulary and syntax very close to natural English language. Such a
language is provided by Konrad and Cheng [1]. They propose a restricted English
grammar that represents a specification pattern system (SPS), such that every
pattern looks like natural language but can be translated into a logical formula
in LTL, CTL, TCTL, RTGIL or MTL. The drawback of this language is that it
covers only a subset of the statements possible to express in the particular logic.
For example the following requirement cannot be expressed in the SPS as the
SPS provides no pattern that expresses such a behavior: “For a codeword with
5 digits, the time between entering the first digit and the last one is less than 5
seconds”. However, the SPS does not claim to be complete. Thus, the question
is not whether all possible requirements can be expressed in this SPS but: Does
in practice the SPS suffice to express automotive requirements?

If this would be true, then automotive requirements could be expressed in SPS,
i.e., they would be still readable for all stakeholders (as they look like natural
language) but could be automatically checked by a computer (as they can be
automatically translated into logical formulas). To investigate that question,
we did a case study over 289 requirements taken from five projects from the
automotive domain. The requirements were given in informal prose. For the
case study we checked for every requirement in this sample whether it could be
reformulated in the SPS without loss of meaning.
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2 Related Work

Various tabular notations aim to provide requirements that are both accessi-
ble and suitable for formal analysis. For example, Heitmeyer et al [11] have
built a variety of tools for checking consistency, completeness, and safety prop-
erties of requirements expressed in the tabular SCR notation. In contrast to
the tabular notation, formalisms like B or Z [15] aim to express requirements
in a mathematical way. E.g., the formalism Z defines rigid notations for logical
operations, quantifiers, sets, and functions. Whereas Z is strictly designed as a
specification language, the goal of B is to use mathematical proofs to verify con-
sistency between refinement levels and to enable an automatic transformation of
requirements into some executable code. However neither B nor Z offer a natural
language representation.

Some research, such as the Attempto Controlled English project [16] and
the work of Han [17], attempt to construct formal specifications from natural
language requirements. However, automatic interpretation of natural language
is still error-prone, as natural language is often vague and the information is
often implicitly stated. The use of natural language in the work described here
is much less ambitious.

This work investigates whether the restricted English grammar proposed by
Konrad and Cheng [1] can be applied to the automotive context. The grammar
depicted in Table 1 represents a specification pattern system (SPS) [1] with 16
non-recursive patterns. Every pattern can be mapped to logical statements in,
e.g., the logics MTL, TCTL and RTGIL. The patterns without exact timing
bounds were originally proposed by Dwyer et al in [18]. Konrad and Cheng
extend these patterns in their SPS .

The patterns consist of non-literal terminals (given in a sans serif font) and
literal terminals (confined via quotation marks). For example, the min duration
pattern consists of “it is always the case that once ” P “ becomes satisfied, it
holds for at least ”c “time units”, with P, c as non-literal terminals and the rest
as literal terminals. The non-literal terminal P denotes a boolean propositional
formulae that describes properties of states and is used to capture properties of
the system. The non-literal terminal c is instantiated with integer values.

Both Dwyer et al [18] and Konrad [19] evaluate their approach with a case
study. However, Dwyer evaluates the applicability only for patterns without
exact timing bounds, and Konrad only for patterns with exact timing bounds.
To our knowledge there are no case studies that evaluate the applicability of the
SPS for mixed requirements.

The work of Dwyer et al has been extended in a number of directions. Grunske
extends the patterns to express also probabilistic quality properties [20]. This
extension might be useful to express availability or reliability requirements, how-
ever in our case study we consider only behavioral requirements, thus we base
our work on Konrad’s SPS.

Cobleigh et al. developed the tool PROPEL (PROPerty ELucidator) that
aims to guide users through the process of creating property specifications in
supporting them in selecting a suited pattern and scope [21]. The tool provides
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Table 1. Restricted English grammar given by Konrad and Cheng in [1]

Start 1: property ::= scope “,” specification “.”
Scope 2: scope ::= “Globally” | “Before” R | “After” Q | “Between” Q “ and” R | “After”

Q “until” R
General 3: specification ::= qualitative type | realtime type | invariant type

Quali.

4: qualitative type ::= occurrence category | order category | possibility category
5: occurrence category ::= absence pattern | universality pattern | existence pattern | bounded existence
6: absence pattern ::= “it is never the case that” P “ holds”
7: universality pattern ::= “it is always the case that” P “ holds”
8: existence pattern ::= P “ eventually holds”
9: bounded existence ::= “transitions to states in which ” P “ holds occur at most twice”
10: order category ::= “it is always the case that if” (precedence pattern | response pattern |

precedence chain 1-2 | precedence chain 2-1 | response chain 2-1 | response
chain 1-2 | constrained chain )

11: precedence pattern ::= P “holds, then” S “previously held”
12: precedence chain 1-2 ::= S “holds and is succeeded by” T “, then” P “ previously held”
13: precedence chain 2-1 ::= P “holds then ” S “ previously held and was preceded by ” T
14: response pattern ::= P “holds then ” S “eventually holds”
15: response chain 1-2 ::= P “ holds“ then ” S “eventually holds and is succeeded by” T
16: response chain 2-1 ::= S “holds and is succeeded by ” T “, then ” P “eventually holds af-

ter ” T
17: constrained chain ::= P “holds “then ” S “eventually holds and is succeeded by” T “,

where” Z “does not hold between” S “and” T

real time

18: real time type ::= “it is always the case that” (duration category | periodic category | RT
Order category) | possible real time category

19: duration category ::= “once” P “ becomes satisfied, it holds for” (min duration | max duration)
20: min duration ::= “at least” c “ time unit(s)”
21: max duration ::= “less than” c “ time unit(s)”
22: periodic category ::= P “ holds” bounded recurrence
23: bounded recurrence ::= “ at least every” c “time unit(s)”
24: RT Order category ::= “if” P “ holds, then” S “holds” (bounded response | bounded invariance)
25: bounded response ::= “ after at most” c “time unit(s)”
26: bounded invariance ::= “ for at least” c “time unit(s)”

both a finite-state automaton representation and a natural language represen-
tation. However, the tool currently only supports patterns without exact timing
bounds.

3 Planning of the Case Study

3.1 Study Goals and Questions

In order to assess whether the SPS proposed by Konrad and Cheng can be
suitably applied in the automotive domain two questions should be raised: first,
is the SPS expressive enough to express automotive requirements? And, second,
do developers, requirements engineers, and sub-suppliers accept the SPS, in the
sense that they think it easy to use and useful?

In this case study we address only the first question. However, in order to
ensure that BOSCH requirements engineers and developers can understand re-
quirements formalized in SPS and can apply it to their requirements, we did an
initial informal survey. We showed them requirements formalized in SPS, and
asked them to explain their meaning to us and to apply the SPS on some of
their behavioral requirements. The results indicate that requirements formalized
in SPS are easy to understand and SPS is easy to apply. However, many experts
asked for tool support. Therefore, we plan to develop a tool and do a further
case study to address this question in a bigger context — presuming the present
case study indicates the SPS is expressive enough.

Another property we investigate in this case study is the pattern complexity:
every pattern in the SPS can be expressed in logic, but not every pattern can be
expressed in every logic. We define pattern complexity as a function that maps a
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Fig. 1. In the case study we investigate the relation between requirements and SPS,
and between requirements and pattern complexity

pattern to the least expressive logic of a given finite set of logics in which it can
be expressed. We are interested whether our case study contains subsets with a
small pattern complexity.

Therefore, we identified four subgoals of the case study:

Goal 1a. Is it possible to express all automotive requirements in the SPS by
Konrad and Cheng?

Goal 1b. If there are automotive requirements, that cannot be expressed in
the SPS, what is the reason? I.e. could such requirements be expressed in
another formalism?

Goal 2. Are all patterns in the SPS by Konrad and Cheng relevant for the
automotive domain? I.e. are there patterns that are never needed?

Goal 3. What is the relation between application domain (e.g., human machine
interface, engine controller,...), the requirements development phase and the
pattern complexity?

As depicted in Figure 1, the subgoals 1a, 1b, and 2 investigate the relation
between requirements and SPS, whereas subgoal 3 relates requirements (via the
SPS) with pattern complexity.

3.2 Selection of the Sample

Selection criteria for documents. In the first step we selected requirements
documents from different BOSCH projects of the automotive domain. To get a
representative sampling, we decided to apply stratified sampling over the auto-
motive application domains car multimedia, driving assistance, engine control-
ling, powertrain development, and catalytic converter development. Moreover,
we decided to use projects from different development stages, i.e. platform and
customer projects [22] from concept phases to well-known development phases1.
We then used convenience sampling to select a project out of every stratum.
1 Platform projects develop a collection of reusable artifacts, such as requirements,

software components, test plans etc. These artifacts are then reused in customer
projects in order to build applications.
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Each project had several requirements documents, some consisting of more
than 100 pages. In order to get a representative sample we asked the corre-
sponding requirements engineers to give us a requirements document such that,
first, the document contained behavioral requirements, and, second, the docu-
ment was representative for the application domain. This way we obtained the
following five requirements documents: a document specifying a Human Ma-
chine Interface(HMI) D1 (of a car multimedia project), a document specifying
an error-handling concept D2 (of a driving assistance project), one of a con-
troller of a heater of an oxygen sensor D3 (of a catalytic converter project), one
of a powertrain controller D4 (of a powertrain project), and one of an engine
injection device D5 (of an engine control project).

Selection criteria for requirements. Every document D1, . . . , D5 consisted
of several chapters. In the documents process requirements (e.g., “The testing
coverage shall be at least 99% over all code statements”) or other nonfunctional
requirements were mostly grouped together into chapters, thus separated from
the behavioral requirements. In this work we are only interested in behavioral
requirements. Therefore we scanned the chapters of the documents and made
a list with the chapters containing such requirements. After that we randomly
chose a chapter out of this list, and selected all requirements in the chapter. In
this way we obtained the set of requirements R1 out of D1, . . . , R5 out of D5.
R, the union of these sets, consisted of 289 requirements. We randomly chose
chapters instead of the requirements itself, as in our experience a requirement
should not be interpreted out of its context.

After that we preprocessed the initial data set: we deleted 11 headings, and
22 statements, that were either mere descriptions but not real requirements
(e.g., “Most drivers prefer a smooth deceleration”), or requirements that did not
specify behavior (e.g., “All failure thresholds shall be defined and documented by
the developers.”). Furthermore we deleted 11 redundant requirements. In order
to ensure that these redundant requirements, headings and statements could be
safely deleted, we discussed every deletion with 2 further experts.

After that our sample consisted of 245 informal requirements in prose.

3.3 Case Study Design

The setting of the case study is depicted in Figure 2: As input we used 245
informal requirements. These are analyzed in a content analysis with the category
system defined below.

The category system consists of three main groups: phenomenon requirements,
requirements expressible in SPS and requirements not expressible in SPS. The
category requirements expressible in SPS is further refined in the patterns defined
in [1].

We defined a requirement as phenomenon requirement if it specified not be-
havior but data. An example for such a requirement is “An error is built up
as following: error name (2 Byte), error status (1Byte), odometer value when
the error occurred (2Byte)”. Note that a phenomenon requirement cannot be
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mapped to a pattern, instead the data it specifies is mapped to non-literal ter-
minals. Thus, phenomenon requirements are indirectly expressed in the SPS.

We defined a requirement as expressible in SPS if and only if the SPS provides
one or more suitable patterns and there is an assignment to the non-literal
terminals of these patterns, such that the conjunction of the instantiated patterns
expresses the meaning of the requirement.

We defined a requirement as not expressible in SPS, if it was not a phenomenon
requirement and could not be reformulated in the SPS without loss of meaning.

We then asked a requirements engineer to determine for every requirement in
the sample whether it was a phenomenon requirement, a requirement expressible
in SPS or a requirement not expressible in SPS. For requirements expressible
in SPS the engineer should further give instantiated patterns expressing the
meaning of the requirement.

The majority of the informal requirements could be reformulated into ex-
actly one instantiated pattern. However, for some requirements a conjunction
of multiple instantiated patterns was needed to express the meaning of the ini-
tial requirement. Thus, we obtained a set size for the resulting requirements
expressible in SPS, phenomena and not expressible in SPS of 307. The follow-
ing statistics concerning subgoal 1 and subgoal 2 relate to the initial number
of requirements(245), the statistics for the subgoal 3 relates to the 307 SPS
requirements.

4 Analysis of the Results

4.1 Goal 1: Expressivity of the SPS

In a first step we investigated whether it is possible to reformulate all require-
ments of the case study in SPS. Therefore we first measured how many re-
quirements could be expressed in the SPS by Dwyer et al, which is limited to
patterns without exact timing bounds. After that we compared these results
with the measurements for the SPS by Konrad and Cheng. Figure 3 depicts the
results.

The figure shows that for the requirements in the case study the extension of
Konrad and Cheng strongly reduces the number of not expressible requirements.
However, 39 requirements could not be reformulated. 25 of these requirements
needed a branching time concept, not provided in the given patterns.
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Fig. 3. The number of not expressible requirements is strongly reduced by Konrad and
Chengs’ patterns. It can be further reduced in extending the grammar with possibility
patterns.

The branching concept was needed to allow the specification of possible be-
havior. Consider the requirement If the gear is in P then it must be possible to
start the engine. In the later development phases this requirement will certainly
be split into further more precise and deterministic requirements, e.g, If the gear
is in P and the ignition is turned on then the system starts the engine. If the
gear is in P and the ignition is turned off, then the engine stays off.... However,
in the early development phases it is desirable to allow also a less precise speci-
fication, as the information to specify the requirements in the deterministic way
is probably not yet known. Thus, for early development phases we think that an
extension with branching time concept patterns is needed.

Therefore, we propose to extend the grammar by Konrad and Cheng with
possibility patterns depicted in Table 2. With the help of these patterns it is
possible to reduce the number of not expressible requirements from 39 to 14,
as depicted in Figure 3. Figure 4 depicts that in greater detail for R1, . . . , R5:
every bar represents the number of requirements, that were not expressible in
the SPS by Konrad and Cheng. E.g., 25 requirements of R4 were not expressible.
The bars are further divided into two classes: the number of requirements that
could be expressed by the new possibility patterns is depicted in light gray, the
number of requirements that are still not expressible is depicted in dark gray.
Note that in the case study the possibility patterns were especially needed for
the requirements of the projects in an early development phase, particularly in
R4. This is plausible as in later development phases such requirements will be
split into more precise requirements.

Table 2. Grammar of the extended patterns

possibility pattern ::= “if” P “holds then there is at least one execution sequence
such that” S “eventually holds”

possible bounded
response pattern

::= “if” P “holds then there is at least one execution sequence
such that” S “holds after at most” c “time unit(s)”

possible bounded
invariance pattern

::= “if” P “holds then there is at least one execution sequence
such that” S “holds for at least” c “time unit(s)”
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However, even with this extension it was not possible to find a reformulation in
SPS for 14 requirements. Thus, we investigated what reasons made a requirement
not expressible. We identified three reasons, depicted in Figure 4.

One not expressible requirement was only not expressible because it was out
of the system context: “If failures are detected in multiple electronic control
units (ECUs) the same classification of faults shall be used in all ECUs”. This
requirement was given to a project developing a single ECU, but clearly this
requirement cannot be solved on the ECU level as in this context it is not
known what faults are detected by other ECUs. However, on the context level
of the whole car the requirement could be expressed in SPS.

Five requirements could not be formalized as they did not specify any behav-
ior. Instead they described the appearance of the product, e.g., “the warning icon
is an image of two cars with a star in between”. As in this work we wanted to in-
vestigate only behavioral requirements, these requirements were wrongly selected
into our sample. Thus, for the result of this case study (limited to behavioral
requirements) these five requirements should be ignored.

Finally, the majority of requirements became not expressible because the
meaning of the requirement was not clear or just too vague. Neither the require-
ments engineer who formalized the requirements in the first step, nor the eval-
uators understood what the requirement wanted to specify, thus, it was clearly
impossible to formalize it. Examples for such requirements are “The drag torque
and the activation torque depend on the operating state.”(how?) and “warning
in central line of vision”(how is the “line of vision” determined? E.g., adaptive
to the size of the driver?). Thus, in these 8 cases, the problem was not that the
SPS was not expressive enough but instead that the requirements were unclear.
So, in fact the SPS helped to identify requirements that needed to be revised.

Thus, we come to the conclusion that the extended version of the SPS is
well suited to express behavioral requirements from the automotive context. The
majority of the behavioral requirements could be directly expressed in the SPS
by [1]. With an extension of only three patterns, all behavioral requirements



Applying Restricted English Grammar on Automotive Requirements 175

could be expressed as long as their meaning was clear. As only three further
patterns were needed, the case study indicates that Dwyer et al may be right
with their belief that in practice only some few patterns are needed to express
requirements. The effort to extend the SPS was low, i.e., we had to add only
three patterns with their formalization. Furthermore the SPS helped to iden-
tify requirements that needed to be revised. Thus it seems that for behavioral
automotive requirements the SPS is well suited.

However, for requirements that are not behavioral requirements this claim
does not hold. In fact the requirements specifying the appearance of the product
were nearly impossible to formalize in any formalism. Thus, we think this is an
indication that not all kind of requirements can be formalized. It seems that
behavioral requirements are suitable for formalization, but for the other kinds of
requirements this needs to be investigated. I.e., methods are needed that separate
between requirements that can be formalized and requirements that need to be
validated via other methods.

4.2 Goal 2: Pattern Relevance

Next, we evaluated whether all patterns in the SPS by Konrad and Cheng are
relevant for the automotive application domain. This question needs to be asked
to find a minimal pattern set. We assume that a less complex SPS with fewer
patterns is easier and faster to use for developers than one with many patterns.
However, we still want to express all automotive requirements. Thus, we evalu-
ated whether the SPS by Konrad and Cheng contains patterns that were never
needed in the case study.

We identified six patterns that were not needed to express any requirement
in the case study: the bounded existence, precedence chain 1-2, precedence chain
2-1, response chain 1-2, response chain 2-1 and constrained chain pattern. Thus,
the case study indicates that for the system level in the automotive application
domain these patterns might be omitted.

4.3 Goal 3: Pattern Complexity versus Application Domain

The SPS by Konrad and Cheng (and also the extended version) can be auto-
matically transformed to the logics LTL, CTL, GIL, MTL, TCTL, and RTGIL.
However, not every pattern can be translated into every logic. All provided pat-
terns can be translated into TCTL. But, e.g., only the patterns without any
reference to quantitative time or possible behavior can be expressed in LTL.

For LTL, CTL and TCTL tool support is available [23,24], therefore we focus
in the following work on these logics. However, even for this subset of logics, there
is a trade off between expressivity of the logic and its computational class. E.g.,
a consistency check for a set of requirements can be transformed into the satisfi-
ability problem. However, the satisfiability problem is undecidable for TCTL [4],
while decidable for LTL and CTL. Thus we are interested in the pattern complex-
ity and its relation to the application domain (e.g., human machine interface,
engine controller,...), and the requirements development phase. We define pat-
tern complexity as a function that maps a pattern to the least expressive logic
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∈ {LTL, CTL, TCTL} in which it can be expressed. The result of the mapping
is depicted in Figure 5.

Note that all LTL Patterns can be expressed in CTL as well, and both CTL
and LTL Patterns can be also expressed in TCTL. Generally, LTL is no subset
of CTL. However, in this case all patterns that can be expressed in LTL can be
expressed in CTL as well. We counted for every set of requirements R1, ..., R5
the number of LTL, CTL and TCTL Patterns.

As visible in Figure 6, TCTL Patterns were needed in every project. Only in the
set of requirements of the earliest development phase thenumber ofTCTLPatterns
was negligible. This indicates that for the specification of the whole system func-
tionality the need for TCTL Patterns is inevitable. However, it might be the case
that individual components of the system could be solely expressed in less complex
patterns. Further investigations are needed to prove or refute that thesis.
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5 Threats to Validity

In this section, we analyze threats to validity defined in Neuendorf [25], Krip-
pendorff [26], and Wohlin [27].

5.1 External Validity

Sampling validity [25]. This threat arises if the sample is not representative
for the requirements. In order to minimize this threat we used the selection
procedure described in Section 3.2, thus getting representative requirements of
every application domain. A limitation of the case study is that we only used
requirements of BOSCH projects. Thus we cannot extend our results to the
whole automotive domain but only for BOSCH’s automotive domain.

Interaction of selection and treatment [27]. This threat arises if the require-
ments engineer in this study (see Section 3.3) is not representative for BOSCH
requirements engineers. However, the reliability analysis in Section 5.4 suggests
that the application of the patterns is sufficiently independent of the evaluator.

5.2 Internal Validity

Selection [27]. This threat arises due to natural variation in human performance.
The requirements engineer in this study (see Section 3.3) could have been espe-
cially good in formalization. The reliability analysis in Section 5.4 suggests that
the application of the patterns is sufficiently independent of the evaluator. Thus
variation in human performance is probably not an issue.

5.3 Construct Validity

Experimenter expectancies [27]. Expectations of an outcome may inadvertently
cause the evaluators to view data in a different way. However, the evaluators
have no benefit from a good or bad outcome for the applicability of the SPS as
they did not invent it. Thus, such psychological effects probably did not affect
the evaluators.

Semantic validity [26]. This threat arises if the analytical categories of texts do
not correspond to the meaning these texts have for particular readers. In the case
study the categories are clearly defined in Section 3.3 and through the patterns
in the SPS [1]. However, when reformulating an informal requirement in SPS
there are several possibilities to instantiate a pattern with a phenomenon that
shall correspond to the description in the text. Thus, in the formalization the
requirements engineer might invent phenomena without clearly defining their
meaning. Discussion with experts showed that a data dictionary is a potential
candidate to minimize this threat.

Face validity [25]. Face validity is the extent to which a measure addresses
the desired concept, i.e. the question whether it measures what it is supposed
to measure. In order to ensure face validity we discussed with experts, without
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mention of the case study, whether the instantiated patterns are a good repre-
sentation of their concept of behavioral requirements. The discussion indicated
that the patterns seem to capture typical behavioral requirements.

5.4 Conclusion Validity

Intercoder reliability [25]. Unreliable coding limits the chance to make valid
conclusions based on the results. In order to minimize this threat, especially
for evaluators with varying backgrounds, we asked a requirements engineer with
high experience in the application domain as well as an individual with low
experience in the application domain and external to the project to code a set
of 30 requirements. The requirements were randomly chosen out of the sample
defined in Section 3.2. In order to minimize the threat of different interpretations
of the phenomena we gave both evaluators a data dictionary. The results yielded
a reliability of 0.86/0.86 according to Cohen’s Kappa/Scott’s pi. In consequence
the measure seems to be very reliable.

Even though the reliability is good we were interested in the reasons for dif-
ferent codings. We identified that the requirements engineer tended to use his
domain knowledge when formalizing the requirements. E.g, consider the follow-
ing informal requirement: “If the locally measured voltage is not available, the
voltage value as received from the bus shall be used.”. Using the phenomena local-
VoltageNotAvailable, busVoltage and internalVoltage with their obvious mean-
ings, the evaluator with low experience in the application domain expressed the
requirement as following “Globally, it is always the case that if localVoltageNo-
tAvailable holds, then internalVoltage == busVoltage holds as well”. However,
the requirements engineer specified instead “Globally, it is always the case that
if localVoltageNotAvailable & errorGetsActive & ¬ busOff holds, then error-
Voltage == busVoltage holds as well”. The engineer used the additional system
knowledge, that (first) the locally measured voltage is only needed to be stored
if an error appears, and (secondly) that if the bus is off, then this requirement
does not apply.

Thus, differing knowledge of the system context might lead to unreliable re-
sults. We believe that this threat can be further minimized if the coders discuss
their interpretation of the informal requirements prior to the formalization.

6 Conclusion

This case study investigates the question whether in practice the SPS suffices to
express automotive behavioral requirements. Based on the results of Section 4.1
we think that at least for automotive requirements of BOSCH this question can
be answered with yes.

The belief of Dwyer et al is that some few patterns suffice to express the ma-
jority of the properties of a system. This is only a belief and cannot be proven.
Nevertheless, we think that Dwyer et als’, Konrad’s and our case study confirm
that belief: in every case study the majority of requirements could be reformu-
lated in the SPS. Furthermore, the distribution of the patterns indicates the
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same: some few patterns are extensively used whereas a lot of patterns are only
sparsely used. Thus, it seems that in practice some few patterns suffice to express
automotive behavioral requirements of BOSCH. However, further studies with
requirements of other automotive suppliers are needed to refute or strengthen
that belief for the whole automotive domain.

Furthermore the case study indicates that for BOSCH the SPS may be even
reduced, as six patterns were not needed. It might be beneficent to investigate
whether developers can apply such a less complex SPS even faster.

Moreover the case study shows that the SPS can be easily adapted to a certain
application domain. The adaptation to the BOSCH automotive domain required
the addition of three further patterns to the SPS and their translation to the
logical formalisms. This effort stays reasonable as only few further patterns are
needed. Last, regarding the pattern complexity, it seems that on system level
there are always requirements that can be solely expressed in TCTL Patterns. It
would be interesting to investigate whether this is also true on component level.

Concluding, the results indicate that it will be worth developing tool support
to allow the next stage of evaluation. In the next stage it should be evaluated
whether in practice automotive requirements engineers accept the strictures of
SPS and how strong they rate the benefit of formal reasoning.
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Abstract. [Context & motivation] Requirements (re)prioritization is an essen-
tial mechanism of agile development approaches to maximize the value for the 
clients and to accommodate changing requirements. Yet, in the agile Require-
ments Engineering (RE) literature, very little is known about how agile 
(re)prioritization happens in practice. [Question/problem] To gain better un-
derstanding of prioritization practices, we analyzed the real-life processes as 
well as the guidance that the literature provides. We compare the results of a lit-
erature research with the results of a multiple case study that we used to create a 
conceptual model of the prioritization process. We set out to answer the re-
search question: “Which concepts of agile prioritization are shared in practice 
and in literature and how they are used to provide guidance for prioritization.” 
[Results] The case study yielded a conceptual model of the inter-iteration pri-
oritization process. Further, we achieved a mapping between the concepts from 
the model and the existing prioritization techniques, described by several au-
thors. [Contribution] The model contributes to the body of knowledge in agile 
RE. It makes explicit the concepts that practitioners tacitly use in the agile  
prioritization process. We use this for structuring the mapping study with the 
literature and plan to use it for analyzing, supporting, and improving the process 
in agile projects. The mapping gives us a clear understanding of the 'deviation' 
between the existing methods as prescribed in literature and the processes we 
observe in real life. It helps to identify which of the concepts are used explicitly 
by other authors/ methods.  

Keywords: agile development, requirements prioritization, conceptual model. 

1   Introduction 

In recent years, the agile methods enjoyed broad popularity and captured the attention 
of both the practitioners and the research community. Two of the key merits of these 
methods are the fast and early creation of value for the clients and the reduction of 
risk. This is ensured by practices that are specific attributes of the agile methods  
only, in particular the short iterations and the frequent respond to changes and learn-
ing during the project. The agile methods allow for frequent decisions about the  
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requirements that will be considered for implementation at each iteration and in prac-
tice this is implemented by the process of requirements re-prioritization. As Gottesdi-
ener [11] puts it: “Each release represents the culmination of a series of requirements 
decisions.” The highest priority features (i.e. requirements in agile terminology) get 
implemented early so that most business value gets realized, while exposing the pro-
ject to as low a risk as possible. As the agile literature agrees upon, e.g. [3],[6],[13], a 
key tenet of agile processes is that the requirements are prioritized by a customer, 
customer team, or ‘product owner’ acting as a proxy for the end users of the intended 
system. The rationale behind this is that the client is the one who can make a judg-
ment about the value of each requirement. Nevertheless, researchers [5], [16] in agile 
RE case studies found that the creation of software product value through require-
ments prioritization decision-making is only partly understood. 

This paper presents a piece of work that is part of a series of studies about agile re-
quirements prioritization. It builds upon our earlier publications [18],[20] in which we 
investigated the agile requirements prioritization (RP) process as described in litera-
ture [18], and as it happens in real-life projects [20]. This research now compares 
literature to practice and investigates and compares how complete and how detailed 
agile software engineering literature describes requirements reprioritization. This is a 
knowledge problem [26] aimed to identify the gap between practice and literature. We 
make the note that the key differences between our earlier work [18], [20] and this 
one consists in establishing the explicit mapping between the literature and the prac-
tice and in reasoning about its implications for research and practice. 

This paper sets out to answer the following research question (RQ): “Which con-
cepts of agile prioritization are shared in practice and in literature and how they are 
used to provide guidance for prioritization.” We answer it by mapping existing agile 
prioritization techniques to findings from a case study. In this paper we (i) first  
present a generic model derived from the case study and describe the conceptual cate-
gories that appear in it, and (ii) perform the mapping between these categories and 
existing techniques from literature, which is the main contribution of the paper.  

This research represents a further step to contribute to the understanding of agile 
requirements reprioritization at inter-iteration time, and to assess the guidance the 
different RP methods provide. As per Alenljung and Person [2], a decision-making 
situation is “a contextual whole of related aspects that concerns a decision-maker”, 
that is – in our case, the client or the product owner in an agile project.  

The paper is structured as follows: Sect. 2 presents our motivation, Sect. 3 introduces 
the research method and Sect. 4 describes the results of its application. Sect. 5 discusses 
the results, Sect. 6 is dedicated to validity threats, and Sect.7 concludes the paper.  

2   Motivation 

The practices of regular RP, with strong client participation, are a relatively recent 
phenomenon. In turn, they are only partially understood. Furthermore, the RP is an 
essential mechanism to maximize the business value (BV) for the clients and to ac-
commodate changing requirements. We make the note that our previous study on BV 
creation brought us to think that we can not expect one universal definition of BV. In 
contrast, the notion of BV varies across projects and organizations, depending on  
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(i) the different project-specific settings, (ii) the specific needs of the client (for ex-
ample, the need to have highly reusable or highly scalable software), and (iii) the 
market position of the client’s organization. It comes out of a human judgment that is 
based on competencies and deep knowledge of the client’s domain and needs. For this 
reason, for the purpose of this study under BV we understand the client’s perceived 
value of a requirement.  

The reasoning in the previous paragraph motivated us for studying the agile RP 
process as it happens in real life and as described in literature.  Moreover, we also 
made the observation that the agile literature [12],[13],[22] provides rather coarse-
grained descriptions of the agile reprioritization process only [20], the literature is not 
complete and the RP methods are not described in such detail that a practicing soft-
ware engineer can take them and immediately use them in his/her work. For example, 
we searched literature for specific information on how the process of value creation 
takes place in an agile project [17] and we could find no source that indicates how 
exactly this happens. In this work we investigate the guidance that the different RP 
methods described in literature provide to the decision-makers, by comparing litera-
ture sources with each other. We do this by using the concepts of our conceptual 
model as the common ground for our comparison. From this mapping and compari-
son, we can learn how complete and detailed is the published guidance.  

Agile literature sources suggest, e.g. in [4], that never before in the software engi-
neering history the customer has been that actively involved in the requirements  
reprioritization as he/she is in agile.  However, our case study [19] indicates that in 
many cases the developers or their representative (e.g. a product owner), are actively 
involved and more often than not are leading the inter-iteration decision-making proc-
ess, keeping in mind the value-creation for the clients. That’s why we felt motivated 
to study the decision-making - as perceived by the developers, with client’s goals in 
mind. Given this backdrop, we think that more clarity is needed in respect to: What do 
the decision-makers need to consider in order to create more value for the clients / 
stakeholders? Thus, a decision-maker would profit from a clear model of the prioriti-
zation process available to him/her. We think that a conceptual model can help the 
decision-maker (e.g. the client) in at least three ways: (i) to navigate through the agile 
process of delivering business value; (ii) to make explicit the tacit assumptions in 
different RP methods; (iii) to identify those possible pieces/sources of information 
important to the outcome of the prioritization and, consequently, to the project.  

We also think that our model would help those RE researchers who are interested 
in carrying out empirical research to investigate how agile requirements decision-
making happens in practice, to structure research questions and empirical data. The 
goal of this study is to identify which concepts of agile prioritization are shared in 
practice and in literature, and to understand if there is a gap between the guidance for 
prioritization that literature provides to practitioners, and the prioritization process as 
observed in a case study. This result is meant to help to: (i) map different techniques 
and concepts to each other; (ii) analyze the level of guidance the different method 
descriptions provide to practitioners (in terms of those concepts that are explicitly 
used). (iii) be used as a framework for structuring the discussion about requirement 
priorities in an agile project and thus lead to explicit and better motivated require-
ments choices. 
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3   The Research Method 

In this section we provide a description of the case study that yielded the conceptual 
model. First, we conducted an explorative multiple-case study, applying the Yin’s 
guidelines [27]. It included semi-structured open-end in-depth interviews with practi-
tioners from 8 agile software development organizations. Second, we mapped the 
existing prioritization techniques to the categories identified in the case study.  

3.1   The Case Study Process and Participants 

Our case study is performed in the following steps: (1) Compose a questionnaire; (2) 
Validate the questionnaire through an experienced researcher; (3) Implement changes in 
the questionnaire based on the feedback; (4) Do a pilot interview to check the applica-
bility of the questionnaire to real-life context; (5) Carry out semi-structured interviews 
with practitioners according to the finalized questionnaire; (6) Sample and follow-up 
with those participants that possess deeper knowledge or a specific perspective.  

The case companies characterized themselves as organizations that follow agile 
methodologies. Some of them did strictly follow Scrum principles such as daily stand–
up meetings and release retrospective. Most of them, though, applied a combination of 
agile practices without sticking precisely to a specific agile software development or 
project management approach.  

Each interview lasted 60 to 90 minutes. Each interviewee was provided beforehand 
with information on the research purpose and the research process. At the interview 
meeting, the researcher and the interviewee walked through the questionnaire  
which served to guide the interviews. The questionnaire consisted of three parts:  
(i) questions referring to the prioritization practice in one concrete project; (ii) ques-
tions about the general prioritization practice in the company, based on the interview-
ees’ experience; and (iii) questions about the role of value-consideration for 
(re)prioritization. Examples of the questions asked are: “Who performs the prioritiza-
tion?”, “What criteria do you consider?”. The study included 11 practitioners who 
described a total of ten projects (two practitioners worked on the same project holding 
different roles). The application domains for which these practitioners developed 
software solutions represent a rich mix of fields including banking, health care man-
agement, automotive industry, content management, online municipality services, and 
ERP for small businesses. The information about the participating companies and 
specialists is summarized below:  

• 1 middle size company in the Netherlands (2 cases, 3 participants) 
• 2 small companies in the Netherlands (3 cases, 3 participants) 
• 1 small company in Bulgaria (1 participant) 
• 1 middle size company in Bulgaria (1 participant) 
• 1 German university (1 student project) 
• 1 large consultancy in Italy (1 participant) 
• 1 IT department in a large governmental organization in Turkey (1 participant) 

Table 1 explains the primary role the case-study participants had in the studied  
projects. 
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Table 1. Participants in the Interviews 

Interviewee’s primary role Number of interviewees 
Project Manager 5 
Developer 3 
Product Owner 1 
Client 1 
Scrum Master 1 
Total Number of Interviewees 11 

3.2    The Data Analysis Strategy 

In our case study, the data analysis was guided by the Grounded Theory (GT) method 
according to Charmaz [7]. It is a qualitative approach applied broadly in social  
sciences to construct general propositions (called a “theory” in this approach) from 
verbal data. GT is exploratory and well suited for situations where the researcher does 
not have pre-conceived ideas, and instead is driven by the desire to capture all facets 
of the collected data and to allow the theory to emerge from the data. In essence, this 
was a process of making analytic sense of the interview data by means of coding and 
constant comparison of pieces of data that were collected in the case study. Constant 
comparison means that the data from an interview is constantly compared to the data 
already collected from previously held interviews, until a point of saturation is 
reached, i.e., where new sources of data don’t lead to a change in the emerging theory 
(or conceptual model).  

We first read the interview transcripts and attached a coding word to a portion of 
the text – a phrase or a paragraph. The ‘codes’ were selected to reflect the meaning of 
the respective portion of the interview text to a specific part of the RQ. This could be 
a concept (e.g. ‘value’, ‘method’), or an activity (e.g. ‘estimation’). We clustered all 
pieces of text that relate to the same code in order to analyze it in a consistent and 
systematic way. The results of the data analysis are presented in Fig. 1 and discussed 
in Section 5.  

4   Results 

4.1   The Conceptual Model 

This section builds upon our previous work [18], where a preliminary result of our GT 
process has been presented. Here, we draw on this early result, extend it, elaborate - 
more in detail, the concepts involved, and discuss how we use the conceptual model 
to analyze the prioritization methods (Sect. 5.2). 

Our multiple iterations of coding, constant comparing of information from the in-
terviews, and conceptual modeling in our GT process yielded the model presented in 
Fig 1. Its purpose is to explicate and bring insights into the decision-making, which is 
the core of the RP process. The model takes the perspective of the client, unlike other 
RP authors [4],[9],[12] adopting the perspective of the developers. This model is to 
help clients ‘zoom-in’ into the prioritization process and see those concepts which are 
important to consider in RP at inter-iteration time, including context. It describes what 
happens in all those RP processes about which we learnt from the participants in the 
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case study. In the model we take a generic perspective of RP, that is, it abstracts from 
the use of a specific RP approach. 

Our case study results suggest that there is a consensus among the practitioners that 
there are seven aspects that the clients consider when making decisions on require-
ments priorities: Project Context, Prioritization criteria, Effort Estimation/ Size Meas-
urement, Learning Experience, Input from the developers, Dependencies and External 
Change. Iteration planning additionally considers Project Constraints. Below we ex-
plain each of these conceptual categories, and their impact on the RP process.  

1. During the case study, we observed that the prioritization process itself varies sig-
nificantly in terms of participants involved, prioritization criteria applied, purpose  
and frequency of the prioritization. The interviewees shared that, in their view, the 
variation depends to large extent on the context of the project. We represented this 
variability in the model by the concept ‘Project Context’. It includes those project 
settings such as ‘size of the project’ or ‘size of the client’s organization’, and is used 
to explicate the impact of these settings on the prioritization process. In the projects of 
our practitioners, the concrete instantiations of the prioritization processes were 
deemed to be linked with these contextual settings. For example, our interviewees 
observed that in projects with similar contexts, the instantiated prioritization processes 
are similar in respect to who are the decision-makers and the amount of participation 
of the different parties in the process.  

2. All interviewees agreed on that the project context has a significant impact on the 
‘Prioritization Criteria’. We observed also that they all consider the Business Value 
the dominating RP criterion, whereby Business Value is estimated by the customer 
alone. In some projects we observed one recurring question being asked at require-
ments reprioritization time: “Is a requirement absolutely necessary to support the 
main usage scenario?” This question implies a notion of ‘damage to the client’ or 
‘negative value to the client’ in the case the requirement is not implemented. We 
termed this criterion ‘Negative value’. One study participant said: “All features that 
belong to the main usage scenario were considered mandatory and needed to be  
included in the product. This drove the decision-making process.“ In addition to Busi-
ness Value, the client in some projects considers the Risk caused by a requirement’s 
implementation.  

3. In the experience of the interviewees, the client considers ‘Estimated Size’ based 
on functional size when making decisions on priorities. The estimation of Size/ Effort 
impacts the value estimation as well. For example, a participant put it this way “If we 
give a high estimation for certain requirement (in terms of time /cost), it happens  
that the client starts considering this requirement as less important as previously 
thought.” We make the note that size, effort, cost and risk are estimated by the devel-
opers and provided to the clients for their decision-making. From the client’s perspec-
tive, size is a given – though potentially uncertain – input.  

4. Another ‘building block’ in the RP process appeared to be the developer’s perspec-
tive (box ‘Input from the Developer’ in Fig. 1). While the literature [3] deems the 
role of the developers for the RP process secondary, the case study revealed a differ-
ent situation. In the majority of the cases the developers were the more influential 
party, providing advice and alternative solutions, but also taking into considerations 
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the interests of their own organization  (such as ‘possible reuse of the requirement’, 
‘importance of the project for the organization’, ‘available resources at the moment’).  

5. The conceptual category ‘External Change’ stands for those events that happen 
during the project and impact the company, the business environment or the product 
under development. Such changes can impact the value of requirements. The inter-
viewees deemed the external changes be one of the reasons for clients’ requirements 
change requests. 

6. The category ‘Learning Experiences’ represents new insights acquired by both the 
clients and the developers during the project, such as new knowledge about technical 
solutions, or new insights about the desired functionality of the product under devel-
opment. They impact the value estimation, the prioritization decisions and the size 
estimation. For example, while working in a project that we investigated, the devel-
oper learned about the exact functionality of open-source software that he intended to 
use. This new insight triggered changes in the initial estimations and thus in the pri-
orities of the requirements. Learning is an in-built principle in agile development. 
Harris and Cohn [13] advise “Incorporate new learning often, in order to decide what 
to do next”.  

 

Fig. 1. Conceptual model of the agile prioritization process 

7. The ‘Project Constraints’ such as duration, release date, budget, velocity and 
available resources, impact both the prioritization decisions and the iteration planning.  

8. ‘Dependencies’ between requirements can be of different nature – e.g. chronologi-
cal or architectural dependencies. Both clients and developers express the dependen-
cies that have to be considered, from their perspective. 

9. The ‘Project Backlog’ means the list with requirements for the projects. Prioritized 
Project Backlog is the ordered list of requirements, and a sub-set of it (called iteration, 
and in some agile methods - sprint backlog) is to be implemented in the next iteration. 
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‘Prioritized’ means to assign a requirement a priority, which during iteration planning 
translates into an order of implementation: i.e. starting with the requirements with the 
highest priority, so many requirements are chosen for the iteration backlog as can be 
implemented within the next iteration and project constraints.  

We make the following notes: First, we note that the iteration planning and the 
backlog of the follow-up iteration (i.e. the sprint backlog in the terms of some agile 
approaches), is out of the scope of this paper and is shown on the model for sake of 
completeness only. Second, we also note that in Fig 1, arrows reflect relationships 
between the concepts. For example, the ‘learning experience’ impacts the size/effort 
estimation. This is so because with the progress of a project the developers learn to 
better estimate both the amount of work they are able to perform in one iteration, as 
well the concrete effort (in hours), or the size of a requirement (e.g. in story points). 
The learning also is about the mapping factor of story points to effort in hours/ days. 
This leads to more correct estimations for the following iterations. We make the note, 
however, that the discussion on the nature of the relationships and the completeness of 
the set of relationships is outside the scope of this paper. Third, we traced the concepts 
back to the interview questions that we asked and the interview answers we collected. 
Because of space limitation, we do not provide information on this in this paper. How-
ever, we provide an illustration of this process by using the concept ‘Negative value’. 
This concept originated from two questions: “Which factors played a role during the 
decision making?” and “Do you use explicit criteria for the prioritization?” The  
concept was derived based on the following statements of our interviewees “We con-
sidered how big the damage will be if a requirement is not implemented. We call this 
‘negative value’, “Is a requirement absolutely necessary to support the main usage 
scenario?”, and “How angry will the client be if certain feature is missing.”  

As indicated earlier, the resulting model is compatible with any RP technique. It 
does not prescribe any process or propose a new technique, but instead just describes 
what we found in the case study. This means that a decision-maker could use this con-
ceptual model as a framework for reasoning about his/her RP process independently of 
his/her concrete context. Clearly, not all of the elements in the model are necessarily 
present in each RP process – i.e. some of them depend on the project context. For ex-
ample, one can use the concepts of the model to depict a specific client’s RP situation 
in a specific project, in a specific organization and, thus, take into account the topics 
important for clients to consider in RP at inter-iteration time. The model’s complete-
ness still should be validated empirically, e.g. by new case studies.  

4.2   Mapping of the Existing Agile Prioritization Methods on the Model 

In our previous work [20] we identified from the literature 22 prioritization techniques 
that are being used in agile context. Here we don’t provide motivation for the choice of 
the literature and references to the sources where the techniques are described, as this 
has been already discussed in [20]. We, therefore, suggest interested readers either look 
into the [20], or contact the authors for receiving the complete list with references.  

In this section we perform a mapping between the conceptual categories of the 
model in Fig. 1, and their presence in the existing prioritization methods. By means of 
this mapping, we will see which of the conceptual categories (that we discerned in the 
case study and that constitute the model) are in fact used by other authors and tech-
niques. The mapping is performed by reading the descriptions of the methods and 
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identifying those concepts that correspond to the ones in our model (Fig. 1). The re-
sult is presented in Table 2. Therein, the first column presents the 22 RP techniques. 
The other columns are named after the categories in the conceptual model in Fig. 1. A 
row in the table is to indicate those concepts that a particular technique supports and 
does this up to a certain extent, i.e. the concept appears explicitly in the description of 
the technique. In the table, we populate the cells with the symbols ‘y’ to mean those 
RP method in the description of which we observe that the corresponding concept has 
been stated and used explicitly. Furthermore, in addition to the concepts that appear in 
the model, we have added an additional column S in Table 2 to acknowledge that a 
description of a method indicates the use of tacit knowledge in the requirements pri-
oritization. In this column, we place in the symbol ‘x’ to mean those methods where 
we identified that the decisions are made based on implicit, subjective opinion of the 
decision-maker (“intuitive prioritization”).  We make the note that the empty cells in 
Table 2 mean that we could not find explicit indication about the use of the concept. 
For example, the second row is about the method Ping Pong Balls. From the descrip-
tion we discern that this technique uses value and risk as prioritization criteria (‘y’ in 
the first cell), the context of suitability of the methods is described (‘y’ in the second 
cell), and cost is considered as well. We proceeded analogically with all methods and 
concepts. We make the note that most of the techniques are not described in the litera-
ture in great detail. Further, they don’t discuss explicitly what concepts drive the priori-
tization decision. For example, the ‘Round-the-group’ prioritization, and the ‘Ping 
Pong Balls’, take the subjective judgment of each participant as an input into the deci-
sion-making process, without discussing why each participant estimates one require-
ment (or feature) to be of higher priority than another. The majority of the descriptions 
of the techniques are focused on the steps that transform an initial list of requirements 
into a prioritized list, i.e. in which order they shall be executed, and say almost nothing 
about the considerations used to determine the priority order itself. For example, Got-
tesdiener [12] says about the Pair-wise analysis: “You successively rank requirements 
by comparing them in pairs until the top requirements emerge at the top of the stack.”   

However, we found that there are almost no methods, described in the literature, 
that explicitly state the criteria on which the decisions are based and the influence of 
the context. Nor there is indication about who is or should be involved in the deci-
sion-making process. We think that a possible reason for this finding could be the 
nature of the agile decision-making itself, where the team is empowered and self-
organized and where team members’ tacit knowledge plays a significant role. Further, 
our observations indicate that some of the methods don’t strive for perfection in the 
sense that their authors mean them to be universally useful. Instead, these methods are 
just ‘good enough’ for certain application contexts. Wiegers [25] is one of the very 
few who explicitly states the criteria used and that these criteria he uses in his ap-
proach are not the only one that play a role during prioritization. For this reason he 
warns practitioners that the scheme he proposes should not be considered as the only 
method to set priorities. Moreover, he advises to use this approach to decide about 
‘negotiable’ features only, i.e. the ones that are not in the top-priority category. The 
core features shall be included anyway.  

Another reason for the low level of detail of the methods described in literature 
might be that the practitioners who are authors of the compared methods consider that 
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it requires only common sense to execute the prioritization, and they trust the team to 
do it right without much guidance. 

Furthermore, in Table 2 we observe that: 

1. Learning is treated explicitly only by Extreme Programming (XP). This  
observation is surprising, given the fact that many authors deem the explicit use of 
learning between two iterations the main advantage of the agile paradigm [9],[13] we 
assume this is incorporated rather implicitly in the methods, by means of their itera-
tive nature and frequent decision-making cycles.  

2. External change – although an important aspect in agile development, is not 
mentioned even once. It seems that the published methods do not discuss how exter-
nal changes influence reprioritization. Our gut feeling is that it is included implicitly 
in the implementation of the processes because in the case study we found that this is 
a tacit consideration which the developers do take into account. 

5   Discussion 

Our observations in Table 2 confirm the finding discussed in our previously published 
paper [20], namely that the descriptions of RP techniques from the agile RE literature 
use mainly coarse-grained concepts. This becomes obvious when looking at Table 2, 
as it was possible to populate only part of the cells in the table. This means that our 
conceptual model is at a finer level of detail compared to the levels that the authors of 
the 22 techniques considered when describing their approaches. Moreover, our con-
ceptual model reveals that in practice there are many more concepts that impact the 
prioritization decisions than those concepts that literature describes. Also, only few 
methods among the 22 that we investigated and that were described in literature, ex-
plicitly take the client’s perspective – those are the Kano model and the QFD. In fact, 
literature treats requirements reprioritization very superficially and often does not 
give a complete cook book recipe. For example, although it is always emphasized that 
learning and context are important [13] in agile process, no method describes how 
they should be considered. McDaniels and Small [15] plead for consensus-building 
that would lead to making decisions on requirements priorities. As per [15], a delib-
erative process rests on a common understanding of the issues based on the joint 
learning experience of the decision makers with respect to systematic (e.g. explicit) 
and anecdotal (e.g. tacit) knowledge. Example of such a process is the communicative 
process that promotes rational value disputes [21]. The decision-making on priorities 
is governed by establishing rules of a rational discourse, a specific form of a dialogue 
in which the stakeholders that make the decisions have equal rights and duties to 
present their claims and test their validity. These rules also define the role and rele-
vance of both systematic and anecdotal knowledge for making choices. 

Table 2 represents: (i) a new knowledge as it makes explicit the gap between the 
descriptions in the literature and the process as experienced by practitioners in real 
life projects; (ii) it can be eventually used as a framework to structure a deliberate 
decision-making process by providing the concepts that can be used to frame the 
discussions. The concepts of our model can serve as objects of the decisions to be 
made and could be the topic of a meeting. As per [24], ‘deliberation’ implies equality  
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among the participants, and an orientation towards resolving conflicts in consensual 
way. In its core, this is the nature and the goal of the agile prioritization.  

The implication for the practice is that the mapping between the methods and the 
concepts allow for a better-motivated and explicit rational-discourse-based process, 
that includes the concepts from the model.  

The implications for the research community is that more research is needed in or-
der to understand: (i) do the practitioners need more detailed guidance about the deci-
sion-making process, and if so – for which methods / decision-makers, and project 
contexts, and (ii) how the assumptions behind the RP techniques (quantitative and 
discourse-based) shape the outcomes of the decision-making and which technique is 
better in which agile context.  

6   Threats to Validity 

We make the note that in this paper we propose a conceptual model. This model, as 
suggested by GT methodologists [7],[8], is not supposed to be validated against the 
data that has been used for the development of the model. According to GT method-
ologists [10],[23], we can only evaluate the resulting model against the three evalua-
tion criteria of GT: (i) adequacy, (ii) fitness (or relevance) and (iii) modifiability. We 
ensured adequacy of the result of the GT process by applying the set of techniques 
and analytical procedures in the GT. We adhered as closely as possible to the GT 
processes, coded the data independently by each researcher before re-coding them in 
joint work discussions. To ensure that the conceptual model makes sense to both 
researchers and practitioners, i.e. its fitness, we searched and included the so-called 
‘in-vivo’ codes, as recommended in [7]. These are special terms from the world of the 
practitioners in the studied context, which are assumed that everyone “knows and 
shares” them. In our case, examples of in-vivo codes, associated to clients in agile 
RE, are “negative value” (meaning the damage in case the requirement is not imple-
mented), “project backlog”, “iteration backlog”. Next, the modifiability of an emerg-
ing theory is ensured by the level of granularity that we chose for the model. We 
made a conscious effort to maintain a balance between keeping the concepts abstract 
enough - so that the theory can serve as a general explanation, and making sure the 
concepts do not get too abstract as to lose their sensitizing characteristics. The map-
ping of the conceptual categories with the existing prioritization methods used in 
practice shows that both the concepts themselves, as well as the level of granularity, 
are appropriate, as such mapping was possible and yielded meaningful results. 

To minimize potential bias of the researcher, we considered also construct validity 
of our study. We followed Yin’s [27] recommendations in this respect, by establish-
ing a chain of evidence. First, the reports of the case study (e.g. partially published in 
[19]) showed clear links to the data, as well as reflected the link between the ques-
tions posed in the study protocol and the results. Second, we had a draft case study 
report reviewed by one key informant - one of the participants in the case study, who 
read and re-read multiple versions of the case study results. The third recommenda-
tion – using multiple sources of evidence, could not be implemented in the scope of 
our study, as interviews were the only source we consulted. 
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Furthermore, we make the note that we wanted to create a conceptual model about 
prioritization from the perspective of creating business value for the client, yet the 
majority of our interviewees were from development teams (e.g. we had only one 
client and one product owner who explicitly served as clients’ proxy). We asked these 
professionals to put themselves ‘in the shoes of the clients’ when we discussed how 
agile prioritization creates clients’ value. Nevertheless, we are conscious about that 
we obtained developers’ perceptions only regarding the concept of clients’ business 
value. It might be, therefore, well possible that if we had interviewed clients exclu-
sively, we could have obtained some other categories in addition to those that we 
already have in the model. We consider this is an interesting study that concerns the 
expendability of our conceptual model and we plan it as research for the future.  

The choice of the companies participating in the study could represent a threat to 
the validity of the results in a number of respects:  

(i) As we are interested in the phenomenon ‘agile prioritization’, we want to be 
sure that this indeed is the context of the studied companies. We relied on the 
information provided by the companies’ representatives and on our own ob-
servations, and ‘mapped’ them to the principles stated in the Agile Manifesto 
[1] in order to identify the agility of a company. The companies varied in re-
spect to size, level of organizational rigor and hierarchy, and thus – in level 
of agility.  

(ii) The choice of the companies was not motivated by any other criteria except 
the one – to be agile. The authors relied on their professional and personal 
network to establish contacts with the companies. 

(iii) The studied projects are not representative for all the possible ways in which 
prioritization is performed in agile organizations. We, however, consider that 
our findings can be observable in companies and projects that have similar 
contexts to those included in our study only. 

We make the note that while the conceptual model considers the perspective of the 
client, the analyzed literature treats prioritization from the development team’s per-
spective. We, however, think that this does not pose an issue because we are aware 
that we investigate the client’s perspective as it is seen with the developers´ eyes, 
because in our case study, the 10 out of 11 interviews were made with representatives 
of the development team.  

Last, we make the note that although this study used the model produced by our pre-
vious study [18][20], we do not think that this represents a major threat to validity . The 
initial model was based on literature sources, authored by agile experts. For this reason 
we expected to find the same concepts in the interviews. We can expect that practitio-
ners, who say they follow an agile methodology, are familiar with the literature and try 
to work in a way which is consistent with it and with the underlying concepts. Thus, the 
initial model cannot be regarded as preconceived ideas in the sense of the GT. 

7   Summary and Outlook 

This paper made two contributions: first it investigated the concepts that are impor-
tant to consider when practitioners work on (re)prioritizing agile requirements at 
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inter-iteration time, and second, it mapped these concepts against 22 agile RP tech-
niques described in literature. The results of our effort are, respectively: (1) a refined 
conceptual model which describes on an abstract, generic level, the concepts that 
seem to impact the agile prioritization process, and (2) a table with mappings be-
tween the concepts of the model and the methods as described in literature.  

Our conceptual model was created by applying GT. The model explicates the RP in 
agile projects. It presents the state of the practice described by concepts that we dis-
cerned from interviews with 11 practitioners. The model provides a generic frame-
work for describing the decision-making situation while prioritizing the requirements. 
We used it to map different literature sources, methods and terminologies to each 
other, by identifying the use of the concepts from the model in the methods from 
literature. The mapping table that we obtained gives us a clear understanding of the 
'deviation' between the existing methods as prescribed in literature and the process we 
observe in real life. It helps to identify which of the concepts that we identified are 
used explicitly by other authors/ methods. Furthermore, we identified clusters of 
methods and make a suggestion to use a discursive approach for those methods that 
rely on implicit, tacit knowledge.  

We think that the results can be of value in at least two ways: (1) to serve as a 
roadmap for further empirical research to investigate the level of literature guidance 
on the decision-making, needed in different contexts, and (2) it can be used as a 
framework to provide better guidance to practitioners and allow for better motivated, 
discourse-based process.  
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Abstract. [Context & motivation] Obtaining traceability among requirements
and between requirements and other artifacts is an extremely important activ-
ity in practice, an interesting area for theoretical study, and a major hurdle in
common industrial experience. Substantial effort is spent on establishing and up-
dating such links in any large project – even more so when requirements refer
to a product family. [Question/problem] While most research is concerned with
ways to reduce the effort needed to establish and maintain traceability links, a
different question can also be asked: how is it possible to harness the vast amount
of implicit (and tacit) knowledge embedded in already-established links? Is there
something to be learned about a specific problem or domain, or about the humans
who establish traces, by studying such traces?

[Principal ideas/results] In this paper, we present preliminary results from a
study applying different machine learning techniques to an industrial case study,
and test to what degree common hypothesis hold in our case. [Contribution]
Reshaping traceability data into knowledge can contribute to more effective au-
tomatic tools to suggest candidates for linking, to inform improvements in writing
style, and at the same time provide some insight into both the domain of interest
and the actual implementation techniques.

Keywords: traceability, machine learning, knowledge mining.

1 Introduction

A famous definition of Traceability in requirements is provided in [4]:

“Requirements traceability refers to the ability to describe and follow the life of a re-
quirement, in both a forwards and backwards direction (i.e., from its origins, through
its development and specification, to its subsequent deployment and use, and through
periods of on-going refinement and iteration in any of these phases).”

This definition places particular emphasis on the ability to follow the life of require-
ments, or in other words, on following the links established between requirements and
other artifacts, or among requirements (which, in turn, can include requirements at dif-
ferent stages of evolution, or business requirements to requirements specifications, or
various requirements in a single requirements document which taken together describe
a single feature, etc.).

The major hurdle to ensure traceability is the effort needed to establish and maintain
the links between all those artifacts, while the artifacts themselves undergo their evo-
lution. It is not surprising then that most research in the area has aimed at facilitating

D. Berry and X. Franch (Eds.): REFSQ 2011, LNCS 6606, pp. 196–201, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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the establishment of links, typically by providing semi-automatic tools to that end. In
the most common approach, Information Retrieval techniques such as the Vector Space
Model (VSM) or Latent Semantic Indexing (LSI), are used to identify a set of candidate
requirements to be linked, based on the similarity of terms they contain [2,6,5].

In this paper we take the dual approach: instead of asking ourselves how to suggest
traceability links, we investigate what can be learned from links that are already es-
tablished. The situation where a set of links is already established is in fact common
in industrial practice, especially in large or long-lived projects. In that context, other
factors compound the problem: for example, changing teams means that links estab-
lished at different times follow different conventions for what is relevant; requirements
databases being exchanged between organizations (e.g., from a contractor to the main
company, or when actual programming is outsourced outside of the main company)
means that a full set of requirements and links, established according to unfamiliar or
inconsistent principles, are acquired together.

2 Case Study and Experiments

We used a publicly-available dataset of requirements with traceability information,
originally based on the CM-1 project by the NASA Metrics Data Program [1]. The
dataset comprises 235 high-level SRS (software requirements specification) which are
refined to 220 low-level SDS (software design specification) for the same DPU
(data processing unit); 361 manually-verified links relate the two sets and, so to say,
“tell the story” of the refinement. Notice the 361 links constitute just the 0.7% of all pos-
sible pairwise1 links between SRS and SDS, so the linking relationship in the dataset
is very selective. On this dataset we ran two series of experiment, described in the
following.

2.1 Using Machine Learning to Infer Traces

Most approaches to semi-automatic tracing are based on the assumption that the occur-
rence of similar terms in two requirements increases the likelihood of them being related
by a link (with [3] and [7] being recent exceptions). This likelihood is estimated with
techniques such as VSM based on tf-idf (term frequency-inverse document frequency),
where very common terms contribute less to the similarity score than highly-specialized
ones that only appear in few places. Normally, this hypothesis is tested by verifying how
many suggested links above a certain likelihood threshold are correct, thus giving rise to
the two usual metrics of precision (which percentage of the suggested links are correct)
and recall (which percentage of the correct links were suggested).

We set instead to verify if the hypothesis itself (i.e., that the occurrence of the same
terms in two requirements implies greater link affinity) could be mined from the avail-
able set of correct links. This was obtained through the following procedure:

1 In theory traceability should be n:m, i.e. a set of elements to another set of elements, but in
practice most industrial tools have them as 1:1 relations, and their possible grouping is left to
the interpretation of the reader. We will submit to the common usage here.
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1. All requirements were tokenized2 and stemmed; stopwords where then removed,
thus obtaining a set of 1785 terms that constitute the domain vocabulary employed
in our requirements (only 268 of these appeared in both SRS and SDS).

2. From each term t in the vocabulary, two features were derived, one for the occur-
rence of t in a high-level requirement (named tH ) and one for the similar occurrence
in a low-level requirement (named tL), giving in total 3570 features.

3. Each requirement was then transformed into a vector of features, with each feature
having the tf-idf value of the corresponding term. Higher values indicate higher
significance, with 0 indicating a non-occurring term.

4. From these vectors was derived a set of classification cases by joining one high-
level requirement and one low-level requirement, and adding a classification of
link or nolink based on whether that particular pair was a true link in the orig-
inal dataset, or not. To facilitate application of the machine learning algorithms,
the set was composed of 722 classification cases, half each for link and nolink.
Notice that this alters the statistical features of the set (we have 50% links compared
to 0.7% in the original dataset); this issue will be discussed later.

5. Finally, the dataset was used to train and test two different classifiers from the
WEKA [8] collection, a Naive Bayesian classifier and the J48 decision-tree classi-
fier (based on the C4.5 algorithm), in a standard 10-fold cross-validation scheme,
and both the structure of the classifiers obtained, and the evaluation of their perfor-
mances, were analyzed.

2.2 Using Traces to Infer Domain Thesaurus

In the second experiment, we considered whether the existing traces could suggest
stronger affinity between different terms, and weaker affinity between the same terms,
compared to the basic hypothesis of VSM that affinity coincides with identity (i.e., only
the occurrence of the same term contributes to estimating the probability of a link).

To this end, we derived an affinity score a for each pair of terms (pH , qL) as follows:

a(pH , qL) =
∑

P,Q

s(P, Q) · (t(pH , P ) + t(qL, Q))

where P is a high-level requirement, Q is a low-level requirement, s(P, Q) is +1 if P
and Q are linked or −1 otherwise, and t(r, R) is the tf-idf value for term r in require-
ment R. For the purpose of this particular experiment, we do not concern ourselves with
scaling the values based on document size, since we are considering a single dataset.

With the formula above, terms that occur particularly often in linked requirements
pairs, and not commonly in unlinked requirements, would have positive affinity; neutral
terms would have an affinity close to 0; negative affinity indicates that those terms tend
to appear more frequently in unlinked requirements.

The null hypothesis is that pairs (tH , tL) should have high affinity, meaning that the
occurrence of the same term in a high-level and a low-level requirement is an indication

2 A purely alphabetic tokenizer was used; this simplistic choice caused the breaking up of
acronyms such as “DPU-1553”, “DPU-BOOT”, “BIT DRAM” which could be considered
a single term. On the other hand, cases such as “write/read/compare” were correctly split.
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that they should be linked. In contrast, pairs (pH , qL) with high affinity, where p �= q,
indicate that p and q are strictly related terms, despite being different.

3 Results and Discussion

The Naive Bayes classifier obtained 60.5% precision and 60.1% recall, whereas the J48
one obtained 67.6% for both, which in the given conditions is a 17.6% improvement
over the 50% a trivial classifier would obtain (e.g., one that classifies all pairs as link,
or as nolink, or at random). This figure should be compared with the one obtained
by traditional VSM, which for our case is 86.5% at a threshold of 0.04 (see Figure 1).
Notice again that these figures are somewhat artificial, in that in common practice, the
number of non-links is often a hundredfold greater than the number of links, whereas
in our sample they were forcibly set equal3.

Fig. 1. Compared performances of VSM, J48, Naive Bayesian, trivial and affinity classifiers on
predicting links for the CM-1 case study

As Figure 1 shows, VSM is a clear winner over both Naive Bayesian and J48. How-
ever, the 17.6% improvement the latter has over the trivial classifier was obtained with-
out recourse to the VSM hypothesis that occurrence of the same terms in two require-
ments imply greater link affinity. In fact, direct inspection of the decision tree learned
by the J48 classifier shows very few instances in which the appearance of the same term
in both high-level and low-level requirements is a crucial factor for the classification de-
cision. This observation suggests that further improvements over VSM can be obtained
by harnessing the models mined by training the classifiers.

The good performance of VSM can also be described via the affinity scores of
identical pairs, e.g. a(tH , tL). Indeed, based on the results of our second experiment

3 If we had used the natural distribution, a trivial classifier always answering nolink would
have scored 99.3%, making any relative improvement very difficult to measure.
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Table 1. Distribution of affinity for identical pairs and for all pairs

a(pH, qL) > 0 = 0 < 0 N
identical pairs 89% 4% 7% 268

all pairs 45% 6% 48% 134531

Table 2. Best and worst affinity scores for identical and non-identical pairs of terms

a(tH , tL) a(pH, qL) with p �= q

90.620 bitH bitL 124.779 bootH dramL

84.640 ssiH ssiL 114.231 bootH bitL
77.838 ccmH ccmL 113.881 bootH bootstrapL

73.437 dramH dramL 112.550 cscH dramL

71.521 icuH icuL 97.982 bootH eepromL

59.682 errorH errorL 97.419 bootH testL
. . . . . .

-6.962 allocateH allocateL -54.900 dpuH dataL

-7.360 softwareH softwareL -57.036 dpuH dpaL

-28.600 cscH cscL -60.287 bootH dataL

(see Table 1), almost 90% of the terms had a positive affinity with themselves. It is thus
clear that VSM, where it is assumed that all terms have positive affinity with themselves,
provides a good approximation of the real traces.

Still, better can be done by mining the affinity scores from trace data, and using those
to refine the results of VSM. In fact, not only 11% of the terms did not satisfy VSM’s
underlying assumption (and their use in predicting traces was thus detrimental), but a
large number of non-identical pairs had even higher affinity scores than the identical
pairs. For example, Table 2 lists the highest and lowest affinity scores in our case. On
one side, it is interesting to note how most terms shown are domain-specific acronyms;
these tend to characterize most strongly the subject of a requirement. In contrast, most
common terms (e.g., state, command, application, routine, etc.) tend to have neutral
affinity scores (i.e., closer to 0). On the other side, it can be observed how the affinity of
certain non-identical pairs (e.g., bootH with DRAML, bitL, bootstrapL, EEPROML) is
higher than that of identical pairs. It turns out that using affinity scores instead of cosine
similarity on the tf-idf vectors, in our case we have a remarkable maximum of 95.7%
simultaneous precision and recall, vs. 86.5% for VSM (Figure 1).

Another interesting observation is that from affinity data we can obtain some insight
into the domain. For example, CSCH and CSCL have negative affinity (Table 2); inves-
tigation in the domain reveals that “CSC” is a generic term from “(sub)system”, hence
it is not surprising that different occurences of “CSC” refer to different things, and do
not imply a relationship between requirements. On the contrary, bootH and bootstrapL

have high affinity, for obvious linguistic reasons that would be missed by VSM. More
interestingly, bootH and dramLalso have high affinity: something that is explained only
when realizing that, in the implementation, the DRAM of the system is initialized from
stored values at boot time.
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4 Conclusions

In this preliminary study, we have identified some of the information that can be mined
from requirements traces, showing that “there is life beyond VSM”. In our case study,
we harnessed two such sources of information: (i) the decision tree generated by the
J48 machine-learning algorithm, and (ii) the affinity measure we defined above. In both
cases, the additional knowledge gained could be used to help familiarize with an un-
known domain, to shed some light on refinement decisions, to understand linking poli-
cies, or – in the end – to obtain a more accurate semi-automatic linking of new or
changed requirements based on previous history.

In further pursuing this line of research, we will investigate how the various tech-
niques we employed behave on data with a more realistic distribution (namely, with less
than 1% of all possible pairs of requirements linked instead of 50% as in this preview),
a study which is rendered difficult by the substantial computational power needed to
process large datasets. We will also test how to best integrate the affinity measures we
mined from the data, in order to improve the results from well-established techniques.

We will also extend the analysis to more datasets, to assess how generalizable the
finding from the CM-1 case study are, and explore how data mined from existing links
can be best visualized and exploited for other tasks, e.g. to infer a domain glossary.
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Abstract. [Context and motivation] Novel web-based requirements elicitation 
tools offer the possibility to collect requirements preferences from large number 
of stakeholders. Such tools have the potential to provide useful data for re-
quirements prioritization and selection. [Question/problem] However, existing 
requirements prioritization and selection techniques do not work in this context 
because they assume requirements ratings from a small number of stakeholders 
groups, rather than from a large number of individuals. They also assume that 
the relevant groups of stakeholders have been identified a priori, and that all 
stakeholders within a group have the same preferences. [Principal ideas/ 
results] This paper aims at addressing these problems by applying cluster anal-
ysis techniques used in the area of market segmentation for identifying relevant 
groups of stakeholders to be used for requirements decision making. [Contri-
bution] We describe a clustering analysis technique that can be used in this 
context and evaluate its adequacy on a pilot case study.  

Keywords: Stakeholder segmentation, cluster analysis, web-based require-
ments elicitation, requirements prioritization and selection. 

1   Introduction 

There is a trend towards using web-based application such as forums, wikis, and re-
commender systems to elicit and prioritizing requirements from very large number  
of stakeholders [1], [2]. For example, StakeSource is a web-based requirements  
elicitation tool that allows stakeholders to recommend other stakeholders, submit 
requirements, and rate each other’s requirements [3].  Such systems help collecting 
large amount of data that can be used for understanding stakeholders’ preferences, 
identifying conflicts, and guiding requirements selection and prioritization.  

There exists a wide range of qualitative and quantitative techniques for identifying 
the best tradeoffs among the preferences of multiple stakeholders [4]. Cost-value 
based requirements prioritization techniques rely on eliciting the relative costs and 
value of each requirements for each stakeholders group [5]. By assigning weights to 
the groups, one can compute the overall value of a requirement as the weighted sum 
of its value for each stakeholders group, and rank the set of requirements accordingly. 
Different variants of this approach are used in practice [6], [7], [8]. However, generat-
ing a full ranking of requirements based on a single numerical value hides conflicts 
between stakeholders instead of exposing them. More recent requirements selection 
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techniques have therefore looked at the problem as a multi-criteria decision problem 
and developed support for exploring the space of optimal solutions and reasoning 
about the fairness of the requirements selection [9], [10], [11]. 

All these techniques have been developed in a context where requirements values 
are elicited for a small number of stakeholders groups only. They do not scale to the 
context of online requirements elicitation tools where values are elicited from a large 
number of individual stakeholders (for example, hundreds of individuals instead of 
five groups, which is roughly the number of groups that can be handled by multi-
objective group decision-making techniques [11]).  Furthermore, they assume that 
homogenous groups of stakeholders can be identified a priori, and that all stake-
holders within a group agree on the value to be given to each requirement. An addi-
tional difficulty specific to online elicitation tools is that some groups of stakeholders 
are likely to be under-represented or over-represented in the collected ratings. For 
example, stakeholders who have more time to express their preferences online are 
likely to be over-represented compared to more busy stakeholders whose opinion may 
be no less important to the project success. 

The objective of our work is to study the application of clustering techniques for 
identifying homogenous groups of stakeholders that can be used as input to existing 
requirements selection and prioritization techniques.  

Our technique takes as input individual stakeholders’ values for a set of require-
ments to be evaluated, and generates as output a set of stakeholders groups together 
with the value assigned to each requirement by each group. These group values can 
then be used by existing decision-making techniques to rank the requirements or gen-
erate a Pareto front and fairness diagram. A good grouping is one where all groups are 
composed of stakeholders with similar ratings so that the group values for each re-
quirement are close to the ratings of its group members. Using group values that are 
close to the individual ratings as input to the decision-making techniques will result in 
decisions that better reflect the collected individual preferences than if the values used 
as input are further from the individual ratings. As a simple example, if a requirement 
is given very high rating by half the stakeholders and very low by the other half, split-
ting the stakeholders into two groups with a very high and very low group value for 
the requirement for each is better than having a single group where the requirement is 
given a medium group value. In the latter case, the group value fails to represent any-
one’s preference accurately and the result of decision-making techniques using this 
value will possibly satisfy no one. When generating groups, there is a conflict  
between minimizing the number of groups and maximizing their homogeneity. An 
extreme situation in which each stakeholder forms a single group would be very ho-
mogenous but would not help decision making. 

Our approach relies on clustering techniques used in market segmentation for 
product development and marketing [12]. In this area, one distinguishes between a 
customer’s characteristics that are product-independent such as his age, location and 
revenue, characteristics that are product-dependent such as his perceptions, benefits 
and loyalty for the product. Our approach groups stakeholders based their ratings 
which are product-dependent characteristics, instead of grouping them according to 
product-independent characteristics such as their job title or age.  

This paper describes our approach and illustrates its use on a pilot case study  
conducted at UCL where we explore the impact of using different group size and 
compare clustering approaches. 
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2   Using Cluster Analysis to Group Stakeholders: An Example 

Similarity between stakeholders’ ratings is determined by their Euclidian distance. 
Given two stakeholders Si, Sj and their ratings ri, rj for n requirements, the distance 
between their ratings is given by dሺri, rjሻ ൌටሾ൫r1i െ r1j൯ଶ൅൫r2i െ r2j൯ଶ൅… ൅൫rni െ rnj൯ଶ ሿ 
where rki, rkj denote the ratings of Si and Sj for requirement k, respectively. We generate 
stakeholders groups using the weighted average linkage clustering algorithm [12], [13]. 
This agglomerative hierarchical clustering algorithm allows one to form group hierar-
chies where small, highly homogenous groups at the bottom of the hierarchy are incre-
mentally merged to form larger groups. This clustering algorithm has other properties 
that are highly desirable in our context: it is deterministic, not prone to reversal and 
chaining problems and it considers the size of the clusters when merging them [13]. 

To test our approach, we have carried out a survey at UCL asking 50 potential 
stakeholders to rate 5 requirements R1, R2, R3, R4 and R5 for an online calendar on a 
10 point scale. We obtained responses from 47 stakeholders, labeled S1 to S47. Our 
product-specific characteristics are the values of each requirement to the stakeholders. 
We have also gathered a few product-independent characteristics related to the stake-
holders like their position at UCL, number of years at UCL, and average number of 
hours spent online per day. Table 1 shows a sample of the data collected. 

Table 1. Sample data collected from survey carried out at UCL 

Stakeholder Position Time spent on 
internet daily (hrs)

No. of years 
at UCL 

Ratings 

    R1 R2 R3 R4 R5 
S1 Admin 6 4 5 3 10 10 10 
S2 Research 10 7 3 10 3 3 3 
.. …………. ….. …. …. …. …. …. …. 

S9 
.. 

Postgraduate 
   …………. 

8 
    ….. 

1 
    …. 

1 
…. 

2 
…. 

3 
…. 

4 
…. 

8 
…. 

S47 Academic 4 3 4 4 9 4 2 

 
Figure 1 shows the dendrogram representing the clusters generated by the weighted 

average linkage clustering algorithm on these ratings. A dendrogram is a two-
dimensional diagram that depicts how the agglomeration or division are done at the 
different stages of the cluster analysis [13]. The Y-axis depicts the distance among the 
ratings while the X-axis lists the stakeholders. At the topmost level of the hierarchy at 
cut off 10, we have a single cluster with all 47 stakeholders. When we move to the 
next level at a cut off 9 we have 3 clusters. The first one consists of stakeholders S26 
to S31 in the dendrogram, the second one consists of stakeholders S2 to S34 and the 
third one consists only of stakeholder S9. As we decrease the distance along the  
Y-axis i.e. increase similarity, we have an increasing number of clusters which are 
smaller in size. We can see that in some cases, individual stakeholders are added to a  
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each cluster that are closer to the actual values given by each stakeholder than the 
overall median value when no clustering technique is used. Thus, assuming the 
weights given to the groups are valid, we can claim that moving R1 from 3rd to 4th 
better reflects the choice of the stakeholders because it relies on using requirements 
values that are globally closer to the individual ratings than if all stakeholders are 
viewed as forming a single group. Furthermore, grouping stakeholders as we have 
done also opens up the possibility of applying more elaborate group decision-making 
techniques based on multi-objective optimization and fairness analysis [11].  

3   Conclusion 

Identifying stakeholders groups is essential for applying requirements prioritization 
and selection techniques when requirements values are collected from large number 
of individual stakeholders. Our approach consists in forming such groups from stake-
holder’s ratings using a hierarchical clustering analysis technique. We have applied 
our technique on a pilot case study at UCL for which we have shown that   there is an 
improvement in overall closeness of the ratings used to make decisions when using 
cluster analysis. Our future work includes implementing a tool to enable requirements 
engineers to use this technique. We aim to enhance the technique with methods to 
describe the profiles of stakeholders belonging to a group and help decision makers 
assessing the weight to be assigned to each group. Divergences among stakeholders 
rating within a group might also be used to detect ambiguous requirements. Our im-
mediate future plan is to test our technique on large independent data sets collected 
using StakeSource [3]. 
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