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Preface

The Second International Conference on Advances in Communication, Network,
and Computing – CNC 2011 – is organized every year to bring together in a
common forum innovative academics and industrial experts in the field of com-
puter science, information technology, computational engineering, communica-
tion and network. The conference will be held every year to make it an ideal
platform for people to share views and experiences in information, telecommuni-
cation, computing techniques and related areas. CNC 2011 was organized by The
Association of Computer Electronics and Electrical Engineers (ACEEE) during
March 10–11, 2011 in Bangalore, Karnataka, India.

This volume contains 130 papers selected through a rigorous reviewing pro-
cess. The contributions reflect the richness of research on topics within the scope
of the conference and represent several important developments, specifically fo-
cused on theoretical foundations and methods for information technology and
computer networks.

Organizing a conference like this one is not possible without the assistance
and continuous support of many people and institutions. Particularly, I would
like to express my gratitude to the organizers of sessions on dedicated topics
that took place during the conference.

I also thank Stefan Goeller, Janahanlala Stephen, R. Vijay Kumar, and
Yoghesh Chaba for the constant support and guidance. I would like to express
my gratitude to the Springer LNCS-CCIS editorial team, especially Ms. Leonie
Kunz, for producing such a wonderful quality proceedings book.

January 2011 Vinu V Das
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Solar Cell – A Novel Process Control Transducer  
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Abstract. This paper deals with a novel instrumentation scheme for measure-
ment of process control parameters using an optoelectronic solar cell device. 
The I-V reverse bias characteristic of the device has been used to measure out-
put differential voltage when it is exposed to sun radiation. The uniform con-
stant intensity of light is exposed on the cell and the moving object is placed in 
between them. Due to masking of light intensity caused by a moving object 
gives the variation in output as differential voltage which is calibrated in terms 
of displacement or its derivative parameter. It can also be used for measuring 
process parameters like pressure, level and temperature etc in an industrial 
process control environment. The experimental results validated with computed 
value of the displacement of moving object as a primary parameter shows a 
good conformity.  

Keywords:  Solar Cell, Displacement transducer, Sensitivity, Reliability. 

1   Introduction 

An instrumentation system consists of sensor as input, signal conditioning module as 
interfacing device and indicator or display unit as output device. The signal condition-
ing unit, which include amplifiers and filters circuit  module etc, takes the input sig-
nal(s) obtained through transducer and conditioned it to a standard format in terms of 
voltage or current i.e. 0-5V/0-10V or i.e. 0-20mA/4-20mA respectively [1,3,4]. The 
uniform light intensity falling on the cell delivers varying output current across the 
load. Its relatively large power output, small physical size, and its quick response to 
change in light intensity are some of the unique features of this device. It can be used 
to sense and measure physical movements of objects that may be small in magnitude 
or occur too fast for visual observations [2].  It can be used in locations that are inac-
cessible to other sensors. Thus the constrained faced in conventional transducers like 
LVDT etc are overcome with this transducer. Typical dimension of a solar cell used 
as a transducer is shown in Fig.1 as 28mm x 8mm x 2mm. The advantages of its small 
size senses very small changes in light intensity caused by either due to small me-
chanical movement of object that cast a shadow on the cell or movement of light 
causing variation in light intensity. 
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Fig. 5. Solar cell as a transducer  

3.3   Speed/Velocity of Moving Object  

The solar cell transducer can be used to measure the speed or velocity of the movable 
object. As velocity is defined as the rate of displacement so it can be calculated by 
taking the differentiation of the displacement with respect to time . A velocity trans-
ducer is formed by having two solar cells mounted side by side, and covered with an 
opaque mask having two small holes at measurable distance apart so that each hole 
coincides with one cell (Fig.6(a)). When the shadow of the moving part moves across 
the holes, each circuit will switch as the edge of the shadow passes. If the output from 
the two circuits is fed into an oscilloscope, the time from the edge of the shadow to 
move from one hole to another can be displayed. From this the velocity can be calcu-
lated. The circuit used is shown in Fig 6(b) To improve the output signal, a differen-
tiator RC circuit has been added. This can be called a peaking circuit, for it will result 
in a slightly peaked output on the oscilloscope when there is a step type change in the 
voltage drop across the transistor. The output peaks corresponding to the shadow 
passing the holes will permit a more accurate determination of the average velocity 

Let V be the velocity of the moving mask attached to object, S be the displacement 
(mm) and T is the time (sec), then, 

      V = dS /dT    mm/sec                                                   (3) 

    (a)                                                                         (b)        

Fig. 6. (a) Schematic of velocity transducer (b) Circuit associated with solar cell velocity  
transducer 
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3.4   Measurement of Pressure and Level  

An attachment is added to primary transducer such as bourdon tube or diaphragm to 
convert pressure (Kg/m2) into displacement (mm) and so on as shown in Fig.7.  

 

Fig. 7. Pressure measured using a solar cell 

4   Sensitivity and  Reliability 

4.1   Sensitivity 

The sensitivity of solar cell transducer are  supposed to be consistent during the pe-
riod of measurement but due to some inherent problems (such as  the nonlinear be-
haviour of output current produced due to  light intensity falling on the cell), it need to 
be calibrated for a specific installation of the cell. Reduced sensitivity also results in 
regions of higher light intensity. Its response to variations in light intensity also af-
fects the sensitivity parameter. For example, when it is used to detect the motion of an 
object, a source of constant light intensity is required. An AC lamp source could pro-
duce an oscillating output from the cell, caused by small variations in its intensity 
occurring at the frequency of the ac source. Such variations in the output might be 
mistaken for measurements of small movements. It is important to preclude variations 
of the source that are comparable in amplitude to those caused by the system being 
measured. For this reason, a dc supply for the light source will be desirable in nearly 
all applications of the solar cell as a sensor/ transducer. 

4.2   Reliability 

A critical requirement of a reliable sensor discriminates against unwanted input sig-
nals, or “noise.” The sensor should be able to differentiate between different signals. 
It should refuse to mix two responses or signals. Let us take an example of a trans-
ducer which is sensitive to both insolation and temperature. When it is used to sense 
light intensity then it must be shielded from temperature and vice versa. It is not al-
ways possible to eliminate the response of a transducer to more than one variable but 
its construction and application must permit the one of interest to predominate. Extra-
neous input signals must be subdued to tolerable limits. Since there is no shortage of 
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principles and physical effects that could be used as the basis for a transducer, calibra-
tion of the installation is necessary before using it to make measurements. 

5   Experimental Investigation: Displacement Measurement and Its 
Validation with Computed Value 

5.1   Data Acquisition  

Experimental investigation has been carried out to measure commonly used  primary 
parameter (i.e. displacement) in a process control application. Methodology of an 
instrumentation scheme was  developed to measure displacement by connecting the 
cell  and exposed from minimum to maximum area under uniform  constant light in-
tensity. This was  achieved by masking the cell by moving object placed between cell 
and source generating light intensity (Fig.8). The voltage and current thus produced 
by the cell was  decided by the load line on I-V characteristic of cell. The upper and 
lower point of the load line was  measured at dark (fully masked) and fully illumi-
nated (no mask). Depending on the requirements, the static condition of the solar cell 
was positioned  in between these two extreme points. This had yielded the largest 
possible dynamic output, by allowing a maximum excursion of the shadow across the 
cell.    

 

Fig. 8. Experimental set-up for displacement Measurement 

The instrumentation scheme and experimental set-up for the linear displacement of 
a moving object under dynamic and static condition has been shown in Fig.8.The uni-
form constant light intensity had been produced in the experiment by illuminating a 
filament lamp powered by a AC/ DC regulated power supply. 

5.2   Calibration 

The gain of the Instrumentation amplifier cascaded with the solar cell device  is set at 
maximum value and the cell is exposed to minimum area at a uniform intensity of 
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light. The open circuit voltage (VOC ) thus obtained is noted down and marked as 
maximum position of displacement. The solar cell was exposed to its maximum area 
of light at a particular intensity. The no load output voltage of the cell corresponds to 
minimum displacement / position of movement of object this process was initialized 
before the start of recording the observations.  

5.3   Results and Discussion  

The measured value of displacement of moving object as recorded has been shown in 
Table (1). It can be concluded from data as recorded during investigation that output 
voltage produced by the solar cell gives desirable linear characteristic. The sensitivity 
was found as greatest when the largest change of exposed area was used to measure 
the dynamic conditions.  

Table 1. Measured value of displacement of a typical object   

S. 
No. 

Displacement 
(mm) 

Output 
(Volt) 

Light intensity 
(W/m2 ) 

 
1 2.8 0.1  

Constant uniform  
Light intensity 
(1000W/m2 ) 

 
Filament Source of 

Light 

2 5.6 0.6 
3 8.4 0.6 
4 11.2 0.8 
5 14.0 1.0 
6 16.8 1.2 
7 22.4 1.8 
8 28.0 2.0 

6   Conclusions  

An energy conversion optoelectronics device has been used in the instrumentation 
scheme to measure process parameter such as displacement of an object. Its main  
advantages are its small physical size, permitting measurements in confined spaces, 
and its response to changes in illumination, when they occur as a varying area of 
shadow on the cell. As it has some advantage it has some disadvantages too like its 
nonlinear current vs. light intensity characteristic prevents a linear response to meas-
ured movements, requiring prior calibration of a system at the start of taking meas-
urement every time. The necessity for shielding against unwanted “noise”-extraneous 
light sources and variations of temperature-creates other problems that we face during 
the working of the transducer. In spite of these entire problems it is immune to noises 
due to large amplitude of output produced by this sensor. Further it is used as non 
contact type and does not require any specific attachment to mount it on the moving 
object to measure mechanical movements and hence finds its wide application in 
process control industry. 
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Abstract. Network lifetime is the one of the most important issues in WSN and 
is fundamental to any design and development effort. In continuous monitoring 
application, the Wireless sensor Network (WSN) is generated data continuously 
and transmit to base station with a predefined frequency. The dominant energy 
consumption in the WSN occurs in radio transceiver that is responsible for 
transmission and reception of data. In this work, a hybrid (combined data and 
information) aggregation scheme is proposed to achieve energy efficiency by 
exploring the impact of heterogeneity of network for continuous Power Quality 
(PQ) monitoring application. 

Keywords: Continuous Monitoring, Wireless Sensor Network, Radio Trans-
ceiver, Network lifetime, Power Quality monitoring. 

1   Introduction 

Wireless Sensor Network (WSN) is a system that relies on the collective effort of sev-
eral micro nodes that promise fine-grain monitoring in wide variety of environments. 
The ability to communicate not only allows information and control to be communi-
cated across the network of nodes, but also nodes to cooperate in performing more 
complex tasks, like statistical sampling, data aggregation [1], system health and status 
monitoring. WSNs can be broadly categorized in to event driven monitoring, continu-
ous monitoring and hybrid monitoring. A Sensor node (generally known as mote) is 
made up of four basic components namely sensing unit, processing unit, transceiver 
and power unit. Sensing units are usually composed of two sub units: one or more 
number of sensors and analog-to-digital converters (ADCs). The processing unit is 
generally associated with a small storage unit, manages the procedures that make the 
sensor node collaborate with the other nodes to carry out the assigned sensing tasks. 
The transceiver unit connects the node to the network. One of most important compo-
nents of a sensor node is the power unit. The sensor node is being a micro electronic 
device; the power unit is treated as most important unit [2]. Therefore, sensor node 
lifetime shows a strong dependence on battery lifetime. 

Energy consumption of a sensor node can be divided into three domains namely 
sensing, data processing and communication. The dominant energy consumption in the 
WSN occurs in the radio transceivers (i.e. Communication domain of a sensor node) 
[3], [4], [5], [6]. The energy consumption of the other components in the sensor node is 
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very small. For this reason, many researches address this issue in WSN and advanced 
to reduce the wireless transmission. 

In many applications of WSNs, data aggregation is a critical operation needed for 
extracting useful information from the operating environment and is regarded as an 
effective technique to reduce energy consumption [8]. Data aggregation attempts to 
collect the most critical data from sensors and make it available to the sink in an energy 
efficient manner with minimum latency [7]. The design of efficient data aggregation 
algorithm is an inherently challenging task. There has been intense research in the 
recent past on data aggregation in WSNs. Most of the existing work like Directed dif-
fusion [8], SPIN [9], LEACH [10], HEED [11], CLUDDA [12], EADAT [13], 
PEGASIS [14], EDAP [15] and SAG [16] has mainly focused on the communication 
domain, especially in the aspects of routing, Medium Access Control (MAC) and col-
laborative mechanism for data aggregation in WSNs. However the performance of the 
data aggregation protocol is strongly coupled with the infrastructure of the network. 
There has not been significant research on exploring the impact of heterogeneity on the 
performance of the data aggregation protocols. This motivates us to explore the impact 
of heterogeneity of the WSN for hybrid (information and data) aggregation scheme to 
achieve energy consumption of the radio of a WSN. 

We wish to clarify the term information and data; especially in the context of 
WSNs. Data are plain facts. When data are processed, organized and structured or 
presented in a given context so as to make them useful, they are called Information. 
For instance, consider a query, SELECT Temperature, FROM Temp. Sensors, 
WHERE region Z, HAVING Temp >30oc, DURATION for 5 mins, EVERY 1 hour 
which can produce the enormous raw data from sensors employed in region Z. This 
may not be interpreted any meaningful information to the user who sends the query. 
The enormous data from sensors is to be processed and presented in the form of useful 
information to user for further steps to be taken in the monitoring applications. The rest 
of the paper is organized as follows. Section 2 describes Network Model, Proposed 
Scheme and Application while Section 3 presents results and discussions followed by 
concluding remarks in Section 4. 

2   Network Model, Proposed Scheme and Application 

2.1   WSN Model 

In a heterogeneous network, two or more different types of nodes with different battery 
energy and functionality are used. The motivation being that the more complex hard-
ware and extra battery energy can be embedded in few cluster head (CH) nodes, 
thereby reducing hardware cost of the rest of the network. This impact of the heteroge-
neous networks enabled us to design the network for PQ monitoring with a Base Sta-
tion (Sink - type 0), clusters having Cluster Heads (CH) (type-1) and number of Sensor 
Nodes (type-2) with the following capabilities. 

Cluster Head Node (type-1) 

• Receive/ Transmit raw data or queries from/to type-2 nodes in the  
cluster. 

• Transmit/ Receive raw data / information from / to type1 nodes of one 
cluster to other clusters in the network. 
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• Ability to classify (Neural Network) the events from received raw data. 
• Decision making capability to send /not to send the information / data to 

Sink (type-0). 

Sensor Node (type-2) 

• Transmit raw data to type-1 nodes in the cluster. 
• Receive queries from type –1 node in the cluster. 
• Ability to compare the sensed data to stored data. 

The main task on the motes in WSN applications is to carry out wireless communica-
tion through the radio transceiver. Generally the power consumption measurement for 
radio is considered the following different radio operation: receive (RX)/listen, trans-
mit (TX) under different transmission power thresholds, sleep and idle state. When a 
radio is in sleep or idle mode, its RF power rating is irrelevant. The RF power affects 
power consumption only when the radio is TX / RX mode. In this work, all type –2 
nodes deal only with its locally sensed data (D1) and compares with stored data (D0) 
that is in memory of the node permanently. Data aggregates to type –1 node, only 
when the value is changed with respect to the stored data. The MICAz - MPR2400CA 
is having measurement (serial) flash memory of 512K; part of this memory can be used 
to store the data of pure sine wave.  

Since the application under consideration is continuous monitoring, data is gener-
ated continuously with a predefined frequency. The battery life can be extended sig-
nificantly with modifying the transmission rate but type –2 nodes have to perform long 
transmissions to base station, most of the power consumption taken place at this point.  

2.2   Proposed Scheme 

By restricting the unnecessary data transmission in the continuous monitoring envi-
ronment the considerable energy saving in the radio transceiver section of type-1 and 
type-2 nodes is achieved through the following algorithm.  

Algorithm in Type-2 node 

1.Start timer  
2.if (timer expired) 
3.   Start to sense the environment (for PQ disturbance) 
4.   Compare present sensed data (D1) with the stored data (D0)  
5.if (change in value of comparison (D0 and D1)) 
6.    Sensor nodes transmit D0 to CH  
7.else 
8.    No transmission 
9.Go to Step 1 

Algorithm in Type –1 node 

1.if (Node receives data) 
2.   Classify the data for Disturbance event (Neural Network     Classifier) 
3.   Disturbance event information (not data) will be sent to sink  
4.else 
5.   Do nothing 
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2.3   Application -- Power System Model Consideration 

Power Quality (PQ), or more specifically, a Power Quality disturbance, generally de-
fines as any change in power (voltage, current or frequency) that interferes with normal 
operation of electrical equipments. The application under consideration is Power Qual-
ity monitoring that monitors the power system for an occurrence of Power Quality 
disturbances. The Power System model is considered from our previous work [18].   

3   Results and Discussion 

Computer simulated waveforms are generated for some of the IEEE defined PQ dis-
turbances such as notch, transient and outage from the power system model using 
MATLAB is shown in Fig. 1. 

 

Fig. 1. Without PQ Disturbance and With PQ Disturbance (Transient, Outage and Notches) 

We have considered continuous monitoring WSN employed for PQ disturbance 
monitoring, type-2 nodes sense the environment continuously with the frequency f0 
and type-1 node classify the PQ disturbance event then sending information (not data 
of the event) to type-0 node. Table. I shows the energy consumption/bit of a node in 
different modes of transceiver operation. 

Table 1. Energy Consumption / bit for Different Modes of Radio 

Mode of Operation 
@ Power Threshold Energy = Current * Voltage * Time 

Receive 19.7 mA * 3 V * 4 * 10-6

 sec =0.23 μJ / Bit 

Transmit @ -10dBm 0.13 μJ / Bit 

Transmit @ -5dBm 0.16 μJ / Bit 

Transmit @ -0dBm 0.21 μJ / Bit 

The proposed algorithm is employed in type-1 and type-2 nodes to achieve consid-
erable amount of savings in energy with the restricted TX/RX operation of radio  
transceiver that extends the lifetime of battery. Type –2 nodes are sensing for PQ dis-
turbance with the predefined frequency but it transmit the data only when it detects the 
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disturbance in the sensed data. This ability of type-2 nodes operates radio for the 
transmission of only disturbance data in PQ monitoring. It is not only ensured the bet-
ter continuous monitoring but also save considerable amount of energy. Type- 2 nodes 
employed with the ability to classify the data according to the PQ disturbance category 
and send only the information about the disturbance to sink not the entire data of the 
PQ event. The communication from the type-1 nodes to base station is only few pack-
ets carries information not the entire raw data of the disturbance event. This nature of 
type –1 node can further enormously improve the energy saving on transmission that 
extends the lifetime of battery. 

4   Conclusion 

Detailed knowledge of each functional module’s current demands of a WSN mote is 
essential when striving to achieve energy consumption. An energy efficient hybrid 
aggregation scheme targeted to radio transceiver of the WSN by exploring the impact 
of heterogeneity of the network is presented. The design of network nodes with differ-
ent capabilities presented in this work can assist the proposed hybrid aggregation 
scheme to achieve the considerable savings in energy. In this work, the continuous 
monitoring application of WSN – PQ disturbance monitoring is considered and the 
proposed algorithm is employed to achieve considerable savings of energy that extends 
network lifetime.  
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Abstract. In this paper, a new model called FLD-SIFT is devised for compact 
representation and accurate recognition of faces. Unlike scale invariant feature 
transform model that uses smoothed weighted histogram and massive dimen-
sion of feature vectors, in the proposed model, an image patch centered around 
the keypoint has been considered and linear discriminant analysis (FLD) is em-
ployed for compact representation of image patches. Contrasting to PCA-SIFT 
model that employs principal component analysis (PCA) on a normalized gra-
dient patch, we employ FLD on an image patch exists around the keypoints. 
The proposed model has better computing performance in terms of recognition 
time than the basic SIFT model. To establish the superiority of the proposed 
model, we have experimentally compared the performance of our new algo-
rithm with (2D)2-PCA, (2D)2-FLD and basic SIFT model on the AT&T face  
database.  

Keywords: Linear discriminant analysis, Local descriptor, Face classification. 

1   Introduction 

In this digital world, automated face recognition (AFR) systems are widely used and 
plays a critical role in biometric systems. The AFR system has numerous applications 
including visual surveillance and security, person authentication etc. The design of 
AFR system is very challenging because of its interclass recognition problem and 
distinctiveness of face is quite low when compared to other biometrics [1]. In addi-
tion, changes caused by expressions, illumination, pose, occlusion etc impose further 
challenges on accurate face recognition.  

Several models have been proposed ranging from appearance based approaches to 
sophisticated systems based on thermal information, high resolution images or 3D 
models. A comprehensive survey of face recognition algorithms is given by [18]. 
Principal Component Analysis (PCA) and Fisher’s Linear Discriminant Analysis 
(FLD) are the two most widely used and successful appearance based models for face 
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recognition. The currently existing appearance based recognition models date back to 
the earlier works of Sirovich and Kirby [9] and Kirby and Sirovich [11]. Turk and 
Pentland [13] popularized the use of PCA for face recognition. Although PCA ensures 
least reconstruction error, it may not be optimal from a discrimination stand point. 
Belhumeur et al., [17] have proposed the FLD based model that extract features which 
posses the best discrimination capability. Additionally, the effect of the non-uniform 
illumination conditions on the face recognition performance is studied and the superi-
ority of the FLD method over the PCA method has been shown in [17]. 

On the other hand, local descriptors [4, 6, 15] are commonly employed in a num-
ber of real-world applications such as object recognition [4, 6] and image retrieval 
[15] as they can be computed efficiently, are resistant to partial occlusion, and are 
relatively insensitive to changes in viewpoint. Mikolajczyk and Schmid [14]  
presented a comparative study of several local descriptors including differential in-
variants [6], moment invariants [10], Scale Invariant Feature Transform [4], and 
cross-correlation of different types of interest points [2, 15]. A more distinctive repre-
sentation for local image descriptors called PCA-SIFT [19] is proposed by Ke and 
Sukthankar and they argued that the representation of gradient patch in a compact 
eignspace is better for image retrieval applications. However, as discussed above, it is 
a well known fact that linear discriminant analysis is a better alternative when class-
wise information is available and hence is suitable for classification problems. In this 
context, we proposed better representation scheme for image patches that are subse-
quently used in face recognition based applications. Like SIFT, in the proposed 
model, descriptors encoded the salient aspects of the image patch in the feature 
point’s neighborhood; however, instead of using SIFT’s smoothed weighted histo-
grams, we apply linear descriminant analysis to the normalized image patch. Our 
experiments demonstrate that the FLD based local descriptors are more distinctive 
and more compact than the standard SIFT representation. 

The remainder of this paper is organized as follows. The proposed model (FLD-
SIFT) is given in section 2. Section 3 presents experimental results along with  
comparative analysis. Conclusion is given in section 4.  

2   FLD-Based SIFT Descriptors  

Scale Invariant Feature Transform (SIFT) is an approach for detecting and extracting 
local feature descriptors that are reasonably invariant to changes in illumination, im-
age noise, rotation, scaling, and small changes in viewpoint. The SIFT transforms 
image data into scale-invariant coordinates relative to local features that consists of 
four major phases: (1) scale-space peak selection; (2) keypoint localization; (3) orien-
tation assignment; (4) keypoint descriptor.  

The proposed model for keypoint descriptors (called FLD-SIFT) consists of two 
major stages namely extraction of keypoints from training samples and the construction 
of fisherspace for compact representation of feature space. In the first stage, the infor-
mation associated with keypoints is extracted which is nothing but the information  
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obtained due to standard SIFT keypoints: the sub-pixel location, scale, and dominant 
orientations of the keypoint. In the second stage, we build the fisherspace using the 
39x39 image patches at the given scale, centered over the keypoint, and rotated to align 
its dominant orientation to a canonical direction and subsequently use this fisherspace 
to derive a compact feature vector for all the images used for training purpose. During 
recognition, similar procedure is employed to obtain feature vector and the Euclidean 
distance between two feature vectors is used to determine whether the two vectors 
correspond to the same keypoint in different images or not. 

2.1   Computation of Patch Fisherspace 

FLD explicitly attempts to model the difference between the classes of data and en-
ables us to linearly-project high-dimensional samples onto a low-dimensional feature 
space. FLD is also closely related to principal component analysis that looks for linear 
combinations of variables which best explain the data. PCA on the other hand does 
not take into account any difference in class. The input vector is created by obtaining 
the image patch of size 39x39 centered at the keypoint. Thus, the input vector has 
39x39=1521 elements. This vector is subjected to normalization process to have unit 
magnitude in order to minimize the impact of variations in illumination. It shall be 
observed here that the patches considered here are centered on a local maximum in 
scale-space; rotated so that (one of its) dominant gradient orientations is aligned to be 
vertical; and contains information for the scale appropriate to this keypoint. In order 
to construct our fisherspace, the first three stages of the SIFT algorithm on a set of 
training face images is considered and each was processed as described above to cre-
ate a 1521-element vector, and FLD was applied to the covariance matrix of these 
vectors. The matrix consisting of the top d eigenvectors was stored on disk and used 
as the projection matrix for FLD-SIFT. The face images used in building the fisher-
space were discarded and not used in any of the recognition experiments. The  
construction of fisherspace is briefly described below. 

Given a set of samples of each class, the proposed FLD-SIFT extracts most infor-
mative features which could establish a high degree of similarity between samples of 
the same class and a high degree of dissimilarity between samples of two different 
classes. 

Formally, let there be C number of classes each with Ti, i=1..C, number of training 

images and each Ti contains varying number of patches, say j
ip , i=1..C, j=1..Ti.  

Therefore we have totally ∑
==

=
iTjandCi

j
ipN
..1..1

 number of training image patches. Let 

j
ip  be an image patch of size m x n representing jth image patch in ith class. Let 

im be the average image of all pi training image patches of the ith class, arranged in a 

vector form (Note here that the input vector is created by converting 39x39 image 
patch centered at the keypoint into a vector form ).  Let m be the average image patch 
of all N training image patches. The between-class scatter matrix Gb and the within-
class scatter matrix Gw are computed as 



18 B.H. Shekar et al. 

)()(
1

1

mmmmT
N

G i
T

C

i
iib −−= ∑

=  
(1)

)()(
1

11
i

j
i

T

j

T
i

j
i

C

i
w mpmp

N
G

i

−−= ∑∑
==  

(2)

Once Gb and Gw are computed, it is recommended to find the optimal projection axis 
X so that the total scatter of the projected samples of the training image patches is 
maximized. For this purpose, the Fisher’s criterion given by  
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(3)

is used. It is a well-known fact that the eigenvector corresponding to the maximum 

eigenvalue of bw GG |−  is the optimal projection axis which maximizes J(X). Gener-

ally, as it is not enough to have only one optimal projection axis, we usually go for d 
number of projection axes, say X1, X2,…, Xd, which are the eigenvectors correspond-

ing to the first d largest eigenvalues of bw GG |− . Once these X1, X2,…,Xd  are com-

puted, each patch j
ip  is then projected onto these X’s to obtain the feature vector 

j
if . So, during training, for each training image patch j

ip , a corresponding feature 

vector j
if is constructed and stored in the knowledge base for matching at the time of 

recognition. We have used Euclidean distance measure for classification purpose. In 
order to classify a given face image, we project image patches centered around the 
keypoint onto fisherspace and the test feature vectors are compared against the 
knowledge base to decide the class, which is based on the maximum number of 
matches. 

3   Experimental Results 

This section presents the results of the experiments conducted on the standard face 
database to corroborate the success of the proposed model. We have conducted ex-
perimentation on AT&T face dataset. We have specifically chosen this dataset as this 
dataset is used by many researchers as a benchmark dataset to verify the validity of 
their proposed face recognition models. All experiments are performed on a P-IV 
2.99GHz Windows machine with 1GB of RAM.  

The AT&T face dataset contains images from 40 individuals, each providing 10 
different images of size 112x92. In our experiment, we have considered alternate five 
samples per class for training and the remaining samples for testing. Similarly, we 
have conducted experiments considering 160, 120 and 80 faces as training faces of 
the AT&T database choosing 4, 3 and 2 faces respectively from each person and the 
recognition performance has been obtained considering the remaining faces as test 
faces. The recognition performance of proposed model with varying dimension of 
feature vectors is given in Table 1.  
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Table 1. Recognition accuracy of the proposed model for AT&T face dataset 

% of recognition accuracy for varying dimensions of  
feature vectors 

No. of 
Training 

faces 

No. of Test 
faces 

10 15 20 25 

200 200 97.5 98 99 100 

160 240 95.41 96.66 97.5 97.5 

120 280 93.92 94.64 94.64 95.00 

80 320 80.00 85.00 86.56 87.18 

Table 2. Recognition accuracy of (2D)2-PCA for AT&T face dataset 

% of  Recognition accuracy for varying dimensions of 
feature vectors 

No. of  
Training 

faces 

No. of Test 
faces 

6x6 8x8 10x10 12x12 
200 200 95.5 95.5 95.5 95.5 
160 240 95.83 96.66 95.83 95.83 
120 280 91.00 92.50 92.85 92.14 
80 320 79.37 79.37 79.68 79.68 

Table 3. Recognition accuracy of (2D)2-FLD for AT&T face dataset 

% of  Recognition accuracy for varying  
dimensions of feature vectors No. of Training 

faces 
No. of Test 

faces 
3x3 4x4 5x5 6x6 

200 200 97.25 98.25 98.75 98.75 
160 240 95.25 97.75 98.00 99.25 
120 280 94.25 94.50 96.00 95.75 

80 320 82.50 84.00 86.50 87.50 

For the purpose of establishing the superiority of the proposed model, we have 
considered bi-directional appearance based face recognition models: (2D)2-PCA [3] 
and (2D)2-FLD [16] for comparative study. We performed four tests with varying 
number of training faces. Here too, we have considered alternate five samples per 
class for training and the remaining samples for testing. Similarly, we have conducted 
experiments considering 160, 120 and 80 faces as training faces of the AT&T data-
base choosing 4, 3 and 2 faces respectively from each class and the recognition  
performance has been obtained considering the remaining faces as test faces. The 
recognition performance with varying dimension of feature vectors is given in Table 2 
and Table 3 respectively for (2D)2-PCA [3] and (2D)2-FLD [16] techniques. We have 
also compared our proposed methodology with other well known subspace analysis 
models to reveal the success of the proposed model considering the standard AT&T 
face database. In this experimental set-up, we have considered alternate five samples 
per class for training and the remaining samples for testing. The recognition perform-
ance of 2DPCA [7], 2D-FLD [5, 8], alternative 2DPCA [3], 2DLDA [12] with vary-
ing dimension of feature vectors is given in Fig. 1(a) and the generalized versions of  
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(a)                                (b) 

Fig. 1. Recognition performance of different subspace models with varying dimension of fea-
ture vectors on AT&T face database 

bi-directional models called (2D)2PCA [3], (2D)2 FLD [16] is given in Fig. 1(b).  
Table-4 summarizes the comparisons of methods [3, 5, 7, 8, 12, 16] with respect to 
the best recognition rate along with the corresponding dimension of the feature vec-
tors. It shall be observed from Table-4 that the proposed FLD-SIFT achieve the best 
recognition rate with reduced dimension of feature vector among all the approaches. 

Table 4. Recognition accuracy of subspace based methods 

Method 
Dimension of  
feature vector 

Best recognition rate (%) 

2DPCA [3] 3x112 97.00 
2DFLD [5,8] 3x112 97.75 
Alternate-2DPCA[3] 5x92 97.75 
Alternate-2DFLD (16) 4x92 98.25 
2DLDA[12] 8x8 98.75 
(2D)2PCA[3] 5x5 97.75 
(2D)2FLD [16] 5x5 98.75 
FLD-SIFT (Proposed Model) 25 100.00 

4   Conclusion 

An alternate representation for local image descriptors for the SIFT algorithm is pre-
sented which exploits class-wise information for compact representation and accurate 
classification of faces. When compared to the standard SIFT representation and the 
subspace based models, the proposed representation is both more distinct and more 
compact leading to significant improvements in recognition accuracy (and speed) and 
hence is good for real time applications. We are currently extending our representa-
tion based on the kernel approaches, designed for classification type algorithms and 
exploring ways to apply the ideas behind FLD-SIFT to other keypoint algorithms. 
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Abstract. Recent advancements in multi-core systems have created interest 
among many research groups to develop efficient algorithms for multi-core 
platforms. The performance evaluation of such multi-core architectures be-
comes essential before the design of such high end, cutting edge systems. One 
important question is how to evaluate the performance of such multi-core sys-
tems? In this paper, the authors have made a preliminary study of simulating the 
various architectural components of a typical multi-core environment using Su-
per ESCalar (SESC) simulator and evaluated their performance using lmbench. 

Keywords: multi-core, performance, simulator, SESC, lmbench. 

1   Introduction 

1.1   Motivation 

Multi-core technology plays a significant role in faster execution of user and kernel 
processes. These form the essential component of any real-time computing system. 
Effective utilization of multiple processors is the key to increase the computing power 
in case of multi-core platforms [5], [1]. It can be seen that, the currently implemented 
algorithms and policies will not scale [6], as the number of cores and on-chip memory 
units increase. In this paper, we take into consideration some of the previous analyti-
cal insights on performance in multi-core environment; refer [2], [3], [4]. 

The evolution in multi-core technology has lead to exploiting the processing power 
of multiple cores on a single chip. An important conclusion of our paper is that, prop-
er evaluation of performance, of each architectural component inside a multi-core 
chip would help greatly, in harnessing the power of multi-core platforms. The evalua-
tion of performance depends on numerous parameters. As compared to the single core 
systems without pipelining and onboard cache, testing of multi-core systems with a 
number of onboard components is more difficult. The advancement in transistor tech-
nology has resulted in, embedding a large number of onboard components. Hence, the 
performance of such components has to be evaluated using micro-benchmarking 
suite. 
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1.2   Contribution 

In this paper, the authors have evaluated the performance of different architectural 
components, using lmbench on MIPS instruction set based SESC simulator. The re-
sults are reported for a dual core system model. 

The rest of this paper is organized as follows: Section 2 discusses the various tools 
and experimental setup used, followed by Section 3 dealing with the benchmark suite. 
In Section 4, the results obtained from the experiments are summarized. Section 5 
concludes with the prospects for future research. 

2   Tools Used 

The set of tools namely: SESC (Super ESCalar Simulator), lmbench and condor de-
scribed here have been used for analyzing the performance. We describe below the 
details regarding the tools. 

Super ESCalar Simulator is a multiprocessor environment developed by i-acoma 
research group at UIUC in collaboration with other research groups. It is an event-
driven, full system simulator [8]. MIPS processor is emulated using SESC simulator. 
The working of SESC consists of executing the instructions on a MIPS module, 
which returns the result to the SESC simulator. Further details are available in [9]. 
The compilation of SESC tool requires gcc version 3.4. The details related to the in-
stallation of gcc-3.4 along with gcc-4.X, and the installation of SESCutils is available 
in [7]. In our experiments we use condor [11], a tool for submitting the configuration 
scripts and the input to the SESC simulator. LMbench [12] is a set of binaries that 
helps in evaluating the performance of the system parameters. We have taken 
lmbench version-3 for running our experiments on MIPS architecture based simulator. 

Table 1. Parameters used in SESC experiments 

Parameter Value  Parameter Value 
Hardware parameters Processor configuration 

Number of memory  
strides 

16, 32, 64, 
128, 256, 
512, 1024 

Instruction queue size 8 

Number of processors 2 Integer unit configuration 
Latency for load / store 1 

System parameters  Multiplication latency 2 
Fetching policy Out-of-order Division latency 12 
Presence of instruction 
cache 

True Floating unit configuration 

Chip parameters ALU latency 1 
Clock frequency 2.1 GHz Multiplication latency 4 
Chip frequency 45 nm Division latency 12 

                                (a)                                                                     (b) 
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3   Benchmarks 

The lat_mem_rd measures the memory read latency for different memory sizes. A 
wide range of memory sizes from 32 MB, 64 MB, 128 MB, 256 MB, 512 MB and 
1024 MB have been used for conducting experiments. The results show that as the 
memory strides increase, the latency for accessing the memory stride also increases; 
see Fig. 1.a. The lat_fs benchmark helps in measurement of the speed with which files 
in the current file system can be created and destroyed. The output obtained from the 
benchmark consists of file size and the number of files deleted per second. Based on 
the result, the creation and deletion latencies of a single file are computed see Fig. 2.a.  

The lat_ctx benchmark measures the context switching time. It takes processes of 
size 0, 16, 32, 64, 128, 256, 512, 1024 kB as input. Process size of 0 kB denotes, the 
process does not perform any operation, it simply switches context from one process 
to another see Fig. 1.b. In Fig. 2.d, the run time latency for operations involving 32 
and 64 bit integer and floating point addition, subtraction, multiplication and division 
are shown.The bw_mem_rd and bw_mem_wr benchmarks calculate the memory read 
and write rates in terms of Mbps. These benchmarks take file size as input. The for-
mer estimates the time for reading zeros for the specified input file size while the later 
estimates the time for writing zeros. Fig. 2.b and Fig 2.c shows the read rate and write 
rate for a wide range of file sizes. Using bw_pipe the latency for transferring 50 MB 
of data between two processes through 64 kB segmented pipe was calculated as 
6.1289 microseconds. MHz benchmark finds the clock speed of the processor along 
with the delay to obtain the clock rate. The processor clock rate obtained was 2095 
MHz with delay of 0.4773 nanoseconds. 

4   Summary of Results and Avenues for Future Research 

Study of lmbench on SESC has helped in analyzing the performance of various archi-
tectural components in a multi-core system. Evaluating the performance of simulators 
using standard benchmarks would provide us a novel and much deeper insight into the 
performance that one could achieve while designing high end systems. 

This research was just a preliminary step towards understanding of multi-core plat-
forms using simulators. Future avenues would include, incorporating scheduling me-
chanisms and running standard benchmarks to find the performance measures. Anoth-
er area would be to find whether over-provisioning processor cores in a single ma-
chine would always increase performance.  

 
  Fig. 1. 

                                 
  
(a) Memory latency with stride values     (b) Cost of context switching when the file size is  
       32, 64, 128, 256, 512, 1024                       0, 4, 8, 16, 32, 64 kB 
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Fig. 2. 

In Fig. 2.d. the values 1 to 16 plotted as dots along the xy plane indicates the vari-
ous operations performed. 1-int sub, 2-int add, 3-int mul, 4-int div, 5-int modulo, 6-64 
bit int sub, 7-64 bit int add, 8-64 bit int mul, 9-64 bit int div, 10-float add, 11-float 
mul, 13-double add, 15-double mul, 16-double div. 

5   Conclusion 

In this work, the authors have made a successful attempt in understanding the perfor-
mance of various architectural components on a multi-core platform using SESC si-
mulator and lmbench benchmark suite. The performance evaluated using SESC 
showed, results that qualitatively resemble the present day systems. The performance 
evaluation done on a simulator would certainly help improve the simulator and also to 
analyze multi-core systems in greater detail. 
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Abstract. Many web based systems are adopting asynchronized way, the 
teacher publishes learning content statically on the internet and the student ob-
tain static learning materials at different times where, real classroom learning 
follows a synchronized learning process ,the students in and out of the class-
room can listen to the live instructions while the tutor gives the lectures. So, the 
synchronized learning process is much more attractive than the asynchronized 
learning process. We build a prototype application called Real Open Smart 
Classroom build on our software infrastructure using Web Services Composi-
tion Technology. Real Open Smart Classroom tries to connect two Smart Class-
room together to give a novel experience for the students and the tutor in the 
class. Simple sharing of the video and voice are inadequate.  It is necessary for 
the Real Open Smart Classroom to provide a new mechanism for the tutor and 
the students to learn and interact in their Web Based Learning Environment. A 
Web Based Communication Scheme is established, deployed in an open net-
work for the classroom to make use of the abundant dedicated services using 
Web Services Composition. 

Index Terms: Asynchronized, Synchronized, Web Services Composition, Web 
Based Learning. 

1   Introduction 

Distance education system promise wider access to education and support for lifelong 
learning. These systems are either asynchronized or synchronized. Asynchronized 
systems are relatively simple where as synchronized are very effective. Real Open 
Smart Classroom therefore plays an indispensible significance in distance learning. 
Even though the sharing of videos and documents are lively done, there should be an 
improvised mechanism where the students in the remote area can clarify the doubts at 
that moment with the tutor. 

To carry out this process a multichat application using Langrid Blackboard [1] is 
introduced. The Real open smart classroom is equipped with several cameras, to 
monitor the smart spaces. There are many learning systems embedded with these 
features such as Active Class [2], Class Talk [3], Interactive Workspace [4], which 
successfully seek a better searching and learning mode based on traditional classroom 
learning. These are called classroom based e-Learning system. 
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2      New Challenges and Requirements 

The classroom based e-learning system helps both the tutor and the student in the 
learning process and have achieved successful results. However, with the develop-
ment of Real Open Smart Classroom new services are required for the full-fledged 
performance of the task. The main aspect of this issue is illustrated below in detail. 

2.1   Web Services Composition to Increase the Performance 

The proposed approach is Web Services Composition, which is the process of creat-
ing new services by composing already existing services. Web Services Composition 
technology is introduced to build an effective e-learning system. In Web Services 
Composition by deploying more services, the performance of the task will be in-
creased. When the services invoked by the tutor or students cannot perform in a full-
fledged manner, it will get the help of the other services. By adopting Web Services 
Composition, it facilitates the creation of innovative services that suits the end-users 
needs with a reduced time-market and better component reuse. 

3   Proposed Technique 

Addressing the challenge mentioned above, we propose a prototype system called Real 
Open Smart Classroom. Real Open Smart Classroom is a classroom based e-learning 
system. We built two classrooms, one is with the tutor and other one is in the remote 
area. Classroom where the tutor and students are present has four wall size projector 
screens, smart board and in remote classroom LCD screens are present and with the 
equipped cameras. Several natural human-computer interfaces are integrated in class-
room E.g.: Touch Sensitive SmartBoard. Connected by open internet, two classrooms 
and multiple software modules in them provide the classroom functionality. 

All software modules run on our software infrastructure called Real Open Smart 
Platform, to communicate and coordinate with each other. Thus the Real Open Smart 
Platform is not only to build Real Open Smart Classroom but also has important sig-
nificance in the research of Web Services, contributing to the research of web Ser-
vices Composition as well. 

3.1   Real Open Smart Classroom 

Open Smart Classroom [1] was a generic classroom with many modules connected to 
perform a specified task. In MAS (Multi Agent System) model, only one service was 
accomplished by specified task. Modules in Real Open Smart Classroom are loosely 
coupled in order to maintain a robust system, and embedded technologies are in-
volved to remove the computing devices from people sight.  

In Open Smart Classroom, Service-Oriented Communication channel between in-
side and outside of classroom was created [1] to bridge services, help the system to 
manage and utilize resources. Web Services Composition is implemented in Open 
Smart Classroom to invoke required services for greater performance, results in Real 
Open Smart Classroom. 
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3.2   Real Open Smart Platform 

After presenting the motivation of Real Open Smart Classroom, we are going for Real 
Open Smart Platform. Real Open Smart Platform is developed based on Open Smart 
Platform such as MAS architecture and Ds-Container-Agent Hierarchy. Web Services 
Composition is the key improvement to provide more scalability. 

3.2.1   Architecure 
We inherit the Multi Agent Architecture of Open Smart Platform because it is suitable 
for Real Open Smart Classroom, where the modules are dynamic and autonomous.  

The three system modules: 

1. Web-Service-Wrapper-Agent(WSWA),  
2. Smart-Platform-Agent Webservice(SPAW),  
3. Open-Smart-Platform Gateway (OSPG). 

WSWA: WSWA is an agent, which invokes an outside Web service based on the 
message received from other agents and returns the reply from the Web service to the 
agents. Agents in Smart Platform can invoke outside Web services by sending  
messages to this agent. 

 

Fig. 1. Real Open Smart Platform runtime architecture for two Smart 
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SPAW: SPAW is a Web service deployed on Axis[7].  It receives messages from 
outside systems, transforms the messages to the protocol used in Smart Platform, 
creates a SPAW-agent to dispatch the message, and returns the reply from the agent to 
outside systems. Through this mechanism, outside systems can interact with agents in 
Smart Platform as Web services. SPAW provides two Web service interfaces: 
sendMsgNoResponse and sendMsgHasResponse. The former is used if the services 
requester is NOT concerned about the result from the services. Otherwise, the latter is 
used to get the result from the services.  

OSPG: OSPG is a Web application serving as the proxy between mobile devices and 
Smart Space. It consists of a servlet deployed on Tomcat [6] and several Web services 
deployed on Axis [7]. Specifically, the servlet  builds Web pages for mobile devices 
to use their browsers to interact with the services inside Smart Space; the Web ser-
vices is to receive necessary messages from SPAW[1].   

Taking two Smart Spaces as the simplest Smart Community for example, the two 
Real Open Smart Platform runtime architecture for Smartspaces is shown in Fig. 1 

4     New Features 

In Real open Smart Platform, there are three communication schemes that corre-
spond to a different QoS requirement, which are suitable for multiple smart space 
communication. 

4.1   Three Communication Schemes in Real Open Smart Platform  

 Amount of 
data 

Sensitive to 
data drop 

Sensitive to 
real time 

Message Small Yes Yes 
Stream Large No No 
Bulk large Yes No 

5   Connecting Multiple Classrooms in an Open Network Using 
Web Services Composition  

Real Open Smart Classroom emphasizes openness a new experience for the tutors and 
students. Enabling two classrooms to have class together, especially for those in dif-
ferent countries has greater significance in intercultural learning. It is necessary for 
Real Open Smart Classroom to provide new mechanism for the tutors and the student 
to learn in their intercultural environment. Current focus is mainly on the composition 
of services. Additionally, the administrator is able to modify the workflow of the task 
in open network to meet the different requirements.  

In Open Smart Platform [1] if particular language translation, like Chinese lan-
guage translation service is required, then it has to be deployed in an open network 
and if any other language translation service is needed like Japanese language then, 
Chinese language translation service has to be removed and Japanese language trans-
lation service has to be deployed. To overcome the issues, we are going for web ser-
vices composition where the services can be deployed permanently, and according to 
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the needs the services can be dynamically selected. So, the Real Open Smart Platform 
has a service management module to address the issues such as dynamical service 
composition. 

6   Advantages of Web Services Composition for Real Open Smart 
Classroom 

Using web services composition there are several advantages for Real Open Smart 
Classroom. It enables the administrator to manage the system easily. For example, 
when a new classroom joins in the system, it is very easy to choose its services to 
invoke, according to the language or any other services to cope up with the new class-
room. 

The Web services Composition requires the interfaces of agents in the classroom to 
built in a standard way and thus can be reused as the services resources by other class-
room. Reusability plays a major role here. Another is the decision engine of smart 
cameraman [5], which uses the observed content of the Real Open Smart Classroom 
as the input to give the appropriate view of the class, as the result. 

7   System Analysis 

Currently, Real Open Smart Platform which is the software infrastructure for build-
ing Real Open Smart Classroom which provides many services that can be used by 
the tutors and students. New students before joining the classroom should register 
their account and that will be verified by the administrator and finally registry is up-
dated. New classroom with the same infrastructure and interfaces works effectively 
in Real Open Smart Platform.  

8   Related Work 

8.1   Existing Learning System 

Several projects work on improving the experience of traditional classroom–based 
learning using Smart Space Technologies. Active Class [2] encourages in class par-
ticipation using personal wireless devices, where the students give feedback on the 
class using their wireless devices, but it lacks support for mobile devices to control 
and interact with the classroom and thus has few natural human-computer interaction 
interfaces to enhance the experience of class.  

EClass [8] at Georgia tech is another project with automated capture of live experi-
ence for late access and it works only for single classroom. iRoom at Stanford[4] 
explores  new possibilities for people to work and learn together in technology rich 
spaces. However iRoom also workout only for single classroom.  

Smart classroom at Tsinghua University [5] is similar to iRoom but supports remote 
student’s interaction and communication but, it lacks a mobile device communication 
without any preinstalled modules and limited to utilizing useful services outside the 
classroom. Open Smart Classroom provided a standard communication interface for 
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mobile devices to interact with the other modules and it provided an Open service-
oriented channel for easy deployment of different requirements and for improving 
system capability and it supports the multiple classrooms but it lacks in service man-
agement module to address the issue such as dynamical service composition. 

9   Conclusion and Future Work 

In informal user evaluation with several tutors from different departments at our uni-
versity, our prototype system received positive comments. Especially for its rich and 
intuitive interactive channels for working with remote students. Real Open Smart 
Platform as an upgrade of open smart platform is still MAS integrated with several 
extended modules. It enables better support in  

• Service Management module to address the issues of dynamical service 
composition. 

Currently, the Real Open Smart Platform does not have service management module 
to address the issue such as dynamical service arbitration. 
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Abstract. Increased power demand without appropriate expansion of transmis-
sion lines has resulted in exploitation of the existing power transmission sys-
tem. In view of this, the problem of voltage instability leading to voltage  
collapse is attracting more and more attention. Continuous monitoring of the 
system status through on-line contingency analysis and contingency ranking is 
therefore a necessary requirement. Due to its ability to learn off-line and pro-
duce accurate results on-line, Artificial Neural Network (ANN) is widely ap-
plied for on-line ranking of critical contingencies. Therefore this paper proposes 
an Artificial Neural Network based approach for fast voltage contingency rank-
ing. The off-line load flow studies are adopted to find the Minimum Singular 
Value (MSV), which reflects the degree of severity of the contingencies in 
terms of voltage stability margin of the system, and the results from load flow 
study are used to train the multilayered ANN for estimating the MSV. The  
effectiveness of the proposed method is demonstrated by applying it to line out-
age contingency ranking under different loading conditions for a practical 22-
bus Indian system. Once trained the neural network gives fast and accurate 
ranking for unknown patterns and classifies the contingency considered into 
groups in accordance to their severity based on the predicted value of MSV. 
The developed model is found suitable for on-line applications at load dispatch 
centers. 

Keywords: Artificial Neural Networks, Voltage Collapse, Singular value  
decomposition, Contingency Ranking. 

1   Introduction 

The interconnections of bulk power systems, brought about by economic and environ-
mental pressures and tendency towards maximizing economic benefits, have led to 
increasingly more complex systems that must operate close to their stability limits. 
This has necessitated the study of stressed or heavily loaded situation of the power 
system network to accomplish efficient energy management without losing its reliabil-
ity. The system instability, which occurs when the system is heavily loaded, turns into 
voltage collapse. Hence on-line monitoring of power system stability has become a 
vital factor for electric utilities. An effective method for real time monitoring of system 
status and voltage collapse prediction and analysis becomes necessary. Contingency 
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ranking is one of the important components of on-line system security assessment. The 
purpose of contingency ranking is to arrange contingencies according to their severity 
and pick out those contingencies, which are potentially more harmful to the system, so 
as to reduce the number of contingencies that require detailed analysis. Suitable pre-
ventive control actions can be implemented considering contingencies that are likely to 
affect power system performance. The main requirement that the processing of all 
contingencies cases be done in a very short time imposes a heavy computational bur-
den. Hence it is advisable to consider only few severe contingencies for analysis. To 
further ease the computational burden, the problem of assessing the voltage stability in 
electrical power system is addressed through Artificial Neural Network approach. 
Hence, the growing demand causes system to operate close to their stability limit 
sometimes leads to voltage instability and collapse. And this problem can be prevented 
or mitigated by ANN based voltage collapse contingency ranking.  

Though different algorithms have been applied for the above problem, very few 
methods yield good speed and accuracy. Hence, to perform ANN based voltage con-
tingency ranking with good efficiency has generated interest and this has motivated 
the attempts in this paper. This developed voltage collapse based contingency ranking 
has been applied to a 22-bus practical SREB real system. 

2   Voltage Collapse 

Voltage collapse is a non-linear phenomenon, occurring over a period of few seconds 
to hours, characterized by fall in voltage and shortage of reactive power supply. Volt-
age collapse may be total (blackout) or partial. To use the theory of Singular Value 
Decomposition on power systems, a linearised relation between the active and reac-
tive powers at nodes versus voltage magnitudes and node angles has to be found 
which is established by the power flow Jacobian matrix. This relationship has been 
proposed by Lof.P.A et al (1992). 
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Hence the jacobian matrix essentially establishes relation between the unknowns 
(voltage magnitude and angles) and the knowns (active and reactive power at nodes). 
So when the inverse of the jacobian doesn’t exist because of matrix singularity, the 
relation between knowns and unknowns fails to exist. Hence, following inability to 
establish the relationship, the system becomes unstable and this leads to voltage col-
lapse. Therefore, as the Minimum Singular Value (MSV) is a measure of power flow 
jacobian’s closeness to singularity, it is used as a measure to find nearness to voltage 
collapse. Hence the analysis of voltage collapse is done in this paper by Minimum 
Singular Value Decomposition technique where the distance of MSV from zero to an 
operating point is a measure of proximity to voltage collapse.  

Due to the complex network topology of the power system, various equipments 
and unpredictable loads are subjected to different kinds of abnormalities such as 
faults, failures, overloading, under loading etc. Together these are termed as ‘CON-
TINGENCIES’ on the power system. Contingency analysis is essential for evaluating 
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the system performance and determining measures to improve performance. An ex-
haustive contingency analysis involves identification and simulation of all possible 
outages. However, such an analysis would prove ineffective because of the cost and 
time involved. Therefore, contingencies having high severity and probability of oc-
currence are identified and termed as critical contingencies and are ranked resulting in 
the development of contingency ranking algorithm. 

In this work, voltage collapse based contingency ranking is carried out. The analysis 
of voltage collapse is done by minimum singular value decomposition technique. 

3   Artificial Neural Networks 

The proposed ANN model uses a three-layer network, which is trained, by using error 
back propagation algorithm. Power system states can be characterized either by bus 
injections, bus voltages, network configuration or the line power flows. 
The following are the neurons in the input layer for desired Input information: 

1. Voltage: Voltage stability is the ability of a power system to maintain acceptable 
voltages at all buses in the system under normal operating conditions and after being 
subjected to a disturbance. Furthermore, voltage instability results in a progressive 
and uncontrollable decline in voltage. Therefore voltage profiles are direct indicators 
of voltage stability. Hence voltage magnitudes at all buses are part of the input. 
2. Active and Reactive power of the load: With the increase in load, generation must 
correspondingly increase to meet the increased demand. However, it is not possible to 
increase the reactive power generation in generators beyond an extent, as it will dam-
age the field windings. Hence there is always a shortage in reactive power supply, 
which results in decrease in voltage. Cumulative decrease of voltage leads the system 
to voltage collapse. Hence active and reactive power of the load is used as additional 
information to be included in the input. 
3. Line Configuration: The presence or absence of a line is likely to take the system 
either towards or away from collapse point. Hence line configuration forms an inte-
gral part of the input data. 1 or 0 represents all lines present in the system, where 0 
indicated the occurrence of an outage and line being removed, while 1 indicates the 
presence of the line. Hence, the input vector of the neural network comprise of 

P = [V1, V2………Vn, Pd1, Pd2…Pdn, Qd1, Qd2…………Qdn, 1 or 0…. p times] 

Where n is the number of buses in the power system 
           V is the voltage of each bus 
           Pd, Qd are the active and reactive power of the load 
           P is the number of lines connecting any two buses, in the power system  
There are no rules for the selection of the number of middle layers and number of neu-
rons in each layer. The number of neurons in each layer is upto the designer. While in 
general, the more neurons in middle layer, the better the network can fit the targets, too 
many neurons in middle layer can result in over fitting. Thus choice of number of neu-
rons in the middle layer is based on experimentation and simulation. The output vector 
[o] of the proposed ANN contains one element, the minimum singular value. In the 
study MSV is used as a voltage stability index to rank the contingencies. The training 
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set is the representative of the different operating states of a power system. Off-line 
power calculation results are used to construct the training set.  

The proposed neural network was trained by using the training patterns and error 
back propagation algorithm. In order to evaluate the performance of the proposed ANN, 
a set of test patterns, which are not part of the training patterns, were generated. The 
evaluation of the ANN performance includes the sum-squared error of the neural net-
work and the generalization ability of the neural network for new operating conditions. 

4   Case Study and Results 

22-bus Southern Region Electricity Board Real System is used as working examples 
in this study. The present study is intended for on-line environment.  

A. Algorithm of developed ANN model 

The whole strategy of the developed online ANN model is summarized below: 

Step 1: Check the type of contingency and accordingly change the input system 
data for load flow studies. 

Step 2: Normalize the result obtained from the load flow studies to form input data 
for the ANN. 

Step 3: Build up the input vector for the current operating condition, with normal-
ized input data and line configuration corresponding to the line outage caused. 

Step 4: Present the input vector to the trained MLP and get the value of Minimum 
Singular Value (MSV) 

Step 5: Denormalise the obtained MSV and check the range of the obtained MSV 
Step 6: According to the obtained range, classify the contingency as most severe, 

moderately severe and less severe. 

The 35 contingencies are considered. For varying system loads from 10% of base load 
to base load condition, MSVs are calculated. The obtained MSV and contingency 
ranking based on the MSV are found. 

B. ANN model for 22-bus system 

Training patterns are generated using the 35 different contingencies. For each contin-
gency 10 different operating conditions are taken, making a total of 350 different 
conditions. The total inputs to the ANN are 93, comprising 22 bus voltages, active 
and reactive power of the load (22+22) and 27 lines present in the system. In each 
hidden layer 30 and 15 neurons are found to be optimum. Hence the ANN structure 
for contingency ranking is 93-30-15-1. The training after normalization is carried out 
till error convergence is obtained. The results of the obtained ANN are tabulated. The 
performance of the trained neural network was tested on 25 unseen patterns. The 
performance of neural network for these unseen patterns is shown in fig 5.1 below.In 
the below figures., straight lines indicate ANN output, while dotted lines indicate 
actual output The difference between the straight lines and dotted lines is very less, 
indicating minimum error obtained among the tested unseen patterns. To facilitate 
easier understanding of results, the contingencies are grouped in accordance to  
contingency ranking. 
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Group 1: CRITICALLY SEVERE, Rank 1-5 
Group 2: MODERATELY SEVERE, Rank 6-16 
Group 3: LESS SEVERE, Rank 17-35 

 

 

 

 

 

 

 

Fig. 5.1 & 5.2. Performance of neural network for unseen patterns and for severe contingencies 

C. Observations on ANN results 
The ANN results were tabulated. Based on these data that show the error between the 
target MSV and ANN output graphs were plotted. Subsequently, graphs (Fig. 6.2,6.3 
a, b, c, d) illustrate the difference between target MSV and ANN output for the test 
data as well as when the contingencies are classified into groups. It is observed that 
the error is minimum. This proves the generalization ability of the trained neural net-
work. The ANN once trained and evaluated provides fast contingency ranking. In 
fact, the minimization of error by the network proves the generalization ability of the 
network.  

          

 

 

 

 

 

Fig. 5.3 & 5.4. Performance of neural network for moderately severe and less severe  
contingency 

5   Conclusion 

This paper proposes an ANN based method for voltage collapse based contingency 
ranking. By using the results of off-line load flow calculations, Minimum Singular 
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Value (MSV) is found, which indicates the proximity to voltage collapse. The  
multilayered artificial neural network is trained to estimate the MSV by using error 
back propagation learning rule. Hence, the proposed method can provide the informa-
tion about voltage stability assessment corresponding to both pre-fault and post-fault 
status for any load condition and any line outage contingency. The effectiveness of 
the proposed approach is demonstrated by applying it to 22-bus SREB Indian system. 
The results show that the proposed technique is well suited to be used in on-line  
environment. 

The proposed ANN based approach provides satisfactory calculation accuracy and 
good analysis speed. Once the network is trained and evaluated, this method can pro-
vide a fast contingency ranking. By using singular value decomposition method, the 
multilayer perceptron neural network is trained to classify the contingency into groups 
in accordance to their severity based on the obtained value of MSV. Hence the pro-
posed method based on artificial neural network can be used for online ranking of 
critical contingencies to be used in load dispatch centers. 
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Abstract. Object tracking in video sequences is a very important topic and has 
various applications in video compression, surveillance, robot technology, etc. 
In many applications, the focus is on tracking moving object. Object tracking is 
the problem of generating an inference about the motion of an object from the 
sequence of frames in a video. In this paper, we propose a method for tracking 
moving objects in video sequences. 

Keywords: Object, Tracking, Video, frames, Compression. 

1   Introduction 

A recently there has been a great demand for the effective and efficient organization 
of video data [1]. In the view of real world application like content based video re-
trieval, the major need is to store more number of videos in the database. The advance 
technology makes better compression ratio that can effectively utilize digital video. 
The necessity of better video compression is achieved by using standard formats like 
MPEG through the use of motion estimation and compensation. Today achieving the 
motion analysis and motion tracking in compressed video format is still remains an 
open problem.  

Detection and tracking involves real time extraction of moving objects from video 
and continuous tracking over time to form persistent object trajectories. To achieve 
this objective, the first step is to represent and understand the detected objects present 
in the scene is known as object extraction. The next step is to analyze how these  
detected objects are moving with respect to each other. These problems are referred  
in the Computer Vision community as Object Tracking. In general, object tracking 
has five different states that denote the state of objects at any given time instant. 
These states are new object appearance, an object disappearance, moving object, a 
stationary object and an occluded object. The conditions for these transitions are 
marked along the edges. Tracking is one of the most challenging issues of Computer 
Vision, Robotics, Pattern recognition, artificial intelligence and multimedia. Tracking 
is used in wide range of applications like Surveillance system, Content based retrieval 
system, Monitoring systems and Navigation systems, Human motion modeling etc 
[2][3][4][5][6]. 
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2   Proposed System 

2.1   Tracking of Moving Objects in Compressed Videos 

The implementation of multiple objects tracking is achieved in two phases. The first 
phase focuses on Object detection. To achieve this step, preprocessing is to extract the 
motion vectors from an MPEG2 stream and by using extracted motion vectors Ob-
jects are detected. Second phase is to track the objects by using extract features from 
the detected objects. 

3   Experimental Results 

3.1   Object Detection 

The proposed system takes the motion vectors at the time of decoding the compressed 
video stream. In general, considered test videos are having consecutive P-frames sepa-
rated by two or three B-frames are still similar and would not vary too much. Besides, 
it must be noted that B-frames are just “interpolating” frames that hinge on the hard 
motion information provided in P-frames and therefore using them for the concatena-
tion of displacements would be redundant. However, the motion vectors of P-frames or 
B-frames in MPEG2 compression standard may not actually represent actual motions 
in a frame. These detected motion vectors have to be stored in an order that will allow 
the motion from frame to frame to be calculated. Then the algorithm starts with reor-
dering the bit stream order to the display order followed by storage of motion vectors. 
Then transform the motion vector information into discrete form as given below. 
 

for each macro block m t (x,y) do 
If  m t (x,y)>0 or m t (x,y)<0 then storet (x,y)=1 

else store t (x,y)=0 

In the above transformation storet (x,y) consists discrete information of each frame in 
a video. 

3.2   Tracking Based on Multiple Feature Approach 

One of the easiest ways of finding tracking of objects in compressed domain is by 
calculating the use of motion estimation and compensation. For calculating the mo-
tion estimation, corresponding macro blocks are compared between the frames. This 
search method was mainly used to achieve the regions wherever the object motion 
was presented. There by extracting the features like centroids, dispersion rate for each 
cluster, tracking is maintained effectively. 

The tracking results depend on object trajectories like object position etc. This ob-
ject position is defined by the centroid of the object (Cx, Cy) as refer to the equation (1) 
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Where O is the set of coordinates of an object area and P  ii,,jj is the intensity value of 

the frame at the position (i, j). 
Generally the object trajectory drawn from the centroids of the objects in the adja-

cent frames are close to straight lines. So that, Object acceleration rate is constant for 
the adjacent frames. By using the initial velocity and acceleration rate, it is easier to 
predict the locations in the current frame. By comparing the predicated positions and 
real positions, it is possible to achieve trajectory based tracking. If tracking is per-
formed only with centroids, it’s difficult to find the situations like new tracks, track 
collisions. So that more features  like object dispersion rate, gray scale information 
and textures etc are used for efficient tracking. The limitation of using these features 
is that the sizes of the objects should not change dramatically between adjacent 
frames. The dispersion of the object disp as refer to equation ( 2).         
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When the dispersion rate is computed for each object region in all frames, it is easy to 
track the objects by comparing them. 

In case of compressed domain, implementation focuses on extraction of the motion 
vectors from an MPEG2 stream. This information is used to calculate the motion of 
each and every object from one frame to another. The implementation is done in four 
phases. In the first phase, implemented algorithm has two threads called scan thread 
and animated thread. In the second phase, MPEG decoder is used to extract and de-
code the motion vectors. In third phase, the objects are segmented based on clustered 
information obtained from object detection algorithm. The fourth phase describes 
about feature based tracking for multiple objects. If the detected objects are more than 
4 objects, then those objects are tracked by using graph theoretical approach. The 
results obtained for video object segmentation and it’s tracking up to frame 32 as 
shown in Fig. 3 to Fig.4. 

Inference: In test video shown Fig. 1 to Fig. 4 the detected objects were moving from 
left to right. 

  

Fig. 1. Tracking of a Single Object (ball) Fig. 2. Multiple object tracking upto 15 frames 
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Fig. 3. Detection of Collision  at the 16th  

frame 
Fig. 4. Detection of stationary object 

Graphical Analysis and Interpretation 
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Fig. 5. Multiple Object Tracking in normal 
conditions 

Fig. 6. Multiple Object tracking with Colli-
sion 

Interpretation 

Fig. 5. shows tracking in case of normal conditions (where the objects are moving 
from left to right), y-coordinate of both objects gradually increases with constant x-
coordinate, where as in Fig. 6. shows the state of collision where the y-coordinate are 
matching from 17th frame onwards with constant x-coordinate. 

4   Conclusion 

In this paper, we analyze the constraint underlying general object motion including 
non-rigid cases. In case of compressed domain, implementation focuses of extraction 
of the motion vectors for an MPEG stream.  This work estimates those motion and its 
positions of moving objects of all frames in a video.  
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Abstract. The amount of traffic carried over the Internet has dynamically in-
crease with the tremendous popularity of World Wide Web because of that it is 
mandatory to have a router or high speed switch that can deals with the network 
traffic in an efficient way. This one is also applicable for a computer system of 
multiprogramming environment where multiple process are required to have the 
support of CPU to perform the required operations but the CPU will handle then 
in a proper manner by using an efficient CPU scheduling algorithm. Here in this 
paper we have introduced an enhanced cost effective model of Round Robin 
Technique which is applied on a real time traffic based on policy based routing. 
Apart from this we have also analysis the enhanced model of Round Robin with 
some valuable case studies.  

Keywords: Round Robin, Quantum, Preemptive, BGP Router, Context 
Switches, CPU cycles. 

1   Introduction 

The world went through a long period (late 80’s, early 90’s) in which most popular 
operating system (DOS, Mac) has no sophisticated CPU scheduling algorithms. They 
were single threaded and ran one process at a time until a user direct them to run  
another process. More recent system (Window NT) has back to having more sophisti-
cated CPU scheduling algorithm. When more than one process is runnable, the oper-
ating system must decide which one to run first and which one will be the next. The 
part of the operating system which makes this decision is schedule; the algorithm it 
uses is called the scheduling algorithm. Different CPU scheduling algorithms have 
different properties and may favor one class of processes over another. The algorithm 
which can maximize the CPU utilization and throughput and can minimize the Turn-
around Time, Waiting Time and Response Time is known to be an efficient one. 

There are some scheduling algorithms those are preemptive in nature and others 
are not preemptive. The strategy of allowing process that are logically runnable to  
be temporally suspended is called preemptive scheduler and ease to contrast to the  
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run to completion method of early batch systems. Run to completion is also called  
non-preemptive scheduling. The Table 1 is representing the functionalities of different 
CPU scheduling algorithms along with their nature. Here in this paper we will discuss 
some methodologies through which the performance of Round Robin techniques can 
be made efficient one. Thus a new enhanced version of Round Robin scheduling 
algorithm has been designed which we have applied on a real time traffic environment 
with some valuable case studies. This algorithm is suitable for an environment where 
router is connected with different autonomous systems deal with the packet of vari-
able size mostly the larger one with different characteristics. 

Table 1. Comparative studies of several Scheduling Algorithms 

Algorithm Nature Features Drawbacks 
FCFS Non-preemptive The process that requests 

first is allocated the CPU 
Convoy-effect 

SJF Preemptive/Non-
preemptive 

Shortest job get the CPU 
first 

Difficult to know 
the length of next 
CPU request. 

Priority 
Scheduling 

Preemptive CPU is allocated on basis of 
priority 

Infinite blocking 
(Starvation) 

Round 
Robin 

Preemptive Designed on the basis of 
Time quantum, applicable 
for time sharing 

Sometimes it can 
behaves same as 
FCFS policy 

Proposed 
one 

Preemptive Variable time quantum and 
efficient 

Bit complexity 

2   Round Robin Scheduling 

It is one of the oldest, simplest, fairest and most widely used scheduling algorithms, 
designed especially for time-sharing systems. A small unit of time called time slice or 
quantum[3] is defined. All runnable processes are kept in a circular queue. The CPU 
scheduler goes around this queue, allocating the CPU to each process for a time inter-
val of one quantum. New processes are added to the tail of the queue. The CPU 
scheduler picks the first process from the queue, sets a timer to interrupt after one 
quantum, and dispatches the process. If the process is still running at the end of the 
quantum, the CPU is preempted and the process is added to the tail of the queue. If 
the process finishes before the end of the quantum, the process itself releases the CPU 
voluntarily. In either case, the CPU scheduler assigns the CPU to the next process in 
the ready queue. Every time a process is granted the CPU, a counter context switch 
occurs, which adds overhead to the process execution time, Round-Robin Analysis. If 
there are n processes in the ready queue and the time slice is q, then each process 
ideally would get 1/n of the CPU time in chunks of q time units, and each process 
would wait no longer than nq time units until its next quantum. A more realistic  
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formula would be n(q+o), where o is the context switch overhead. So, for practical  
purposes, it is desirable that the context switch be negligible compared to the time 
slice. The performance of the Round-Robin algorithm depends heavily on the size of 
the quantum. If the quantum is very large, the Round-Robin algorithm is similar to the 
First- Come, First-Served algorithm. If the quantum is very small, the Round-Robin 
approach is called processor sharing. 

3   Proposed Algorithm 

Step 1: The individual number of cycles (INC) of each process as (CPU Burst 
Time)/(Original time Quantum) is evaluated. 
Step 2: Calculate total number of Context Switches CPU Cycles according to the 
simple Round Robin Scheduling algorithm. 
Step 3: Compare the average number of Context Switches or Average number of 
CPU Cycles with the INC of each process. 
Step 4: The average numbers of Context Switches or Average Total numbers of cy-
cles are verified with the INC of each process and self adjusted time quantum is made 
according to CPU burst of a particular process as per the requirement. 
Step 5: Now variable number of time Quantum has been introduced. 

 

4   Case Studies 

4.1   For Simple Round Robin Algorithm 

Process ID CPU Burst Time (ms) INC(Individual no. of CPU 
Cycles) 

P1 25 7 
P2 5 2 
P3 15 4 
P4 8 2 
P5 10 3 

Gantt Chart 

P1 P2 P3 P4 P5 P1 P2 P3 P4 P5 P1 P3 P5 P1 P3 P1 P1 P1 

No. of context switches=15;  No. of CPU cycles=18 
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Waiting time 
WT1=38; WT2=20; WT3=39; WT4=25; WT5=37 
Total Waiting Time =159ms; Avg. Waiting Time=31.8ms;  
Avg. Turnaround Time =45ms 

4.2   For Proposed Algorithm 

Process 
ID 

CPU Burst 
Time  

Number of Cycle 
Req. 

Self Adjusted Time 
Quantum 

New no. of 
Cycles 

P1 25 7 4 7 

P2 5 2 5 1 

P3 15 4 4 4 

P4 8 2 8 1 

P5 10 3 10 1 

Gantt Chart  

P1 P2 P3 P4 P5 P1 P3 P1 P3 P1 P3 P1 P1 P1 

Number of Context Switches =11; Number of CPU Cycles =14 

Waiting Time  
WT1=38; WT2=04; WT3=39; WT4=13; WT5=21 
Total Waiting Time=115ms; Avg. Waiting Time=23ms; Avg. Turnaround 
Time=35.6ms 

Now from the above result it has been proved the performance of the new en-
hanced model of Round Robin Scheduling is efficient with respect to Context Switch 
rate, number of CPU Cycles, Average Waiting Time and Average Turnaround Time. 

5   Enhanced Model for Policy Based Routing 

In today’s high performance internetworks organization need the freedom to imple-
ment packet forwarding and routing to their own defined policies in a way that goes 
beyond traditional routing protocol concerns, where administrative issues dictate the 
traffic be routed through specific path .By using policy based routing customer can 
implement policies that selectively cause packets to take different paths. Policy rout-
ing also provides a mechanism to mark packets so that certain kind of traffic differen-
tiated. Now by applying the enhanced model of Round Robin Technique on a certain 
environment shown below where the Packet from different departments of several 
sizes arrived at Router 1 those destination are the BGP Router .Under this circum-
stances we are considering that the Enhanced Round Robin Technique is running on 
the Router 1,where the time quantum will be varied on the basis of packet sizes ar-
rived from each and every department. 
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the Router 1 
Router>enable 
Router#config t 
Enter configuration commands, one per line.End with CNTL/Z. 
//Now configuring every router and their interfaces// 
Router(config)#int ser1/1 
Router(config-if)#ip address 182.168.21.1 255.255.255.0 
Router(config-if)#description line -1500mbps have 15 time quantum 
Router(config-if)#clockrate 1500000 
Router(config-if)#show controller s1/1 | in DCE|DTE 
Router(config-if)#no shut 
Router(config-if)#exit 
Router(config)#int ser1/2 
Router(config-if)#ip address 182.168.31.1 255.255.255.0 
Router(config-if)#description line -900mbps have 9 time quantum 
Router(config-if)#clockrate 900000 
Router(config-if)#show controller s1/2 | in DCE|DTE 
Router(config-if)#no shut 
Router(config-if)#end 
//Similarly Configuring the every interface of the router 1 and giving the quantum 
value to each interface//   

Now applying simple RR approach on router  R1 we have 

Dept. ID Dept. Data transfer  
required(mb) 

Time required(sec.) No. of cycles 

1 1500 15 4 
2 900 09 3 
3 2000 20 5 
4 1200 12 3 
5 600 6 2 
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Let the time quantum = 4sec; No. of context switches=15; No. of CPU cycles=17; 
Total waiting time=186; Average waiting time=37.2 
Applying the proposed algorithm on R1 we have 

Dept. 
ID 

Time 
req. 

cycles acc. to 
quantum 

Self-adjusted 
time 

cycle acc. to proposed  
algorithm 

1 15 4 04 04 
2 09 3 09 01 
3 20 5 04 05 
4 12 3 12 01 
5 06 2 06 01 

No. of context switches=10; No. of the cycles according to proposed algorithm=12 
    Total waiting time=131; Average waiting time=26.2 

Hence once again it has been proved that the newer enhanced RR policy is the better 
than the simple one. 

6   Conclusion and Future Work 

Here in this paper we have introduced an enhanced version of Round Robin scheduling 
technique by analyzing some specific parameters like context switching and CPU cy-
cles. Apart from this we have also seen how an efficient algorithm can change the 
effect on packet switched network, where a router which is receiving packet from dif-
ferent autonomous systems can take some valuable decisions before it forwards to 
other network on the basis of specific parameters. The proposed directions for the 
future work could be to analyze following factors: 

1. Make the enhanced model more effective by introducing some other  
parameters. 

2. Introduce the enhanced one on more complex network traffic like ISP, etc. 
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Abstract. Real-time video processing is till today a formidable task thanks to 
the strict requirement on latency control and packet loss minimization. Burst 
processing has come to the rescue by offering buffer less operation and separa-
tion of control and data information. We report here for the first time a novel 
statistical embedded burst scheduling method suitable for processing class-
differentiated video channels. The method is based on optimized Markov chains 
where the initial scheduled Markov transition probabilities are subsequently 
adaptively reconfigured by the scheduler to maintain the best system QoS. 

Keywords: Embedded systems, Markov process, Video communication, QoS, 
Reconfigurable computing.  

1   Introduction 

In today’s world the Internet is seen to be the most promising approach to build the 
next generation communication infrastructure. In the next generation Internet one 
must address the QoS issue for mission critical and real-time applications that require 
low transmission delay and low packet losses. 

Yoo et al [1] have studied QoS for embedded systems. But the QoS considered is 
specific for an individual process. S. J. Yoo [2] suggested some new approaches to-
wards scheduling but they are not QoS-aware. Safavian [3] and Tomoyoshi et al [4] 
have studied QoS [5-6] in embedded systems but none of them considered Markov 
chains. The concept of dynamically-optimized system-QoS based on Markov statis-
tics, is for the first time we have worked out here to our best of knowledge.  

2   Methodology 

In our system we assume there are three process of different priority level based on 
their traffic rate and required service rate such that waiting time is negligible or very 
less. High priority is class1, medium priority is class 2 and low priority is class 3. To 
serve the incoming packet depending on the traffic rate we applied the concept of 
software threads.  



52 B. Bag, A.K. Jana, and M.K. Pandit 

3   Video Burst 

The burst length should neither be very small nor be very large. If the burst length is 
small, throughput will be less, while if the burst length is very large, delay will grow 
up. This is due to higher wait times suffered when packets are formed into larger 
bursts - this causes additional overall delay. The burst length should therefore be op-
timized for the best QoS. 

 

Fig. 1. Video Channel Bursts with assigned priorities 

3.1   Markov Process 

The video bursts are assumed to arrive with a Poisson probability distribution. The 
high-priority classes have a longer offset time (separating control and data burststhan 
the low-priority classes as shown in Fig. 1.  For this system, we calculate the total 
burst loss probability and the burst loss probability for each priority class. 

We use three types of video traffic to evaluate the performance of the embedded 
video processor. The first one is NTSC hard real-time video signal which has ex-
tremely tight timing requirements and so treated as class I. Second one is real-time 
video which has slightly less strict timing requirements and considered as class II traf-
fic. Third one is streaming video signal and assigned class III priority. 

3.2   Optimization Parameters 

We analyze the lower bounds on the burst loss probability. The results obtained from 
analysis and simulations are described. The number of average burst length (L) and 
the number of threads (k) for different classes are considered as the key design para-
meters in the system. The class I channel generates bursts according to an exponen-
tially distributed arrival rate with average λi and with an exponentially distributed ser-
vice rate with average µi  where   µi = 1/Li . 

The normalized traffic intensity of class i is ρi = (λi / µi) /k = ri / k where traffic in-
tensity ri = λi / µi . The processes in the embedded processor are modeled as Marko-
vian. The lower bound on blocking probability is determined by assuming that there is 
minimal buffer. It is given according to Markov model as  

Class 1(High) Class 3(Low)Class 2(Medium)

Data 

Data

Control 

Data 
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Pbl   .  ! 0                                      (1)  

where  P0 = [  !     +   . ! ]-1                                             (2) 

where the total number of bursts that can be processed by the embedded processor is 
D = k + k.N, N = physical memory block size allocated to each thread.  

The performance of this model is assessed by evaluating the blocking probability. 
The processing nodes are assumed to follow Poisson traffic model.  The results of 
burst loss probability vs. normalized traffic Intensity for all classes using equation (2) 
have been shown in Fig 2. 

 

Fig. 2. Loss probabilities for different classes of traffic 

We observe that class 3 traffic suffers the highest loss and as the traffic escalates 
loss probability also rises. From Figure 2 it is clear that up to 0.3 unit traffic load, 
class 3 burst loss probability grows rapidly and at 0.3 unit, it is approximately 5×10-3. 

The system QoS is calculated using Markov chain analysis where the different 
processes are treated for their state transition probabilities. In our model we consider 
three processes assigned to a single processor. Considering a finite state machine 
(FSM), the three states <P1>, < P2>, < P3> define the execution of three corresponding 
processes by the CPU. 

4   Simulation Model 

For the sake of simulation, we consider two matrices 1) A, a state transition matrix for 
Markov model assumed (here three state model) and 2) B, an error probability matrix 
(at normalized traffic intensity of 0.6). 
 

                   

(3)

 
 
The simulation is done by MATLAB version 7.0. We perform simulation for calculat-
ing error vector which give error positions in 20000 sequences (iterations). 

        0.90   0.08  0.02                      0.9998  0.9990  0.9500
A =    0.10   0.80   0.10      B =   
           0.20   0.20  0.60                       0.0002  0.0010  0.0500
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4.1   Simulation Results 

At normalized traffic intensity of 0.6, the probabilities of processes 1, 2, and 3 are 
found to be 0.59, 0.24 and 0.17 respectively and the system (loss) error probability 
0.03. It is seen from Fig 3 that the system loss probability grows up with traffic. Con-
sequently it keeps changing with varying traffic pattern. 

 

Fig. 3. The system loss probability as a function of traffic 

4.2   Reconfigurability 

As the traffic pattern changes, the pre-allocated state transition probabilities of matrix 
A are unable to maintain the QoS at its maximum. We solve this by re-configuring 
matrix A with the help of reconfiguration parameters Δ1, Δ2 and Δ3 as shown in  
Equation 4. 

                                   

(4)

 
This brings the probability of error to a minimum 0.007 and hence QoS back to per-
missible maximum as shown in Fig 5.  

 

Fig. 5. Pe  vs Δ 1, Δ3 (Δ2 = 0) 

5   Conclusion 

We have proposed and designed a novel embedded scheduler using Markov statistics. 
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Abstract. SCADA (supervisory Control and Data Acquisition) security has be-
come a challenge in today’s scenario because of its connectivity with the world 
and remote access to the system. Major challenge in the SCADA systems is se-
curing the data over the communication channel. 

PKI (public key infrastructure) is an established framework to make the 
communication secure. SCADA systems, normally have limited bandwidth and 
low computation power of RTUs (Remote Terminal Units); through the cus-
tomization of general PKI we can reduce its openness, frequent transfer of cer-
tificates and possibility of DOS (Denial of Service) attacks at MTUs (Master 
Terminal Units) and RTUs. 

This paper intends for securing data over communication channel in 
SCADA systems and presents the novel solutions pivoted on key distribution 
and key management schemes.  

Keywords: Broadcasting, Key Distribution and Management, Multicasting, 
Broadcast, Public Key Infrastructure, SCADA security. 

1   Introduction 

Supervisory Control and Data Acquisition (SCADA) systems facilitates management, 
supervisory control, monitoring of process control and automation systems through 
collecting and analyzing data in real time. Primarily these systems were not build to 
operate within the enterprise environment, this lead to inability within SCADA com-
ponents to deal with the exposure to viruses, worms, malware etc. 

Internet connectivity of SCADA systems increased the risk of cyber attacks, and 
hence security of these systems became a challenging issue. Technology become vul-
nerable to attacks and this may cause damage on critical infrastructures like electric 
power grid, oil gas plant and water management system. Protection of such Internet 
connected SCADA systems from intruders is a new challenge for researchers and 
therefore, it makes necessary to apply information security principles and processes to 
these systems.  
    SCADA system consists of a human-machine interface (HMI), a supervisory sys-
tem (controller or MTU), remote terminal units (RTUs), programmable logic control-
lers (PLCs) and a communication infrastructure connecting the supervisory system to 
the RTUs.  
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    With the development of SCADA industry, vendors started adopting open stan-
dards, which reduced the total number of SCADA protocols to a smaller number of 
protocols that were popular and were being promoted by industry. These protocols 
include MODBUS, Ethernet/IP, PROFIBUS, ControlNet, InfiNET, Fieldbus, Distrib-
uted Network Protocol (DNP), Inter-Control Center Communications Protocol 
(ICCP), Tele-control Application Service Element (TASE) etc. The most widely used 
communication protocols in SCADA system are DNP3 (Distributed Network Protocol 
version 3.0), IEC 62351 and Modbus. Initially due to isolation of SCADA system 
from outside world, cyber security was not an issue. With the interconnection of sys-
tem to the outside world, the necessity of securing the system is increased. 
    Cryptographic techniques are widely used for providing many security features of 
higher security, reliability, and availability of control systems etc. to the SCADA  
systems. There is a need of establishment of secure keys before application of crypto-
graphic techniques. In this paper first we discuss key distribution and key manage-
ment issues and then we present our PKI based approach for securing the SCADA 
system; this scheme is designed to fulfill the essential requirement of availability 
along with integrity in the SCADA systems. 
    In next section, we discuss key challenges and related work, In Section 3 we pre-
sent our proposed key distribution and key management technique with Conclusions 
in Section 4 and References at the end. 

2   Key Challenges and Related Work 

Connectivity of SCADA system to the Internet, leads to emergence of many security 
threats, like unauthorized access of devices, capturing and decoding network packets 
and malicious packet injection in the network. 

To protect SCADA system from these threats, certain security requirements are 
needed to be considered: 

1. Authentication: It is to ensure that the origin of an object is what it claims to be.  
2. Integrity: The manipulation of messages between nodes and insertion of new 
nodes can be hazardous. A malicious attacker may cause physical damage if it has the 
ability to alter or create messages. 
3. Confidentiality: It is to ensure that no one can read the message except the 
intended receiver.  
4. Availability of resources: Resources should be available for legitimate users. It 
insures that the information is there when needed by those having authorization to 
access or view it. 

To protect any SCADA system, these challenges need to be considered along with 
installation and configuration limitations of the system. Ludovic Piètre-
Cambacédès[3] has pointed out the some constraints of SCADA system: 

1. Limited computational capacity: The most of the RTUs have low computational 
capabilities. 
2. Limited Space Capacity: Memory available in the most of the RTUs is low. 
3. Real-time processing: Lack of timely transmission and processing of data in 
SCADA can cause latency problems.  
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4. Key freshness: In the absence of key freshness entities would keep reusing an ‘old’ 
key for longer time, which might have been compromised, so there is a need of key 
freshness for eliminating this possibility. 
5. Small number of messages: Due to low bandwidth, number of messages 
exchanged between nodes need to be minimum and also length of messages need to 
be also small. 
6. Broadcasting: There should be facility of common message announcement to all 
devices. 

These constraints are needed to keep in  mind before building any security mechanism 
for the system. Efforts have been made in this area, but still there exists a wide scope 
for improvements. 
    A cryptographic key management and Key Establishment approach for SCADA 
(SKE) was proposed by Sandia National Laboratories [1] in 2002, which divides the 
communication into two categories: first is 'controller to subordinate (C-S) communi-
cation' and second is 'subordinate to subordinate (S-S) communication'. The C-S is a 
master-slave kind of communication and is ideal for symmetric key technique. The C-
C is a peer-to-peer communication and it can use asymmetric key approach. 
    Information Security Institute, Queensland University of Technology, Australia [2] 
also proposed a Key Management Architecture for SCADA systems (SKMA). In this 
scheme a new entity 'Key Distribution Center (KDC)' was introduced, which is main-
tains long term keys for every node. 
    In this paper, we concentrate on accomplishment of fundamental security goals of 
communications. We are using the PKI approach in an optimized manner, which  
reduces the openness of Public Key in such a way that it makes the communication 
secure, and provides broadcasting and multicasting (for any group of RTUs) in the 
limited environment of SCADA system. 

3   Proposed Methodology 

Our scheme assumes that messaging takes place among two entities namely MTU and 
RTU. Scheme assumes that MTU has high computing capability to take most of the 
computational load in order to provide security in SCADA systems.  
    Scheme uses asymmetric key approach while putting restriction on accessibility of 
keys.  Scheme uses 'Key and CounterKey pair'. Though these keys are analogues to 
Private-Public keys ('Key' corresponds to 
Private Key, and 'CounterKey' corresponds to 
Public key), but are not same in the true 
sense, because in the scheme, the 'Coun-
terKeys' are not publicly accessible to all. 
    Scheme assumes that, for a sub section, 
there is an MTU (with high computational 
power) and n number of RTUs (with low 
computational power). MTU and RTUs are 
attached to each other.  

Initially long term keys are stored manu-
ally at each node, 'n' unique keys stored at 

Fig. 1. SCADA System 
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MTU (corresponding to each RTU), and one at each RTU which belongs to that cor-
responding RTU.  

RTU Ri has key Li where i = 1,2,...n. The MTU passes ‘Key’ (K) to corresponding 
RTUs by using the pre shared-keys (Li, where i = 1,2,...'n' ). Also it passes MTU's 
CounterKey (CKMTU) to each RTU to each RTU. 

For maintaining key freshness, there is a provision of re-distribution of “Key-
CounterKey pair” after certain period of time using long term keys; and also these 
long term keys would be replaced manually after a long (fixed) time period. This 
fixed time can be adjusted depending on the requirement of system. 
    Each RTU maintains a database of 
counter keys of other RTU to which 
communicates and if the required 
CounterKey is not available in its da-
tabase then it requests to MTU for 
obtaining required CounterKey before 
initiation of communication.  All keys 
and CounterKeys are confidential, any 
node can request to MTU to obtain the 
CounterKey of other node only when 
it wants to communicate to that node. 
After the initial communication, both parties (sender and receiver) store the Coun-
terKeys of each other in their database for future use.  
    In general PKI  architectures, a CA authenticates any node in the network by issu-
ing certificate to that node but in this case, where MTU takes the responsibilities of a 
CA, extra computational overhead of certificate might be an issue for some RTUs 
because of their low processing power. In such cases we have two options, first one is 
to reduce the certificate as much as possible by removing unnecessary extra fields 
from it [3], and second is to replace certificate value with a single unique value like 
“MAC Address” of the corresponding entity. 
    In the proposed scheme, node encrypts hash of its own MAC address with its own 
key and forwards this value to other node, to prove its authenticity.  
    For load balancing, and to avoid an MTU to become a single point of failure, 
scheme also recommends the deployment of distributed MTUs. 
    Proposed scheme categorizes the communication into three categories as follows 

A RTU to RTU communication 
B MTU to RTU communication 
C RTU to MTU communication 

A   RTU to RTU Communication  

If an RTU wants to communicate with another RTU, it will not store CounterKeys of 
all RTUs but it will only store CounterKey of other RTU at run time if it is needed, 
which it takes from MTU. 
    If RTU A wants to communicate with RTU B then it checks the CounterKey of 
RTU B in its database if it is there then RTU A encrypts the message with Coun-
terKey of RTU B and sends to RTU B. If CounterKey of RTU B is not available in 
database of RTU A then it calculates Hash of its own MAC address, signs it by its 

Fig. 2. Initial Key Setup 
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own Key, and then encrypts the 
resulting block (along with ad-
dress of RTU B)  by MTU's 
CounterKey, and sends to 
MTU.  When MTU gets the 
request, it decrypts it by its own 
Key, and then checks the signa-
ture of RTU A with the help of 
Hash Function and by using 
CounterKey of RTU A. After 
checking the validity of the 
RTU B, MTU prepares a re-
sponse. If both RTUs are genu-
ine, then MTU sends this  
response (which contains Coun-
terKey of corresponding RTU 
B) to RTU A by signing the 
Hash of MAC address of MTU 
by its own key and encrypting 
the resulting block by the Coun-
terKey of RTU A. 
      After getting the response of 
MTU, RTU A decrypts the 
Block by its own Key and after 
decrypting hash value by Coun-
terKey of MTU, compares hash 
of MAC address of MTU with 
received hash value from MTU, 
if values match, then RTU A 
stores the CounterKey of RTU 
B in its database. 

    Now RTU A sends message to RTU B by encrypting the message with CounterKey 
of RTU B. After receiving it, the RTU B starts communication if it has the Coun-
terKey of RTU A in its database, otherwise it does not respond. 
    If the RTU A does not get reply from RTU B then it waits for a fixed time (this 
time duration may vary from system to system and will depend on requirements), 
after that it sends a communication initiation request to RTU B, by calculating hash of 
its own MAC address, signing it by its Key, and then encrypting the resulting block 
(along with address of RTU A) by MTU's CounterKey, and sends to RTU B.  After 
receiving the request from RTU A, RTU B   passes this request to MTU. When MTU 
gets the request, it decrypts it by its own Key, and then checks the signature of RTU 
A with the help of Hash function and by using CounterKey of RTU A. After checking 
the validity of the sender (who initiated the request), the MTU prepares a response. If 
initial sender A is genuine, then MTU sends a response (which contains CounterKey 
of RTU A) to RTU B by signing the hash of MAC address of MTU by its own key  
and with encrypting the resulting block by the CounterKey of RTU B. 

Table 1. Counterkey Storage in Databases of 
Communicating Rtus 

States RTU A RTU B Encryption 

Initial State CKMTU, 
CKA 

CKMTU 
CKB  

 

State after 
Message 1 

“ “ Message 
encrypted with  
CKMTU 

State after  
Message 2 

CKMTU, 
CKA, 

CKB  

“ Message 
encrypted with  
CKA 

State after 
Message 3 

“ “ Message 
encrypted with  
CKMTU 

State after 
Message 4 

“ “ Message 
encrypted with  
CKMTU 

State after 
Message 5 

“ CKMTU, 
CKB, 

CKA  

Message 
encrypted with  
CKB 
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    After getting the response of 
MTU, RTU B decrypts the Block by 
its own Key and after decrypting 
hash value by CounterKey of MTU, 
compares the hash, if values match 
then RTU B stores the CounterKey 
of RTU A in its database. Now the 
communication can start. 

B   MTU to RTU Communication 

When an MTU wants to communi-
cate to an RTU then it fetches the 
CounterKey of that RTU from its 
database, then MTU encrypts the 
message with CounterKey of that 
RTU and sends to it.  

As both the MTU and RTU B contain CounterKeys of each other in their data-
bases, so they can always communicate with each other. 

C   RTU to MTU Communication  

When an RTU wants to communicate to MTU then it sends a message to MTU, by 
encrypting it with CounterKey of MTU (which is known to every RTU). After receiv-
ing it, the MTU starts communication as it also has the CounterKey of that RTU in its 
database. 

Dynamic Arranged Database for 
Optimal Key Storage 

Due to low memory, MTUs and 
RTUs can store a limited number of 
counter keys in their databases. This 
limited storage of keys can cause an 
extra overhead at run time, if re-
quired key is not available in data-
base of MTU/RTU. 

To overcome this problem, 
scheme uses ‘dynamic arranged da-
tabase for optimal key storage’. 
Each RTU/MTU stores CounterKey 
of MTU in first row of database. Always new Counter Key will be stored in second 
row of database and all keys will shift downward by one row. Key at the bottom row 
is removed if database is already full. If any CounterKey is used by the node from its 
database then this used key will be shifted to second row and all CounterKeys (which 
were above in database from used counter key) will shifted downward by one row. 
The place of CounterKeys those are at lower position from used Counterkeys, will be 
unchanged. 

Table 2. Counterkey Storage in Databases of 
Communicating Mtu And Rtu

States MTU
  

RTU B Encryption 

Initial 
state 

CKMTU,
CKB  

CKMTU,
 CKB  

 

Message 1 “ “ Message 
encrypted 
with  CKB  

Table 3. Counterkey Storage in Databases 
of Communicating Rtu and Mtu

States MTU RTU B Encryption 

Initial 
state 

CKMTU,
 CKB  

CKMTU

 CKB  
 

Message 1 “ “ Message 
encrypted 
with  
CKMTU  

,
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Fig. 3. Insertion of new CounterKey, when database is partially filled 

4   Conclusion 

In SCADA system, due to limited bandwidth and rare communications among some 
RTUs (Remote Terminal Units), there is a need of efficient use of general PKI, to 
reduce the openness of Public Key, frequent transfer of certificates and reduction in 
DOS (Denial of Service) attacks at MTUs (Master Terminal Units) and RTUs. 
    We have discussed a variety of existing issues, challenges, and schemes on crypto-
graphic key distribution and key management for SCADA systems. We have devised 
and proposed this new scheme to emphasize on key distribution and key management 
in constrained environment using the strength of PKI.  
    Our attempt is to address the issues of securing the data over the communication 
channel in the constrained environment and to present a novel solution for key distri-
bution and key management schemes. Proposed scheme supports broadcasting of 
messages and also provides multicasting as an additional feature for SCADA system. 
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Abstract. E-learning is the process of stretching learning or carrying instruc-
tional resource sharing gateways, to locations away from a classroom to another 
classroom, by using multimedia communications. The process of e-learning will 
cause some needs, such as i) high storage capacity systems for storing e-
learning materials, ii) high network throughput for faster and efficient access of 
materials and iii) efficient streaming of e-learning materials which are in mul-
timedia format. The first and second needs can be tackled by grid solutions and 
last one by embedding efficient video compression algorithm in grid. In this pa-
per we proposed a framework called gBeL [Grid Based E-Learning] frame-
work, which can fulfill the above said needs by adopting the grid technology 
and efficient streaming by reducing the video size by using video compression 
algorithm and embedding it in gBeL framework. 

Keywords: e-learning, multimedia streaming, video compression, grid  
technology. 

1   Introduction 

E-learning [4] is a term that can be used to refer to computer-dependent learning. It 
makes use of computer dependent guidance and online meetings, teaching supplies, 
email, discussion forums, computer-aided evaluation, and other related methods. Most 
of the experts are concerned in the application of technology in education recognize 
the significance of e-learning where the trainer also has some good interaction with 
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the students. As the e-learning comprises lots of multimedia files which consume a 
large amount of storage space and larger bandwidth while streaming, for reducing the 
size of multimedia file and to avoid wastage of bandwidth, the multimedia file can be 
compressed using an efficient  video compression algorithm [2,3]. As the huge vol-
ume of raw multimedia data entails rigorous bandwidth requirements on the network, 
compression is widely employed to attain transmission effectiveness. As the video 
takes larger bandwidth (56 kbps-15 Mbps) than audio (8-128 kbps), video can be used 
for amendment in order to meet QoS requirements. Hence, the focus on characteris-
tics of video compression becomes useful for amendment. The intention of video 
compressing is for optimizing the video excellence over bit-rate range instead of a 
specified bit-rate and also the specified bit stream can be moderately decodable at any 
bit rate range to renovate the optimized quality.  Rest of the paper is organized as, in 
Section 2 sample e-Learning use case diagram is explained, in Section 3 gBeL 
framework is explored, in Section 4 shows possible system scenario and results and in 
last Section 5concludes the paper. 

2   Use-Case Diagram for E-Learning 

Figure 1 explains the procedure how e-learning can be used in engineering colleges 
and the use cases involved in it. It shows the various actors and the relationship  
between various use cases available in the e-learning. 

 

Fig. 1. Use Case Diagram for e-Learning 
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3   Grid Based E-Learning [gBeL] 

The proposed framework fulfills the needs of e-learning and in the coming sections 
the needs are explained. 

3.1   gBeL Component Model 

Figure 2 presented below illustrate the general schema adopted in this framework and 
the software component architecture. The component for the physical interconnection 
architecture is a class room, this is the physical environment the lecture is broadcasted 
and from which the students might join. In addition to the physical facilities for hous-
ing everyone attending the lecture, it has all the necessary equipment to integrate it into 
a “virtual lecture room”. Equipment includes a computer along with a projector to 
which a video-camera is connected, and these are managed by a specialized operator. 

 

 

Fig. 2. gBeL Component Model 

Individual site, this denotes the places in which the students may join the confer-
ence using personal computing resources. This might be widely scattered and will be 
having all the facilities for participating in the lecture. Broadcasting room is the place 
from which the professor broadcasts the lecture to all the students sitting in class-
rooms or individual sites. The technical resources are the same as those found in 
classrooms, with the exception that a video camera is imperative. An operator assists 
the professor with the management of such equipment. Grid portal is the portal by 
which users perform activities such as submitting lectures, subscribing to lectures, and 
uploading and downloading the content. Our gBeL framework sits in the center and 
describes the technique that can be used to give high quality of service for the trans-
mission of lectures from professors to students.  
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3.2   gBeL Framework 

Figure 3 presented below illustrate the gBeL framework. First, a video clip is taken 
and 3D DCT compression algorithm [1] is applied to the video clip. The reason for 
going to 3D DCT method is less computational time and high compression ratio. In 
this method, the video clip is decomposed using in spatial and temporal manner and 
combined to form a representation called “accordion representation”, which is a com-
pressed version. Then to decompress the video clip at the receiver end inverse opera-
tion is done. This framework is embedded into grid middleware using globus XIO 
framework.  The Globus XIO framework [5] manages the I/O operation requested by 
an application via the user API. This framework does not work to deliver the data in 
an I/O operation nor does it manipulate the data. The framework’s job is to manage 
requests and map them to the drivers interface and it is up to the driver to manipulate 
it and transport the data.  

 

Fig. 3. gBeL Framework 

The Table 1 illustrates the performance of three variants of DCT based compres-
sion algorithms and the from Figure 4, it can be noticed that the Peak Signal to Noise 
Ratio (PSNR) for 3D-DCT has a linear increase then compared to other DCT variants.  

Table 1. Comparison of DCT variants 

DCT 2D-DCT 3D-DCT  
Bit Rate PSNR[dB] PSNR [dB] PSNR [dB] 

500KB 25.1546 29.483314 32.893331 
1MB 26.8324 30.110880 33.584134 
2MB 27.9364 32.29383 34.84368 
5MB 28.0315 33.483314 35.65412 
10MB 28.9141 34.310880 38.484134 
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Fig. 4. PSNR comparisons for DCT variants 

4   Implementation Scenario 

The Figure 5 shows the implementation scenario of the proposed framework in which 
the network uses 100Mbits/s LAN. The actors are Professors and Students. Professors 
upload the lessons of different subjects in the grid server. A student has to login (us-
ing grid portal) into the student login page in order to download the lessons of differ-
ent subjects, for example Component Based Technology (CBT), Computer Network 
Management (CNM) and Grid Computing (GC). Student has two options for the 
downloading of lessons, first direct downloading i.e. directly from the professor’s 
system and the second is using third party downloading i.e. using grid server, and 
both the option adopts the globus_url_copy command. When the student opts for  
 

 

Fig. 5. Implementation Scenario 
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second option, the video is compressed using our framework and uploaded.  From the 
results got, our gBeL framework solves the lower bandwidth problems because of 
using more efficient 3D-DCT compression algorithm and embedding into grid tech-
nology and this leads in increase of throughput up to 95% and fairness to 92.3%. 

5   Conclusion 

In this paper, we proposed a new framework for efficient e-learning system using grid 
technology, which satisfies the important needs of e-learning such as storage and sav-
ing bandwidth while streaming e-learning materials which will be in multimedia for-
mat. The proposed framework uses the grid for high storage, high throughput and 
QoS and provides solution for low-bandwidth problems. By using this framework we 
can efficiently utilize the available bandwidth, which gives reliable quality of video 
results and reduced processing time. Improvements for this framework can be done in 
two areas: i) when lots of small numbers of files are streamed and ii) when the num-
ber of parallel streams increased in globus_url_copy. 
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Abstract. Measuring the security of an Information System has become a criti-
cal issue in the era of Information Technology. As any other process, security 
can not be improved, if it can not be measured. The need of security metrics is 
important for assessing the current security status. Since all systems and organi-
zations are different, there is no single set of metrics that is generally applica-
ble. This paper presents an algorithm to develop the necessary security metrics 
for assessing the information system in a structured way and a quantitative 
evaluation model with qualitative decision based on Analytic Hierarchy Process 
(AHP) to measure the security level of the Information System. At last, a test 
case is given to illustrate the algorithm and effectiveness of this model.  

Keywords: Information system, Security metrics, Analytic hierarchy process. 

1   Introduction 

Security, one of the most discussed subjects in computer science today, is considered 
as an issue of vital importance for all Information Technology (IT) based systems. 
The purpose of a security assessment is to give an indication of how well a system 
meets specified criteria. Although perfect security is the ultimate goal for a system, an 
assessment can not guarantee any level of security, but it can provide a basis for con-
fidence in the assessed system. However, since security is an abstract, subjective and 
intangible property, properly assessing the security of an information system is hard 
and, currently, there are no methods for efficient, reliable, and valid security assess-
ment. Security metrics is a central concept, in order to perform the measurements of 
security assessment.  

The main contribution of this paper is to introduce an algorithm to develop the 
necessary security metrics for assessing the information system in a structured way 
and a quantitative evaluation model with qualitative decision based on Analytic Hier-
archy Process (AHP) [5] to measure the security level of the Information System. The 
rest of this study is organized in following way: Section 2 analyze the background and 
related work, section 3 presents proposed algorithm, Section 4 gives a test case and 
finally, Section 5 gives conclusions and discusses future work.                        
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2   Background 

In 1883 Lord Kelvin wrote if you can not measure it, you can not improve it. Classi-
cal measurement theory [3] tells us that a “valid” measure is a mapping from an em-
pirical domain to a numerical range such that the empirical relations are preserved by 
the numerical relations. The most recognized security objectives are Confidentiality, 
Integrity and Availability (CIA) [2], often referred to as the “CIA model”. Wang and 
Wulf [6] describe a general-level framework for measuring system security based on 
a decomposition approach. A better definition, in that sense, was given at the 
WISSRR Workshop on Security management [9]. It defines the Information Security 
(IS) metric as follows: An IS metric/measure is a value, selected from a partially or-
dered set by some assessment process that represents an IS-related quality of some 
object of concern. It provides, or is used to create, a description, prediction, or com-
parison, with some degree of confidence. Besides, they are increasingly treated in 
national and international standards (NIST800-55[4], ISO27004 [12]). Yet, what is 
often unclear is a concise definition of an IS metric. Vaughn, Henning and Siraj [8] 
focused the attention on the area of metrics or measures for systems that had security 
or assurance as a requirement, but were not successful in coming to agreement on a 
set of measures to be used or even finding consensus in any particular approach. In 
2005 the issues of system-wide IT security assessment such as specification of re-
quirements, design of system security assessment methods, categorization and evalua-
tion of current and future methods were addressed by Hallberg, Hunstad and Peterson 
[7]. R. Savola et al. [1] present a systematic and holistic method for security metrics 
development for software intensive systems. 

3   Proposed Algorithm 

Our proposed algorithm is based on the decomposition methodology. In the first part 
of algorithm, a security standard such as ISO/IEC2700-series [10], [11], [12], 
NIST800-series are taken as a target goal for the information system, business process 
or an organization. Now, this target goal is decomposed into several more specific sub 
goals, recursively and a goal tree is generated in a top down manner.  

 

 

Fig. 1. Steps of Proposed Algorithm 

In next part, all the nodes of this tree are inserted into metrics templates to design a 
set of security metrics for the system under consideration. At last, an evaluation 
model is given in which, first we decide the relative importance of all the sub goals 
using AHP, after that security value of all the metrics are calculated quantitatively and 
finally, security level of whole system is evaluated in a sequential manner (see Fig.1.). 
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1. Target Goal Formulation: Make a high level information security goal such as 
NIST-800, ISO/IEC 27000-series etc. for the information system under consideration. 
2. Goal Tree Generation: Decompose the target Goal into several sub-goals to gener-
ate a goal tree in following manner:  

i. If target goal is specific enough so that a set of simple measurements can  show 
that it is fulfilled. 
Then stop the decompositions; Else go to step (ii). 
ii. Decompose the target goal in to sub goals that are more specific than the original 
goal {maintain a record of the parent /child relation between goals.} 
iii. Do step (i) for each of the sub goals from step (ii). 

3. Security Metrics Creation: Design security metrics for the information system in 
following manner: 

i. Traverse the goal tree from left to right in top-down manner and create Internal 
Node List (INL) for all the internal nodes present in the tree & Terminal Node List 
(TNL) for all the terminal nodes present in the tree.  {Except Root Node} 
ii. Design security metrics templates i.e. Security Metrics Template for Terminal 
Nodes (SMTTN) and Security Metrics Template for Internal Node (SMTIN). 
{SMTTN contains following fields: MetricsId, Name, Goal, Scale, Range, Formula, 
Implementation Evidence, Target Value, Measured value, Validity, Collection Fre-
quency, Reporting Frequency, data Sources,  Information Owner, Information Collec-
tor, Information Receiver, Reporting Time, Parent Node, Latest Revision, and Update 
History. while SMTIN contains all the fields present in the SMTTN except Imple-
mentation Evidence. SMTIN also contains one more field i.e. child nodes}  
iii. Insert all nodes of INL & TNL into SMTIN & SMTTN respectively and fill all the 
fields of the templates. 
iv. Generate measurement questionnaires (“yes”/ “no” type) for each node of TNL. 

4. Weight Index (Wi) Evaluation: Apply Analytic Hierarchy Process (AHP) [20] to 
evaluate weight index for each node (except root node) of goal tree. 
i. Take root node (parent node) as a final goal and make a pair wise comparison 
among its child nodes and decide the relative importance by ranking them as shown in 
Table-1 in following manner: 

Table 1. Relative Importance (Ranking) 

value aij Comparison Description 
1 Child “i” and “j” are of equal importance 
3 Child “i” is weakly more important that “j” 
5 Child “i” is strongly more important that “j” 
7 Child “i” is very strongly more important that“j” 
9 Child “i” is absolutely more important that “j” 

 
 a) Compare child “i” with child “j”. {Where “i” is assumed to be at least as                                             
 important as “j”} 

b) Select a value (aij) from Table-1  
c) Let aij = k, then set aji = 1/k and aii = 1. 

          d) If n = number of children nodes. Then no. of comparisons among them is 
 given by: {n × (n-1)/2} 
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ii. Create an (n × n) comparison matrix with respect to the parent node as follows: 
a) Let aij = element of ith row and jth column, of the matrix. 
b) Then aji = 1/ aij and aii = 1. 
c) Create (n × n) comparison matrix as shown below: 

 

a11 a12 …. a1n 
a21 a22 …. a2n 

.    .  … . 
an1 an2 …. ann 

 

iii. Calculate weight index (Wi) for each child node as follows: 
    a)  Sum each column of comparison matrix & get T1, T2,Tn as: 

    T1= a11 + a21 +... + an1 ……………..………….. (1)
   T2= a12 + a22 +… + an2  ……..……………….... (2) 

                                             Tn= a1n + a2n + …+ ann ………..…..………...... (3) 

    b) Divide each element of matrix with the sum of its column and obtain an-
other (n × n) matrix with elements “bij”. 

    c)  Measure (Wi) of each child by averaging across the row,as:{Σ  (Wi)n = 1.} 

(Wi)1= (b11 + b12 +…+ b1n)/n  ...........................(4) 
(Wi)2= (b21 + b22 + …+ b2n)/n  ………………..(5) 
(Wi)n= (bn1 + bn2 +…+ bnn)/n  …………….…..(6) 

iv. Calculate Principal Eigen Value (λmax) for comparison matrix as follows: 
                                                                       n 

    λmax =  ∑  Tk × (Wi)k …………………………..(7) 
   k=1 

v. Calculate Consistency Index (Ci) for the matrix as: 

    Ci = {(λmax – n) / (n - 1)} …………………..… (8) 

vi. Calculate Consistency Ratio (Cr) for the matrix as follows: 

a) Select appropriate Random Consistency Index (Ri) from Table-2 for 
above matrix. {if n<3; then skip this step & go to step (viii)} 

    b)  Measure Consistency Ratio (Cr) by following formula: 

    Cr = (Ci / Ri) ………………………………….. (9) 

vii. If (Cr < 0.1); Then go to step (viii); Else revise the subjective judgment. 
viii. Assign weight index (Wi) to each child node, as measured in step (iii). 
ix. Do steps (i) to (viii) for each internal node exist in INL. 

Table 2. Random Consistency Index 

n 3 4 5 6 7 8 9 
Ri 0.58 0.9 1.12 1.24 1.32 1.41 1.45 

 
5. Security Index (Sі) Evaluation: Evaluate security index for all terminal nodes in 
following manner: 

i. Evaluate the answers (either in “yes” or “no”) of all measurement questionnaires 
(related to the information system) for each node exists in TNL. 
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ii. Calculate security index for each terminal node as follows: 
     Security Index (Sі) = No. of questions answered by “yes” / Total no. of questions. 

6. Security Value (Sv) Calculation: Calculate security value for all nodes in tree. 

i. Calculate security value for each terminal node exists in TNL as follows: 

 (Sv)terminal = (Wi)terminal  × (Sі) ……………………...…… (1) 

(Sv)terminal = Security Value of Terminal Node, (Wi)terminal = Weight Index of Terminal 
Node, (Sі) = Security Index of Terminal Node 
ii. Calculate security value for each internal node (with “n” child nodes) exists in INL 
as follows:                                                             n 

     (Sv)internal = ∑ (Wi)internal × (Sv)j ………………………… (2) 
                                                                               j=1

 

(Sv)internal = Security Value of Internal Node, (Wi)internal = Weight Index of internal 
node, (Sv)j = Security Values of child nodes 
iii. Calculate security value for root node (with “m” child nodes) as follows: 

                                                                          m 

      (Sv)root =  ∑  (Sv)k ………………………...…………..… (3) 
                                                                       k =1 

(Sv)root = Security Value of Root Node, (Sv)k = Security Values of child nodes 

7. Security Level Evaluation: 

i. Evaluate degree & security level of the information system from the Table-3. 

Table 3. Security Levels 

Security Level Degree Range of Security Values 
Level 1 Excellent 0.90~1.00 
Level 2 High 0.80~0.89 
Level 3 Medium 0.70~0.79 
Level 4 Low 0.60~0.69 
Level 5 Worst 0.00~0.59 

4   Test Case 

A test case is given in this section to explain the above algorithm. First, select a secu-
rity standard as a target goal for the information system and generate a goal tree as 
shown in Fig.2. Next, prepare INL (i.e. A, and C) and TNL (i.e. B, Z, X, and Y) and 
inserted into SMTIN & SMTTN respectively. After that, generate security related 
questionnaires for TNL. Now, apply AHP, to obtain weight indices for all the nodes  
 

 

Fig. 2. Goal Tree 
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as follows: Let we assume that at level-1, Factor A is weakly more important than 
Factor B; Factor C is strongly more important than Factor A; and Factor C is very 
strongly more important than Factor B. Therefore, the comparison matrix for the 
Level-1 is generated as follows:                                                                                                           

      A     B      C 
   A   1     3     1/5 

    B 1/3    1      1/7 

 C   5     7      1 

                                                                                                                                                                                   
The weight index of each node at the level-1 is calculated as following manner: 

(Wi)A= (3/19 + 3/11 + 7/47)/3= 0.19 
 (Wi)B= (1/19 + 1/11 + 5/47)/3 = 0.08 

    (Wi)C= (15/19 + 7/11 + 35/47)/3= 0.73 

Thus, Principal Eigen Value λmax is calculated as: 

λmax = ((19/3)*0.19) + 11*0.08 + ((47/35)*0.73)) = 3.04 

In next step, the value of Consistency Index (Ci) & Consistency Ratio (Cr) is calcu-
lated as: {as value of random index (Ri) is 0.58 for n=3; see Table-2} 

   Ci = ((3.04 -3)/ (3-1)) =0.02 
   Cr = 0.02/0.58 = 0.03 

As  Cr < 0.1, we can say that this much inconsistency is acceptable. Now, at level-2, 
because of there is only one child of Factor A i.e. Choice Z. So Weight Index (Wi)Z of 
Choice Z is 1. But, Factor C has two choices i.e. X & Y and we assume that choice X 
is weakly more important than choice Y. Therefore, the comparison matrix for the 
Level-2 is generated as follows:                                                                                                                                 

   X    Y 
X  1     3 

Y  1/3  1 

Because, it’s a (2×2) matrix (i.e. n<3), so there is no need to measure λmax , Ci and Cr. 
In this manner, after calculating the security index of each node in the goal tree, se-

curity value of every node is measured by applying the formula (mentioned in the 
algorithm) as follows: 

  Security Value (Sv)B of B = 0.08*8/10=0.064 
 Security Value (Sv)Z of Z = 1*7/10=0.7 
 Security Value (Sv)X of X = 0.75*7/10=0.525 
 Security Value (Sv)Y of Y = 0.25*9/10=0.225 
 Security Value (Sv)A of A = 0.19*0.7=0.133 

               Security Value (Sv)C of C = 0.73*0.525 + 0.73*0.225 = 0.5465 
 Security Value (Sv)Root of Root =  (Sv)A + (Sv)B + (Sv)C 

 Security Value (Sv)Root = 0.133 + 0.064 + 0.5475 = 0.7445 
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At last, security level of the information system is evaluated on behalf of Table-3. 
Thus, the security level of above information systems’ is Level 3 i.e. Medium, as 
Security value of Root Node lies between 0.70~0.79. 

5   Conclusion and Future Work 

In this paper we have introduced an algorithm to evaluate the security level of an 
information system. In the beginning of this algorithm a high level information secu-
rity goal are transformed in to low level security metrics using decomposition of goals 
that are then inserted into metrics templates to develop a perfect set of metrics aligned 
with the goals of the information system. In the middle, Analytic Hierarchy Process 
(AHP) is applied to identify the relative importance among sibling components and to 
evaluate their weight index. Finally, a quantitative approach is used to evaluate the 
security level of the information system. 

In our future work, we intend to standardize a method to prove the validity of 
above algorithm based on measurement theory and to develop a set of automated tools 
for data gathering, qualitative and quantitative analysis. 
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Abstract. Cloud computing is the emerging worldwide technology to mitigate 
the burden of the users by providing different types of services. There are nu-
merous of critical questions in data protection to answer before adopting this 
new cloud technology. Data integrity protection is one of the prime challenge in 
the cloud computing because the data is located in the third party server. This 
paper proposes an efficient multi-agent based static and dynamic data integrity 
protection by periodically verifying the hash value of the files stored in the 
enormous date storage. In order to provide optimized result we propose to take 
an adequate chunk of data in a   randomized fashion, instead of the whole cu-
mulative hash value to the data owner for integrity check. The matching process 
of the hash value by the agent can identify the malicious change on the data 
stored in the remote server and it will recover the data efficiently through its 
backup storage. 

Keywords: Cloud Computing, Data Integrity, Multi-Agent systems. 

1   Introduction  

Cloud computing is the technique of distributed computing to handle large sets of 
computational problems with different services with speed and reliability.  In spite of 
the fact of various advantages, cloud still appears gray in many aspects. One of the 
grayest area of the environment is the integrity control of the data. The only way to 
trust the cloud computing service providers is through (i) maintaining high standards, 
(ii) evidence for secure certifications, (iii) Subject to inspection by auditors and (iv) 
placing it under higher scrutiny than typical in-house security teams. Even then the 
service providers fixing these kinds of things, peoples always feel for the security of 
their data’s [12]. The reason is the service provider himself can act as an adversary 
against the data’s. This is a critical issue to the data owners to detect or identify the 
attack. To protect the data from the adversaries (customer or service provider), we 
proposed the multi-agent based data integrity model for the cloud environment.  

The remaining section of this paper is organized as follows: Section 2 gives the 
brief description over the related works and their impact in the intended environ-
ments. Section 3 describes the proposed architecture for protecting the integrity of the 
data stored in cloud environment. Section 4 describes the validation of the proposed 
model. Section 5 concludes the paper with the directions of future enhancements. 
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2   Related Works 

To protect the integrity for the data reside in the remote locations, various works were 
carried out by the researchers. Like, Juels and Burton [6] developed the model of 
POR (Proofs of Retrievability) for large files. In their first approach, they involved the 
key hash function of the file. In this approach, prior to archiving a file in the remote 
location, the verifier or owner of the data computes and stores a hash value along with 
the secret and random key. To check the integrity, the verifier will release the key and 
ask the prover (remote location) to generate the hash value for the file and send the 
hash value to it. It will provide strong proof to the data integrity. But the drawbacks of 
this model is storing the multiple keys and multiple hash values, it requires more 
computational cost. Also the prover has to read the entire file for every proof of the 
file.  In their second approach, they will store only one cryptographic key for verify-
ing the integrity. Also the prover has to access only a small portion of the large file to 
prove its integrity. However this is applicable only for the static data but not for the 
dynamic data. 

Lillibridge et al [2] developed a P2P backup scheme in which blocks of a data file 
are isolated across m+k peers using an (m+k,m)-erasure code. Peers can request ran-
dom blocks from their backup peers and verify the integrity using separate keyed 
hashes attached on each block. Their scheme can detect data loss from unchanged 
peers. In case all the peers are changed, then it is not able to identify the modification 
and also it is not applicable for dynamic data’s [11]. Filho et al [4] proposed a model 
to verify data integrity using RSA-based hash to demonstrate uncheatable data  
possession in peer-to-peer file sharing networks. However, their proposal requires 
exponentiation over the entire data file, which is clearly impractical for the server 
whenever the file is large [11]. Shah et al [5] proposed a model to allow a TPA to 
keep online storage honest by first encrypting the data then sending a number of pre-
computed symmetric-keyed hashes over the encrypted data to the auditor. However, 
their scheme only works for encrypted files and auditors must maintain long-term 
state. Schwarz et al [3] model ensure file integrity across multiple distributed servers, 
using erasure-coding and block-level file integrity checks. However, their scheme 
only considers static data files. Apart from these, Bowers et al[8][10] and Ateniese et 
al [7] also proposed the model to protect the data integrity only when the data is static 
not for dynamic.  Next the Ateniese et al [9] and Cong et al [11] proposed the model 
for dynamic data integrity protection.  

Ateniese et al [9] described a PDP scheme that uses only symmetric key cryptog-
raphy. This method has lower-overhead than their previous scheme [7] and allows for 
block updates, deletions and appends to the stored file (dynamic data). However, their 
scheme focuses on single server scenario and does not address small data corruptions, 
leaving both the distributed scenario and data error recovery issue unexplored [11]. 
Next cong et al [11] proposed the model for dynamic data integrity protection model, 
where data is stored simultaneously in n servers. If nc servers are misbehaving or the 
data of that servers modified. It is compared with the others servers and detecting  
the probability of data modification. The drawbacks of this model are the storage and 
the easy compromise. It needs more storage space to store the n copies of the data in 
different servers. It is also easy to compromise all the n servers residing in the single 
cloud. To overcome all this issues and protect the dynamic data (including static 



78 S. Venkatesan and A. Vaish 

data), we proposed our multi-agent based dynamic data integrity protection model 
with less overhead in the cloud environment. 

3   Proposed Model 

The proposed data integrity model is based on the multi-agent system. The reason for 
embedding the agent concept is known, that is the agent is having capability of 
autonomous, persistence, social ability and etc [1]. The proposed architecture has 
multiple agents to monitor and maintain the data integrity also the architecture in-
cludes three entities (respectively customer, service provider and the data owner) as 
shown in Fig.1. 

• Customer – is the client who is going to make use of the data available with 
the service provider. The customers are allowed to read and modify the data1.  

• Service Provider – is the server who is going to deliver the data to the cus-
tomer world. Service provider is the owner of the cloud. 

• Data Owner – is the originator of the data like Wikipedia (they are having 
the content; any one can read or modify the content). 

With this architecture of cloud computing, customer who is accessing the respective 
data’s from the storage server is always pass through the screening agent. The modifi-
cation (update or new insertion) of the data passing through the screening agent is con-
sidered as the legal modification and the modification (update or new insertion) done 
through bypassing the screening agent is referred to as the malicious modification (this 
modification is may be by the customer or by the compromised service providers). 
This paper focused to protect the data integrity against this malicious modification of 
the data. The description of this architecture is as follows. The customer can send its 
query through the screening agent (SA) to the data storage and they will fulfill their 
needs. The SA is always to monitor the query of the customer and also it will help to 
provide the necessary service to the customer. The query from the customer may be to 
read, update or insert the data. In case of the read query, SA will simply process the 
query and satisfy the customer needs. In case of the update or insert query, the SA will 
forward the query to the modifier agent and process customer needs. 

The modifier agent will modify the backup storage (whether backup may be with 
the data owner or it will be stored in some other clouds) data as per the customer 
query. Hence both the backup storage and the data storage in the service provider will 
get the same update.   

Next the penetration agent residing inside the data owner is responsible to check 
the robustness of the screening agent. The reason for checking the robustness is, the 
SA is residing in the remote location and processing for data owner. There is no guar-
antee the SA agent will always running properly (agent may be altered by the adver-
sary to misbehave). For this test, the penetration agent will periodically send the  
queries like the customer and it will get the respective response. The dynamic integ-
rity agent is temporary in nature and generates hash for different set of block as per  
 

                                                           
1 Authentication for modifying the data is not concentrated in this paper. The main motive of 

this paper is to maintain the data integrity for the data stored in the remote location.  
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Fig. 1. Multi-agent based Data Integrity protection Architecture2 

the requirement of the integrity agent. For optimized result, the hash value would not 
be generated for the entire data but a part of it.  

The part of data will divide further in small part and hash is generated for the ran-
domized small part of the data's.   The other agent of the architecture is the Integrity 
agent. It is having two functionalities: one is preprocessing and the second is checking 
the integrity of the data’s. The pre-processing refers to generate the hash value and 
store it in the hash value storage for different set of blocks whenever the data gets 
modified by the customer only in case of legal modification. The integrity check is to 
compare the hash value from the dynamic data hash agent and the hash value avail-
able with the hash value storage. If the value of the two is not matched then it is iden-
tified that the data is modified in the remote location and it to be replaced. 

4   Concept Validation 

The proposed multi-agent based dynamic data integrity protection model has lot of 
advantages than the existing models. 

                                                           
2 The numbers given in the architecture is not the sequence. Every module can perform its task 

in any order based on the requirements (modification of data’s). 
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Multiple location storage:  We are keeping the backup data’s away from the regular 
data storage. The place where the backup might be residing is the agent owner or 
some other clouds. In case of agent owner no false rate. In case of other cloud, false 
rate will be there but very low because compromising the two clouds (remote loca-
tion) is a complicated task. 

Robustness: As discussed in previous section the model has capabilities to its own 
audit agent through the penetration testing module. To achieve the robustness, the 
agent owner query will be sent to the SA and based upon the response the necessary 
action will be taken either to replace the agent with new one or keep the old.    

Data Integrity Verification: In our model, only the particular set of data’s has been 
taken for integrity verification as same as the previous model instead of the whole 
data. In set of 100% data in the remote storage we are taking only the 20% of data for 
integrity check. The 20% (K%) of data is also from the different blocks (randomized 
data’s). For example consider that 100% (5*20%) of data is stored in the database in 
m row. Existing models are taking only any of the 20% data for integrity verification. 
But we have further divided that portion in matrix m*n format and choosing the 
blocks for data integrity verification. After that we are taking the 20% data for hash 
verification in randomized manner from different blocks. If we compare our model 
with the existing model [6], the probability of detecting the attack is 100%, in case the 
modification of data is in that particular block otherwise the probability of detecting 
the attack is 0%. In our model, the probability of detecting the modification on the 
total data is 1/5 as the previous models. But the probability of the identification of the 
flaw modification of the data is as follows with different scenarios.  

Existing Model: In case of the 20% ({0,0}{0,1}{0,2}{0,3}{0,4}) of the data is taken 
for integrity verification, then consider that the modification is in the portion {0,0}, 
then the probability of flaw modification identification is 100%. In case of the modi-
fication in any other portion of ({1,0}{1,1}{1,2}{1,3}{1,4}), then the probability of 
flaw modification identification is 0%.   

Proposed Model: In case of the 20% ({0,4}{1,4}{2,4}{3,1}{4,1}) of our random-
ized model. Here also we will get the same % of probability result as the previous 
one, but with the randomized check, there is a possibility to improve the probability 
percentage of the detection rate in each partition as in Table.1. Also for certain time 
period, the set of randomized data is verified, after that the other set of randomized 
data will be verified, it will continue for every periodical time. Hence, the modifica-
tion on any portion will be detected in periodical times. The periodical time should be 
decided by the agent owner based on the frequent detection of the flaw modification.  
The portion of data selected in our model is decided by the integrity test agent. 

Dynamic Data support: Customers are allowed to insert or update the data. It never 
affects the integrity identification. Whenever, the customer changing the data of the 
remote storage locations, the same thing will be reflected in the backup storage with 
the help of the screening agent and the modifier agent. After the modification of the 
data, the integrity test agent will generate the new hash value for that affected portion 
and then it will compare with the hash value from the dynamic hash agent. In case of 
20% content, the single change should need the new hash value for all the 20%. In  
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Table 1. Probability Percentage of Detecting the Modification 

 
Data partition 

Single block 
Data modification  

Identification probability 

Sub-partitioned block Data 
modification Identification 

probability 
20% 100% 20% (1/5) 
20% 0% 20% (1/5) 
20% 0% 20% (1/5) 
20% 0% 20% (1/5) 
20% 0% 20% (1/5) 

Total achievement for 
100% data 

20%  (1/5) 20% (1/5) 

 

case of our model, the change is in only small partition; hence we need to generate the 
hash value for that partition only. 

5   Conclusion 

Data integrity is the major trust issue in storing the data in remote locations.  The data 
owner will ask when my data is on my server there is no need to worry about that 
when it is in some other location, how do I know it is protected? [13] The answer for 
this question from our proposed model is, every owner can able to check their data 
integrity through the multiple agents as like as the data residing in their machine. The 
proposed model provides integrity for the dynamic data with the hash value generated 
for the randomized set of blocks. Also there is no need to worry about the robustness 
of the screening agent because the periodic penetration test is generated by the pene-
tration testing agent.  With all these, proposed model is able to protect the integrity of 
the dynamic data in the remote location with efficient manner (randomized integrity 
check) than the other existing models. The future work of this paper is to authenticate 
the customer to modify the data and encrypting the hash value transferred from the 
dynamic hash agent to the integrity agent with minimum number of secret keys. 
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Abstract. In recent years, Reversible Logic is becoming more and more promi-
nent technology having its applications in Low Power CMOS, Quantum  
Computing etc. Reversibility plays an important role when energy efficient 
computations are considered. In this paper, Reversible 8-bit Parallel Binary Ad-
der/Subtractor with Design I, Design II and Design III are proposed. In all the 
three design approaches, the full Adder and Subtractors are realized in a single 
unit as compared to only full Subtractor in the existing design. The performance 
analysis is verified using number gates, Garbage inputs/outputs and Quantum 
Cost. It is observed that Reversible 8-bit Parallel Binary Adder/Subtractor with 
Design III is efficient compared to Design I and II.  

Index Terms: Reversible Logic, Garbage Input/output, Quantum Cost, Re-
versible Parallel Binary Adder/Subtractor. 

1   Introduction 

Energy loss is an important consideration in digital design. Higher level of integration 
and use of new fabrication processes have dramatically reduced the heat loss over the 
last decades. The power dissipation in a circuit can further be reduced by the use of 
reversible logic. Landauer’s [1] principle states that logic computations that are not 
reversible necessarily generate heat energy of KTln2 joules for every bit of informa-
tion that is lost, where ‘K’ is Boltzmann’s constant and T the absolute temperature. 
Bennett [2] showed that zero energy dissipation is possible only if a computation is 
carried out in Reversible logic, as the amount of energy dissipated in a system is di-
rectly related to the number of bits erased during computation.  

Contribution: In this paper, novel three design types viz., Design I, Design II and  
Design III Reversible 8-bit Parallel Binary Adder/Subtractor are proposed. The Re-
versible gates such as Fredkin (F), Feynman (FG), Peres (PG) and TR are used. Or-
ganization: The paper is organized into the following sections. The Background work 
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is described in section 2. Section 3 is the proposed design, Result analysis of the pro-
posed design is presented in section 4 and conclusions are contained in section 5.   

2   Literature Survey 

Majid Mohammadi et al., [3] presented modular synthesis method to realize a Re-
versible Binary Coded Decimal Adder/Subtractor optimized in terms of Garbage  
Input/outputs and Quantum Cost. William Hung et al., [4] proposed an approach to 
synthesize Quantum circuits by reachability analysis resulting minimum Quantum 
Cost and speed. The proposed approach is applicable to small Reversible functions 
like half and full adders. Thapliyal et al., [5] proposed a Reversible Half Subtractor 
using Fredkin and Feynman Gates. Using this gate Reversible Full Subtractor was 
designed and later extended for Reversible Parallel Binary Subtractor. Thapliyal and 
Srinivas [6] proposed Reversible TSG gate to design Adder. The Reversible Full Ad-
der is implemented using single TSG gate. Saiful Islam and Rafiqul Islam [7] pre-
sented a survey on design of Reversible Adders which are efficient in terms of Gate 
counts, Garbage outputs and Quantum Cost. Hafiz Md. Hasan Babu et al., [8] intro-
duced a Reversible Full Adder that requires three Reversible gates and produce least 
number of Garbage outputs. Bruce et al., [9] discussed an efficient Adder using Fred-
kin gate which has lower hardware complexity.  

3   Proposed Model 

3.1   Full Adder/Subtractor – Design I 

The Design I Reversible Full Adder/Subtractor with five FG, two F and TR gate is 
shown in the Figure 1. The three inputs are A, B and Cin and the outputs are 
Sum/Difference (S/D) and Carry/Borrow (C/B). The Control (Ctrl) input differentiates 
the Addition and Subtraction functionalities. For Ctrl value zero, the circuit performs 
addition and Subtraction for Ctrl value one. The numbers of Garbage inputs are 3 rep-
resented by logical zero. The Garbage outputs are 5 represented by g1 to g5. The 
Quantum Cost for five FG gates are five, for two F gates is ten, one TR gate costs six 
and total design Quantum Cost is 21. 
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Fig. 1. Reversible Full Adder/Subtractor – Design I 

3.2   Full Adder/Subtractor – Design II 

Two TR gates and two FG gates are used to realize Deign II Reversible Full Ad-
der/Subtractor unit as shown in Figure 2. The Quantum Cost for the design is 14. A 
Quantum Cost advantage of 7 is obtained when compared to Design I.  
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Fig. 2. Reversible Full Adder/Subtractor – Design II 

3.3   Full Adder/Subtractor – Design III 

The Reversible Full Adder/Subtractor Design III consists of two FG, two PG gates, 
and their interconnections are shown in the Figure 3. The numbers of Garbage inputs 
are 1, Garbage outputs are 3. The Quantum Cost for the design is 10.  A Quantum 
Cost advantage of 11 is obtained when compared to Adder/Subtractor Design I and of 
4 when compared to Adder/Subtractor Design II.  
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Fig. 3. Reversible Full Adder/Subtractor – Design III 

3.4   Reversible Eight-Bit Parallel Binary Adder/Subtractor 

The Full Adder/Subtractor Design I, II and III are used to construct Reversible 8-bit 
Parallel Binary Adder/Subtractor is shown in the Figure 4. The ctrl input is used to 
differentiate 8-bit addition and subtraction functions. The two 8-bit binary numbers 
are A0 to A7 and B0 to B7. The outputs Sum/Difference and Carry/Barrow are shown 
as S_D0 to S_D7 and C_B8 respectively. The implementation requires 7 Full Ad-
der/Subtractors and one Half Adder/Subtractor.  
 

  
Fig. 4. Reversible eight-bit Parallel Binary Full Adder/Subtractor 

4   Results 

4.1   Reversible Full Adder/Subtractor 

The comparison of Reversible full Adder/Subtractor Design I, II and III in terms of 
the number gates, number of Garbage inputs/outputs and Quantum Cost of the logics 
is as shown in the Table 1.  
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The number of Reversible gates required for Design III is only 4 as compared to 8 
and 4 in the cases of Design I and II respectively. The Garbage outputs are 5 in the 
case of Design I, whereas 3 in the case of Design II and Design III. The Garbage in-
puts are 3 in the case of Design I and one in case of Design II and Design III. Quan-
tum Cost of Design III, Design II and Design I are 21, 14 and 10 respectively. 

Table 1. Comparison of Reversible Full Adder/Subtractor  

 
Reversible 

Gates 
Garbage  
outputs 

Garbage  
inputs 

Quantum 
Cost 

Add/Sub–Design I 08 05 03 21 
Add/Sub–Design II 04 03 01 14 
Add/Sub–Design 

III 
04 03 01 10 

4.2   Reversible Eight-Bit Parallel Binary Adder/Subtractor 

The number of gates, Garbage inputs/outputs and Quantum Cost for Reversible 8-bit 
Parallel Binary Adder/Subtractor Design I, II and III are compared as shown in the 
Table 2.   

Table 2. Comparison of Reversible eight-bit Parallel Binary Adder/Subtractor  

 
Reversible 

Gates 
Garbage  
outputs 

Garbage 
inputs 

Quantum Cost 

Add/Sub– Design I 60 38 23 159 
Add/Sub–Design II 31 23 08 106 
Add/Sub- Design III 31 23 08 76 

The existing Binary full Subtractor based on Reversible gate [10] requires  
Quantum Cost of 12, Garbage input of 1 and Garbage outputs of 2. The proposed Re-
versible 8-bit Parallel Binary Adder/Subtractor Design III is better compared to the 
existing design in terms of Quantum Cost, Garbage inputs and Garbage outputs. 
Hence Design III is better in terms of performance compared to the existing designs.  

The number of Reversible gates required for Design III is 31 as compared to 60 
and 31 in case of Design I and II respectively, which is an improvement of 93.54% 
compared to Design I. The Garbage outputs are 38 in case of Design I, whereas 23 in 
case of Design II and III, yields an improvement of 65.21% in Design III compared to 
Design I. The Garbage inputs are 23 in case of Design I and 8 in Design II and III, 
resulting 187.50% improvement in Design III compared to Design I. Quantum Cost of 
Design III, II and I are 76, 106 and 159 respectively, hence an improvement of Design 
III over Design II and I are 39.47% and 109.21% respectively. 

5   Conclusions 

In this paper, we proposed an efficient Reversible Parallel Binary Adder/Subtractor 
unit. Three designs are used to implement full Adder/Subtractor. The Design III im-
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plementation of 8-bit Parallel Binary Adder/Subtractor has better performance as 
compared to Design I and Design II in terms of number of gates used, Garbage in-
puts/outputs and Quantum Cost, hence can be used for low power applications. The 
full Adder/Subtractor is implemented in a single unit as compared to only full Sub-
tractor in the existing design. In future, the design can be extended to any number of 
bits and also for low power reversible ALUs, Multipliers and Dividers.  
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Abstract. A computationally simplified new procedure is presented in this pa-
per to evaluate the determinant of a matrix A [nxn], where A may be ill-
conditioned. The proposed method reduces the nth order determinant using the 
elementary row operations into a sequence of column vectors and then the de-
terminant is evaluated by multiplying the elements of all column vectors. We 
improve the condition of ill-conditioned determinant first and then evaluate the 
well-conditioned one. This procedure is direct and simple in application com-
pared to Gauss reduction method. Both the procedures are applied to illustrative 
examples and the comparison is also reported.  

Keywords: Determinant, Ill-Conditioned Determinant, Well-Conditioned  
Determinant, Column Vectors; Computational complexity.  

1   Introduction 

Triangularization [1], is also known as Gauss reduction method [3], [6], is one of the 
computational methods to evaluate a determinant. This method converts a given de-
terminant into a lower or upper triangular form and then the value of the determinant 
is obtained by multiplying the diagonal elements of the lower or upper triangular 
form. In this method, if any of the diagonal elements is zero then further reduction is 
not possible, because divisions by a diagonal element are required at every stage of 
triangular formation. Also if any diagonal element of the determinant is small, then 
the division leads to the loss of significant digits. To prevent the loss of significant 
digits, the pivoting techniques [4], [7] are used. 

The present work follows the direction of row reduction but involves a simple pro-
cedure to convert the given determinant into a sequence of column vectors using only 
elementary column operations. Also the proposed method improves the given ill-
conditioned determinant first and then evaluates the well-conditioned determinant. 
Therefore, the pivoting technique is not required and thus makes this method simpler 
in application. 
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2   A New Numerical Method for Evaluating a Determinant 

Consider a determinant of a matrix A of order n as 

ΔA  =  

nnn32nn1

3n333231

2n232221

1n131211

a...aaa

...............

a...aaa

a...aaa

a...aaa

           (1) 

The proposed method reduces the determinant (1) into a sequence of n column vectors 
C0, C1, C2… Cn-1 and then the value of determinant (1) is obtained by multiplying all 
the column vectors as ΔA = C0 x C1 x C2 x …x Cn-1 i.e, 

 

ΔA = 
)0(

A [1:n,1:1] x 
)1(

A [1:(n-1),2:2] x 
)2(

A [1:(n-2),3:3] x … x 
)1-n(

A [1:1,n:n]     (2) 
 

The procedure starts from the 0th level of the given determinant (1), proceeds to 1st 
level, from 1st level to 2nd level and so on up to (n-1)th level with reduction of one row 
from each level to extract the column vectors C0, C1, C2… Cn-1 respectively as            

C0 = 

1n

)0(

41

)0(
31

)0(
21

)0(
11

)0(

a

a

a

a

a

M

,  C1 = 

2)1-n(

)1(

32

)1(
22

)1(
12

)1(

a

a

a

a

M

,  C2 = 

3)2-n(

)2(

32

)2(
31

)2(

a

a

a

M

, … , Cn-1 =  n1

)1-n(

a          (3) 

The 0th level of the determinant (1) is written as 

              
)0(

ija = aij      ; i , j = 1,2,…,n          (4) 

We can extract the column vector C0  from determinant (4) as                      

                         C0 [1:n, 1:1] = 
)0(

ija  ; i = 1,2, … , n-1 ; j = 1         (5) 

Thus, a new 1st level of the determinant (4) is formed as 

                       

)1(

ija  = )0(

1)1+i(

)0(

j)1+i(

a

a
 -  )0(

1i

)0(

ij

a

a
  ;i =1,2,…, n-1 ; j=2,3,…,n        (6) 
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From the 1st level determinant (6), the column vector C1 is extracted as 
 

                       C1 [1:n-1,2:2] = 
)1(

ija  ; i = 1,2, … , n-1 ; j = 2           (7) 
 

Finally, at the (n-1)th level a new determinant is formed and its corresponding column 
vector Cn-1 is extracted as  

         

)1-n(

ija  = )2-n(

)1-n)(1+i(

)2-n(

j)1+i(

a

a
 -  )2-n(

)1-n(i

)2-n(

ij

a

a
 ; i = 1,2 ; j = n-1,n          (8) 

 

            Cn-1 [1:1, n:n] = 
)1-n(

ija   ; i = 1 ; j = n              (9) 
 

In general, the transformation of the determinant from (1) into the determinant (8) is 
formulated as 

         
)k(

ija  = )1-k(

k)1+i(

)1-k(

j)1+i(

a

a
-  )1-k(

ik

)1-k(

ij

a

a
     ;i=1,2,…,(n-k)  ;j=k+1,…,n  ;k=1,2,…,n-1      (10) 

Then the determinant of A is evaluated from (10) as  

           (
)0(

11a  x 
)0(

12a  x … x 
)0(

n1a ) x  (
)1(

21a  x 
)1(

22a  x … x 
)1(

)1-n(1a )  x … x (
)1-n(

n1a )  i.e.,       

                            ΔA = ∏aij  ; i=1,2,…,n ;  j=1,2,…,(n+1-i)      (11) 

If any element in the given determinant is zero, then it shows the ill-conditioning of 
the given determinant (1). Without the loss of generality and for simplicity, we intro-
duce a scheme for converting an ill-conditioned determinant into a well-conditioned 
determinant by filling up the elements of the matrix A (1) as 

ΔA = 

1nnn4n3n3n2n2n1n

31n3343333323231

21n2242323222221

11n1141313121211

a+aa+aa+aa+a

a+aa+aa+aa+a

a+aa+aa+aa+a

a+aa+aa+aa+a

L

LLLLL

L

L

L

     (12)   

The elements of two consecutive columns of the determinant (1) are added to form 
the new columns of the determinant (12). The nth column of the determinant (12) is 
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formed by adding the nth column of the determinant (1) and the first column of the 
determinant (12). Now the determinant (1) becomes the determinant (12). The above 
procedure is repeated until all the elements of the determinant (12) become non zero. 
Then the proposed procedure is applied for the newly generated determinant (12) to 
find its value.  

3   Numerical Algorithm for Proposed Method 

In this method, the given determinant of the matrix A of order n is reduced into a 
sequence of column vectors C0, C1, C2… Cn-1 and the determinant A is evaluated by 
multiplying the elements of all column vectors. 

Algorithm 3.1  ProposedMethod_EvaluateDeterminant 

1. Read the matrix A = [aij] ; i , j = 1, 2,…, n 

2. If  a
(0)

ij  = 0 then        ; i , j = 1,2,…,n  

Call Algorithm3.2 IllConditionedDeterminant 

3. Set k = 1 and Product =1 

4. Compute Product = Product x 
)1-k(

ika  ; i = 1,2,…,(n+1-k) 

5. Compute aij’s using the expression 

)k(

ija  = )1-k(

k)1+i(

)1-k(

j)1+i(

a

a
-  )1-k(

ik

)1-k(

ij

a

a
         

;i = 1,2,…,(n-k) ;j = k+1,…,n ;k = 1,2,…,n-1 

6. Increase k by 1  

7. If k < n then go to Step 4  

//Extracting column vectors 

Otherwise Print ΔA = Product and Stop. 

End ProposedMethod_EvaluateDeterminant 

If the given determinant (1) is found ill conditioned in step 2 of the algorithm 3.1 
ProposedMethod_EvaluateDeterminant  when any aij is zero, algorithm 3.2 IllCondi-
tionedDeterminant is called. This algorithm fills up all the elements of the determi-
nant (1) by repeated addition. 
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Algorithm 3.2   IllConditionedDeterminant 

1. Compute aij’s using the expression 

aij = aij + ai(j+1)       ;i=1,2,…,n ;j=1,2,…,n-1 

2. Set ain = ain + ai1         ;i=1,2,…,n 

3. If aij = 0 then go to Step 1 ;i,j=1,2,3,…,n 

End IllConditionedDeterminant 

3.1   Complexity of the Algorithm  

Step 5 in algorithm 3.1 ProposedMethod_EvaluateDeterminant requires approxi-
mately (n-1)+(n-1)2 divisions and 2n+(n-1) subtractions only. If the given determinant 
(1) is ill conditioned, then to convert it into a well-conditioned determinant, the algo-
rithm 3.2 IllConditionedDeterminant requires only n+n2 additions. For evaluating the 
determinant, the step 4 in algorithm 3.1 ProposedMethod_EvaluateDeterminant re-
quires approximately 2n+(n-1) multiplications only. Hence the proposed method is 
comparatively effective than other high complexity direct methods. 

4   Numerical Illustrations 

The proposed algorithm 3.1 is simple and straightforward to be implemented using 
‘C’ language. The program is executed in Intel Core2 Duo, 1.6GHz, 32 bit CPU for 
the following three examples i.e. non singular, tridiagonal and ill-conditioned deter-
minants. The values of the determinants are obtained with the accuracy of 10-12 and 
the program is executed six times and average execution time is measured. Also the 
execution of the proposed method is compared with the Gauss reduction method and 
the comparison is reported. 

4.1   Illustration 1 

Consider the given determinant 

ΔA1 = 

5-9-7-3

3812-6

2-745

812-21
      

(13)
 

The above determinant (13) is non-singular but not diagonally dominant. The de-
terminant (13) is evaluated using the algorithm 3.1 and the results are tabulated in 
Table 1. It is observed from the execution times of proposed method and Gauss 
reduction method that the proposed method evaluates the determinant and yields the 
result in the average time of 0.119 milliseconds and faster than the Gauss reduction 
method which finds the value of the determinant (13) in the average time of 0.150 
milliseconds.  
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Table 1. Evaluation of the determinant A1 (13) 

Solution 
ΔA1 =  -12441.00000000000  (10-12 Accuracy ) 

 Six Execution Times (milliseconds) 

Average 
Exe.Time 

(milliseconds) 

Proposed Method 0.126 0.119 0.120 0.116 0.123 0.111 0.119 

Gauss Reduction 
Method 

0.162 0.134 0.132 0.196 0.129 0.149 0.150 

4.2   Illustration 2 

Consider the given tridiagonal determinant  

ΔA2 = 

21-000

1-21-00

01-21-0

001-21-

0001-2

          (14) 

The above determinant (16) is a tridiagonal determinant. Since the tridiagonal deter-
minant (16) contains many zeros, the algorithm 3.1 calls algorithm 3.2 to fill all coef-
ficients to make it a well-conditioned determinant. 

The algorithm 3.1 evaluates the transformed determinant without the loss accuracy 
of the value and the results are tabulated in Table 2. The proposed method evaluates 
the determinant (16) in an average time of 0.129 milliseconds which is well compara-
ble with the execution times of Gauss reduction method. 

Table 2. Evaluation of the determinant A2 (14) 

Solution 
ΔA2 = 6.000000000000 (10-12 Accuracy) 

 Six Execution Times (milliseconds) 

Average 
Exe.Time 

(milliseconds) 

Proposed Method 0.121 0.128 0.153 0.128 0.120 0.124 0.129 

Gauss Reduction 
Method 

0.136 0.136 0.129 0.129 0.132 0.137 0.133 

4.3   Illustration 3 

Consider the given ill-conditioned determinant  

ΔA3 = 

15-11-1

11100

034-12

01-230

4002-1

     (15)
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The above determinant (15) is a sparse determinant and has many zeros. The  
algorithm 3.1 calls algorithm 3.2 to fill all coefficients to make it a well-conditioned 
determinant. Then algorithm 3.1 evaluates the converted determinant and the results 
are tabulated in Table 3. The proposed method evaluates the determinant (15) in an 
average time of 0.134 milliseconds which is well comparable with the execution times 
of Gauss reduction method. 

Table 3. Evaluation of the determinant A3 (15) 

Solution 
ΔA3  = 130.000000000000 (10-12 Accuracy ) 

 Six Execution Times (milliseconds) 

Average 
Exe.Time 

(milliseconds) 

Proposed Method 0.163 0.120 0.129 0.124 0.136 0.133 0.134 

Gauss Reduction 
Method 

0.174 0.134 0.135 0.132 0.212 0.189 0.163 

5   Result Analysis and Discussion 

The observations made from the illustrations 4.1, 4.2 and 4.3 are discussed here. The 
execution times measured in illustration 4.1 show that the proposed method is 
straightforward in solving the non-singular determinant (13) which has 20.67% pro-
gress than Gauss Reduction method using partial pivoting. From the illustrations 4.2 
and 4.3, it is observed that the execution time of the proposed method is well compa-
rable with Gauss Reduction method. Since the determinants (14) and (15) contain 
many zeros, the proposed method converts them into well-conditioned determinants 
and evaluates them with the accuracy of 10-12. And the procedure does not follow any 
further conversions to obtain the actual results.  

For the above examples 4.1, 4.2 and 4.3, the procedures are repeated six times to 
consider the average execution time and the number of repetition can be extended as 
per the application.  

6   Conclusion 

The proposed method is reliable in evaluating any determinant which may be singular 
or ill-conditioned with a chosen accuracy of 10-12. The proposed method follows a 
simple procedure for column reduction to convert the given determinant into a se-
quence of column vectors. Since this procedure does not use partial pivoting like 
Gauss reduction method, the complexity involved in this algorithm is reduced com-
pared to other methods. This proposed procedure is most suitable for ill-conditioned 
determinants in which the method converts the ill-conditioned into a suitable well-
conditioned determinant and evaluates it. The procedure is suitably modified to 
evaluate the determinant having complex values. The illustrative examples show that 
the method is direct and simple in application to be implemented using any program-
ming language. 
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Abstract. Data mining is the process of discovering patterns from large amount 
of data stored in student database. It predicts the facts from the dataset and in-
terpreted as useful information to the society. The learning behavior of the stu-
dent and programming skill are dissimilar in a classroom and programming lab. 
Data mining techniques are used to find association between the Learning be-
havior and programming skills using students’ dataset. Clustering is used to de-
termine the similarity in the students’ dataset based on the nature of the learning 
behavior and programming skills. Each cluster reveals the identity based on its 
learning behavior of the student. Likewise the programming skill is categorized 
based on descriptive modeling.  Multilayer Perceptron (MLP) technique classi-
fies the learning behavior of students and their programming skills based on 
learning by example. The task is to determine the association between learning 
behavior and programming skills through descriptive and predictive modeling 
using mapping or function. It reveals that there is a positive correlation between 
student learning behavior and programming skills. This analysis could help the 
staff members to provide right training to the students for their improvement of 
programming skill. 

Keywords: Multilayer Perceptron, K-Means Clustering, Criterion Reference 
Model, Learning Behavior. 

1   Introduction 

The process of translating raw information from the data set to valuable information 
can be used to inform design verdict. Information is useful if it can be significantly 
interpreted in the appropriate context. The chance of finding meaningful patterns, 
leads to the extension of the mining process with domain and problem specific. Clus-
ter analysis is an unsupervised learning method that is used to investigate the  
inter-relationships among a collection of student objects, by organizing them into ho-
mogeneous clusters. K-means clustering technique is used to group the student ob-
jects based on the Learning behavior into classes of similar students’ objects [1]. 
Similarly the programming skills are classified as good or fair. 

The MLP is used for subcategory classification in the students’ dataset. It is one  
of the approaches for discerning a pattern of subcategories. It estimates the useful 
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information through mining and determines the interesting patterns of the students’ 
learning style.  Similarly it classifies the programming skills of students. This paper 
focuses on deriving association between learning behavior of the students and their 
programming skills based on supervised and unsupervised learning process. 

2   Motivation 

2.1   Learning Behavior  

The learning style or behavior is defined as “the way each person absorbs and retains 
information and skills”. Each learner possesses an individual learning style, which is 
preferential mode of learning. Learning style in college education varies among indi-
vidual students and group of students. The patterns of repetitive and consistent learn-
ing behavior in the classrooms are observed. Such patterned behaviors are characteris-
tics of the styles of learning. The learning style characteristics are 1) Serious, Analyti-
cal learners 2) Active, Practical learners 3) Observation-Centered Learner 4) Passive 
Accepting Learner 5) Concrete, Detail, Fact Oriented Learner and 6) Non-Adaptive 
Struggling learner [2]. 

The problem of discrimination and learning behavior classification is mainly con-
cerned with differentiating between g (g>=2) mutually exclusive students and with 
classifying learning behavior on the basis Multivariate observations [3, 4]. The 
mathematical problem of discrimination is to divide the observation.space RP into g 
mutually exclusive and exhaustive regions R1…Rg so that if an observation space x 
falls in Ri then it is classified as belonging to the population. The sub category prob-
lem is a mutually exclusive population according to their attributes and classifying an 
unseen instance into its sub categories using multiple features. In this study, the sub-
categories are experimental unit variables and observed features are observational unit 
variables. 

Learning styles are characterized based on abstractness and correctness in learning 
style or motivation and responsibility. The proposed model determines the learning 
style and is able to characterize, how the mind functions are while learning. 

2.2   Criterion-Referenced Model 

A criterion-referenced model is an assessment model where the purpose is to assess 
the extent to which a student has achieved the goals of a course. The summative as-
sessment is carried out aligned with specified criteria. Results are expressed in terms 
of how well a given student’s performance matches set criteria. The standards are set 
before teaching takes place. The result is assigned on the basis of the standard that the 
student has achieved on the criteria [5, 18]. 

2.3   K-Means Approach 

The K-means algorithm is one of the methods, where each cluster is represented by 
mean value of the objects in the cluster. It takes the input parameter k, and partitions a 
set of n students’ data objects into k clusters so that the resulting intracluster similar-
ity is high but the intercluster similarity is low. Cluster similarity is measured with 
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regard to the mean value of the student data object in a cluster, which can be viewed 
as the cluster centroid [6, 7]. 

2.4   Multi-layer Perceptron 

The Multilayer Perceptron is one of the techniques for classification task. It is a net-
work of simple neurons called perceptrons. The perceptron computes a single output 
from multiple real-valued inputs by forming a linear combination according to its 
input weights and then possibly putting the output through some nonlinear activation     
function [7].  

3   DALP Approach 

Our approach can be divided into four phases which is depicted in Fig 1. In Phase I, 
the research questions are designed by the expert based on learning behavior and pre-
test the questionnaire. After pretesting a questionnaire, the learning behavior analysis 
test has been conducted in Post Graduate Course. The written and practical marks are 
obtained from the semester exam, which is viewed as programming skills (good 
(Marks>=60) or fair (Marks<60)) [5, 8, 10, 18] based on Criterion-Referenced Model. 
The students’ dataset contains the test results of Learning Behavior and performance 
of the students in the written and practical test in programming subject. 

In Phase II and III, K-Means clustering and Multi Layer Perceptron  techniques are 
employed to find the association between the Learning Behavior and programming 
skills. K-Means clustering reveals the identity of the students’ Learning behavior and 
designates the cluster as 1) Serious, Analytical learners 2) Active, Practical learners 3) 
Observation-Centered Learner 4) Passive Accepting Learner 5) Concrete, Detail, Fact 
Oriented Learner and 6) Non-Adaptive Struggling learner. The same method is em-
ployed for program skill based clustering [11, 12, 13]. The MLP technique is used to  
 

 

 

Fig. 1. DALP approach 
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classify the learning behavior of the students. The six sigmoid nodes are used as ex-
perimental variables, the weights are assigned to each node, and six output layers are 
classified based on the category of learning behavior. Similarly the skill-based classi-
fication can be carried out based on the programming skills [14]. In Phase IV, the 
association between learning and behavior of the students is analyzed using interest-
ing measures. 

4   Results and Discussion 

The dataset containing 408 students’ objects is used to find the association between 
learning behavior and their programming skills of the student. Fig 2 shows that vari-
ous clusters and corresponding learning behavior are categorized. It reveals that Ac-
tive and practical learner objects are silhouetted in cluster 0, Observation centered 
learner objects are silhouetted in cluster 1, Concrete detail, fact oriented learner ob-
jects are silhouetted in cluster 2, passive accepting learner objects are silhouetted in 
cluster 3 and Serious Analytical learner objects and Non passive struggling learner 
objects are silhouetted in cluster 4. The observed values are shown in table 1.  

 

 

Fig. 2. Clustering based on learning behavior and programming skills 

In Cluster 4, Serious Analytical learner objects are merged with Non-Passive strug-
gling learner. Similarly the MLP classifies the students’ objects with a support of the 
class variable as learning behavior and experimental variables as demographic infor-
mation of objects and theory and practical examination mark. The confusion matrix 
reveals that various classes to identify the six learning styles. A misclassification oc-
curs in the classification based on the nature of students’ learning styles. 

Table 1. Cluster assisgments and 
Learning behavior 

Table 2. Confusion Matrix for Learning Behavior 
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Table 3. Learning Style Preference of Student Table 4. Confusion Matrix for Classifica-
tion Programming Skill 

  
 

Table 3 clearly indicates that the general ways of learning, which majority of Post 
Graduate Students preferred. Approximately 4% of the students have viewed them-
selves as Serious, Analytical Learners. 52% of the students are Active learners, 15% 
of the students are Observation centered learners, 18% of the students are Concrete 
Detailed learners, 9% of the students are Passive learners and 2 % of the students are 
Non-Passive Learners, who agreed with the preferred learning styles.  

Table 4 shows that the classification of programming skill using the experiment  
variables. It reveals that 375 student objects are observed as good programmers, 22 stu-
dents’ objects are observed as fair programmers and 11 students’ objects are misclassi-
fied and viewed as Good programmers but the objects are existed in Fair programming 
students’ objects. Similarly the learning styles are categorized using clustering.  

The Student objects are classified based on the leaning behavior and programming 
skill. 52% of Active, Practical learners, 18% of Detail fact oriented learners 16% ob-
servation centered learners and 9% passive accepting learners are good in program-
ming. Fig 3 reveals that the Active and practical learners having good programming 
skill other than other learner. It is evident that the Practical Learners are good in  
programming. 

 

 
 

Fig. 3. Classification of Learning behavior and 
Good Programmers 

Fig. 4. Probality Calibration Chart for 
Good Programmers 

Fig 4 shows that the probability of students having good programming skill. The 
Probability Calibration Chart shows how the predicted probability for a target cate-
gory is distributed and provides a means for gauging the accuracy of predicted prob-
abilities. The average predicted probability for cases between 0.6 and 0.7 about 0.65; 
the actual probability based on the rate of occurrence for those cases were about 0.87. 
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If the predicted probabilities match the actual probabilities, the points fall on the di-
agonal line. The red shaded area shows the error, which is the difference between the 
predicted and actual probabilities. The average predicted probability for those rows is 
0.1481, which is about the midpoint of the range. The weighted probability error 
value is low, which expose that the model is perfect. 

Fig.5 shows Receiver Operating Characteristic (ROC) chart and probability 
threshold is high [16]. It means that most of the students’ programming skill is good. 
The sensitivity is the proportion of the students having a good or fair programming 
skill who are identified by the experiment. 

 

 
 

Fig. 5. ROC chart for Good Programmers Fig. 6. Sensitivity and Specificity curve for 
Programming Skill 

 

The specificity is the proportion of the students who do not have good or fair pro-
gramming skill. Sensitivity and Specificity would be both 0.9. Fig.6 shows the sensi-
tivity curve, which shows that the students having an active, practical learning style, 
concrete detail fact oriented learner, observation centered learning style and passive 
accepting learning style are good in programming. Only few students are fair in pro-
gramming in all learning styles. The prediction can also be viewed as a mapping or 
function Y = f (X) where X is the input and the output Y is a categorical value [16]. 
The mapping or function model shows the association between X and Y. The lift and 
cosine measure are used to find the correlation. The correlated value of X and Y are 
1.079, which is positively correlated, meaning that the X and Y are associated with 
each other. The cosine value of X and Y are 0.512, meaning that there is a positive 
correlation between X and Y. It makes known that Learning behavior have a strong 
relationship with programming skill. 

5   Conclusion 

In this Paper, Clustering technique and Multi-Layer perceptron are used to find the 
association between Learning behavior and programming skills. Learning by observa-
tion method is an effective means for classifying the objects such as Serious, Analyti-
cal learners, Active, Practical learners, observation-Centered Learner, Passive Accept-
ing Learner, Concrete, Detail, Fact Oriented Learner and Non-Adaptive Struggling 
learner and models each cluster. It reveals the identity of the learning behavior.  
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Likewise, the programming skills based clusters are observed and modeled as good 
and fair in programming. The classifier reveals that, each individual student’s learning 
behavior related with the programming skill. The students having an Active and Prac-
tical Learner are good in programming, some students having a Observation Centered 
Learning style and Concrete Detail, Fact-Oriented Learning style are also good in 
programming, Passive accepting style learner, Serious analytical learner and Non-
Adaptive struggling learner are fair in programming. Passive accepting style learner, 
serious analytical learner and Non-Adaptive struggling learner are need to be im-
proved in their programming skill. The correlation analysis unveils that the learning 
style and programming skills have strong association. The findings provide an insight 
into developing the programming skills of students to improve it through practical 
oriented teaching. 
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Abstract. In this paper the analysis a new base station receiver is proposed and 
analyzed for a code-division multiple-access (CDMA) cellular system. The 
proposed receiver can achieve remarkable diversity gain by increasing diversity 
order with reasonable cost and complexity. From the numerical results, it is 
confirmed that the proposed receiver structure can be a practical solution for 
enhancing reverse-link capacity and improving performance in CDMA cellular 
system operations. The result in the letter can find its applications to legacy IS-
95/cdma 2000 1xbase stations with simple modifications. 

Keywords: Code-division Multiple access (CDMA), Diversity, Multipath  
fading, Receiver complexity. 

1   Introduction 

Several diversity techniques have been studied and found practical use in many com-
munication systems in order to combat multipath fading and improve performance. 
Among the techniques, spatial diversity has been commonly used at cellular base sta-
tion (BS) receivers due to its simplicity in implementation [1]. 

Although it is well known that higher order diversity can improve the receiver per-
formance, the second-order spatial diversity with two receiving antennas at a BS has 
been most popular. Because the higher order spatial diversity at a BS requires addi-
tional cost associated with strict zoning requirements. The antenna elements for the 
spatial diversity need to be separated at least ten times wavelength in order to obtain 
signals that fade independently [1]. The possibility of using polarization diversity has 
been studied with a motivation that the polarization diversity using a dual-polarized 
antenna can reduce cost and space for installation compared with the traditional spa-
tial diversity. The previous investigations on polarization diversity have revealed that 
the polarization diversity is able to achieve comparable performance to the spatial 
diversity [2]-[5]. 
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Exploring the polarization as an additional source of diversity has been considered 
in [6] and [7] Particularly [7] investigated the benefit of increased diversity order  
using spatially separated polarized antennas at the BS receiver of a code-division  
multiple access (CDMA) cellular system. The paper proved that the four branch  
diversity receiver combining spatial and polarization diversity could considerable 
improve receiver performance and enhance reverse-link capacity. However imple-
mentation of the four-branch diversity receiver using spatially separated cross-
polarized antennas requires high cost and considerable modification, compared with 
the conventional dual-diversity receiver. The four-branch diversity receiver also needs 
additional hardware units and space for increased diversity branches. 

2   Proposed Receiver Structure 

In sectorized cellular CDMA systems, a typical BS supports three sectors, and the 
structure for the four-branch diversity receiver using spatially separated dual-
polarized antennas in [7] is shown in Fig. 1(a). In each sector, the polarized antennas 
form four diversity branches and the signals from each branch are down-converted 
and digitized in the radio frequency (RF) and the intermediate frequency (IF) circuits. 
Then, they are transferred to the baseband RAKE receiver for matched filtering and 
combining. 

The four-branch diversity receiver requires additional hard-ware units for the in-
creased diversity branches, compared with the conventional dual-diversity receiver, 
because the signals from antenna elements have the same pseudo noise (PN) code 
offsets and suffer independent fading. 

In cellular CDMA systems, through the transmitted signal from a mobile station 
(MS) is spread by a user-specific PN code, the received signals from the MS have 
different PN offsets due to the multipath components. The RAKE receiver in  
the baseband modern resolves the multipath signals and combines them [8]. The 
RAKE receiver can resolve the combined signals based on the PN code offsets. 
With this motivation, we propose a new BS receiver that can increase diversity or-
der with low cost and complexity. The structure of the proposed receiver  is shown 
in Fig. [1].  

The RF signal from one antenna element of a cross-polarized antenna is internally 
delayed by the amount of a predetermined value and added by the RF signal from the 
other antenna element. In the proposed receiver, M/2 branches are for normal 
branches and the remaining M/2 branches are for the delay branches among the total 
M-diversity branches [M=4 for Fig. 1 (b)]. Then the combined signal in the RF level 
is input to the RF and IF units for down-conversion and digitization, and transferred 
to the baseband RAKE receiver. All of the signals from M diversity branches can be 
resolved in the RAKE receiver, because the sufficient delay can make the fading  
statistics appear independent even for the same user and assure the resolvability as 
well.  
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Fig. 1. BS receiver structures. (a) Four branch diversity receiver (b) Proposed diversity receiver. 

3   Performance Analysis 

In this section, the outage probability and BEP are derived for each type of receiver 
by modifying the results of [9] and [10]. Although the synchronous assumption is not 
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valid in commercial CDMA systems a synchronous reverse link is assumed in the 
performance analysis because it allows a complete comparative analysis of the diver-
sity techniques.  

A. Conventional M-Branch Diversity Receiver 

For the M-branch diversity receiver, matched-filter (MF) output for a user 0 can be 
given in a vector form by 
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Where each element of Z0 (n) represents the MF output corresponding to each diver-
sity branch. si(n) (i=0.1...N) is a transmitted data sequence of user i. 
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In an MRC system, the signal of each branch is weighted by a corresponding com-

plex-valued channel gain before combining. Thus, the weighting vector for the MF 
output given in (1) becomes Ao Then. the output signal-to-interference-plus-noise 
ratio of the MRC system (SINR_0) is given by 
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For the MRC, the BEP can be obtained by GA for multiple access interference 
(MAI). In (1) the second term represents the MAI and can be approximated as a 
Gaussian random variable from the result of [11] then the MAI plus additive white 
Gaussian noise (AWGN) is also a Gaussian random variable and the BEP can be 
given by [3]. 
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where )1/( γγμ += and γ  is an average SINR per branch (SINR_br). 

B. Proposed M. Branch Diversity Receiver 

The proposed receiver, the RAKE receiver resolves the signals of each diversity 
branch from the coupled signal. The MF output for a user 0 can be divided into two 
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parts, which are the resolved MF outputs for the signals from normal and delay 
branches, respectively, and given by 
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and thus, intentional delay should be larger than Te but smaller than the shifted value 
for user distinction. The proposed scheme may insert sufficient delay to make the 
fading statistics appear independent even for the same user and assure the resolvabil-
ity as well. 

In the matched filtering for user 0's signals from the normal branches, user 0' sig-
nals from the delay branches act as an other MAI source given in the fourth term is 
statistically equivalent to the cross-correlated interference between different users. 
The cross-correlation appears stationary, and the signals from the diversity branches 
are independent. It can be effectively approximated to  
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From (5) and (6), the MF output for a user 0 can be given in an M-dimensional vector.  

C. On the Validity of Gaussian Approximation 

The method to improve the inaccuracy of GA in this situation remains our further 
study. However, considering the fact that the purpose of this letter is to investigate the 
feasibility of the proposed receiver, the derived BEP with the GA can be useful in 
comparative analysis by it-self. For the conventional diversity receiver, the BEP with 
the GA can be regarded as only an optimistic loss bound because of the inaccuracy of 
the GA. But for the proposed receiver, the inaccuracy of the GA is obviously im-
proved, since the proposed receiver causes the effect of increasing the number of  
interfering user )12( +→ NN . 

4   Numerical Results 

Fig.2 shows the BEP versus average SINR_br in a Rayleigh fading channel environ-
ment in the general case, including the situation where the MAI is not dominant com-
pared with AWGN. For a BEP of 10-3, the four-branch receiver has about 1-dB gain 
over the proposed four-branch receiver, while the proposed four-branch receiver has 
about 5-dB gain over the conventional two-branch receiver. Though the four-branch 
receiver shows better performance than any other receivers considered, it requires 
high cost and considerable complexity, compared with the conventional two-branch 
receiver.  
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Fig. 3 shows the outage probability versus SNR )/( 2
00 σP=Ω  as another per-

formance measure. Five interfering users, 5-DB outage threshold SINR and 128 
length user specific codes are assumed for all the types of receivers for performance 
comparison. For an outage probability of 10-2, the gap of the required SNR between 
the proposed four-branch receiver and the conventional two-branch receiver is about 
15 dB. That means the received power level of the conventional two-branch receiver 
should be 15 dB larger than that of the proposed four-branch receiver at the same 
level of AWGN to achieve the same outage probability of 10-2 Thus, transmit power 
of the MS in the proposed four-branch receiver can be 15 dB less than that of the con-
ventional two-branch receiver.  

From the BEP and outage performance shown in Figs, 2 and 3 the proposed four-
branch diversity receiver can achieve remarkable gains over the conventional two-
branch diversity receiver with low cost and complexity, and the gains can directly be 
linked to a capacity enhancement.  

 

Fig. 2. BEP versus average SINR_br Fig. 3. Outage probability versus SNR 

5   Conclusion 

In this paper the new BS receiver has been proposed and analyzed in order to increase 
diversity order in the CDMA cellular system. The BEP and outage probability are 
evaluated and compared for the conventional and the proposed diversity receivers. 
From the numerical results, it has been demonstrated that the proposed receiver can 
achiever remarkable diversity gain with reasonable cost and complexity. The pro-
posed receiver is expected to provide a practical solution for enhancing reverse link 
capacity and improving performance in the CDMA cellular system operations. The 
proposed receiver can be applied to the legacy IS-95/ cdma 2000 1x BSs with simple 
modifications. 
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Abstract. Complexity measures are used to predict critical information about re-
liability and maintainability of software systems from analysis of the source 
code. Complexity measures also provide continuous feedback during a software 
project to help control the development process. During testing and maintenance, 
it provides detailed information about software modules to help pinpoint areas of 
potential instability. The various complexity measures established so far are 
based on code and it is too late to perform this activity because a major part of 
investment has already taken place. Although it is established that a high quality 
SRS is pre requisite for high quality software, but software complexity estima-
tion based on SRS document has not been properly researched and we find little 
proposals. Hence the work presented  in this paper attempts to empirically dem-
onstrate that the complexity of the code to be produced can be closely estimated 
based on IEEE software requirement specification document (IEEE 830-1998). 
Results obtained shows that the complexity values obtained from improved re-
quirement based complexity (I-RBC) are comparable with other established 
measures and hence the complexity of the software to be produced could be 
computed from its SRS document. Its robustness is established by strictly eva-
luating and comparing proposed measure against Weyuker properties. 

Keywords: Requirement Based Complexity, Input Output Complexity, Product 
Complexity, Personal Complexity Attributes, Interface Complexity, User Loca-
tion Complexity, Requirement Complexity. 

1   Introduction and Related Work 

Complexity analysis has an extremely high payoff for the investment. Moving from 
counting lines of code to calculating Cyclometric complexity has immediate, measur-
able benefits in terms of risk management; reliability prediction, cost containment, 
project scheduling, and improving overall software quality have been proposed in the 
past. Most of the software complexity measures are based on code, but when we use 
the code for computing software complexity it is too late. We can make use of the 
requirement engineering document and properly analyze each and every component 
of this document and further derive the various attributes that contributes towards 
estimation of complexity measure based on SRS [7]. As an effect, the code and design 
decisions can be made much in advance. 
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Maurice Halstead proposed the measure [2] based on the principle of Count of  
Operators and Operand, The problem with this method is that, they are difficult to 
compute. It is not suited when we want fast and easy computation Cyclometric Com-
plexity [3] developed by Thomas J Mc Cabb in 1976. The difficulty lies within a 
conditional statement is never acknowledged. Also there is no penalty for embedded 
loops versus a series of single loops; both have the same complexity. Klemola and 
Rilling [5] proposed KLCID based complexity measure. This method can become 
very time consuming when comparing a line of code with each line of the program.  
Wang and Shao [6] have proposed to measure the cognitive complexity using cogni-
tive weights and basic control structures (BCS). CICM (Cognitive Information Com-
plexity measure) [4] uses weighted information count of the software and cognitive 
weights of Basic Control Structure (SBCS) of the software. Limitation with these 
measures are that, they all uses code and hence they are code dependent measures, 
which itself is a problem as stated earlier.  

2   Introduction to Improved Requirement Based Complexity 
Measure (I-RBC) 

The proposed I-RBC measure is based on the framework derived as shown in figure 1 
from SRS Document [1]. The computation method for the proposed measure is  
explained below: 

 

 
 

Fig. 1. Frame-work for the computation of Improved RBC 

a. Input Output Complexity (IOC) 
IOC is a combination of Input Complexity (IC). Output Complexity (OC) and Data 
Storage Complexity (DSC). For IC it is absolutely necessary to consider the source 
and type of input.  

Input source refers the location of input entering to the system and these sources/ 
locations are mentioned in table 1: 
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 Table 1. Types of input-output information  Table 2. Sources of input-output information 

Parameters Type Count  Parameters Source Count 

Input/ 
Output 
Type 

Text, character, 
integer, float etc. 

1  
Input/ 
Output 
Source 

External I/O 
through devices 

1 

Image,  picture, 
graphics, animation 

2  
Files, database, 
process, S/w, H/w. 

2 

Audio, video etc. 3  Outside system 3 

Further the type of input entering to the system, which will have a heavy impact on 
input output complexity. It can be described as shown in table 2 

Upon considering the attributes we can compute the Input Complexity IC as:  

Input Complexity = ∑ ∑      

where N is the number of inputs. Similarly output complexity can be calculated based 
on output produced by the system: 

Output Complexity = ∑ ∑      

where O is the number of Outputs. Further the data storage we can have from table 3. 

Table 3. Types of Data Storage & relative count 

Parameters Type Count 

Data Storage 
Local data storage 1 

Remote data storage 2 

Storage Complexity = ∑       

Now, Input Output Complexity can be expressed as: 

IOC = Input Complexity + Output Complexity + Storage Complexity 

b. Functional Requirement (FR)  
A functional requirement defines a function of a software system or its component. It 
may be appropriate to partition the functional requirement into sub-functions or sub-
processes. 

FR = No. of Functions * ∑  

where SPF is Sub Process or Sub-functions received after decomposition of functio-
nality. 

c. Non Functional Requirement (NFR) 
This refers to the Quality related requirements for the software apart from functionali-
ty. These qualities related requirements can be mathematically expressed as: 

NFR = ∑ ∑     
              1        otherwise for inbuilt quality attribute 

Where m is number of sub attribute for corresponding attribute.  
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d. Requirement Complexity (RC) 
It refers to the sum of all requirements i.e. functional requirement and non-functional 
requirement which can be stated as: RC = FR + NFR 

e. Product Complexity (PC) 
It refers to the overall complexity based on the functionality of the system. It can be 
defined as product of Requirement Complexity and Input Output Complexity.   PC = 
IOC X RC 

f. Personal Complexity Attributes (PCA)   
It refers to technical expertise based on personal capability [13] Mathematically PCA 
can be described as: PCA = ∑   

g. Design Constraints Imposed (DCI) 
It refers to number of constraints that are to be considered for the development of 
software product by external body. This metrics is mathematically defined as:     DCI 
= ∑   

Where Ci is Number of Constraints and value of Ci will vary from 0 to n.   0                                     

h. Interface Complexity (IFC) 
It is used to define number of external integration/external interfaces for the proposed 
module/ program/ system.  IFC= ∑   

Where EIi is number of external interfaces and value of EIi will vary from 0 to n  0                                                         

i. Software Deployment Location Complexity (SDLC) 
This measure refers to the number of user class as shown in table 4 for accessing the 
system and locations on which the system is to be deployed.  

SDLC= ∑      

j. System Feature Complexity (SFC) 
This refers to the specific features to be added to enhance look and feel feature of the 
system 

SFC = (Feature1 * Feature2 * …………. * Feature n) 

Table 4. User classes and their description 

S User Class Description 
1 Casual End Users Occasionally access the software 
2 Naïve or Parametric Users Deals with a sizeable portion of the database 
3 Sophisticated Users Implemented for complex requirement  
4 Standalone Users Uses  readymade program package 
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k. Improved Requirement Based Complexity (I-RBC) 
Finally the improved requirement based complexity can be mathematically expressed 
as:  

I-RBC = ((PC X PCA) + DCI + IFC + SFC) X SDLC 

3   Results 

This section analyses the result of applying I-RBC on 20 SRS’s and generating their 
source code too as shown in table 5. The Plot shows strict comparison of IRBC. It can 
be observed that measured complexity values follow the same trend with all the cate-
gories as shown in figure 2, 3 and 4. 

 

Fig. 2. I-RBC versus Other established code and cognitive information based measures 

      

     Fig. 3. I-RBC versus code based measures            Fig. 4. I-RBC versus Cognitive measures   

4   Robustness Analysis with Complexity Properties  

In this section we attempt to verify the proposed measure with control flow complexi-
ty measure. 

Property 1: Functional Dependency: If we add or delete functional requirement then 
the complexity value of the module will get change. As module 7 & 8 are having 
different functionality with different values shown in table 5. 

Property 2: Language Independency: Since IRBC is not a code based measure, so, 
adding or deleting any functional statement does not affect it. 

Property 3: Simplicity of Calculation: The proposed measures considers input- out-
put, storage, functionality, quality related requirements, constraints and computes 
complexity value simply. 
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Property 4: Non-negativity: Our measure is always true for this property. 

Property 5: Ranking of the basic control constructs:  Control constructs, controls 
the execution of the program. Functionally equivalent is decomposition of require-
ment as leveled it will be that much better the calculation will also be. see module 9 
and 10 as shown in table 5. 

Property 6: Additive property: Let us consider a module for sorting using selection 
and insertion sort. So the total complexity value for the module will be individual sum 
of the modules as shown in module 5 & 6 i.e. 29.2 = 11.7 + 17.5 

Property 7: Sensitivity of  Nesting: It shows equivalence as decomposition of func-
tionality of requirement and further classify them, then if module having 2 level de-
composition (module 8) will be showing different complexity value then single level 
decomposition as module 7 i.e. 9.36 ≠ 4.68. Hence property holds. 

Property 8: Substitution Property: Consider module 3, 4, 7 & 8. If we substitute any 
segment on the place of any module segment then the complexity value will get 
change. 

Property 9: CASE Complexity: Since proposed measure is based on functionality and 
requirement and using n way case construct or if then construct is used in core pro-
gramming. Hence this property is not applicable to proposed measure. 

Property 10: Structuring, Transformation and Modularization Measures holds it 
completely 

Hence proposed measure holds all the properties of control flow complexity measure 
except for property 9, which is based on specific content of code. 
 

Table 5. Complexity values of programs obtained from code, cognitive and proposed measure 
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5   Conclusions 

The proposed work computes the improved requirement based complexity based on 
IEEE-830: 1998 standard. It can be said to be a comprehensive method because it not 
only validates all nine Weyuker’s properties but also verifies properties of control 
flow complexity measures. Further it encompasses all major parameters and attributes 
that are required to find out complexity of yet to be produced software. Result vali-
dates that IRBC is also comparable with prominent code based and cognitive  
complexity measures. The proposed measure is carried out at a very early stage of 
software development and this will aid the developer and practitioner in evaluating 
the software complexity in order to reduce the rework. 
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Abstract. Software effort estimation is the process of estimating the cost and 
time required to develop a software system. It plays a prominent role in soft-
ware project decisions like resource allocation and bidding which are major 
parts of planning where as the substratal goals of planning are to scout for the 
future, to diagnose the attributes that are essentially done for the consummation 
of the project successfully. So, the effective Software cost estimation is one of 
the most challenging and important activities in Software development. This 
paper articulates the new model using fuzzy logic to estimate effort required in 
software development. We use MATLAB for tuning the parameters of famous 
various cost estimation models. The performance of model is evaluated on pub-
lished software projects data. Comparison of results from our model with exist-
ing ubiquitous models is done. 

Keywords: Fuzzy Logic, Effort Estimation, KLOC, COCOMO, Fuzziness, 
Membership Function. 

1   Introduction 

Software effort estimation is the process of predicting the amount of time (Effort) 
required to build a software system. In order to perform cost-benefit analysis, cost 
estimation is to be performed by client or developer. Cost Estimation is achieved in 
terms of person-months (PM), which can be translated into actual dollar cost. Estima-
tion carries inherent risk and this risk leads to obscurity. The concept of software cost 
estimation has been growing rapidly due to practicality and demand for it.  Today the 
people are expecting high quality software with a low cost; So many popular cost 
estimation models like COCOMO81, COCOMOII, SLIM, FP, Delphi, Halsted Equa-
tion, Bailey-Basili, Doty, and Anish Mittal Model have come into existence. These 
models are created as a result of regression analysis methods applied to historical da-
ta. A recent review of surveys on software cost estimation found that software  
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projects have cost overruns. Today most of the software companies follow COCO-
MOII for estimating the cost of products; but we found some variations in this model 
[2], [5-10]. There are several reasons like “unrealistic over-optimum”, “complexity”, 
“and overlooked tasks” [11], [12]. 

From 1990’s. Researchers particularly have turned their attention to a set of ap-
proaches that are soft computing based. These include artificial neural networks, 
fuzzy logic models and genetic algorithms. Fuzzy logic with its features of a powerful 
linguistic representation can signify imprecision in inputs and outputs, while provid-
ing a more expert knowledge based approach to model building. The fuzzy logic 
model uses the fuzzy logic concepts introduced by Lofti A. Zadeh [3], [4], [13].  

1.1   Membership Functions 

Fuzzy numbers are one of the ways to describe data vagueness, obscurity and impre-
cision. A fuzzy number is an extension of a regular number in the sense that it does 
not refer to one single value but rather to a connected set of possible values, where 
each possible value has its own weight between ‘0’ and ‘1’. This weight is called the 
membership function. The membership function is increasing towards the mean and 
decreasing away from it. The Fuzzy number can be of three types 1) Triangular fuzzy 
Number 2) Trapezoidal fuzzy number 3) Bell shaped fuzzy number.  

Fuzziness in a fuzzy set is characterized by its membership functions. A member-
ship function (MF) is a curve that defines how each point in the input space is mapped 
to a membership value (or degree of membership) between 0 and 1. The graphical 
representations may include different shapes. There are certain restrictions regarding 
the shapes used, which is an important criterion that has to be considered. There are 
different methods to form membership functions.  

A. S Function (Figure 1)  

Defined by its lower limit a, it’s upper limit b, and the value m or point of inflection 
so that a <m <b. A typical value is: m = (a + b) / 2. Growth is slower when the dis-
tance a – b increases. 
 

 0                                         2                    ∈ ,1 2             ∈ ,1                                     …                              (1) 

 

Fig. 1. S Fuzzy Set 
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2   Cost Estimation Models Literature Review 

Within last few decades, to improve the accuracy of cost estimation many software 
cost estimation models [2], [6-10] were introduced. It seems to be impractical because 
of the inherent obscurity in software development projects and the impact of software 
development cost use. Still, it is likely that the estimation can be improved because 
software development cost estimates are systematically overoptimistic and very in-
consistent. The primary objective of the software engineers has been to develop re-
quired models using which software cost can be accurately estimated. Estimation 
models use KDLOC (Thousands of Delivered Lines of Code) as the primary input. 
This input is not sufficient for accurately estimating the cost of products. Several oth-
er parameters have to be considered.  

2.1   COCOMO81 Model 

Boehm described COCOMO as a collection of three variants: basic model, interme-
diate model, detailed model [11]. 

1. Basic model 
The basic COCOMO model computes effort as function of program size, and it is 
same as single variable method. 

Effort =a*sizeb                                                     (2) 

2. Intermediate model 
An intermediate COCOMO model effort is calculated using a function of program 
size and set of cost drivers or effort multipliers. 

Effort = (a*sizeb)*EAF                                            (3) 

3. Detailed model 
In detailed COCOMO the effort is calculated as function of program size and a set of 
cost drivers given according to each phase of software life cycle. The phases used in 
detailed COCOMO are requirements planning and product design, detailed design, 
code and unit test, and integration testing. 

Effort = (a*sizeb)*EAF*sum(Wi).                                   (4) 

2.2   COCOMO II Model 

Boehm and his colleagues have refined and updated COCOMO called as COCOMO 
II. This consists of application composition model, early design model, post architec-
ture model [11]. 

1. The Early Design Model 
It uses to evaluate alternative software system architectures where unadjusted function 
point is used for sizing. 

Effort = a*KLOC*EAF                                          (5) 

2. The Post Architectural Model 
It is used during the actual development and maintenance of a product. The post ar-
chitecture model includes a set of 17 cost drivers [11] and a set of 5 factors determin-
ing the projects scaling component. 
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Effort=(a*sizeb )*EAF                                              (6) 

There are various effort estimation equations based on KLOC Such As: 

2.3   Doty: [1] 

Effort = 5.288(KLOC)
1.047                                         (7) 

2.4   Mittal Model: [1] 

Fuzzification:   u(E) =  

 0                                                          if E a/                                  
                            0                                                    

          (8) 

Defuzzification:  E=                                                (9) 

3   Proposed Model Effort Estimation Using Fuzzy  

3.1   Fuzzification  

We Use S function Fuzzy number T(N) which is defined as Follows: 
 

T(n) =   

0                                        2                 1 2          1                                                                         (10) 

 

Where n is size as input. E is effort as output ,    are the parameters of mem-
bership function T(n), m is the modal value, and β are the left and right boundaries 
respectively.  

From S function, 

Modal value m = ( /2                                    (11) 

As by definition of fuzziness,  

F = / 2                                                  (12) 

So by solving (11) and (12), we get  1                                                  (13) 

             1                                                  (14) 
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Similarly, the SFN µ(E) is defined as, 

µ (E)=

                                                                                                                                   
…                         (15) 

 

 

Fig. 2. Representation of u(E) 

μ E  SFN ae , ae , ae β , F 0.1 

μ E  SFN ae , ae , ae β , F 0.2 

μ E  SFN ae , ae , ae β , F 0.3 

Table1, gives values of  and β for F=0.1, 0.2 and 0.3 for various values using 
equations (13) and (14), where m, size estimate in KLOC. 

Table 1. Values of  and  for various values of F 

F  β 
0

.1 
0.

9m 
1.

1m 
0

.2 
0.

8m 
1.

2m 
0

.3 
0.

7m 
1.

3m 

3.2   Defuzzification 

The output, fuzzy estimate of E, can be computed as a weighted average of the opti-
mistic ( , most likely  and pessimistic estimate ( . Fuzzy effort es-
timate (Em) is given as  

Em= 1 )+w2(a )+w3(a ))/(w1+w2+w3)                …(16) 

Where w1, w2 and w3 are weights of the optimistic, most likely and pessimistic esti-
mate respectively. Maximum weight should be given to the most expected estimate. 
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Effort Em = ^ ^ ^  / (w1+w2+w3)     (17) 

Where a=70.737, b=0.004 obtained from exponential regression method by using 
MATLAB, and m represents the size in KLOC  1                                                     (18) 1                                                     (19) 

Here F, w1, w2 and w3 are arbitrary constants. The effort is estimated in man months 
(MM). 

4   Research Methodology 

The performance of proposed software effort estimation model is evaluated by com-
paring against various software cost estimation models. The methodology used in 
empirical evaluation is described as follows: 

 

• For each model, using MRE we evaluate the impact of estimation accuracy using 
(MRE, MARE) evaluation criteria. 
• Criterion for measurement of software effort estimation model performance. 

 

MARE (%) = ∑ | | * 100                       … (20) 
 

Where estimatei is the estimated effort (E) from the model, actuali ( ) is the actual 
effort and n is the number of projects. 

5   Experimental Result Analysis 

The Data is taken from [2] and given in Table 2 

Table 2. Data for Experimental Study 

SL.NO Project No KLOC Actual 

1 9 39 72 
2 2 40.5 82.5 
3 6 50 84 
4 11 128.6 230.7 
5 12 161.4 157 
6 13 164.8 246.9 
7 7 200 130.3 
8 4 214.4 86.9 
9 1 253.6 287 
10 10 254.2 258.7 
11 8 289 116 
12 5 449.9 336.3 
13 3 450 1107.31 
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Let F = 0.3, then from Table 1, α = 0.7m, β = 1.3m. We have taken W1 = 6, W2 = 
2 and W3=1 for our Model. Table 3 below gives the experimental results. 

Table 3. Effort Estimated Of Various Models 

Proj.No KLOC 
Actual 
Effort 

COCOMO 
Basic 
Model 

COCOMO 
Inter(Nom) 

Detailed 
(Nom) 

Early 
Design 
Model  
(High) 

post 
Arch 

Model  
(H - H) 

Doty 
Model 

Mittal 
Model 

Swarup 
Model 

1 39 72 292.1 227.2 245.4 107.7 211.9 245 68.34707 80.59925 

2 40.5 82.5 305.7 237.7 256.8 111.8 221.3 254.9 70.08411 81.00658 

3 50 84 393.6 306.1 330.6 138.1 282 317.8 80.62635 83.63769 

4 128.6 230.7 1222.9 951.1 1027.2 355.1 835.7 854.4 151.1149 109.23106 

5 161.4 157 1606.2 1249.2 1349.2 445.6 1085.3 1083.8 175.7591 122.2722 

6 164.8 246.9 1646.8 1280.9 1383.3 455 1111.6 1107.8 178.2126 123.71601 

7 200 130.3 2077.5 1615.8 1745.1 552.2 1388.8 1356.7 202.6968 139.77894 

8 214.4 86.9 2258.3 1756.4 1896.9 592 1504.4 1459.1 212.2885 146.97896 

9 253.6 287 2762.4 2148.5 2320.4 700.2 1824.8 1739.5 237.3675 168.66038 

10 254.2 258.7 2770.2 2154.6 2327 701.9 1829.8 1743.9 237.7408 169.01766 

11 289 116 3231.3 2513.2 2714.3 798 2120.7 1994.6 258.9161 191.18887 

12 449.9 336.3 5495.9 4274.6 4616.6 1242.2 3528 3170.3 347.5234 342.81432 

13 450 1107.31 5497.4 4275.8 4617.8 1242.5 3528.9 3171.1 347.5748 342.94131  

Figure 3 below show the comparison of experimental estimated effort from Swarup 
model, Mittal model and Actual effort. 

 
 

 

 

 

 

  

Fig. 3. Effort Model vs. Mittal Model and Actual Effort 
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Abstract. Several probe based algorithms have been proposed for deadlock de-
tection and resolution in distributed environment. These algorithms work only 
in fault free environment. This paper proposes an enhanced probe algorithm by 
using colored probes to work under faulty environment also. The objective of 
this algorithm is that the initiator is always informed about the status of the 
probe, deadlock or otherwise. This increases the reliability. 

1   Introduction 

In a distributed system, resources and transactions are remotely placed. Any transac-
tion can request for any resource. A transaction may need one or more resources to 
complete execution. In a truly distributed system, the transactions and resource man-
agers have to communicate through messages. The most popular algorithm for dis-
tributed deadlock detection and resolution is probe based algorithm by Chandy and 
Mishra[6]. In this algorithm, the transaction that suspects deadlock sends probe mes-
sages along the wait for edges in wait for graph. If the probe returns back to the initia-
tor, it indicates the presence of deadlock. If the probe does not return back to initiator, 
then initiator will deduce that it is a live lock condition. Deduction of site failure as 
live lock is a serious problem. The initiator will assume that it is a finite wait for re-
sources and will wait for time out. After time out, it will send probe messages and this 
repeats forever. So these algorithms will not work in faulty distributed system. Prior-
ity based algorithms [3, 5] have been proposed to detect phantom deadlocks. All these 
algorithms expect the underlying system model to be fault free. In Ozu and Valduriez 
[2], it is stated that the failures in distributed systems could be categorized as: Trans-
action failure- bug in code, Site failure- processor failure, Link failure - communica-
tion link failure.  

In Li and Mcmillin[1], a totally distributed probe based fault tolerant DDDR algo-
rithm is proposed using  fault diagnosis model for site failure. In this, the processors 
are categorized into faulty and non faulty. All non faulty processors will certify the 
other processors as faulty or non faulty. A fault vector is attached as part of the probe 
in which each bit represents a processor in the system. 0 represents non faulty and 1 
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represents faulty state of the processors. This paper has the following drawbacks: All 
the processors are diagnosed periodically by the other non faulty processors. If the 
period is very small, the non faulty processors need to spend more time in diagnosing 
other processors than executing their transactions. This will reduce throughput of the 
system. On the other hand, if the period is more then reliability reduces. Hence the 
success of this algorithm lies in choosing ideal diagnosis interval. Moreover, fault 
diagnosis is a function of the underlying network model. However fault information 
needs to be known for better deadlock detection and resolution. Message complexity 
is more in propagating updated processors’ status and clean messages. It can identify 
only 1 processor failure per deadlock cycle. Hansdah et al. [7] discusses about link 
failure, where grant messages are lost or delayed. Brzezinski et al. [8] offers solution 
for asynchronous messaging system, where the messages are not delivered in FIFO 
basis.  However these algorithms also assume no site failures. 

2   Motivation 

Though there are several algorithms for providing fault tolerance in distributed sys-
tems, generally it is not expected by deadlock detection algorithms to be fault tolerant.  
However any probe based DDDR algorithm should facilitate for the initiator to infer 
whether it is due to livelock or site failure (where deadlock may be present), that the 
probe has not come back to it. If it is due to livelock, then the transactions can wait 
for finite time and then start sending resources’ requests again. If the probe does not 
come back due to site failure, then the system has to be reconfigured to exclude faulty 
sites for future requests.  Since there is no ideal fault tolerance algorithm for distrib-
uted systems and site failures are bound to happen, the initiator needs to get the probe 
back always. Hence this paper proposes a fault-informant algorithm to send colored 
probes to initiator about the status of sites. It can detect at most two site failures per 
deadlock cycle. The proposed algorithm uses the following colors in probe messages 
to indicate the probe status. 

RED: Indicates presence of deadlock and there is no site failure. 
ORANGE: Indicates site failure. In this deadlock/ livelock status is unknown due to 
site failure. 
WHITE: Indicates livelock and there is no site failure. 

In this section, definitions and descriptions related to the proposed scheme are given: 

Definitions 

Definition 1: Wait for Graph (WFG (N, E)) is a directed graph where nodes N 
represent transactions currently participating in the system and E is a finite set of 
edges representing the dependency of transactions on resources. Ti-→Tj є E where Ti 
is waiting on Tj for the resource held by Tj.  So Tj is successor of Ti and Ti is prede-
cessor of Tj.A Deadlock is identified by a directed cycle in the WFG. 

Definition 2: Forward probe (Forward_Probe (Initiator, Sender, Receiver,  For-
ward_Probe_Color)) is a traversal of dependency edges in WFG from initiator and 
propagates until it reaches back initiator or terminates when there is no dependency 
edge for a transaction in the path i.e. TI  → T1→T2…Tn, where {Tn =  TI or Tn has 
no dependency edge | TI ,T1,T2….Tn є N}.   
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Definition 3: Backward probe (Backward_Probe     (Initiator, Sender, Receiver, 
Backward_Probe_Color)) is a traversal from initiator and propagates backwards 
along the dependency edges in WFG.   

Definition 4: A Fault Vector (FaultVector) V = S1S2…Sn, where S1, S2 …Sn de-
notes the N sites participating in the system domain. Si = 1, if site i is faulty; Si = 0, if 
site i is non faulty.   

Definition 5: Victim is the lowest priority transaction which will be aborted to break 
the deadlock cycle. Here initiator is the victim. 

Descriptions 
Returnprobe (Return_Probe (Initiator,Sender,  Forward/Backward_Probe_Color, 
FaultVector, FaultSiteID,)) is the probe forwarded by the site Si holding transaction 
Ti to the initiator about its successor faulty site Sj holding transaction Tj, where 
Ti→Tj є E. This probe updates the status of site Sj in fault vector and sends it to the 
initiator. Initially the color of the probe is RED and it stays unchanged until the awake 
message is received from the faulty site Sj. This is done during forward probe. In 
backward probe, if predecessor Tj is faulty, then this return probe is forwarded by the 
successor. The return probe will have FaultVector and FaultSiteID only under faulty 
environment. 

Acknowledgement message (Ack_msg (Receiver, Sender)):- Every site on receiving 
either forward or backward probe message from its sender should send an acknowl-
edgement message to its neighbors. If this message is not received by the sender be-
fore timeout period, it assumes that receiver is faulty. Then sender sends return probe 
to initiator updating fault vector about this faulty site. 

Clean message broadcast all the sites to clean the probes sent by victim in faulty site. 

Awake message (awake_mesg(SiteID)) is sent by all sites on startup or after fault 
recovery. It is needed to update its status in fault vector and include it for future trans-
action requests. 

3   Proposed Scheme 

In the proposed algorithm, initiator uses forward and backward probe messages to 
detect the reason for not getting the resource granted. Initially the color of the probe 
message is RED. The definitions of all the messages used in the proposed algorithm 
are given in section 3. The probe messages travel both along the wait for edges and on 
the opposite direction along the wait for edges by traversing along the nodes in WFG. 
A node that receives a probe message should send an acknowledgement to its sender. 
This is used to inform the awake status of receiver to the sender. If sender does not 
receive acknowledgement message from the receiver before timeout, it infers that the 
receiver site is faulty. Then sender will change the color of sent forward/backward 
probe message into ORANGE after updating the corresponding bit of the faulty site in 
fault vector as faulty. The sender will send a return probe which is addressed always 
to the initiator with the color of forward/ backward probe along with updated faulty 
vector and fault site ID. The initiator will broadcast the faulty state of this site to all 
the sites. This faulty status is modified only when the faulty site broadcasts awake 
message, after recovering from site failure .If the faulty site ID in both forward and 
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backward probe messages is same, it can be inferred that it is single site failure. If 
they are different, then it indicates failure of two sites. Then initiator will invoke the 
reconfiguration phase. If there is no site failure, both the forward and backward probe 
messages will reach the initiator and by the RED color of the probe, the initiator will 
infer the presence of deadlock and will start deadlock resolution phase. If there is no 
site failure, but some node in the wait for graph does not have any wait for edge, then 
receiver will not be able to send message any further. This indicates live lock condi-
tion. But it will send acknowledgement message to sender indicating that it is active. 
Then receiver will change the color of the forward/backward probe received into 
WHITE, and send return probe with updated probe color to initiator. When the initia-
tor realizes it is live lock, it will wait for some more time, before trying again. The 
algorithms are not given for want of space. 

4   Correctness of the Algorithm 

The algorithm is proved correct under the following assumptions: 

1. Transactions use single request model for requesting the resource.  
2. No transaction in deadlock aborts unless it is victimized in resolution phase.  
3. There are atmost 2 site failures in a cycle. 
4. Initiator alone is allowed to send probe messages to eliminate phantom deadlocks. 

Theorem 1: The algorithm detects deadlock only if there is a deadlock. 

Proof: This algorithm detects a deadlock only when initiator receives both forward 
and backward probes and their colors are RED. In that case, there was no site failure 
when the probe was traversing. If there is any site failure, then it must have happened 
only after the probe message had passed this site. If the site had failed after forward-
ing the probe message, then this failure will be known only on next deadlock cycle 
detection through return probes. So the probe message forwarded by this site must 
have reached the initiator before the return probe. Therefore it is impossible that the 
transaction in a faulty site is aborted before the deadlock is detected.   

Theorem 2: In a deadlock cycle of size greater than two, the failure of a process i is 
identified by its successor j and predecessor k, if k→ i → j is part of the cycle. 

Proof:  In a deadlock cycle with k→ i → j as part of the cycle, when transaction i 
fails, its predecessor k will not receive acknowledgement for its backward probe mes-
sage and successor j will not receive acknowledgement for its forward probe message. 
The initiator will receive return probe messages from both k and j on faulty status of i. 
The color of the probe will be changed to ORANGE. Since fault site ID of both return 
probes will be same as the site ID of i, as given in the procedure executed by all trans-
actions, this site failure is identified in deadlock cycle. 

Theorem 3: In a deadlock cycle of size two, site failures can be identified.  

Proof: In [10], it is given that 2t+1 processors are needed to detect t failures using 
fault diagnosis model. However in our case, it can be inferred that t failures can be 
detected with minimum of one processor.  
In our algorithm at most 2 site failures can be detected. Hence there are only two 
values for t, where t=1 or t=2. Since our algorithm is based on messaging, one proces-
sor itself is enough to deduce the faults in both the cases when t= 1 and t=2.  
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Theorem 4: The algorithm identifies whether the wait state is due to live lock or 
deadlock in fault free environment. Proof: In fault free environment, both forward as 
well as backward probe messages will reach initiator. If probe does not reach initiator 
in fault free environment, it is because of live lock. Some node in the wait for graph 
does not have any wait for edges. Then it cannot send forward or backward probes to 
its neighbors. So it will inform its status to initiator by sending return probe with 
WHITE color as mentioned in the algorithm for transactions.    

5   Conclusion 

A new fault tolerant DDDR algorithm is proposed with the following features. Initia-
tor always knows the status of probe whether deadlock or livelock or site failure. In 
[1] every non-faulty site tests other sites periodically for site failures. In the proposed 
algorithm the site failure is decided by acknowledgement messages. This improves 
the throughput of non-faulty sites. Checking whether faulty sites are rectified is 
known by awake message. This situation is not handled in [1]. Only one site failure is 
handled in [1]. This paper however handles at most 2 site failure which improves fault 
tolerance. The probe colors are used to indicate the status of the system. The worst 
case message complexity is 4n where n is the number of transactions in the deadlock 
cycle. This occurs when there is no site failure and deadlock occurs. The 4 messages 
are the forward and backward probe messages to next nodes and acknowledgement 
messages to senders. Further fault identification is better than fault diagnosis model 
which needs 2t+1 processors to identify t failures. In messaging mechanism, 1 proces-
sor is enough to identify t failures, where t = 1 or 2.  
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Abstract. Behavior based robot up lifted today’s science into a glorious posi-
tion of progression. The essence of behavior based robotics is to develop ro-
botic systems which can exhibit behaviors normally found in the nature. This 
paper is focused on a methodology to model the control architecture that opti-
mizes the behavior rules using Subsumption architecture, the logical representa-
tion, the experimental result and the simulation result of the system. The results 
were very promising and the knowledge gathered will be used to develop an 
upgraded version of this system. This work concludes the significance of Sub-
sumption Architecture and Hybrid Architecture for navigation of behavior-
based autonomous robots.  

Keywords: Behavior-based system, Subsumption architecture, Control model, 
robot intelligence. 

1   Introduction 

In 1953, W.Grey Walter created first Autonomous Robot named as Grey Walter’s 
tortoise. It could effectively exhibit certain behaviors such as backing away from 
strong light and heading toward weak light [1]. After Walter in the year 1977 Hilare 
invented another autonomous robot whose weight was 400kg [2]. Moravec con-
structed a small cylindrical robot named CMU Rover in 1983 [3].Though the system 
was moderately reliable, but it was very slow. In the mid-1980's Rodney Brooks 
touched off a firestorm of interest in autonomous robots with the introduction of the 
Subsumption architecture. In his paper, Brooks (1986) advocated the use of a layered 
control system, embodied by the subsumption architecture but layered along a differ-
ent dimension than what traditional research was pursuing [4].In the year 1992, 
A.Ram, R.C.Arkin, K.Moorman, R.J Clark discussed a case based method for dy-
namic selection and modification of behavioral assemblages for navigational systems 
[5]. In 1998, Mataric introduce a behavior-based system focuses on functional model-
ing [6]. In 2001 Abreu and Correia, [7] in2004, Yang, S.X., Hao Li, Meng, M.Q.-H., 
Liu [8] and in 2005 Hansberger, Okon, Aghazarian, Robinson constructed multi be-
havior autonomous robot using the concept of fuzzy controller [9]. In 2006 D. N. Ray 
discussed about the concept of Behavior Based Robotics and differences with the 
classical/conventional robotics [10]. In the year 2008 Dr. Reuven Granot defined the 
structure of autonomous robot architecture where different types of control model are 
described [11]. B. Das, A. Mondal, D. N. Ray, S. Majumder in 2009 introduced an 
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autonomous robot based on intelligent behavior [12]. In this paper the system aims to 
address these limitations of preceeding works and implementation of subsumption 
architecture for behavior-based robot. The weight of the system is very less to move 
freely and the hybrid architecture won’t slow down the system. 

2   Architecture of the System 

Maja J. Mataric defines the purpose of architecture as “a principled way of organizing 
a control system”. In the field of robotics, ‘control architectures’ are methodologies 
that supply structure and impose constraints on the way that robots are controlled 
[11]. The basic architecture control systems are follows: 

1. Deliberative control – looks ahead, think and plan, then act.  
2. Reactive control – no look ahead, react (time-scale).  
3. Behavior-based control – distribute thinking over acting. 
4. Hybrid control – combine reactive with deliberative, think slowly, react quickly.  

2.1   Hybrid Control 

“Hybrid control is a combination of reactive and deliberative control. Hybrid robotic 
architecture states that a union of deliberative and reactive approaches can potentially 
yield the best of both worlds” [13]. A modern hybrid system typically consists of 
three components: a reactive layer, a planner and a layer that outs the two together 
[14]. Subsumption architecture is a methodology for developing artificial intelligence 
that is heavily associated with behavior based robotics [4] [15] [16]. Subsumption has 
been widely influential in autonomous robotics and elsewhere in real-time AI. It is a 
way of decomposing complicated intelligent behavior into many “simple” behavior 
modules, which are in turn organized into layers. Each layer implements a particular 
goal of the agent, and higher layers are increasingly abstract. After wandering at the 
external environment the system follows three layers as per the priority basis in the 
Fig. 1 (a).   

                

Fig. 1(a). Hybrid Control Architecture of The System based on Subsumption Architecture [left] 
and (b) Logical Representation of the System 
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Emergency layer deals with urgent purpose. For example, the system is avoiding 
an obstacle; at that time if on board power supply goes down then system will be shut 
down. That means low battery charge (hunger) is the most important among all the 
tasks. So this layer is called Emergency Layer. After this layer there is task layer. This 
layer presents how the behaviors have been prioritized by the programmer to the ex-
ploration of the system. The last layer of the architecture is motion layer. The speed 
and direction of the motor for various behaviors are decided from this layer. 

The system is controlled by the user defined logic or programming. It uses two DC 
geared motors to drive two wheels for its movement [17]. Two Infrared sensors are 
used as its sensing elements and a small wireless (RF) video camera, mounted on the 
front, is used for monitoring/viewing the area in front of the system. One LED and 
one Beeper are used to indicate the low onboard battery power. If the obstacles are on 
the right side, then the system takes a left turn and vice versa for avoiding the obsta-
cles on the left side [18]. But when the obstacle is completely in front of the system, 
initially it moves in reverse direction and then takes a short left turn.  

3   Probable Mathematical Model 

The system creates a hypothetical boundary using sensors. Any object or interference 
within this boundary generates a stimulus response. This will however be presented 
by the following relations: 

tSR νθ →Κ)(:)(            (1) 

Where, =)(θR Responsivity of the system, Ν∈ ...........,.........2,1,0θ
 (Where, Ν = any integer), =Κ)(S Sensitivity of the sensor, 

Ν∈Κ ..........,.........2,1,0 , tavgV ν= =average linear velocity of the system 

2/)( rlt VVV +=
  Ν∈ ...........,.........3,2,1t  

Now, we know that linear velocity = ωrV =  
Where, =r Radius of the wheel, =ω Angular velocity of the wheel of the system 

Now, for the two wheels, lω =Angular velocity of the left wheel, 
rω =Angular veloc-

ity of the right wheel 

So, the average linear velocity of the system is, 2/)( rlavg rV ωω +=       (2) 

Now, instantaneous velocity, 2/)(
++

+=+ t
r

t
lt rV ωω            (3) 

Where, (‘+’) sign indicates the forward direction/clockwise direction of the wheels. 

2/)(
−−

+=− t
r

t
lt rV ωω             (4) 

Where, (‘-’) sign indicates the reverse direction/counter clockwise direction of the 

wheels. =Ψ2 Heading or heading angle of the system, Hγ=Ψ '2 =Rate of change 

of heading angle of the system 
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Fig. 2. Schematic Model of the System 

Now, btVV rl 2/||)||(||tan 1 −=Ψ − , Where, rV =Velocity of right wheel, 

lV =Velocity of left wheel, b2 =Distance of the two wheels of the system. Now, we 

are assuming that the change of heading angle )(ΔΨ  is very small in a very small 

time )( tΔ  respect to the whole system. So we can write, 

btrbtVV rlrl 2/|)(|2/|)(|tan ωω −=−=Ψ     (5) 

Or, tbtr rl Δ−=ΔΨ ]2/|)(|[)tan( ωω     (6) 

For very small value of ( tΔ ), )()tan( ΔΨ→ΔΨ    (7) 

Or, tbtr rl Δ−=ΔΨ ]2/|)(|[ ωω      (8) 

Therefore, the rate of change of the heading angle, 

btrt rlH 2/|)(|/ ' ωωγ −=Ψ=∂Ψ∂=         (9) 

Case 1 
When there is no such obstacle in front of the system, then the linear instantaneous 

velocity of the system will be, 2/)(
++

+=+ t
r

t
lt rV ωω      (10) 

As there is no obstacle so the angular velocity of the two wheels will be same. 

That is, 
++

= t
r

t
l ωω         (11) 

Therefore, 02/|)(| =−=
++

br t
r

t
lH ωωγ      (12)  

Therefore, responsivity of the system 

2/)()(:)(
++

+=→Κ + t
r

t
lt rVSR ωωθ      (13) 

Case 2 
When there is an obstacle in front of right sensor. The angular velocity of the left 

wheel will be zero. That is, 0=
+t

lω        (14) 

Therefore, the instantaneous velocity of the system is, 

2/)(2/)0(
++

=+ t
r

t
r rr ωω         (15) 
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As there is an obstacle in front of the right sensor, the rate of change of heading angle 
of the system will be towards left. 

Therefore, brbr t
r

t
rH 2/|)(|2/|)0(|

++

=−= ωωγ      (16) 

We are assuming that the turning towards right is the positive turning. (‘-’) sign is 
indicating the turning to the opposite side (towards left sensor). But here we can ig-
nore the negative sign because of only the magnitude is concerned. 

Therefore responsivity of the system,  2/)()(:)(
+

=→Κ + t
rt rVSR ωθ    (17) 

Case 3 
When there is an obstacle in front of left sensor. The angular velocity of the right 

wheel will be zero. That is,  0=
+t

rω        (18) 

Therefore, the instantaneous velocity of the system is, 

2/)(2/)0(
++

=+ t
l

t
r rr ωω         (19) 

As there is an obstacle in front of the right sensor, the rate of change of heading angle 
of the system will be towards left. 

Therefore, brbr t
l

t
lH 2/|)(|2/|)0(|

++

=−= ωωγ      (20) 

We are assuming that the turning towards right is the positive turning. 
Therefore responsivity of the system, 

2/)()(:)(
+

=→Κ + t
lt rVSR ωθ        (21) 

Case 4 
When there is an obstacle within the hypothetical boundary of both sensors, the linear 
velocity of the system will be in a discrete form. 

2/)(
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4/...........,.........3,2,1 Ν∈t   ( t Belongs to the total time that isΝ ) 

Here, we are assuming that the system will move in the reverse direction for ¼ of 
the total time. Rest of the time will be for turning towards left. 
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Now, the rate of change of heading angle of the system will also be discrete, 

For, 4/...........,.........3,2,1 Ν=t  

[ ] br t
r

t
lH 2/|)(|4/1
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+= ωωγ        (25) 

For, ΝΝ= ....................4/t  
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Therefore, responsivity of the system, 
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4   Experiments 

“When simple behaviors work together, they can create what appear to be complex 
behaviors to a naive observer,” noted by Bryan Adams. Different sub parts, used in 
the system, were tested separately and finally the whole integrated system was tested 
in the rough terrains as well as in the areas with full of obstacles to check the reliabil-
ity and efficiency of the system. The exploration by the system was observed by 
changing the pattern of the obstacles, forming once a round shape, then a U-shape, 
and next time a zigzag shape. At the beginning of the experiment all the behaviors of 
the system were assigned to zero.  

 

Fig. 3. (a) Round Shape (b) “U” Shape (c) Zigzag Shape  

The first pattern was Round shaped tested area, where the system was avoiding the 
obstacle with proper deviation and following the perimeter. Second pattern was ‘U’ 
shaped area, where the system successfully avoiding the obstacle by following the 
convenient path. The last experiment was done creating a ‘Zigzag’ shaped area, which 
was most challenging. The test result on this pattern proved that how much the system 
is reliable, efficient and sensitive in autonomous navigation. 

5   Results and Discussion 

5.1   Simulation Result 

Y-axis is representing the Y-component of distance and X- axis is representing the X-
component of distance. The positive side of the Y axis is representing the left turn and 
the negative side for right turn. The positive side of the X axis is representing the for-
ward direction and positive side for reverse direction. 
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Fig. 4. Movement of the system when sensor (s) is (are) obstructed  

5.2   Experimental Result 

This pattern shows the system is being tested in the “Round” shaped area enclosed 
completely. It is moving into that trap of obstacles and avoiding them intelligently. 

 

Fig. 5. Rotation inside the circle: Following a circular pattern of obstacle the system first sens-
ing the obstacle one by one then avoiding the obstacle taking a turn 

 

Fig. 6. Entering into the ‘U’ shaped pattern, avoiding obstacles by taking a turn then coming 
out from ‘U’ Shaped pattern 

These sequences of pictures depict system’s actions during moving in the “U” shaped 
area. The sequence proceeds from left to right avoiding the obstacles to achieve its goal. 

 

Fig. 7. Entering into the Zigzag pattern, sensing the obstacles shaped, avoiding that obstacle 
coming out from there 

The system is being tested in the “Zigzag” shaped area in the Fig. Though the ob-
stacle is placed in the haphazard sequences, the system can avoid the obstacle easily. 

5.3   Discussion 

The following table shows the results of the experiments (only five frames). The table 
consists of distance along x-direction, distance along y-direction, resulting distance and  
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Table 1. Analyzed data captured during the performance of the system 

Frames 
Number 

Distance  
(meter) along 

x-axis 

Distance  
(meter) along 

y-axis 

Resultant  
Distance 
(meter) 

Absolute  
Velocity 

(mm/frames) 
1. 2.24 1.66 2.79 0 

2. 2.21 1.66 2.76 0 

3. 2.17 1.65 2.73 35.1 

4. 2.14 1.65 2.7 35.69 

5. 2.1 1.64 2.66 36.1 

the absolute velocity of the system. When the system wanders freely, its position and 
velocity varies with respect to the frame. The graphs of the resulting distance and the 
absolute velocity of the system with respect to the origin of the frame are shown below. 

 

Fig. 8. (a) Graph of Resulting Distance vs. Frame and (b) Graph of Absolute Velocity vs. 
Frame 

6   Conclusions 

This work attempts to describe the hybrid architecture along with the Subsumption 
architecture. A control system for behavior based robot should be decomposed into 
three functional elements: a sensing system, a planning system, and an execution sys-
tem. From the experimental field we have seen that when the system is wandering at 
the external environment the information is gathered by the sensors. The system uses 
this information to act against any environmental change and simultaneously monitors 
the area in front of it. The system is highly sensitive to response the obstacle within 
few microseconds. It is compatible in indoor as well as outdoor. Here we used a re-
programmable microcontroller which provides a set of behavioral primitives for fur-
ther improvement of the system. It is simple, robust, reliable, low cost and capable for 
intelligent motion. 
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Abstract. Security and monitoring of remote railway tracks and level crosses is 
an important issue these days in view of terrorist attacks and accidents. This pa-
per analyzes the channel capacity of the railway power lines as broad band car-
rier for developing monitoring applications for railways. The BPLC technology 
has underwent significant advancements through developments in coding and 
modulation. The paper applies multi conductor transmission line theory to mod-
el the power lines and estimate channel capacity. 

Keywords: Power lines, ABCD parameters, channel capacity, frequency re-
sponse, video transmission. 

1   Introduction 

Currently systems available for monitoring the railway tracks are limited, which are 
mainly based on radio wave technologies like GPS as in [1]. The accidents due to 
unguarded level crosses, and failure of the mechanical components of the track etc. 
indicates the need of an advanced monitoring system for railways.  

A conceptual system based on video cameras placed at electric poles in the railway 
track, is an example of an advanced system that can tackle the above mentioned is-
sues. Since railway network is vast, the usage of existing railway power cable as 
channel for data communication for the development of the system is a good option. 
Hence, a study of  channel capacity of  the railway powerlines, and how it responds to 
the different frequency ranges  of audio and video, based on the existing modulation 
schemes has got a high priority. It has been found that, OFDM is best suited for 
broadband video transmission through indoor powerlines [8], [9]. The objective of the 
paper is to model the power line using a multi conductor transmission theory  
approach and estimate the channel capacity. The modeling of the channel and specifi-
cation of transfer function is required in order to apply the Shannon’s theory for esti-
mation of channel capacity. 

2   Electric Power Distribution System of Indian Railways 

This work focuses on Indian railways. Indian railway network is the largest railway 
network with more than 60% route is electrified [4].The Indian railway had adopted a 
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25kv,50Hz,A.C. supply system for traction purposes according to[4],[5].The power 
supplies are derived from 220 KV/132 KV 3-phase transmission system from various 
grids.  

Power from the 3- phase grid is transported to Grid substations, from where it is 
transferred to traction substations. The traction substations supply power for 35-40 
km track length [4], by over head single phase lines operating at 50 Hz. The A.C 
power from the lines is collected by pantograph and converted to D.C by loco-
transformer and D.C series motors in the train. [4].This medium voltage, 25 kv,50/60 
Hz supply system is also employed in U.S,U.K ,Russia and several other countries[6]. 
The average distances between substations in that case is 20-40 miles [5]. The net-
work of the above described overhead single phase power line is subjected to study 
for monitoring purposes.  

3   Analytical Model of Railway Powerlines 

Railway overhead lines uses copper, copper alloys and aluminium based catenary 
cables. In some parts of the world, insulated wire is also used depending on the vol-
tage. In India, we have single phase double lines for over head contact, mostly bare 
catenary cables are used. In the present work, we tested both copper and aluminium, 
for varying distances of separation. Also the simulations tested for different frequen-
cies and different lengths of wires. 

To model the overhead lines, we followed the multiconductor transmission line 
theoretical approach [1].This is a bottom down approach and the lines are viewed as a 
two port network. The two port network is specified by the ABCD matrix which is 
also called transmission matrix. Every uniform transmission line can be modeled as a 
two port network from the basic transmission line theory. Now the electrical characte-
ristics between the lines are characterized by the transmission matrix. The ABCD 
coefficients are derived from the primary line equations for characteristic impedance 
and propagation constant  

ZC=   /                                         (1)                                          (2) 

In the above equations R, L, C & G can be found using standard formulae. These 
parameters depend on radius of cable, distance between cables, wave frequency, per-
meability and conductivity of conducting material. The parameters can be computed 
using the simulation program by inputting data relevant to the railway powerlines. 
After finding the above parameters, we can model the transfer function of overhead 
lines using ABCD parameters. Transmission matrix is given by 

                                           
       (3) 
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               (4) 
 
 
where γ, l and Z  are the propagation constant, the length and characteristic impedance 
of the  powerline cable. The channel between the source and load is represented by the 
ABCD matrix. The transfer function of the channel is represented by the function 

                      H(f)=
A +B+C +D

                                                (5) 

By cascading the transmission matrices, the transfer function of systems with multiple 
transmitters can be computed using, chain rule in [2]. In that case, the overall trans-
mission matrix can be computed by taking the product of individual transmission 
matrices. For example as in our present work, if the video transmitters are connected 
at electric poles, that support the overhead catenary, the individual section can be 
modeled as a transmission matrix. If there are n sections between the source and re-
ceiving centers, each having a transmission matrix T (n1),T(n2)…etc. Then the over 
whole transmission matrix can be found by 

                      …                                            (6) 

Channel gain can be computed by plotting frequency versus H(f) function found from 
equation (5). From that gain and phase variation, with respect to frequency, length, 
diameter and distance between the cables, can be found. The channel capacity can be 
estimated using the Shannon’s channel capacity equations in [3]. 

C= (1+ ) df     [bits/s]                                           (7) 

The signal power can be computed from H(f) using the equations in [3] which require 
the estimation of noise power and PSD for railway overhead lines. We assumed a -40 
dB noise power and -50dB PSD for the present work, based on [3].The load and 
source impedance were assumed  to be 100Ω.The characteristic impedance also varies 
from 100 Ω to 1M Ω. 

4   Results and Findings 

The simulations were done in MatLab. The data used for analyzing is included in 
Table 1 which was compiled from [6],[10]. In this we assume a distance of 0.125 -
0.75 meter of separation between the cables. The simulations were done to compute 
channel gain vs. frequency, channel capacity vs. diameter of the cable and distance 
transmitter to receiver. In the present work we are not considering the capacitive ef-
fect between the lines.  

For a one meter length, 50 mm diameter, the gain response is plotted, for frequency 
up to 50 Mhz as in Fig.1a, from which we can see that, attenuation happens at high 
frequencies, approximately greater than 10MHz. As diameter of the cable is varied 
keeping the frequency constant, it is observed that gain increases for higher diameters. 
The input diameter was in the range of practically used power cable standards. The 
gain response in Fig.1b is plotted for a length of one meter, and frequency 1 MHz. 
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But for the case of audio frequency, the channel gain drops only after   a significant 
distance. We found that channel attenuates audio frequency completely after a dis-
tance of around 45 meters. The phase is non-linear at distance near the transmitter and 
tends to be linear near the receiver. This non-linearity suggests the need of FIR filters 
for audio regeneration. 

5   Conclusion 

In this paper we analyzed the channel model of railway overhead lines. The study 
suggested the possibility of video and audio transmission through the cables, with 
repeaters included in the communication link. The present work is made based on 
ABCD parameters, which should be remodeled using s parameters for considering the 
capacitive effects and multipath effects. Also the transfer function has to be computed 
for branching taking into account of reflections in the power line. The study opens the 
challenges of suitable coding techniques and coupler designs to implement the system. 
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Abstract. MANETs or Mobile ad-hoc networks are a form of wireless net-
works which do not require a base station for providing network connectivity. 
Mobile ad-hoc networks have many characteristics which distinguish them from 
other wireless networks which makes routing in mobile ad-hoc networks a chal-
lenging task. Cluster based routing scheme is one of the routing schemes for 
MANETs in which various clusters of mobile nodes are formed with each clus-
ter having its own clusterhead which are responsible for routing between clus-
ters. In this project we have designed an implementation of Distributed 
Weighted Clustering Algorithm. This approach is based on combined weight 
metric that takes into account several system parameters like the node degree, 
transmission range, energy and mobility of the nodes. After implementation we 
have evaluated the performance of our cluster based routing scheme in various 
network situations. 

Keywords: MANETs, clustering, routing, wireless communication, distributed 
clustering. 

1   Introduction 

MANETs or Mobile ad-hoc networks are a form of wireless networks which do not 
require a base station for providing network connectivity. In this networking concept, 
mobile devices form a temporary community without any planned installation, or 
human intervention. Each node acts as a host and a router at the same time. This 
means that each node participating in a MANET commits itself to forward data pack-
ets from a neighboring node to another until a final destination is reached. Mobile ad-
hoc networks have many characteristics which distinguish them from other wireless 
networks. These factors are no fixed network infrastructure, dynamic network con-
figuration, node mobility and frequent node failure, low battery power etc which 
make routing in MANETs quite a challenging task. Various routing protocols have 
been proposed for MANETs with varying performance in different network condi-
tions. Cluster based routing scheme is one of the routing schemes for MANETs in 
which various clusters of mobile nodes are formed with each cluster having its own 
clusterhead which are responsible for routing between clusters. Clustering of nodes 
saves energy and communication bandwidth in ad-hoc networks.  

In this paper we discuss an implementation of Distributed Weighted Clustering Al-
gorithm. This approach is based on combined weight metric that takes into account 
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several system parameters like the ideal node degree, transmission range, energy and 
mobility of the nodes. Depending on specific applications some of these parameters 
can be used in the metric to determine the cluster-head. However more cluster-heads 
lead to extra number of hops for a packet when it has to be routed from source to 
destination. On the other hand we can choose to have minimum number of cluster-
heads to maximize the resource utilization. Various parameters and their respective 
weights can be determined to arrive at an efficient weighted cluster based routing 
scheme. 

The remainder of this paper is organised as follows. Section II gives description of 
proposed algorithm. Section III gives performance analysis of proposed algorithm. 
Finally, Section IV concludes the paper. 

2   Proposed Algorithm 

In this section we present our improved distributed weighted clustering algorithm. 
This algorithm can be divided into three phases. These phases are described as: 

2.1     Formation of Clusters 

Initially each node is assigned a random ID value. It broadcasts its ID value to its 
neighbours and builds its neighbourhood table. Each node calculates its own weight 
based on the following factors: 

• Node connectivity: The number of nodes that can communicate directly with 
the given node i.e. that are in its transmission range. 

• Battery Power: The power currently left in each node. The energy is con-
sumed by sending and receiving of messages. 

• Mobility: Running average of speed of each node. If mobility is less, the 
node is more suitable to become clusterhead. 

• Distance: Sum of distance of the node from all its neighbours. 

After finding its own weight, each node broadcasts its weight to its neighbours. If it 
has maximum weight among its neighbours, it sets the clhead variable to 1 otherwise, 
the clhead variable is set to 0. The node with maximum weight broadcasts clhead 
message to other nodes. On receiving a clhead message a node checks all the nodes 
from which it receives clhead message. The node with maximum weight becomes the 
clusterhead of that node. The node sends a unicast message to the clusterheads. 

2.2     Running Mobility 

Then we assign a random value between 0 and 1 to each node and a threshold value is 
taken. If the random value assigned to the node is greater than threshold value, the 
node becomes mobile, otherwise it remains stationary. Mode is made mobile by 
changing its x and y position in a random manner in a random direction. E.g. if a node 
is to move in east direction, its position will change as  

x=x+1; y=y+0; 
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The direction and the duration the node moves in a particular direction is random. On 
reaching new destination, it joins the nearest clusterhead. 

2.3     Cluster Maintenance 

Cluster maintenance is required when a node moves out of the range of its cluster-
head, if a new node is added or the clusterhead fails. First case has been discussed 
earlier in the mobility handling section. In case a new node is added, it calculates its 
weight as discussed earlier. However, even if its weight is more than the clusterhead, 
it does not immediately become the clusterhead and instead makes the current clus-
terhead its clusterhead. This is to reduce unnecessary overhead in selection of the 
clusterhead each time a new node is added. In case the clusterhead fails, the nodes 
attached to that clusterhead recalculate their weights and select new clusterhead with 
the maximum weight. 

The algorithm can be given as follows: 

Weight Calculation Algorithm 

1. Find connectivity c for each node which is the number of neighbours of each 
node.  

2. Find the energy remaining, e for each node. 
3. Compute the mobility M for each node which is the running average of the 

speed until the current time t. 
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4. Compute the sum of distances with all its neighbours, d for each node. 
5. Calculate the combined weight W as  

W= w1* c + w2*e – w3*M + w4*d 

3     Performance Analysis 

In this section we present the performance of the proposed algorithm obtained by 
simulation using Omnet++. The measured performance of the proposed algorithm was 
compared with that of DWCA. The mobile network model assumed in this paper 
consists of random number of mobile nodes with each node having fixed energy and 
random mobility.  

3.1     No of Clusterheads Formed vs. No of Nodes 

Figure 3 depicts the average number of clusters formed with respect to the total num-
ber of nodes in the Ad-hoc If the node density is increased, our algorithm produced 
constantly less clusters in comparison with the original algorithm. As a result, our 
algorithm gave better performance in terms of the number of clusters when the node 
density and node mobility in the network are high. 



150 N. Chauhan et al. 

 

 
Fig. 3. No of clusterheads vs no of nodes 

3.2     No. of Control Messages vs. No. of Nodes 

Figure 4 shows the overhead of packets generated per node during the initial cluster-
ing set up phase. The overhead increased as the number of nodes increases. Each node 
independently chose one of its neighbors with the highest score to be its cluster head 
and thus the cluster head selection was performed in a distributed manner with most 
recently gathered information of current state of the neighbors. 

 
Fig. 4. No of control messages vs no of nodes 

4   Conclusions 

In this paper we have studied various clusterbased routing schemes and implemented 
a novel distributed weighted clustering algorithm making some modifications and 
improvements on existing algorithms[1, 2]. 

As demonstrated, our algorithm reduces the clusterhead formation and control 
messages overhead thus improving overall performance and reducing energy 
utilization. Since energy utilization is the most important criteria in cluster based 
routing schemes, our protocol provides better results than existing distributed 
clustering algorithms. 
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Abstract. Maintaining legacy system to meet continual changing user and 
business needs is difficult. However organization must consider modernizing 
these legacy systems to remain viable. Variety of solutions is available for 
legacy system modernization. Reaching a decision about how to evolve a 
legacy system cannot be made spontaneously; rather it requires understanding 
the strengths and weaknesses of each modernization technique. Over the past 
few years reengineering has emerged as a popular modernization technique. 
Decision about when to evolve a legacy system through reengineering cannot 
be made spontaneously; rather it should require risk assessment of legacy 
application from system, managerial and technical point of view. We present a 
decision driven risk assessment framework ReeRisk that examines system, 
managerial and technical domain of legacy system in accordance with 
requirements of target system. The result of ReeRisk framework is used to take 
decision about when evolution of a legacy system through reengineering is 
successful. 

Keywords: Domain, Perspective, Risk cluster, ReeRisk. 

1   Introduction 

Legacy systems [1] were developed before the widespread use of modern software 
engineering [2] [3] methods and have been maintained to accommodate changing 
business and user requirements. Most of the legacy systems we use have complex 
design structure have inefficient coding and incomplete documentation. Modernizing 
legacy system to meet continual changing user and business needs is difficult. A 
legacy system may evolve in a number of ways, depending on factors such as its 
technical condition, its managerial value and the characteristics of the organization 
involved in maintaining and operating the system. Continued maintenance, 
reengineering [4] and replacement are the general evolution strategies of which one or 
a combination may be an appropriate way of evolving a legacy system. [5] 

Software risk management [6] [7] generally focuses on goals relating to 
identification and controlling of cost, schedule and quality risk within the software 
development lifecycle. Nevertheless certain goals such as risk identification and risk 
assessment of legacy system to support system evolution activities have gained 
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importance recently. Though there are several contributions in the area of legacy 
system assessment, still a lot need to be done for risk engineering in legacy system 
evolution process.  We summaries the following research questions. 

 How risk engineering can systematically integrate at early reengineering 
stage to reach a decision about how best to evolve a legacy system through 
reengineering. 

  What are the main areas require to be attained during early stage of system 
evolution to select reengineering strategy.  

 How risk components and risk factors that obstruct the reengineering 
decision identified and assess from system, managerial and technical domain 
of legacy system. 

To answer these questions, the aim of this research is to propose a decision driven risk 
engineering framework to select reengineering [8] [9] as a system evolution strategy. 

The research contributes a decisional risk engineering framework ReeRisk to 
identify and assess risk in reengineering process of software systems. The main focus 
is to identify and assess risk from system, managerial and technical domain of legacy 
system in accordance with target system requirements.  

2   ReeRisk (Reengineering Risk) Framework Architecture 

The enterprise ReeRisk framework consists of three domains that are building block 
for a successful risk engineering process for the selection of reengineering as a system 
modernization technique. Each domain covers different perspectives of software 
development process [10] that are essential for developing risk engineering 
framework. For each perspective one or more risk clusters are identified which 
includes risk component and the risk measurement model. Critical risk factors for 
each risk component are identified to support measurement model, which is used to 
measure the effect of particular risk component.  

A simplified conceptual view of the elements in the ReeRisk framework is 
presented in Fig. 1. ReeRisk framework comprises with Domain, Perspective, risk 
cluster and risk factors. 

A domain is a field of study that defines a set of common Perspectives, Risk 
Cluster, and relative risk factors to identify and measure cumulative risk impact in 
reengineering process of legacy system. Domain represents a subset of ReeRisk 
framework. 

Perspective is a viewpoint according to which different risk clusters are identified 
and measured using different risk measurement model. 

Risk cluster covers risk component and the risk measurement model, which is used 
to measure the effect of particular risk component on system evolution decision.  

Risk component contain different types of negative outcomes from system, 
managerial and technical domain of legacy system. 
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Fig. 1. Conceptual view of ReeRisk framework 

Risk measurement model measures different types of risk components from 
system, managerial and technical domain of legacy system in accordance with 
desired state of target system and reengineering strategy. 

Risk factor encompasses sources of risk component from system, managerial and 
technical domain of legacy system. 

3   ReeRisk Process 

The ReeRisk process overview is presented in Fig.2 which illustrates the role of the 
framework elements and their interrelationship with legacy and target system. 

The ReeRisk process begins with analyzing legacy system to identify current state 
of legacy system and desired state of the target system and ends with the 
management decision concerning selection of reengineering strategy for legacy 
system evolution. 

Management decision for the selection of reengineering as a system modernization 
strategy needs identifying requirements of target system as well as migration strategy 
use to transform legacy system to target system. 
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Fig. 2. ReeRisk process 

4   Components of ReeRisk Framework  

ReeRisk framework is a logical modal that shows hypothesized links between 
different domains, perspectives, risk components and factors of legacy system in 
concern with requiring state of target system. An analytical model expands on a 
specific portion of logical model and is used to measure cumulative impact of 
different risk components. 

The framework serves to draw out important risk issues early in the development 
cycle. Framework provide insight for developing and implanting risk engineering by 
concentrating on system, managerial and technical aspects of legacy and Target 
system to realize successful reengineering effort. 

ReeRisk framework focus on the following issues to take decision about when 
evolution of a legacy system through reengineering is likely to succeed and when they 
are likely to fail. 

 Enhancement of application  
 Benefits of new technology 
 Better user experience 
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Fig. 3. Components of ReeRisk Framework 

 Solution for the existing limitation 
 Cost effective system functionality 

Fig.3 shows relationship between domain and perspectives of Reerisk framework. 
The main domains of ReeRisk Framework are: 

4.1   System Domain 

 In ReeRisk framework risk engineering begins with system domain. The term 
“System domain” denotes a structural unit that is responsible for maintaining a system 
that provides products and services to its customers. In this context, the System is 
responsible for planning and structuring the system Infrastructure efforts, organizing 
the stakeholder’s tasks and ensures that the products and services fulfill the 
organization’s goals and objectives. The element of the System domain consists of 
Infrastructure perspective model and Stakeholder perspective model. The system 
domain addresses the requirements of the customer, organization's strategic goals and 
objectives and operational environment of the enterprise. The system domain 
concentrates on the current legacy system and their operational environment as well 
as how the proposed system will be affected by (or affect) elements of system 
domain. System domain is characterized in terms of a fundamental set of risk 
component and factors that are indicative of the present state of legacy and desired 
state of Target System. In system domain two types of perspective model i.e. 
Infrastructure perspective Model and Stakeholder Perspective Model is developed by 
analyzing existing states of legacy system and desired state of target system. 
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4.2   Managerial Domain 

Managerial domain of ReeRisk framework covers managerial issues related to system 
evolution process .Impact of market factors and effect of competitive products, on 
quality [11] & cost of target system are measured within the context of managerial 
domain. Domain identifies and measure organizational economic value to support 
system evolution activities. The element of the managerial domain consists of 
business value perspective model and economic value perspective model. Managerial 
domain is characterized in terms of a fundamental set of risk components and factors 
that are indicative for economics of present state of legacy and desired state of Target 
System. 

4.3   Technical Domain 

Technical domain of ReeRisk framework has a significant impact on software 
functionality and software quality. Technical domain helps in analyzing and testing 
the legacy system to better understand the function’s capabilities and quality features 
and assess the impact of the proposed changes .The technical domain covers the 
technologies of legacy system as compared to technologies being considered for the 
proposed (target) system. The element of the technical domain consists of functional 
perspective model and Quality perspective model. Technical domain is characterized 
in terms of a fundamental set of risk components and factors that are indicative for 
function’s capabilities and quality attributes of legacy and Target System. 

The ReeRisk framework presented in this paper essentially involves measuring the 
system, managerial and technical domain of legacy system. The ReeRisk framework 
provides guidance on deriving and interpreting risk measurement process for each 
domain. The cumulative result can be used as the basis to take decision about when 
evolution of a legacy system through reengineering is successful. 

5   Conclusion 

In this paper, we have presented an overview of decision driven risk engineering 
framework to take decision concerning when evolution of legacy system through 
reengineering is successful. The ReeRisk framework has been designed to perform 
comprehensive assessment of legacy system in accordance with requirements of 
target system. ReeRisk framework assesses system, managerial and technical domain 
of legacy system to take decision about when evolution of a legacy system through 
reengineering is likely to succeed and when they are likely to fail. ReeRisk 
framework identify and measure critical risk factors from each domain. The result of 
ReeRisk framework is a level of understanding for the selection of reengineering as a 
system evolution strategy. Future work can be done to identify different risk clusters 
and relative risk factors for system, managerial and technical domain of ReeRisk 
framework. 
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Abstract. Time synchronization is an important research issue in wireless sen-
sor networks (WSNs).  Many applications based on these WSNs assume local 
clocks at each sensor node that need to be synchronized to a common notion of 
time. Some inherent properties of sensor networks such as limited energy, 
storage, computation, and bandwidth resources, combined with potentially 
high density of nodes make conventional synchronization methods unsuitable 
for these networks. Therefore, an increasing research focus on designing syn-
chronization algorithms is required. In this paper we explore various time syn-
chronization protocols and present theoretical analysis of protocols based on 
quantitative and qualitative criteria with the proposed Tree Structured Time 
Synchronization Protocol. The comparative study shows that it is an excellent 
conciliation among synchronization accuracy, computational complexity, and 
convergence time. 

Keywords: Ad Hoc Tree Structure; Clock synchronization; Wireless sensor 
networks, Hierarchical sensor network. 

1   Introduction 

WSNs can be applied to a wide range of applications in domains as diverse as medi-
cal, industrial, military, environmental, scientific, and home networks [3]. Since the 
sensors in a WSN operate independently, their local clocks may not be synchronized 
with one another. This can cause difficulties when trying to integrate and interpret 
information sensed at different nodes. Some inherent properties of sensor networks 
such as limited energy, storage, computation, and bandwidth resources, combined 
with potentially high density of nodes make conventional synchronization methods 
unsuitable for these networks. Therefore, an efficient time synchronization approach 
is required. Hence, this is the motivation for developing software based approaches to 
achieve in network time synchronization.  

This paper is organized in several Sections. Section 2 contains the review of exist-
ing synchronization protocols. We present brief description of proposed Tree Struc-
tured Time Synchronization scheme in Section 3. The comparative study of the pro-
posed scheme with existing work is given in Section 4. Finally, Section 5 contains the 
conclusion of the paper.  
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2   Existing Approaches to Time Synchronization 

Time synchronization algorithms providing a mechanism to synchronize the local 
clocks of the nodes in the network have been extensively studied in the past. The most 
widely adapted protocol used in the internet domain is the NTP devised by Mills [4].  

In RBS [5], a reference message is broadcasted. The receivers record their local 
time when receiving the reference broadcast and exchange the recorded times with 
each other. In the case of multi hop synchronization, the RBS protocol would lose its 
accuracy. Santashil PalChaudhuri et al [9] extended the RBS protocol to handle multi 
hop clock synchronization in which all nodes need not be within single-hop range of a 
clock synchronization sender. The TPSN [6] algorithm first creates a spanning tree of 
the network and then performs pair wise synchronization along the edges. Each node 
gets synchronized by exchanging two synchronization messages with its reference 
node one level higher in the hierarchy. TinySeRSync [10] protocol works with the ad 
hoc deployments of sensor networks. This protocol proposed two asynchronous 
phases: Phase I –secure single-hop pair wise synchronization, and Phase II–secure 
andresilient global synchronization to achieve global time synchronization in a sensor 
network. Van Greunen et al [12] Lightweight Tree-based Synchronization (LTS) pro-
tocol is a slight variation of the network-wide synchronization protocol of Ganeriwal 
et al. [11]. A disadvantage is that the accuracy of synchronization decreases linearly 
in the depth of the synchronization tree.  

3   Proposed Time Synchronization Scheme  

The proposed Tree Structured Referencing Time Synchronization (TSRT) scheme 
proposed by [1], [2], is considered for comparative study, which aims to minimize the 
complexity of the synchronization. The synchronization accuracy is assumed to be 
given as a constraint, and the target is to devise a synchronization algorithm with 
minimal complexity to achieve given precision. The scheme works on two phases. 
First phase used to construct an ad hoc tree structure and second phase used to syn-
chronize the local clocks of sensor nodes.  

The goal of the TSRT is to achieve a network wide synchronization of the local 
clocks of the participating nodes. We assume that each node has a local clock exhibit-
ing the typical timing errors of crystals and can communicate over an unreliable but 
error corrected wireless link to its neighbors. The TSRT synchronizes the time of a 
sender to possibly multiple receivers utilizing a single radio message time-stamped at 
both the sender and the receiver sides. MAC layer time-stamping can eliminate many 
of the errors, as observed in [7]. However, accurate time-synchronization at discrete 
points in time is a partial solution only. Compensation for the clock drift of the nodes 
is inevitable to achieve high precision in-between synchronization points and to keep 
the communication overhead low. Linear regression is used in TSRT to compensate 
for clock drift as suggested in [5].  

In proposed approach, before synchronization, each sensor node efficiently floods 
the network to form a logical hierarchical structure of network from a designated 
source point. 
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The synchronization phase is initiated by the root node's syn_begin message. On 
receiving this message, nodes of level 1 initiate a two-way message exchange with the 
root node. Before initiating the message exchange, each node waits for some random 
time, in order to minimize collisions on the wireless channel. Once they get back a 
reply from the root node, they adjust their clocks to the root node. Level 2 nodes, 
overhearing some level 1 node's communication with the root, initiate a two-way 
message exchange with a level 1 node, again after waiting for some random time to 
ensure that level 1 nodes have completed their synchronization. This procedure even-
tually gets all nodes synchronized with reference to the root node or reference node of 
subsequent level. 

4   Evaluation and Comparison 

In this section we compare the proposed scheme TSRT with existing synchronization 
protocols. Before evaluating the various protocols, fist we define the quantitative and 
quality criteria in detail.  

4.1   Quantitative Evaluation 

Here, the protocols differ broadly in terms of their computational requirements, en-
ergy consumption; precision of synchronization results, and communication require-
ments. In [8] authors suggested, there is no protocol clearly performs the others in all 
possible applications of wireless networks. Relatively, it is quite likely that the choice 
of a protocol will be based on the characteristics and requirements of each applica-
tion. The quantitative comparisons of the various protocols are presented in Table 1. 

Table 1. Quantitative performance comparison of synchronization protocols  

Protocols Precision Piggy 
backing 

Complexity Convergence 
time 

Network size Sleep 
mode 

TSRT [1] [2] 16.9 μs Yes Low Unknown 150-300 Nodes Yes 

RBS [5] 1.85 ± 1.28 μs N/A High N/A 2-20 Nodes Yes 

TS/MS[15] 945 μs No Low High 
(Multi-hop) 

N/A Yes 

TDP [13] 100 μs No High High 
(Multi-hop) 

200 Nodes Yes 

AD [14] Unknown No High High 
(Multi-hop) 

200–400 Nodes Yes 

In the case of Computational complexity, RBS [5], asynchronous diffusion [14], 
and TDP [13] have higher computational and storage complexity as compared to 
TSRT protocol and the Tiny Sync and Mini Sync [15]. In Convergence time, RBS 
does not emphasize on low convergence time because it is based on reactive routing. 
The protocols Tiny Sync and Mini Sync [15] can tolerate high convergence times for 
multi-hop networks. As per as the Network size is concern, some authors presented  
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empirical evaluations of synchronization protocols on actual sensor networks. Al-
though this information is not commonly available for most of the protocols that we 
have considered for studies, the TSRT time synchronization protocol is significant in 
this regard. Compatibility with sleep mode is expressed in the term of ability of a 
node to be in low-power (sleep) mode can be vital to meeting the node’s energy re-
quirements. RBS highlights this feature by way of post-facto synchronization, TSRT 
and other protocols Tiny [15] also support this feature as well. 

4.2   Qualitative Evaluation 

In this section we evaluate the protocols based on overall quality criteria presented by 
[8]. In contrast to Section 5.1 above, here, features of each protocol extended and dis-
cussed based on various qualitative criteria. Table 2 compares the various protocols in 
terms of the following qualitative criteria. 

Most authors have not measured scalability in their experiments; Ganeriwal et al. 
[7] have used a network of 150-300 nodes to test scalability. In addition, Su and Aky-
ildiz used a net with 200 nodes to test the scalability of TDP [13]. RBS [5] typically 
synchronizes 3-20 nodes in a neighborhood; however, this protocol works well even 
in much larger networks using gateways between neighborhoods.  

Some fault-tolerant protocols [6, 13] address message loss to some extent, but oth-
ers have not addressed this issue. Consequently, it is unclear how sensitive their  
protocols are to message loss. This is somewhat troublesome because handling mes-
sage loss can result in significant overheads and performance degradation during  
synchronization. 

Table 2. Qualitative Performance Comparisons of Synchronization Protocols 

Protocols Accuracy Energy 
Efficiency 

Overall 
Complexity 

Scalability Fault 
Tolerance 

TSRT[1] [2] High Average Low Good Yes 

RBS [5] High High High Good No 

TS/MS [15] High High Low N/A Yes 
TDP [13] High Average High Good Yes 

AD [14] Unknown Low High N/A Yes 

5   Conclusion 

In this paper we have proposed a Tree Structure referencing Time Synchronization 
approach. The proposed approach is able to produce tight, deterministic synchroniza-
tion with only few message exchanges.  While the proposed approach is suitable for 
any type of network, it is especially useful in wireless sensor networks which are 
typically constrained on the available computational power and bandwidth and have 
some of the most exotic needs for high precision synchronization. The proposed ap-
proach was designed to switch between Timing-sync Protocol for Sensor Networks 
and the Reference Broadcast Synchronization algorithm. These two algorithms allow 
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all the sensors in a network to synchronize themselves within a few microseconds of 
each other, while at the same time using the least amount of resources possible. Per-
formance of proposed work is verified theoretically with the existing results and com-
pared with existing protocols, which shows that proposed approach is an excellent 
conciliation among synchronization accuracy, computational complexity and conver-
gence time.  
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Abstract. In this paper, we propose a technique which enhances continuous 
flow of streaming despite packet loss, error resilience and quality of service us-
ing multiple descriptions coding (MDC). The main aim of MDC is to encode a 
video into multiple frames called descriptions, supporting multiple stages of de-
coding and when compared to layered coding techniques, each description can 
be decoded separately to estimate the model. In this proposed work we improve 
the error resilience and user heterogeneity using new multiple description cod-
ing method called Hybrid Interpolation Scalable MDC (HIS-MDC) technique 
and using both spatial and temporal interpolation schemes corrupted portions of 
a frame are concealed. Experimental results show that, proposed approach at-
tains reasonable quality of video performance compared with previous multiple 
description methods.  

Keywords: interpolation, peer-to-peer, wireless network, multiple description 
coding, video streaming. 

1   Introduction 

Streaming is a technology used for providing multimedia content distribution between 
clients on wireless network. With this technology, the client can playback the media 
content without waiting for the entire media file to arrive. Contrast with conventional 
data communication, delivery of multimedia data has more severe impact on network 
bandwidth, delay and loss. P2P is a term that normally refers to a file distribution 
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network and supports a decentralized communication model. It does not include any 
central server and all computers in the network serve as both server and client. Peer-
to-peer (P2P) systems are more popular due to their capability to hand over large 
amounts of multimedia data at a reduced deployment cost. 

Multiple description coding (MDC) [1] is developed to deal with data transmission 
over error-prone networks. MDC reduces the adverse effect of packet losses by 
transmitting different descriptions along different paths and is useful to improve the 
continuity of service in P2P live video streaming systems. Interpolation is defined as 
approximating a missing block from a previous frame. Spatial interpolation is defined 
as a standard of missing pixels, approximated from the nearby pixels of a similar 
frame. Temporal interpolation is based on the equivalent areas of the reference 
frames. In temporal error concealment, association between current decoded frame 
and previous decoded frames is exploited. Hybrid Interpolation is applied when 
macro block mode information is reliable and concealed neighbors decide which con-
cealment method to use whether spatial or temporal neighbors. Rest of the paper is 
organized as, Section 2 reveals related works on MDC, Section 3 explains proposed 
system, Section 4 shows possible system scenario and results and last Section 5 con-
cludes the paper. 

2   Related Works on MDC 

One challenging problem for video communications over wireless networks is to pro-
vide error resilience for reliable communications. There are different techniques have 
been proposed to improve the error robustness of video communications over lossy 
networks. One such algorithm is Distributed Video Application (DIVA) [2], which 
aims at creating two balanced descriptions each of which is an H.264/AVC compliant 
bit stream. It uses the concepts of primary and redundant slices, creating high-quality 
primary slices and low-quality redundant slices.  Primary and Redundant slices are 
interleaved to form two balanced descriptions. At the decoder, if both descriptions of 
a given slice are received, only the primary representations are retained and decoded. 
The integration of the DIVA method into the Scalable Video Coding (SVC) base 
layer, leads to so-called S-DIVA technique (DIVA for SVC) [3]. In S-DIVA results 
are determined through rate distortion optimization, taking into account both the rate 
repartition among layers and the redundancy allocated to MDC. 

Usual concealment techniques such as Recursive Optimal per-Pixel Estimate 
(ROPE) [4] algorithm allows the encoder to estimate the pixel-by-pixel predictable 
distortion of the decoded video series appropriate to channel failure. This algorithm 
needs an input for approximating the packet deficit rate and this information is used 
for error concealment, employed at the decoder to decode frames. A Slepian-Wolf 
based inter frame transcoding (SWIFT) algorithm [5] transcodes an inter-coded P-
blocks to a new type of block called X-block for the purpose of error robustness. The 
X-block can be lossless transcoded back to the exact original P-block when there is no 
transmission error, and can also be decoded robustly like an I-block when there are 
errors in the predicted block. Wavelet based Wyner-Ziv [6] video codec uses intra-
frame encoding and inter-frame decoding. This type of codec is useful for systems 
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which require simple encoders but have to handle more complex decoders. The  
encoder is composed of a scalar quantifier and a rate compatible turbo encoder. The 
decoder performs turbo decoding using an interpolated frame as side information. In 
this paper, we propose a new MDC technique called HIS-MDC and use it for video 
streaming in P2P wireless networks. Based on the multiple state video coding, two 
streams of lower-resolution pictures are added to enhance the error resilience and in 
order to improve the video quality when a description stream is missing spatial tem-
poral hybrid interpolation scheme is exploited. This feature allows the decoder to 
conceal the corrupted frames more effectively and provide better video quality. 

3   HIS-MDC Architecture 

Figure 1 shows the architecture for the proposed multiple description coding tech-
nique. The architecture contains encoder and a decoder part. A video clip is frag-
mented into even and odd frames, even frames are down sampled to one-eighth and a 
weight is calculated using the two frames in encoder and transmitted. Down sampling 
is done, so as to increase the transfer speed among peers by decreasing the size of the 
frame. Eoneeighth and Ofull are transmitted independently. In decoder, the proposed 
MDC technique HIS-MDC is used to improve the video quality when some portions 
of frame are corrupted, by using both spatial and temporal information.  
HIS-MDC uses the concept of multiple state video coding, where the original video 
sequence is separated into even and odd streams, each encoded and transmitted  
independently. 

 

Fig. 1. HIS-MDC Architecture 

Basically each description can reproduce the video at a half frame rate. When both 
descriptions are received, a full rate video can be played.  

3.1   Encoder and Decoder 

In the encoder (Figure 2a) odd frames are encoded normally while even frames are 
down-sampled to one-eighth size before encoding i.e. pre-processing stage and a  
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weight is calculated using combination of down sampled even and full odd frames. In 
the decoder (Figure 2b), a better video quality is obtained, if both descriptions are 
received and there is no need to construct interpolated frames. If some portions of 
frame are corrupted then we apply interpolation techniques to conceal it.  

 

Fig. 2. Encode and Decoders 

3.2   Spatial and Temporal Interpolation 

Spatial interpolation is a process of approximating the rate properties at a sampled 
position inside the area enclosed by existing observations. In spatial interpolation, 
missing pixels are predicted as of surrounding pixels of the identical frame i.e. using 
the neighboring pixels. Temporal Interpolation is based on the resulting areas of the 
reference frames. Steps involved in temporal interpolation are i) first, the even frames 
are down sampled to one-eighth size, ii) then, by using the down-sampled even frame 
as the reference frame, motion vectors are obtained each 8x8 block in the one-eighth 
sized even frame and iii) finally, by passing the corresponding 64x64 blocks of the 
odd frame pointed to by motion vectors, concealed temporally interpolated frame is 
obtained. Figure 3, depicts the operation of hybrid interpolation where both spatial 
and temporal interpolations are used to conceal the corrupted portions of a frame. The 
decoded Ofull and Eoneeighth are used to produce the temporal and spatial interpolated 
frame, and the missing frame is replaced by a linear combination of the two interpo-
lated frames with the weight determined at the encoder.  

 

Fig. 3. Hybrid Interpolation 
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4   System Scenario 

Figure 4, illustrates a possible P2P networking for multiple streaming using the pro-
posed framework. The number of circles indicates roughly the amount of resources 
available in a network. In turn, N2, N3, N6 shares video file (V1) and displays it to all 
nodes in a network. For example, if N8 wants to download or stream the video file, 
then N2 sends Eoneeighth + Ofull due to most powerful machine, N3 may send Eoneeighth 

due to less powerful machine and N6 may send all.  N8 can receive all video streams 
from N2, N3, N6 i.e. Eoneeighth + Ofull. If a received frame is corrupted, then it is con-
cealed using the proposed interpolation technique, a better quality of video is ob-
tained. Compared to other MDC designs, HIS-MDC offers superior flexibility for P2P 
video streaming as all the streams are independently encoded and a node may deliver 
suitable combinations according to the peer’s capabilities. 

 

Fig. 4. System Scenario 

4.1   Experimental Results 

The parameters used for analyzing the proposed framework are: i) PSNR vs Frame 
rate, ii) Computational complexity, iii) Video Quality. DIVA algorithm offers scal-
ability, but does not adopts any error concealment methods, ROPE exhibits high 
computational costs and long encoding time, whereas SWIFT method improves the 
error resilience capability for off-line compressed videos, and Wyner-Ziv coding does 
not reach the desired performance regarding video quality for inter-frame but outper-
forms in intra-frames encoding part. HIS-MDC technique allows the decoder to con-
ceal the lost frames more effectively by exploiting the combination of both spatial and 
temporal information and provide better video quality. The Figure 5 compares the 
PSNR value obtained for HIS-MDC and with other various MDC methods. There is a 
linear increase in PSNR with respect to frame rate for HIS-MDC technique when 
compared to other techniques.  
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Fig. 5. Comparison between HIS-MDC and Other methods 

5   Conclusion 

In this paper, we proposed a new MDC technique called HIS-MDC which can be 
helpful in peer-to-peer video streaming. HIS-MDC makes the system resilient to data 
loss and adaptive to network heterogeneity. The experimental results indicate that 
video streaming in wireless P2P network with new multiple description coding tech-
nique is a disputing approach to adaptive provisioning of video broadcast on hetero-
geneous networks and performance improved when compared with previous multiple 
description coding.  
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Abstract. In recent years, a number of powerful kernel based learning algo-
rithms like Support Vector machines, Kernel Fisher Discriminant Analysis, 
Kernel Principal Component Analysis have reported their success in various 
domains like Signal Processing, Image Processing and Pattern Classification. In 
a nutshell, a kernel-based algorithm is a nonlinear version of a linear algorithm 
where the data has been nonlinearly transformed to a higher dimensional space, 
in which we need to compute the inner products via a kernel function as in [1]. 
The attractiveness of such algorithm stems from their elegant treatment of 
nonlinear problems and their efficacy in high-dimensional space. In this paper, 
we illustrate a comprehensive review of kernel methods and its usefulness in 
signal processing problems like target detection and target tracking. 

Keywords: Support Vector Machine, Kernel Function, Target Tracking, Target 
Detection. 

1   Introduction 

Wireless sensor network is being composed of a large number of nodes which are 
deployed compactly in close proximity to the phenomenon which is to be monitored. 
Each of these nodes collects the data, process it, stores and transfers information from 
one node to another. Sensor nodes are fitted with an on-board processor. Instead of 
sending the raw data to the nodes responsible for the fusion, sensor nodes use their 
processing abilities to locally carry out simple computations and transmit only the 
required and partially processed data. Factors influencing [2] sensor network are Fault 
Tolerance, Transmission Media, Environment, Scalability, Power Consumption etc.  

The rest of this paper is organized as follows. Section II discusses the Target De-
tection, Tracking and Data Fusion. Section III explicates the proposed framework 
using kernel based target tracking, and finally conclusion in Section IV.  

2   Target Detection, Tracking and Data Fusion      

A fundamental problem addressed by the sensor network applications is target detec-
tion in the field of interest. This problem has two primary levels of difficulties (i) 
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Single target detection and (ii) Multiple target detection. The single target detection 
problem can be solved using statistical signal processing methods and the multiple 
target detection problems are very difficult to solve. The detector effectively com-
putes a running average of the signal power over a window of pre-specified length. 
For target localization, the detector output at any desired instant within the offset and 
onset times may also be communicated. All nodes in sensor network execute in same 
logic as initialization, track information, parameter estimation, detections, thresh-
old, future track, track update and lastly obtaining the result. 

In Target tracking, selecting only a proper group of sensors from the available set 
to perform tracking is of research value [3, 4]. Target tracking is often complicated by 
the measurement noise. The noise must be “filtered” out in order to predict the true 
path of a moving target. Data-filtering target trackers are utilized in many situations to 
provide an estimate of the position and velocity of a target at the time of measure-
ment.Kalman Filter [5] and its derivatives give better result in target tracking. 

Data fusion in [6] seeks to combine information, about a state x, from a variety of 
sources. The mechanism for combining prior information with observed and commu-
nicated information is Bayes theorem i.e.  

)(

)()/(
)/(

zP

xPxzP
zxP =  (1)

The value of this theorem lies in the interpretation of the probability density functions 
P(x / z), P (z / x) and P(x). 

3   Proposed Framework Using Kernel Based Learning Algorithm 

Figure 1 presents a proposed framework for tracking and fusion system along with its 
relation to the central sensor system. There are some steps involved in the proposed 
framework .They are as follows 

1. Signal received in the waveform from the sensor node 
2. Wave passes through the detector device and data rate reduction takes place  
3. Signal processing unit provides estimates of signal parameters 
4. Sensor Performance, Target characteristics and Target environment of the sig-

nal are received from the sensing hardware (e.g. radar antennas).  
5. From these preprocessed estimates, sensor reports are formed, i.e. measured 

quantities possibly related to the target of interest 
6. Then measured quantities possibly related to the target of interest are the input 

information for the tracking system.  
7. In the tracking system itself we have all sensor data, in which the relevant data 

can be associated to the existing tracks and used for track maintenance (predic-
tion, filtering and retrodiction).  

8. The remaining non-associated data are processed in order to establish new  
tentative tracks (track initiation, multiple frame track extraction). 

9. Evidently, a priori knowledge in terms of statistical models of the sensor per-
formance, Target characteristics (including their dynamical behaviour), and the 
Target environment is prerequisite to both track maintenance and track initiation.  
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10. Track confirmation/termination, Target classification/identification, and fusion 
of tracks representing identical information is performed in the track processing 
unit.  

11. The Framework of a tracking and fusion system is completed by a interface 
with displaying and interaction functions.  

12. The available information on the sensor, the Target of interest, and the envi-
ronment can be specified, updated, or corrected by direct human interaction as 
well as by the track processor itself, e.g. as a consequence of a successful Tar-
get classification. 

  

Fig. 1. Novel Framework for target tracking and Fusion 

3.1   Kernel Based Target Tracking [9, 10] 

Generally kernel functions are classified as Translation invariant and Rotation In-
variant. Our aim is to make the kernel generalized for every domain. In paper [7, 8], 
authors explained about the usage of hybrid kernel in target classification. It works as 
an efficient classifier while comparing with standard kernel classifier and gives high 
accuracy for classification. 

Kernel based Posterior Estimation 

The state and observation value of target is represented respectively as xt and zt at 
discrete time t where, xt ∈ℜnx, zt ∈ℜny . Let zt = {z0…… zt } be the history of obser-
vations up to time t. In recursive Bayesian estimation, the Posterior Probability Den-
sity Function is estimated through propagating the PDF as time: 
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where          
11111 )|()|()/( −−−−− ∫= ttttttt dxZxPxxPZxP  (3)

A particle set N
n

n
tt SS 1}{ == is given at time t and weights N

n
n
tw 1}{ =

 is associated. Then, 

the kernel density estimation of the posterior with kernel K can be drawn up as: 

                        n
t

n
tt

N

n
tt wsxKZxP )()/(

1

^

−= ∑
=

λ
     (4)



A Novel Framework for Target Tracking and Data Fusion in Wireless Sensor Networks 173 

 

where λ  is the kernel width : )(
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Kernel functions and window size are determined by the rules i.e. mean square error 
is minimum, which combined the posterior probability density distribution function 
with the approximate nuclear density estimation.  

Posterior Gradient Estimation 

Posterior estimation is given in equation (4). The author in [9] estimates its gradient 
and move particles to the modes of the posterior along the gradient direction. It can be 
achieved using the mean shift procedure. In this procedure, each particle is moved to 
its sample mean determined by 
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It is shown that the mean shift vector m(x) -x using kernel G would be in the gradient 
direction of  equation (9) if the kernel profiles satisfy g(λ ) = −ck′(r) for all r Є [0,∞) 
and some c Є [0,∞) 

Particle Re-weighting 

The mean shift from [9] can be applied repeatedly to a particle set. A problem arises 
when particles change their positions: the new particles do not follow the posterior 
distribution anymore. This is compensated in KPF by re-weighting the particles. De-

note the particle set after the i-th mean shift procedure at time t as }{ (.)
,itS . After each 

mean shift procedure, the weight is re-computed as the posterior density evaluated at 
the new particle positions augmented with a particle density balancing factor 
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where the denominator is the new proposal density that captures the non-uniformity 
of the new particle set and the posterior density is given by (2):  
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The second item on the right side of (9) is a sample based approximation of the prior 
density. When mean shift is executed on St, the next generation of particles will focus 
more on the approximated density modes, but the weight will contain a factor that 
compensates the effect. In kernel-based detection algorithms the data is implicitly 
mapped into a high dimensional kernel feature space by a nonlinear mapping which is 
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associated with a kernel function. The detection algorithm is then derived in the fea-
ture space which is kernelized in terms of the kernel functions in order to avoid ex-
plicit computation in the high dimensional feature space. 

4   Conclusion 

In this paper, we have presented a kernel-based learning approach to the Target 
detection in wireless sensor networks. The flexibility, fault tolerance, high sensing 
fidelity, low-cost and rapid deployment characteristics of sensor networks create 
many new and exciting application areas for remote sensing.. Discrete kernel func-
tions exploit the ordinal nature of local sensor decisions and compute appropriate 
smoothing parameters, this approach resulted in Bayes risk consistent fusion rules 
which provide optimal detection performance in the asymptotic case. In Future, the 
proposed methodology can be applied to the real time applications using hybridized 
kernels. Also, it can be used for multiple target tracking and classification. 
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Abstract. The power reduction is the crucial part in hardware architecture es-
pecially in the case of battery driven applications. In this paper, a low power 
and low area Lapped Biorthogonal Transform (LBT) for Field Programmable 
Gate Arrays (FPGAs) has been proposed based on flow graph algorithm (FGA) 
which significantly reduces the power and area. The proposed LBT is imple-
mented in Cylcone III Nios II embedded evaluation kit using Quartus II tool. 
The simulation and synthesis result reveals that the proposed LBT significantly 
exhibits an improved performance. Hence it is suitable for low power, low area 
and high speed applications.  

Keywords: Low power, Lapped Biorthogonal Transform, Discrete Cosine 
Transform, Area. 

1   Introduction 

With the exponential growth of the performance and power of integrated circuits, 
power consumption has become one of the most crucial restraining factors in the Inte-
grated Circuit (IC) design flow. It is generally accepted that most power savings are 
achieved at the algorithmic and architectural levels since there are wider degrees of 
design freedom [1]. Applying low power techniques at the logic, circuit and physical 
levels also gains importance but in general depend on the technology available with 
which the optimized architecture is to be implemented. Therefore initial work on one-
dimensional (1D) LBT has its focus on optimizing the number of basic operations 
such as architectural/algorithmic level additions/ subtractions, multiplications and 
processing stages. 

The first useful LT (Lapped Transform) with a well defined factorization was  
the Lapped Orthogonal Transform (LOT). Later LBT has been proposed as an im-
provement over LOT with increase in peak signal to noise ratio (PSNR) [2]. FGA is 
the most popular way of realization in consideration of very large scale integration 
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(VLSI) implementation [3]. To implement LBT for FPGAs binDCT has been consid-
ered which approximates multiplications with add and shift operations [4]. Although 
binDCT reduces the computational complexity significantly, PSNR is reduced about 3 
dB as compared to other DCTs like Loeffler DCT [5]. However, the multiplications 
consume about 40% of the power and almost 45% of the total area [5]. Hence the low 
complexity based FGA has been considered for implementing LBT which basically 
requires 11 multiplications and 29 addition operations [6]. The low power and high per-
formance LBT has been developed and it also focuses on architectural level approaches. 

The rest of the paper is organised as follows: Section 2 provides an overview of 
LBT and lift based LBT. In Section 3 the proposed LBT is presented. Results and 
discussions are presented in section 4. Finally in section 5 the paper is concluded. 

2   Lifting-Based Lapped BiOrthogonal Transform 

LBT can be viewed as a combination of the common block based Discrete Cosine 
Transform (DCT)/Inverse DCT with a simple time domain pre- and post- filtering. 
Both classes of algorithms share one common goal: to eliminate or reduce the severity 
of coding artifacts in the reconstructed signal. By analyzing the structures of these 
two classes of algorithms, time-domain pre-processing of DCT called LOT is used in 
this paper which is attractive for distributed implementation. The LOT is a larger im-
provement over the DCT for image compression and it reduces the blocking artifacts. 
But the blocking artifacts are not completely eliminated because of the format of the 
low frequency bases of LOT. To resolve this problem Malvar later proposed to mod-
ify the LOT, creating LBT [2]. 
 

 

                                      (a) LT                              (b) Pre-processing 

Fig. 1. Implementation flow of 1D LT 

DCT has more number of computations and consumes majority of power in the 
hardware architecture. The power reduction is a crucial part in the hardware architec-
ture design. Hence it is considered that the LBT hardware architecture is compatible 
for power reduction. The structure depicted in Fig. 1a is the LT as pre-processor of 
DCT. Fig. 1b shows the structure of the binary LBT time domain pre-processing. The 



 Low Power Lapped Bi-orthogonal Transform (LBT) For FPGA’s 177 

 

analysis polyphase matrix of type-II fast lapped orthogonal transform (LOT) can be 
written as: 

  

                                                         (1) 
 
 
 
 
 
 
 

The matrix V controls pre-filtering and contains all of the degrees of freedom in the 
structure. By inserting an invertible diagonal matrix S between /2( )II T

MC and  /2 ,IV
MC V  

can be represented in the single-value decomposition form: 
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The direct implementation of DCT or IDCT requires N(N-1) multiplication opera-
tions, i.e., 2( )O N , which is very hardware expensive. Therefore, an algorithmic archi-

tecture has been proposed for LBT with less number of computations for low power. 

3   Proposed LBT 

The LBT structures considered in our case uses the pre-processor as in Fig. 3b. The 
efficient LBT implementation can be achieved by considering the FGA. For an 8-
point LBT without pre-processing  generally requires 56 multiplications which can be 
reduced to 22 multiplications for basic LBT to 13 multiplications for fast LBT and to 
11 multiplications for the proposed LBT for power reduction. 

3.1   Basic LBT 

Consider an 8-point DCT and it can be written in the matrix form and for an 8-point 
DCT the algorithmic architecture mapping can be done in three steps.  

Step1: Apply trigonometric properties, and form FGA with 22 multiplications [7]. 
Fig. 2(a) shows the equivalent hardware architecture design for the LBT. The  

{ }

0 0
( ) ,

0 0

01

02

1( )/2 /2

1, 1,1, 1, .....

I III IIE z D C PM M zI I

where

II J I J
P

VJ I J I

II T IVV J C C JM M

D diagM

=

=
− −

−=

= − −

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦



178 P. Deepa and C. Vasanthanayaki 

 

addition, subtraction, multiplication, D-flip flop and look up table (LUT) in architec-
ture perform its own operation based on the clock input.  The block B (acts as a 
buffer), the three inputs are named as A, B, C and the clock assigned to each inputs is 
CLKA, CLKB, CLKC and an extra  clock for processing B is CLKP and Fig. 2(b) 
depicts the structure of block B.  In the structure 2(b), when the input A is possible the 
CLKA is enabled, similarly for inputs B and C, the CLKB and CLKC are enabled. 
When any of the inputs are feasible to the unit, clock (CLKP) will be in enable condi-
tion for passing the data from input to output. Thus the power consumed by this unit 
will be saved by local clock. 

 

        (a)                        (b) 

Fig. 2. First step 8-point LBT (a) Equivalent Hardware architecture for basic LBT (b) Structure 
of Block B 

Step 2: The LBT structure from Fig. 2 is grouped into different functional units repre-
sented by blocks and then the whole LBT structure is transformed into a block  
diagram. 
Step 3: Reduced complexity implementations of the various blocks are exploited 
which leads to a fast 8-point LBT.  

3.2   Fast LBT (Decimation in Frequency) and Proposed LBT 

Fast 8-point LBT with decimation in frequency approach has been considered for the 
implementation of LBT. This algorithm reduces the number of multiplications to 
about 2( / 2 ) logN N  by power-of-2 decomposition. Fig. 3(a) illustrates the 8-point 
fast LBT hardware architecture. This structure requires only 13 multiplications which 
by design reduces the power consumed by the architecture.  

The proposed LBT has been considered for implementation which reduces the 
number of computations. It is proved the number of multiplications has been reduced 
from 13 to 11 [6]. Fig. 3b shows the hardware architecture with reduced number of 
multiplications and also the block B in it saves the power for FPGAs. Table 1 shows 
the comparison of computational complexity for three LBT in terms of multiplication. 
Since the number of multiplications for the proposed LBT is 80.36% less compared to 
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the LBT of equation 2 without pre-processing hence, the power consumed by the ar-
chitecture will also be reduced. The power analysis of all the three LBT structures has 
been discussed in the next section 

 

 

   (a)      (b) 

Fig. 3. Eight-point LBT Equivalent hardware architecture (a) Fast LBT (b) proposed LBT 

Table 1. Comparison of computational complexity for the proposed LBT 

Type\Operation Order of  
Multiplication 

No. of  
Multiplications 

% of 
reduction 

Basic LBT 2 / 2 ( 2)N N− +O[ ]  22 60.71 % 
Fast LBT 2( / 2)logN NO[ ]  13 76.76% 
Proposed LBT 2(( / 2)log ) 1N N −O[ ]  11 80.36% 

4   Results and Discussions 

The three architectures i) Basic LBT ii) Fast LBT iii) Proposed LBT  are implemented 
using Intel core i3 processor, with a processor speed of 4GB RAM using Altera Quar-
tus II 9.1 in Nios II Embedded Evaluation kit of Cyclone III edition. The operating 
conditions set for all LBT are VCCINT voltage of 1.2V, junction temperature of 15O 
Celsius and the Toggle rate used for input signals is 80% and default toggle rate of 
20% for the remaining signals. 

4.1   Area, Power and Time Utilization 

After synthesis of three LBT, the proposed LBT put aside 16.67% and 19.7% re-
sources (on an average) as with others. Also the PowerPlay suite of power analysis 
tool shows that the power dissipation for the proposed LBT is 0.02% and 0.03% low 
as compared to the basic LBT and fast LBT for N=8.  Since the number of computa-
tions in proposed LBT is less, the dynamic and static power in the design gets re-
duced. Thus the implementation of the proposed LBT for FPGAs consumes lesser 
power. Table 2 consolidates the resource and power (mW) utilization for all the three 
LBT architectures. 

The Quartus II Classic Timing Analyzer uses Altera-specific Setup time (tSU), 
Clock-to-output time (tCO), and Hold time (tH) timing constraints. Table 3 shows the 
quantitative results of the slack and the actual time. The time complexity between the 
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proposed LBT, fast LBT and basic LBT are first quantitatively compared. In the pro-
posed LBT the slack is relatively reduced by 2.36% and 1.25% as compared to basic 
and fast LBT for the setup time. Thus results depicted in Table 3 justifies that the  
proposed LBT structure is best suitable for implementing with a high speed. 

Table 2. Resource utilization and Power analysis for Three Architectures 

Device utilization\ Type of Architecture Basic LBT Fast LBT 
Proposed 
LBT 

Estimated total Les 424 248 229 
Device resources 557 393 358 
Logic elements 381/24,624 208/24,624 201/24,624 

Total Combinational functions 381/24,624 202/24,624 186/24,624 

Dedicated logic registers 64/24,624 60/24,624 58/24,624 
Total registers 128 98 88 
Total Pins 129/216 129/216 129/216 
Average fan-out 1.98 1.65 1.59 
Parameters/Hardware structure Basic LBT Fast LBT  Proposed 

LBT  
Thermal power Dissipation  103.12 102.95 102.92 
Core Dynamic Thermal Power Dissipation  0.05 0.03 0.01 
Core Static Thermal power Dissipation 80.98 80.98 80.97 
I/O Thermal Power Dissipation  22.09 21.99 21.94 
Total thermal power estimate for the  
design  

103.12 102.94 102.92 

Average toggle rate  
(millions of transitions/s) 

0.100  0.018   0.018   

Table 3. Timing for Three LBT Structures 

Type Parameters Worst 
case tSU 

Worst 
case tCO 

Worst 
case tH 

Worst case 
Minimum tCO 

Slack  92.92 19.03 19.11 4.87  
Required Time (ns) 100 25  20  1  Basic 

LBT Actual Time (ns) 7.08 7.22 0.15 5.87 

Slack (ns) 91.88 12.77 12.1 4.87 
Required Time (ns) 100 25  20  1  FAST 

LBT Actual Time (ns) 8.12 7.23 0.90 5.87 

Slack (ns) 90.73 12.78 19.41 4.87 
Required Time (ns) 100 20 20 1 Proposed 

LBT Actual Time(ns) 7.27 7.22 0.59 5.87 

4.2   Simulation Results 

The result has been taken for number of standard test images. Only a sample of two 
test images with PSNR and compression ratio (CR) is shown in Table 5. Fig. 7 depicts 
the reconstructed lena image by LBT for bits per pixel (bpp) of 0.25. The proposed 
LBT algorithm also reduces the blocking artifacts in reconstructed images at low bit  
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Table 5. Performance of the proposed LBT 
                                      

              PSNR: 33.83 dB      
(a)                           (b) 

 Fig. 7. (a) Input Lena image (b) Recon-  
structed image using LBT at bpp=0.25 

rates which can be observed from Fig. 7. This significant reduction is because of the 
lapped property of the transform. 

5   Conclusion 

In this paper, synthesis of the proposed LBT for FPGAs has been analysed in bench-
mark to basic and fast LBT. It is observed that the proposed LBT consumes low 
power and area. The reduction in power is mainly because of the significant reduction 
in the number of multiplications. Thus the proposed low power LBT can also be  
extended for battery driven applications.  
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Abstract. Jigsaw Distributed File System (JigDFS) [3] is a secure P2P distrib-
uted file system. However, observations during implementation conveyed that 
JigDFS [3] has certain limitations. It [3] deals with all the files in a prepro-
grammed manner (which is rather obsolete) and takes impractically high file 
encoding time. This paper introduces "CASE-JigDFS", an improved JigDFS [3] 
network that is smart enough to distinguish between file attributes so as to  
dynamically manipulate data encryption and IDA parameters to intelligently 
utilize system's resources.  The optimized network is best suited for mobile net-
work devices viz.  Smart phones and PDAs. The results have been arrived at, by 
comparing processing time vs. file size plots for different file types for 
'JigDFS'[3] and 'CASE-JigDFS' networks. 

Keywords: IDA (Information Dispersal Algorithm), JXTA, Buffer Slicing, 
CAFF (Context-Aware File Filter), Heap memory. 

1   Introduction 

Jigsaw Distributed File System (JigDFS) is a secure P2P Distributed File System 
(DFS). In P2P Distributed File Systems (DFS), the file is sliced into several pieces 
and stored on the network. It is implemented on JXTA and employs DHT to index 
resources and peers. It offers features like Data security, User Anonymity, Plausible 
Deniability and Fault Tolerance. To achieve these (features), techniques like Hashed 
key chain encryption, Information Dispersal Algorithm (IDA), and Cauchy Reed 
Solomon coding are used. Some related work on the use of the previously mentioned 
features is discussed below. 

In the field of Peer-to-Peer File Distribution Systems earliest works involved CFS 
(2001) (Co-operative File Systems) [1]. Then, Pastis (2005) [2] was proposed, but it 
was prone to hacking. Colony FS (2009) [4] used Fragment Redundancy Scattering 
(FRS) and optimization algorithms but did not pay much attention to the security 
aspect. JigDFS (2009) [3] incorporated a high degree of security to p2p networks, but 
it was unable to customize its procedures according to altering file attributes to 
achieve an optimum performance. This feature prevented its [3] use in mobile  
devices. This served as a motivation for invoking some degree of smartness in the 
network. 
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In order to describe the “CASE-JigDFS” in an appropriate manner, the rest of the 
paper is divided into three sections: Section 2 describes CASE-JigDFS as a whole, 
along with the additional features introduced in original JigDFS [3]. Section 3 demon-
strates various experiments performed to testify an increase in performance offered by 
CASE-JigDFS over JigDFS [3]. Finally, Section 4 concludes the paper with possible 
future work. 

2   CASE-JigDFS Network 

JigDFS [3] was designed specifically for dealing with the computer networks and is 
not suited for mobile computing. To address this limitation a restructured version of 
JigDFS [3], CASE-JigDFS is introduced.  

CASE-JigDFS being an improved version of JigDFS [3] network inherited all its 
[3] modules. The modules ‘BufferSlicing’ and ‘Context-Aware File filter (CAFF)’ 
were added to CASE-JigDFS, giving it an edge over the existing system [3]. 

 
Algorithm 1: BufferSlicing( ) 

Input: file Size 
Output: number of buffer parts 

 
If file size <limit-A 

Then number of buffer parts → 1 
else If file size <= limit-A and >limit-B 

Then number of buffer parts →10 
else If file size >limit-B 

Then number of buffer parts → 20 

 
Algorithm 2: CAFF( ) 

Input: file Object, file Size 
Output: number of file slices,  
securitythreshold,  IDAchunksize,  
encryption parameter 

 
1. Determine file type 
2. Compare file size with standard 

ranges  
3. Set value for number of file slices 

Set value for security threshold 
Set value for IDA chunksize 
Set value for encryption parameter 

 
 
 

The ‘BufferSlicing module’ utilizes the ‘BufferSlicing’ property which actually re-
fers to the process of loading a file to the RAM (Random Access Memory) in a 
piecewise manner rather than as a single chunk (as in JigDFS [3]).This module can be 
explained by algorithm 1 above. 

The other module namely ‘Context-Aware File Filter (CAFF)’ can be described as 
in algorithm 2 shown above. The file, before being uploaded to the network is first 
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sent over to the CAFF which determines the file type to find out if the file is predomi-
nantly a document or a multimedia type.  

Buffer Slicing and CAFF modules will be linked with the file distribution imple-
mentation of the original JigDFS [3] in the ensuing section. 

CASE-JigDFS Network Implementation 
CASE-JigDFS implements its procedures and protocols in a manner very similar to 
that of JigDFS [3]. The only difference lays in the fact that it employs two additional 
modules viz. ‘BufferSlicing’ and ‘CAFF’. 

The process of file saving in CASE-JigDFS can be explained as follows: 
A block diagram for the complete file saving operation on the network is shown in 

Fig. 1. The shaded blocks are the ones that are added to the existing system [3] to 
optimize it. 

The file being shared by the user is first loaded into the system memory using 
“Buffer Slicing” procedure. A framework of this is shown in Fig. 1(a). ‘Buffer Slic-
ing’ enables the system to encode a file of any size without the memory and process-
ing constraint hindrances. The file is next passed on to the ‘Context-Aware File Filter’ 
(CAFF). A framework for the CAFF is shown in Fig. 1(b). The CAFF( ) returns the 
optimal combination of IDA parameters for the file uploaded on the CASE-JigDFS 
network. A log file is also maintained on the uploading node which contains a list of 
files that are uploaded on the network. This list is used in generating corresponding 
IDA and decryption parameters when the file is retrieved from the network. 

 

Fig. 1. File saving  on CASE-JigDFS Fig. 2. File retrieval on CASE-JigDFS 

  

Fig. 1(a). BufferSlicing block Fig. 2(b). Context-Aware File Filter 
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Rest of the procedures involving data encryption and distribution of the file slices 
in CASE-JigDFS is same as that of JigDFS [3] with only difference being that instead 
of using hardcoded IDA and Encryption parameters, the system now uses the 
parameters provided by the CAFF block (already explained in the previous section). 

The file indexing in the CASE-JigDFS is being done exactly in the same manner as 
of the JigDFS [3] because it can be conveniently inherited in mobile computing too. 

A framework for file retrieval in CASE-JigDFS is shown in Fig. 2. The shaded 
blocks are the ones that are added to existing system [3] to optimize it. The process of 
retrieving a file in the CASE-JigDFS network requires the user to know only the 
password for the file uploaded, similar to the original system [3], from which a corre-
sponding hash value is generated. This hash value is checked with the list maintained 
by the system to determine the file name and its size. These attributes are hereafter 
used to compute the dynamically determined Encryption and IDA parameters that are 
used during file saving. This procedure ensures that even though the encoding of the 
file is accomplished dynamically to suit system performance, the same changes are 
reflected in the subsequent file retrieving too. 

The rest of the decoding process in CASE-JigDFS network goes on in accordance 
with the JigDFS [3] network. 

The next section provides experimental results that show a clear difference be-
tween performances of JigDFS [3] and CASE-JigDFS. 

3   Test Results and Discussions 

Both JigDFS [3] and CASE-JigDFS were tested on a system with the configuration:- 
Installed Memory (Ram): 4.00 GB DDR3, System Type: 64-bit Operating System, 
Processor: Intel®(R) Core™ i7 CPU Q720@ 1.60 GHz, Java: 1.6.0_11; JavaHot-
Spot(TM) Client VM 11.0-b16. 

For testing, the code was run on NetBeansIDE 6.9. 
JigDFS [3] and CASE-JigDFS systems are tested with document and media files 

with the file sizes varying from a few kilobytes to a few gigabytes, in order to analyze 
the total time taken by the two systems to process a particular file. 

A Detailed comparative data for different Document File Sizes is depicted in Fig. 
3. It can easily be discerned that, in comparison to the JigDFS [3], CASE-JigDFS 
takes considerably less encoding time for the file sizes less than 100 MB. Also, while 
the original code could measure only up to 100 MB(for the current testing system), 
the ‘Buffer Slicing’ block introduced in CASE-JigDFS allowed it to read files of 
much higher sizes (in Gigabytes too) theoretically. 

The data comparison for media files is portrayed in Fig.4. After a detailed study of 
the graph we can infer that, for the media files too, the CASE-JigDFS is much more 
efficient as compared to the original system [3]. In Fig. 4, the encoding time has been 
measured for file sizes up to 1.02 GB (for indicative purposes) and it is clearly evi-
dent from the graph that CASE-JigDFS takes lesser encoding time for processing files 
of same size when compared with JigDFS.  

The comparative response of the CASE-JigDFS network for document and media 
files is shown in Fig. 5. 
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Fig. 3. Encoding time com-
parison for document files 

Fig. 4. Encoding time com-
parison for media files. 

Fig. 5. Comparison for docu-
ment and media files 

CASE-JigDFS, unlike JigDFS[3], deals with the files of  different sizes and types 
in a dynamic mannner so as to improve encoding time for each file in accordance with 
its attributes. It obtains optimum values for the given file. Hence as is evident from 
Fig. 5,the processing time for same sized media and text files is different. 

4   Conclusion and Future Work 

The CASE-JigDFS proposed here is intelligent enough to manipulate its procedures 
according to varying input in terms of file types and sizes, in order to strike a balance 
between system resource usage and output performance. The tests mentioned in the 
paper substantiate the claims and present a detailed comparison between the existing 
[3] and the improved framework. As a result, it can be concluded that CASE-JigDFS 
is more suitable in mobile computing as compared to JigDFS [3]. 

While working on the JigDFS [3] code we have observed that energy-efficient er-
ror-control requires a detailed contemplation for future work. 
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Abstract. The paper proposes a novel forecasting model for efficient prediction 
of small and long range predictions of stock indices particularly the DJIA and 
S&P500. The model employs an adaptive structure containing a linear combiner 
with adjustable weights implemented using differential evolution. The learning 
algorithm using DE is dealt in details. The key features of known stock time se-
ries are extracted and used as inputs to the model for training its parameters. 
Exhaustive simulation study indicates that the performance of the proposed 
model with test input is quite satisfactory and superior to those provided by 
previously reported GA and PSO based forecasting models.  

Keywords: Stock market prediction, hybrid model, adaptive linear combiner, 
differential evolution. 

1   Introduction 

In the modern business world, the forecasting of correct stock prices is a complex task 
as many factors influence the behavior of the stock market. Many statistical models 
based on autoregressive (AR)[1], autoregressive moving average (ARMA)[2] and 
autoregressive integrated moving average (ARIMA)[2] methods have been employed 
for this purpose. But these methods being linear, and the stock time series are inher-
ently nonlinear the prediction performance of these methods is poor. On the other 
hand, soft computing based approaches such as artificial neural network(ANN) and 
fuzzy logic (FL) have found extensive applications in diverse fields including finance 
[3]. The inherent nonlinearity associated with ANN makes it more suitable to handle 
nonlinear data and hence is a potential candidate for forecasting nonlinear stock time 
series.  

Recently a hybrid model using modular morphological neural network (MMNN) 
combined with a particle swarm optimizer (PSO) is proposed for efficient forecasting 
of stock prices [4]. In a recent work the forecasting of the stock market has been car-
ried out by integrating genetic algorithm and neural network [5]. Another hybrid 
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model using rough set theory is suggested for accurate prediction of stock markets[6]. 
Very recently an integrated approach based on genetic, fuzzy systems and artificial 
neural networks is reported [7] to develop an efficient stock price prediction system.  

In this paper we propose a simple but efficient prediction model using an adaptive 
linear combiner (ALC) as a basic model and differential evolution (DE) as a learning 
algorithm to predict the movements of prices in the DJIA and S&P500 stock indices. 
The paper is organized as follows :  

In Section 2 the development of forecasting model is discussed in which the learn-
ing of the weights of the adaptive linear combiner is performed using DE based  
optimization rule. The simulation of the proposed model for training and testing are 
presented in section 3. It also deals with the results of the simulation and comparative 
performance evaluation. Finally the conclusion is presented in Section 4. 

2   Development of a Hybrid ALC-DE Based Prediction Model 

The hybrid model consists of an adaptive linear combiner (ALC) shown in Fig.1 
which is essentially an adaptive finite impulse response (FIR) filter having its number 
of inputs corresponding to the number of features in the input pattern. The weights of 
the ALC are updated by the principle of DE[8]. In this case each member of the popu-
lation in DE represents one possible weight vector of the ALC which are updated 
following mutation and crossover operations so that the mean square error (MSE) of 
the model progressively minimized. The development of the prediction model  
proceeds as follows :  

 

(i) The initial weights of the ALC model are taken as a member of the ini-
tial target population having P individuals. Each member of the popula-
tion constitutes D number of parameters (number of weights of ALC) 
and each parameter represents a weight of the linear combiner. 

(ii) K  number of feature vectors each containing D features or technical 
indicators are obtained from the previous stock indices.   

Weights, 
m
ijw   

id
+ - 

DE based 
training 

iy  

ie  

Feature 
m
ijx  

  

 

Fig. 1. Hybrid ALC-DE prediction model 
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(iii) Out of K set of features L sets (80% of K  approximately) are used for 
training the hybrid model and the remaining )( LK − sets are used for 

testing the performance of the model.  

(iv) All K patterns are sequentially applied to the linear combiner and the 
output of the model is estimated as  

∑
=

=
N

n
nni xwy

1

          (1) 

(v) The output of the linear combiner, iy  is then compared with corre-

sponding normalized desired value, id  to produce the error, ie . At the 

completion of all patterns K errors are produced. The mean square error 
(MSE) for a set of parameters (corresponding to ith target vector) is de-
termined by using the relation. 

       
K

ke
iMSE

K

k
∑
== 1

2 )(
)(           (2) 

        This is repeated for P times. 

(vi) The perturbs vector is then calculated and the mutant population is  
obtained. 

(vii) Then the crossover operation is done and the trial population is created.  

(viii) The selection of members of the target population for the next genera-
tion is done and the whole process is repeated for certain generations.  

(v) In each generation the minimum MSE (MMSE) is obtained and plotted 
against generation to show the learning characteristics of the model 

(vi) The learning process is stopped when MMSE reaches the minimum pos-
sible floor level. 

(vii) The prediction capability of the model so developed is tested with 
known stock value.  

3   Simulation Study and Discussion on Results 

In this section simulation study of the proposed model has been carried out using DE 
based training of its parameters. The practical data used for training and testing of the 
models are from 3rd January 1994 to 23rd October 2006. In total 3228 data are used 
from which 3168 patterns are generated. Each pattern consists of ten technical fea-
tures using the formulae given in [3]. Out of 3168 known patterns 2510 patterns are 
used for training the model and the remaining 658 patterns are used for testing pur-
pose. The model is developed for prediction of two stock indices (DJIA and S&P 500) 
for one day, three and seven days’ ahead. Figs 2(a)-(b) represent the convergence  
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characteristics of one day ahead prediction of S&P 500 and one day ahead prediction 
of DJIA stock price respectively. Similarly Figs 3(a)-(b) show the comparison of 
actual and predicted S&P 500 and DJIA stock indices during testing of the models for 
one day ahead prediction. The mean absolute percentage of error (MAPE) defined as 

100
)(

)(ˆ)(1
)(

1

×
−

= ∑
=

M

m my

mymy

M
kMAPE   (3) 

is used as a performance measure of the prediction model where ),(my )(ˆ my and 
M represent actual stock price, predicted stock price and number test samples used 
respectively. Table 1 demonstrates the MAPE values obtained from the three different 
models for various days (1 to 7) ahead prediction of two stock prices. The different 
training characteristics displayed in Fig. 2 clearly indicate that DE offers fastest and 
least mean square error convergence compared to those obtained from the PSO and 
GA based models. Out of these three the GA offers the slowest and least accurate 
prediction capability. Further the comparison of matching performance between the 
true and predicted one during testing shown in Figs. 3(a)-(b) is quite excellent for 
both the stock indices. In general it is noticed that the prediction performance of the 
DE model is superior to that of the other two. This observation is also evident from 
the MAPE values listed in Table 1.    

10 20 30 40 50 60 70 80 90

10
-4

10
-3

10
-2

10
-1

No. of generations

M
ea

n 
sq

ua
re

 e
rr

or

 

 
DE
PSO
GA

 2700 2750 2800 2850 2900 2950
1050

1100

1150

1200

1250

1300

No. of testing patterns

S
&

P
 5

00
 s

to
ck

 in
di

ce
s

 

 

Actual

Predicted

 

Fig. 2(a). Comparison of convergence charac-
teristics for 1day ahead prediction using S&P 
500 Indices 

Fig. 3(a). Comparison of actual and predicted 
value during testing of S&P 500 indices for 
1day ahead prediction using DE 
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Fig. 2(b). Comparison of convergence charac-
teristics for 1day ahead prediction using DJIA 
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Fig. 3(b). Comparison of actual and predicted 
value during testing of DJIA indices for 1day 
ahead prediction using DE 
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Table 1. Comparison of MAPE of different algorithms for DJIA and S&P 500 stock indices 

Days 
ahead 

DE PSO GA 

 DJIA S&P 
500 

DJIA S&P 500 DJIA S & P 
500 

1 0.6494 0.7765 0.8070 0.8634 1.8465 1.5985 
3 0.9420 0.9897 1.0770 0.9846 1.9800 1.4489 
7 1.3984 1.3953 1.4024 1.4136 1.5278 1.5547 

4   Conclusions 

The paper has developed an efficient DE based stock market prediction models using 
several features extracted from past stock data. The validity and potentiality have 
been tested using known stock indices and comparing the results obtained using PSO 
and GA based models. The comparison of results with PSO and GA models demon-
strates superior performance and faster training of the proposed model.    
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Abstract. Wireless Sensor Network (WSN) is envisioned as a static ad hoc 
network. Sensor Nodes in this type of network needs to self organize them-
selves. During self organization sensor nodes initially discovers themselves and 
then joins the network. Security plays an important role when a new node joins 
the WSN. Only the authorized nodes should be allowed to join. However, secu-
rity comes with a cost and same level of security may not be required always. 
Hence authors propose an approach to secure self-organization of WSN with 
need based security in this paper. 

Keywords: WSN, PKI, Self Organization, Ad hoc Network, SNEP, MAC, 
ECC, SSL, IP, RSA, ZigBee, WMN. 

1   Introduction 

In many applications of WSN, wireless sensor nodes (henceforth nodes) will be de-
ployed in an ad-hoc fashion, without careful planning. In these cases, the nodes must 
organize themselves to form a multi hop, wireless communication network. While 
self-organizing, it is essential that only the authorized nodes are allowed to join the 
network. This is not trivial. Authentication of new nodes can be applied starting from 
simple ‘Mac id verification in plain text’ up to ‘multi-level mutual authentication in 
cipher text’. Stricter the security more will be the cost of the network in terms of en-
ergy. Therefore, authors propose three levels of security for self-organization of 
WSN. They are – low, medium and high.  

Remainder of this paper is divided into four sections. In section 2 authors discuss 
background or related work. In section 3 proposed need-based securities for self or-
ganization of WSN are discussed. Section 4 is for results analysis and finally section 5 
concludes the paper. 
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2   Related Work 

[1] presents SPINS: Security Protocol for Sensor Networks. SPINS has two building 
blocks: SNEP and µTESLA. [3] probes into various security requirements with regard 
to WSN and analyze status quo of the security in WSN. [4] analyzes three comple-
mentary WSN applications with the goal of developing a modular toolbox to support 
an integrated security and reliability architecture for medium and large-scale WSNs. 
[5] makes a critical analysis of WSN security and gives a layered-based classification. 
[6] presents ECC based lightweight SSL for IP based WSN. [7] analyzes public key 
cryptography for WSN security and suggests that RSA is not well-suited for WSN. 
[8] proposes an asymmetric key based architecture for WSN. [9] gives an analysis of 
WSN security management based on ZigBee. [10] presents secFleck, a Trusted Plat-
form Module (TPM)-based public key framework for sensor network. [11] proposes 
WMNSec, an adaptation of IEEE 802.11i for Wireless Mesh Network with limited 
CPU power, node mobility and interruption free connectivity. 

3   Proposed Need Based Security 

Proposed need based security for self organization of WSN has three levels where 
degree of security varies from low to high. 

3.1   Low Security 

Low Security mode advocates only device authentication in plain text. A new node 
needs to send joining request to the base station in plain text. Any intermediate node 
including a new node’s nearest neighbor is liable to forward the joining request to the 
base station. Base station verifies its unique id (Mac id) and accepts or rejects the join-
ing request. This mode has many security loop holes. For example, device id or Mac 
ID can be spoofed by the adversary and any third party can sniff and read the data. 

3.2   Medium Security 

In this case a new node is required to authenticate itself with the help of a Hook key 
pre-distributed to it. Hook key is a device specific key. In Fig.1 the medium security  
 

 

Step 1: A new node sends the ‘Join Request’ message by encrypting using its hook key, 
HKK and authenticating it using Kmac. 

Step 2: Any intermediate node (including the new node’s nearest neighbor) verifies the 
integrity of the message and forwards it to the base station. 
Step 3:  
a) Base station verifies integrity of the message. 
b) Base station matches the HKK with the list available to it against the Mac id. If the 

HKK is found in the list, then base station can decrypt the ‘Join Request’ message and 
hence allows a new node to join the network. 

Fig. 1. Modified SNEP Algorithm 
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based scheme of node joining called Modified SNEP is outlined. In this scheme a 
sensor node needs to possess two keys pre-distributed to it. They are–master key 
(from where the keys Kencr and Kmac are derived) and hook key, HKK. The ‘master 
key’ leakage, which is a symmetric key, is a major drawback in this scheme. 

3.3   High Security 

This is an asymmetric key based scheme where public keys are certificate less. There-
fore, ‘public key’ exchange is done only after ‘mutual authentication’, according to 
this scheme. ‘Mutual authentication’ is carried out using symmetric keys: one hop key 
(network specific) and hook key (device specific). In Fig. 2 ‘high security’ scheme 
called ‘HySecNJoining’ is outlined. The scheme has two phases and a trusted 
neighbor plays the role of a ‘broker’ to send initial ‘Join Request’ to the base station. 
Since there are two levels of authentications for any new node to join, therefore 
‘flooding attack’ is eliminated using this scheme. Moreover, usage of ‘asymmetric 
key’ gives the advantage of public key infrastructure (PKI). 

Phase 1: Neighbor authentication.  
a) New node, α sends its ‘public key’ encrypting using one hop key and authenticating 

using its ‘private key’ to the nearest neighbor, δ. δ is already a trusted member of the 
network. 

b) δ upon successful verification supplies its ‘public key’ to α.  
Phase 2: Authentication by the base station. 
a) α sends ‘Join Request’ (encrypted with α’s Hook Key) to δ by encrypting with δ’s 

public key and authenticating using α’s private key. 
b) Based upon successful verification, δ ‘forwards’ the ‘Join Request’ to base station, β 

by encrypting using β’s public key and authenticating using δ’s private key. 
c) β verifies ‘Join Request’ by matching the Hook Key of α against the Mac Id and  

request δ to give β’s public key and ‘multicast key’ to α. 
d) β multicasts α’s public key to the trusted members of the network which falls in the 

‘key path’.  

Fig. 2. HySecNJoining Algorithm 

Self organization of WSN is divided into three phases: node discovery, node join-
ing and data communication. In this section three schemes for ‘node joining’ are  
proposed: low, medium and high security. Depending upon the need of security vs. 
performance any one option for node joining will be chosen. Discussion of ‘node 
discovery’ and ‘data communication’ is out of scope of this paper. 

4   Analysis 

In this section the proposed algorithms are analyzed with the help of a simulator. For 
simulation authors modify and enhance the WSN simulator v1.1 designed by [2]. For 
comparison ‘total residual energy’ of WSN is taken as the metric. Starting with same 
number of nodes in same configuration what is the total residual energy of a WSN 
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after certain time gives us an idea about overall energy efficiency or performance of 
the algorithms. 

Algorithms Modified SNEP and HySecNJoining are implemented using C# and 
simulated using the WSN Simulator for comparing ‘total residual energy’ of the 
WSN. In Fig. 3, ‘total residual energy’ after certain time gap for both the algorithms 
is compared. This shows that Algorithm Modified SNEP is better than HySecNJoin-
ing in terms of ‘energy conservation’. This validates authors’ assumption that stricter 
the security more will be the cost of WSN in terms of energy consumption. 

 

Fig. 3. Comparison of Energy 

5   Conclusion 

In this paper, a need based secure joining method for self-organization of WSN is 
proposed. Once node discovery is over which can be triggered through the use of a 
preset timer (or any other method deemed suitable), part 2 of the self-organization 
starts. In part 2 also called secure joining, nodes are allowed to be part of the network 
with three modes of security: low, medium and high. In low security mode any node 
with a valid Mac id are allowed to join the network. In medium security mode any 
node with valid hook key and Mac id can join the network provided it has the master 
key. Medium security mode of secure joining (Modified SNEP Algorithm) is based 
on symmetric master key and vulnerable to flooding attacks and has single point of 
failure, i.e. the master key. If the master key is compromised then the whole network 
is compromised. However, it is light as compared to High security mode of secure 
joining. High security mode of secure joining eliminates flooding attack and has the 
benefits of PKI. HySecNJoining Algorithm proposed in this case is based on certifi-
cate less PKI and requires no third party certification authority as public keys are 
exchanged between nodes only after mutual authentication. HySecNJoining is a com-
plex, hybrid secure joining algorithm. Since the cost of using HySecNJoining is very 
high it is suggested for use in a situation where security is high priority for the WSN. 
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Abstract. This paper presents a fast locking, multiphase-output Delay Locked 
Loop(DLL). We propose a novel method to reduce locking time using a circuit 
which determines the input frequency thereby enabling the DLL to start output 
clock closest to reference clock(ref_clk). The DLL is designed in TSMC 
0.18um technology. It has a frequency range from 105 MHz to 183 MHz with 
worst case resolution less than 350 ps. The DC power consumption of the DLL 
is approx. 2.8 mW at 1.8 V.  

1   Introduction 

To meet the rising performance and complexity demands, high frequency multi phase 
clock is required, which is generated using DLL and Phase Locked Loops (PLL). 
Here we propose a novel way for reduction of locking time of the DLL using a con-
trol circuit. Section II describes the architecture of the DLL. Section III discusses the 
calculation and results. Section IV discusses the novel control circuit for fast locking. 
Section V concludes the work.  

2   Multiphse Output DLL 

A Multiphase Output DLL(Fig. 1) consists of a PFD, charge-pump (CP), loop  
filter(LF) and VCDL. The ref_clk propagates through the VCDL. The output  
signal (out_clk) at the end of the delay line is compared with ref_clk. The PFD gen-
erates UP and DOWN signals depending on leading or lagging phase of out_clk 
w.r.t ref_clk. The CP generates a voltage depending on PFD output to control 
VCDL. The DLL also consists of a start controlled digital circuit. The period of the 
ref_clk should satisfy the following condition to avoid false or harmonic locking 
problem [1]:  

( )minVCDL,minVCDL,clkmaxVCDL,minVCDL, T,TMin<T<T,TMax ∗⎟
⎠
⎞

⎜
⎝
⎛

2
3

2
           (1) 
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Fig. 1. Architechture of multiphase-output DLL [1] 

3   Calculation and Results 

3.1   Locking Time and Locking Range 

8 delay elements are used which resulted in a DVCDL,min = 4.75ns and DVCDL,max = 
8.21ns with a mean delay DVCDL,mean = 6.48ns. The locking range of the VCDL is 
5.47ns to 9.5ns. The frequency range of the DLL is 105MHz to 183MHz.  

3.2   Charge Pump with Loop Filter 

Loop bandwidth :        secrads=
D2+D1+T

π
loop /101.31

2 9∗=ω       (2) 

PFD Gain:            sec.rads=
Vdd /

2π
1.8

2π
                      (3) 

VCDL gain: ns
V

Delay
=K

VCNTL
VCDL 4≅                       (4) 

Loop Filter Gain:  
sC

Icp
           (5) 

Transfer Function: 

f 2
C s  2

1

1

π
π

vcdlcpdd

in

out

KIV
+

=
φ
φ

                     (6) 

Band Width:            
C.T

KIV
=ω VCDLscdd

dll                       (7) 
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Hence to minimize jitter the required charge pump[3] must have:  

 ( ) VCDLdd

cp

KVD2+D1+T

2πT

C

I

∗∗∗
∗≤

10
   (8) 

Hence,for cpI = 52.6 uA the CLOOPFILTER  =1.5 pf. If we choose a higher value, the 

response would be over damped, hence increasing locking time. 

 

Fig. 2. Plots of simulated waveforms of the DLL  

Table 1. Phase Error 

 PhaseerrorinLockedState Duration(ps) 
Relative(between clock phase) 0 
Absolute(w.r.t ref_clk) 47 
  

Table 2. Characterization of the DLL at 125 MHz 

 Characterstics(125Mhz) TT(1.8V 27°C) SS(1.62V 0°C) SF(1.8V 27°C) FS(1.8V 27°C) 
Cycle to Cycle jitter(ps) 66 20 118 54. 
Locking Time(cycles) 23 21 19 24 
Dynamic Power(mW) 2.02 1.543 2.05 1.96 
Resolution(ps) 160 180 150 350 
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Fig. 3. a) Delay vs VCNTRL   b) KVCDL vs VCNTRL  

Table 3. Static Power Consumption 

Block PowerConsumption 
Delay Elements(8) 2.304 mW 
Charge Pump 0.403 mW 
PFD(Leakage) 25.52 pW 

In FF case (1.98V, 100) the DLL was unable to lock due to small delay generated . 
So with no. of delay elements increased to 14, locking time of 18 cycles with a resolu-
tion of 100 ps was achieved.  

4   Control Circuit 

The current design proposed by Chang [1] always starts with the minimum delay. 
This led us to propose a design, which based on ref_clk can start at minimum or 
maximum delay. Thus, if the input is >154 MHz the control circuit will generate ap-
propriate UP and DOWN signals to start with minimum delay. Otherwise the DLL 
starts at maximum delay. The ref_clk being within the locking range eliminates any 
chances of harmonic or false locking. DVCDL,mean being constant, the count correspond-
ing to DVCDL,mean required for comparison is known. An external clock faster than the 
maximum ref_clk frequency is available for counting (here 2 ns). The external clock 
is at least twice the ref_clk frequency. Initially, FF’s are reset. 

Because of initial reset, final count is always available after 2 ref_clk cycles.  

Algorithm: 
If  DVCDL,mean count < ref_clk count 
Out = 0, UP(CP) = ! (DN), DN(CP) = UP, start from maximum delay. 
else if  DVCDL,mean count > ref_clk count 
out = 1, UP(CP) = ! (UP), DN(CP) = DN, start from minimum delay. 

The no. of locking cycles was reduced from 23 to 10 (plus 2 overhead) at 125 MHz 
when starting from maximum delay meaning a reduction of 50% in the locking time. 
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Fig. 4. Proposed Control Circuit 

5   Conclusion 

The paper presents a multiphase-output DLL. Also, a novel control circuit to dynami-
cally adjust the initial delay is proposed to reduce locking time. The locking fre-
quency range of the DLL is 105 to 183 MHz. The results show that the DLL can lock 
on to the range of frequencies with a resolution of less than 350 ps.  
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Abstract. Because of the query intensive nature of data warehousing or online 
analytical processing applications, materialized view is quite promising in effi-
ciently processing the queries and for improving the query performance. It is 
costly to rematerialize the view each time a change is made to the base tables 
that might affect it. So, it is desirable to propagate the changes incrementally. 
Hence, all of the views cannot be materialized due to the view maintenance 
cost. In this paper, we have developed a dynamic cost model based on threshold 
level incorporating the factors like view complexity, query access frequency, 
execution time and update frequency of the base table to select a subset of 
views from a large set of views to be materialized. A number of algorithms and 
mathematical equations have been designed and developed to define the dy-
namic threshold level.  

Keywords: Materialized view, View materialization, Dynamic selection, Query 
processing cost, View maintenance cost. 

1   Introduction 

A view is defined as a function from a set of base tables to a derived table and the 
function is recomputed every time the view is referenced. On the other hand, a mate-
rialized view is like a cache i.e., a copy of data that can be accessed quickly. Utilizing 
materialized views that incorporate not just traditional simple SELECT-PROJECT-
JOIN operators but also complex online analytical processing (OLAP) operators (i.e., 
PIVOT and UNPIVOT) play crucial role to improve the OLAP query performance. 
Materialized views are useful in applications such as data warehousing, replication 
servers, data recording systems, data visualization and mobile systems [1-3]. 
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The materialization of views is the most important tribulation in data warehousing. 
Materialization of all possible views is impossible as large computation and storage 
space is necessitated. Consequently, the primary concern in data warehousing is the 
“view selection” that deals with the selection of suitable set of views to materialize 
that strikes stability among computational cost and increased query performance [4]. 
The number of times a query is executed or requested at a particular time period is the 
access frequency of that query. A view or a query can be more complex if it contains 
more algebraic operators, joining of two or more tables etc. In a dynamic environ-
ment, the selection of appropriate set of views to materialize necessitate consideration 
of additional factors like query access frequency, execution time and complexity; 
hence, it is a demanding task. The selection of materialized views is affected by nu-
merous factors. Thus the process of selecting the suitable views to materialize in data 
warehouse implementation is a critical issue. Several methods have been proposed in 
the literature to address the materialized view selection problem such as [5 – 7]. 

In this paper, we have designed dynamic cost model to select a subset of views 
from a large set of views to be materialized in order to achieve improved query re-
sponse in low time based on the high access frequency or those queries are complex 
and have higher execution costs. All the cost metrics associated with the materialized 
views like query access frequency, execution time, complexity, base table update 
frequency are used in the model to calculate the query processing cost and view main-
tenance cost. Mathematical equations have been developed to define the dynamic 
threshold level. Experimental performance results have been carried out for the de-
signed model for view selection. 

The rest of the paper is structured as follows: Section 2 presents a brief review of 
related works in materialized view selection. Section 3 illustrates the dynamic cost 
model of the selection of views to materialize. Section 4 presents the experimental 
performance results. Section 5 discusses the comparisons with the existing related 
works. Finally, Section 6 concludes the research work. 

2   Related Works 

The problem of finding views to materialize in order to efficiently answering queries 
has traditionally been studied under the name of view selection. 

Gupta et al. [5] developed algorithms to select a set of views to materialize in a 
data warehouse in order to minimize the total query response time under the con-
straint of a given total view maintenance time. Zhang et al. [6] explored the use of a 
hybrid evolutionary algorithm for materialized view selection based on multiple 
global processing plans for queries. An efficient solution has been proposed by Lee et 
al. [7] to the maintenance-cost view selection problem using a genetic algorithm for 
computing a near optimal set of views used to search for a near optimal solution.  

Yu et al. [8] presented a new constrained evolutionary algorithm for the mainte-
nance-cost view-selection problem where the constraints were incorporated through a  
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stochastic ranking procedure. Wang et al. [9] proposed a modified genetic algorithm for 
the selection of a set of views for materialization. An optimized framework has been 
designed by Ashadevi and Balasubramanian [10] for the selection of views to material-
ize for a given storage space constraints to achieve the best combination good query 
response, low query processing cost and low view maintenance cost. The proposed 
framework considered the query execution frequencies, query access costs, view main-
tenance costs and system’s storage space constraints for materialized view selection. 

From the above mentioned works, it is found that the research works have been 
provided different approaches for the selection of views to materialize considering 
view maintenance cost and storage space. The appropriate selection of views to be 
materialized based on dynamic threshold level has not been explored so far. 

3   Dynamic Selection of Views 

The costs and factors that have been considered for selection of views are shown in 
Table 1. The first column in the table represents the SQL statements (Qn) that are 
called queries or views. 

Table 1. Costs and factors associated with queries 

Qn fn wn en tn jn an cn QPn MT1 MT2 .. MTj MCn TCn 
Q1 f1 w1 e1 t1 j1 a1 c1 QP1 cost 0 .. cost MC1 TC1 
Q2 f2 w2 e2 t2 j2 a2 c2 QP2 cost cost .. 0 MC2 TC2 
… … … … … … … … … … … .. … … … 
Qn fn wn en tn jn an cn QPn 0 cost .. cost MCn TCn 

All the queries used in the table are unique SQL statements in a particular time. 
The second column is the access frequency (fn) count of each query at that particular 
time period. A weighting factor (wn) is assigned to reflect the importance of the query 
considering that the higher the frequency of the query in the system, the higher the 
weight. The weight is calculated as, 

)1(log)( += nfknwWeight  (1)

The value of k is either 2 or 10. If the difference between the maximum and the 
minimum frequency is using high, k is 10; otherwise it is 2. 

The fourth column presents the query execution time and it is called the response 
time of that query. The fifth, sixth and seventh columns are used to calculate the 
structural complexity of the query and it is calculated as, Complexity (cn) = No. of 
tables involved (tn) + No. of joining occurred (jn) + No. of aggregate operator used 
(an). The query processing cost (QPn) is calculated using query access frequency, 
weighting factor, execution time, selectivity and complexity. 
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The columns MT1 to MTj are used to calculate the maintenance cost (MCn) of the 
view by summing up the total table maintenance costs for those tables that are in-
volved in the query. For the maintenance cost of the view, corresponding involved 
table maintenance cost is placed in the columns. 

If a table maintenance cost is not associated with the query then a “0” is placed in 
that column. For example, if table t1 and table t2 are involved in the query Q1, then the 
maintenance cost of the table t1 and t2 are placed in the columns for the view mainte-
nance cost. Remaining table maintenance costs are set as “0”.  The total cost (TCn) is 
calculated by summing up the query processing cost and the maintenance cost. After 
filling up the table, a (n, 11 + m) matrix is formed where n is the total number queries 
and m is the total number tables in the schema. 

3.1   Query Processing Cost  

To compute the total query processing cost (QPn), we have considered the query ac-
cess frequency, weighting factor, query execution time, selectivity, and complexity of 
the query. In data mining, we can find the large item set for the mining process as 
specified in the data mining algorithms like in [11]. After completion of the (n, 7 + m) 
cost associated table matrix, by applying the modified data mining algorithm as used 
in [12] for finding the large total cost associated with the queries, the query process-
ing cost of each query can be calculated as,  

Query processing cost of query Qn is 

ncnenw)n(QP =
 

(2)

3.2   View Maintenance Cost  

View maintenance is the process of updating pre-computed views when the base fact 
table is updated. The maintenance cost for the materialized view is the cost used for 
refreshing this view whenever a change is made to the base table. We have calculated 
the maintenance cost using the update frequency of the base table and the weighting 
factor to reflect the importance of the base table update frequency.  

The associated update frequencies, corresponding weighting factors and mainte-
nance cost of the tables are depicted in the following Table 2. 

Table 2. Table maintenance costs 

Table (tj) 
Update  

Frequency (uj) 
Weighting 
Factor (wj) 

Table Maintenance 
Cost (MTj) 

t1 u1 w1 MT1 
t2 u2 w2 MT2 

. . . . . . . . . . . . 
tj uj wj MTj 
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The update frequency (uj) of the table (tj) is the counting of the total number of up-
dates done on the base tables at a particular time period. The updates to the base ta-
bles can be insertion of new rows, modification of existing rows and deletion of rows 
from the tables. We have calculated the update frequency of the base tables as, 

3/)()(  
j

d
j

m
j

i
j

ufrequencyUpdate ++=  (3)

where ij is the no. of insertions mj is the no. of modifications and dj is the no. of dele-
tions. As like the weighting factor of query access frequency, the weighting factor for 
the table is defined as, 

( ) ( )1log += jj ukwWeight  (4)

The maintenance cost of a table is defined as, 

jjj wMTtableaoftenanceMa = ,   cos int
 

(5)

The total maintenance cost associated with a query is the summation of the mainte-
nance costs of the tables that are involved with the query and is defined as,  

jMTMTMTMTnMCnQQueryofCostenanceMa ++++= ...321 ,    int  (6)

3.3   Total Query Cost  

The total cost of the query and the associated maintenance cost can be calculated by 
summing up the query processing cost and the view maintenance cost.  

nMCnQPnTCnQQueryofCostT += ,    otal  (7)

 

Therefore, the AVG (TC) or threshold level
n

n

x
x

TC∑
== 1  (8)

3.4   Dynamic View Selection Algorithm  

The following algorithm DynamicViewMaterializationSelection in Fig. 1 selects the 
views dynamically for materialization to improve the query performance based on the 
query processing cost and the view maintenance cost. The algorithm first calculates 
the query processing cost and the maintenance cost associated with the queries and 
the total cost for materialized view maintenance. Then, it finds the minimum of the 
total cost. Finally, the algorithm selects the queries with higher total processing cost  
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Fig. 1. Algorithm for dynamic selection of views to be materialized 

than the minimum total processing cost, AVG (TC) where the AVG (TC) is the dy-
namic threshold level. 

4   Experimental Results 

The experiments reported here have been carried out under the following hardware 
and software environment: Processor: Intel® Core™ 2 Duo, 2.00 GHz; L2 Cache: 2 
MB; RAM: 3 GB and Hard disk: 150 GB. The system software used in the experi-
ments is Microsoft Windows XP Professional Service Pack 3. The database used in 
the experiments is Oracle 11g Release 1 (11.1.0.6.0) Enterprise Edition. The popular 
sales history schema has been used in the experiments by generating appropriate set 
of data to meet the research experimental goal. 

First, we have calculated the maintenance cost associated with the tables using the 
update frequencies of the tables and the weighting factors reflecting the importance of 
the tables. Now the different cost associated with the queries are calculated in Table 3. 

The maintenance cost calculation of the tables is shown in the following Table 4 
where the weighting factor of the table is calculated using 

( ) ( )1log2 += jj uwWeight  (9)

 

Algorithm DynamicViewMaterializationSelection{ 
Given: Input: A set of queries or views; 

Output: Query cost (n × 4) table matrix; 
Begin 

For i = 1 to total number of queries (n) { 
Assign: Qi = getNextQuery ( ); 
Calculate the query processing cost (QPi); 
Calculate the view maintenance cost (MCi); 
TCi = Calculate the total cost (QPi + MCi) 
} End For; 
Find the minimum of the total cost Min (TC); 
For i = 1 to total number of queries (n) { 

If TCi > Min (TC) Then { 
Select Qi for materialization; 
Insertlist (Qi, QPi, MCi,  TCi); 
} End If; 

}  
End For;   

End; 
} 
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Table 4. Table maintenance costs calculation 

SL tj ij mj dj uj wj MTj 

1 channels 5 0 0 1.67 1.42 1.42 

2 countries 0 0 0 0.00 0.00 0.00 

3 costs 10 10 5 8.33 3.22 3.22 

4 customers 50 0 10 20.00 4.39 4.39 

5 products 10 0 0 3.33 2.11 2.11 

6 promotions 5 2 0 2.33 1.74 1.74 

7 times 1 0 0 0.33 0.41 0.41 

8 sales 200 0 0 66.67 6.08 6.08 

The minimum of the total cost or threshold level, AVG (TC) = 25099.12/17 = 
1476.42. So, according to the DynamicViewMaterializationSelection algorithm, the 
following queries in Table 5 are selected to be materialized. 

Table 5. Candidate queries for view materialization 

Query 
Query Processing 

Cost 
Maintenance 

Cost 
Total Cost 

Q2 2092.72 6.49 2099.21 
Q4 1473.48 4.21 1477.69 
Q11 2622.32 12.30 2634.62 
Q12 3808.25 12.30 3820.55 
Q13 4605.73 12.30 4618.03 
Q15 1844.35 12.30 1856.65 
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Fig. 2. Query answering cost comparison 
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From the selected queries for materialization, it is seen that the dynamic view se-
lection approach selects queries not having only higher access frequency but also 
considers a combination of higher execution time, more complex queries. The graph 
in Fig. 2 shows the cost comparison of the selected queries for answering through 
virtual view and materialized view. From the Fig. 2, it is seen that after the candidate 
queries are materialized, query response times have reduced with significant amount 
of time. 

5   Comparison with Related Work 

The factors considered here in comparison with the work done by Ashadevi et al. [10] 
are listed in Table 6. 

Table 6. Comparison of factors with [10] 

SL Factors Existing 
Method [10] 

Proposed 
Method 

1. Query access frequency Yes Yes 
2. Query weight No Yes 
3. Query execution time No Yes 
4. View complexity No Yes 
5. Base table update fre-

quency 
Yes Yes 

6. Table weight No Yes 
7. Priority of table Yes No 
8. Threshold level Arbitrary Dynamic 

Assigning a priority to the base table is more difficult than defining the importance 
of the table based on the update frequency of the table. Also, arbitrary selection of 
threshold level is difficult to choose for different level rather selection of threshold 
level based the calculated data that is called dynamic threshold and it is easy to de-
fine. Finally, in [10], queries with higher access frequencies are selected first for fur-
ther processing which may lead to opt out some queries having higher execution time 
or more complexity but can include queries with execution time in considerable 
amount of time. Our method selects an appropriate set of views from the large set 
where the above scenario will not be occurred. 

6   Conclusions 

Faster query performance is always expected by a user or in a decision support system 
environment where a query retrieves a large number of records, aggregates data or 
joins lots of tables. Materializing a view or a query improves these query performance 
by storing the result in the database and it incurs storage space and maintenance issue. 
So, we need to select an appropriate set of queries from the number of queries re-
quested by the user at a particular snapshot. Our proposed method selects an appro-
priate set of queries with a combination of higher access frequency, complexity of 
higher execution time. 
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Abstract. In real world biological applications, most relevant sequences are 
“similar” instead of exactly the same. It is therefore useful to search patterns us-
ing soft computing techniques. Our proposed work uses the fuzzy approach for 
approximate pattern matching. Given a database of sequences, our aim is to find 
total number of candidate patterns that will approximately match to the query 
pattern with specified fault tolerance. We show the complete analysis of ap-
proximate matching patterns by fuzzy and exact matching approach. We use 
DNA sequences of bacteria downloaded from National Center for Biotechnol-
ogy Information (NCBI). 

Keywords: Soft computing, fuzzy sets, approximate matching, exact matching, 
DNA sequence. 

1   Introduction 

Soft computing is a collection of techniques in artificial intelligence, which can be 
used to handle uncertainty, imprecision and partial truth. Fuzzy sets, which constitute 
the oldest component of soft computing, can provide approximate solutions faster [1].  

Mining of sequence data has many real world applications [2]. Transaction history 
of a bank customer, product order history of a company, performance of the stock 
market [3] and biological DNA data [4] are all sequence data, where sequence data 
mining techniques are applied. For sequential data, pattern matching can be consid-
ered as either (1) exact matching or (2) approximate matching [5]. Approximate 
matching is the finding of the most similar match of a particular pattern within a se-
quence. Quite often in real world data mining applications, exact patterns do not exist 
therefore, an approximate matching algorithm is required.  

Bioinformatics is text rich field [6]. The analysis of protein and DNA sequence 
data has been one of the most active research areas in the field of computational mo-
lecular biology [7]. In the present work, we propose a methodology based on fuzzy 
Levenshtein distance to extract approximately matching patterns from the DNA se-
quences of bacteria downloaded from National Center for Biotechnology Information 
(NCBI) [8]. We show the complete analysis of the approximate matching patterns by 
varying candidate length and distance. The results are compared with exact distance 
method and it was observed that the fuzzy approach resulted in more number of pat-
terns that are approximately matching to given query.  
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Rest of the paper is organized as follows. In section 2, we discuss related work. 
Section 3 includes problem statement and proposed pattern extraction algorithm. In 
section 4, we show the experimental results obtained by using data set of DNA se-
quences. In section 5, we draw the conclusions and future work. 

2   Related Work 

In exact sequence pattern matching problems, we aim to find a substring in text T that 
is exactly the same as the searching pattern P. There exist, efficient algorithms that 
solve this problem. Boyer–Moore [9] published a exact pattern matching algorithm 
that performed the character comparison in reverse order to the pattern being searched 
for and had a method that did not require the full pattern to be searched if a mismatch 
was found. The Knuth–Morris–Pratt [10] string searching algorithm searches for 
occurrences of a "word" within a main "text string" by employing the observation that 
when a mismatch occurs, the word itself embodies sufficient information to determine 
where the next match could begin, thus bypassing re-examination of previously 
matched characters. These existing exact methods are useless for the biological data, 
because, in real world biological applications, most of the sequences are “similar” 
instead of exactly the same. This gave a motivation to “search allowing errors” or 
approximate match [11].  

The Smith-Waterman algorithm [12] is a representative one for DNA subsequence 
matching, that basically assumes the sequential scan for accessing DNA sequences. It 
determines the optimal local alignment between two sequences S and Q so that their 
similarity score gets maximized. However, it requires a long processing time. BLAST 
[13] is a heuristic algorithm that resolves the performance problem of the Smith-
Waterman algorithm. alignment. BLAST searches for high scoring sequence 
alignments between the query sequence and sequences in the database using a heuristic 
approach. Thus, these algorithms are based on sequence alignment technique. 

Current approximate searching algorithm (such as Prosite Scan [14]) is rigid in a 
way that its definition of “similarity” is fixed. Chang et al. [15] proposed approximate 
pattern matching algorithm based on a fuzzy inference technique in which, the user is 
able to define the meaning of “similarity” by adjusting the membership functions. 
There are four main steps in this algorithm. Firstly, a searching pattern (string), P is 
decomposed to obtain events and event intervals. Then, the obtained events and event 
intervals are fuzzified in the sequence fuzzification step. A Sequence Inference step 
follows to determine the sequences that are “similar” to the searching pattern P.  
Finally, a sequence search is conducted to determine the “similarity” between a text T 
and the pattern P. The algorithm is quite complicated involving pattern decomposition, 
fuzzification and sequence inference step. 

In the present work, we propose a methodology based on fuzzy Levenshtein dis-
tance to extract approximately matching patterns from the DNA sequence data. In our 
method similarity is measured by percentage of tolerance i.e. we mainly work on 
fuzzy distance between candidate and query pattern. 
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3   Proposed Approach 

In this section, first we discuss algorithm for finding fuzzy distance between two pat-
terns. We also discuss the use of fuzzy distance to find the total number of approxi-
mately matching patterns.  

3.1   Algorithm for Finding Fuzzy Levenshtein Distance 

Let s be the candidate pattern and t be the query pattern. The fuzzy Levenshtein dis-
tance is the number of deletions, insertions, or substitutions required to transform s 
into t. 

        
1. Set n to be the length of s. Set m to be the length of t. Construct a matrix 

with  0..m rows and 0..n columns. 
2. Initialize the first row to 0..n. Initialize the first column to 0..m. 
3. Examine each character of s (i from 1 to n). 
4. Examine each character of t (j from 1 to m). 
5. If s[i] equals t[j], the cost is 0. If s[i] doesn't equal t[j], the cost is 1. 
6. Set cell d[i,j] of the matrix equal to the minimum of (d[i-1,j] + 1, d[i,j-1] + 1, 

d[i-1,j-1] + cost).  
7. After the iteration steps (3, 4, 5, 6) are complete, the distance is found in cell 

d[n,m]. 

For example, Levenshtein distance (LD) between candidate pattern (s) and the query 
pattern (t) is:  

• If s is "levenshtein" and t is "meilenstein", then LD(s,t) =4, because two sub-
stitutions (change "l" to "m" and change "v" to "l”), one insertion(insert “i”) 
and one deletion (delete “h”) is sufficient to transform s into t.  

The greater the Levenshtein distance, the more different the patterns are. 

3.2   Algorithm for Finding Total Number of Fuzzy Patterns Using Fuzzy  
Levens-htein Distance 

Given a sequence of length l, query pattern of length p, candidate length n and per-
centage of fault tolerance allowed k. We want to find total number of candidate pat-
terns that will approximately match to the query pattern with at most k tolerance. 

1. Generate candidates from the given sequence. 
2.  Count=0. 
3.  Find the fuzzy Levenshtein distance between candidate pattern and query 

pattern. 
4.  If distance <= k, then increment count. 
5.  Repeat steps 3 and 4 for all generated candidates. 
6.  Output count as total number of fuzzy patterns. 

Example: Given a sequence “TTTATC”, candidate length 4, query pattern TCAT and 
allowed tolerance 50%. Then to find total number of patterns obtained by fuzzy dis-
tance and exact distance, first we have to generate candidates of length 4 from the 
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sequence: TTTA, TTAT, TATC. Fuzzy distance between query and generated candi-
dates are 3, 1, 2 respectively. Similarly exact distances are 3, 1, 3 respectively. Total 
number of candidates that are matching to query within given tolerance by fuzzy dis-
tance and exact distance are 2 and 1 respectively. 

We compare the results obtained using fuzzy distance to exact distance. To find the 
exact distance between candidate and query pattern, we count number of places in 
which the two patterns differ, i.e., have different characters.  

4   Results and Discussion 

We consider three DNA sequences of bacteria (bacillus-subtilis) for our experiment. 
Table 1 shows details of each sequence length and the number of candidates gener-
ated with different candidate length.  

To find approximately matching patterns we used a query of length 5 and allowed 
fault tolerance of 40%. Candidate length is varied from 3 to 7, to allow both positive 
and negative tolerance i.e., when the query length is 5, candidate length should be 3 
for -40% tolerance and it should be 7 for +40% tolerance. Table 2 show cumulative 
result i.e. total number of approximate patterns obtained for all 3 sequences using 
fuzzy and exact distances. We can observe that total numbers of patterns obtained by 
using fuzzy approach are grater than exact approach because, patterns rarely match 
the sequences exactly. The detailed analysis is explained in the following cases. 

Table 1. Sequence length and number of candidates generated 

Number of Candidates Generated
SN SL 

CL=3 CL =4 CL =5 CL =6 CL =7 

1 1554 1552 1551 1550 1549 1548 

2 2928 2926 2925 2924 2923 2922 

3 1904 1902 1901 1900 1899 1898 

Total 6386 6380 6377 6374 6371 6368 

Legend : SN : Sequence Number;  SL : Sequence Length;  CL : Candidate Length. 

Case 1. In this case candidate length is fixed and the distance between candidate and 
query pattern is varied. For example, if the candidate length is 4, then for 40% toler-
ance the distance can be either 1 or 2 with query length 5. 

Table 2. Total number of patterns obtained for 3 sequences 

Patterns Obtained for different 
CL 

Approach Used 

3 4 5 6 8 
Fuzzy Approach 493 897 917 453 147 
Exact Approach 117 406 783 159 22 



216 N. Patil, D. Toshniwal, and K. Garg 

 

Fig. 1 shows that when candidate length is 3 and query length is 5, then for 40% 
fault tolerance all 3 characters in the candidate should match to the query (D=2). Total 
number of patterns obtained using fuzzy distance and exact distance are 493 and 117 
respectively. 

Fig. 2 shows that when candidate length is four and query length is five, then for 
40% fault tolerance all four characters in the candidate can match (D=1) or three 
characters can match (D=2) to query. We can observe that as distance decreases, the 
number of obtained patterns will also decrease. 
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Fig. 1. Candidate length 3 Fig. 2. Candidate length 4 

Table 3 summarizes similar results for candidate length 5, 6 and 7. When candidate 
length is 5, then for 40% tolerance either 3 (D=2), 4 (D=1) or all 5 (D=0) characters 
in the candidate can match to query and for each distance, number of patterns ob-
tained are as tabulated. Distance equal to zero indicates exact match of candidate and 
query. Therefore number of patterns obtained by using fuzzy distance and exact dis-
tance are equal. For our dataset, when distance is 1, once again the total patterns ob-
tained by using both fuzzy and exact distance are equal. When distance is 2, any 3 
characters out of 5 characters can match then the number of patterns obtained are 
more in case of fuzzy distance compared to exact distance. 

When the candidate length is 6, then for 40% tolerance either 5 (D=1) or 4 (D=2) 
characters can match to query of length 5 . Similarly when candidate length is 7, any 
5 (D=2 ) characters can match to query. In all these cases the number of patterns ob-
tained are more in case of fuzzy distance compared to exact distance and as distance 
decreases, the number of obtained patterns will also decrease. A zero value for num-
ber of patterns indicates that, there are no approximately matching patterns with given 
fault tolerance. 

Case 2. In this case candidate length is varied and the distance between candidate and 
query pattern is kept fixed with query length 5 and tolerance of 40%. 

If the distance is zero, candidate length must be 5 for a query of length 5 and the 
number of patterns obtained using both fuzzy and exact distance are equal i.e. 22.  
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Table 3. Total number of patterns obtained with query length 5 and 40% fault tolerance 

Number of Patterns 

D=2 D=1 D=0 CL 

FA EA FA EA FA EA 

5 760 624 137 137 22 22 

6 388 137 65 22 0 0 

7 147 22 0 0 0 0 

Legend: CL : Candidate Length; D: Distance; FA: Fuzzy Approach; EA: Exact Approach. 

Fig. 3 shows that if the distance is 1, candidate length can be 4, 5 and 6 and the 
number of character matches must be all 4, any 4 and any 5 respectively.  

Fig. 4 shows that if the distance is 2, candidate length can be 3, 4, 5, 6 and 7 and 
the number of character matches must be all 3, any 3, any 3, any 4 and any 5  
respectively.  

With all these distances, as the candidate length increases, total number of ap-
proximately matching patterns will increase on the negative side (candidate length 
from 3 to 5) and will decrease on the positive side (candidate length 6 and 7). We can 
observe that the total number of patterns obtained in case of fuzzy distance are more 
compared to exact distance.  
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Fig. 3. Distance 1 Fig. 4. Distance 2 

5   Conclusions and Future Work  

In real world biological applications, most of the sequences are “similar” instead of 
exactly the same. Patterns rarely match the sequences exactly. Fuzzy sets, which are a 
component of soft computing, are suitable for handling the issues related to under-
standability of patterns, incomplete/noisy data, and can provide approximate solutions 
faster. We have proposed a novel methodology based on fuzzy Levenshtein distance 
to extract approximately matching patterns from the DNA sequences data of bacteria 
obtained from National Center for Biotechnology Information (NCBI). We have also 
shown the complete analysis of the approximate matching patterns (fuzzy patterns) by 
varying candidate length and distance. The results are compared to pattern matching 
with exact distance method and it was observed that the fuzzy approach resulted in 
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more number of patterns that are approximately matching to given query. We are also 
working on DNA sequence classification by using approximately matching patterns 
with fault tolerance. 
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Abstract. This paper presents the DFIG wind energy system. The modelling of 
the system has been discussed and also the system parameters are plotted. 
MATLAB Simulink has been used as the tool to evaluate the system. The grid 
parameter variations are also discussed. 

Index Terms: Doubly-fed induction generator (DFIG), Wind energy conversion 
system (WECS), distributed generation (DG). 

1   Introduction 

In recent years, the average rate of world primary power consumption has increased 
to about 16TW (or) 16000GW. Moreover, the environmental impact on usage of the 
conventional sources has been disintegrative with the environmental issues such as 
pollution, global warming, excessive greenhouse effect etc. Because of these 
problems and our dwindling supply of petroleum, finding sustainable alternatives is 
becoming increasingly urgent. Perhaps, the greatest challenge is in devising a 
sustainable future, which relies on integration and control of renewable energy 
sources in grid distributed generation. Generation of power locally at distribution 
voltage level by using non-conventional (or) renewable energy sources like, solar 
photo voltaic cells, wind power, biogas, and fuel cell is known as distributed 
generation (DG). 

Hence for the present situation utilization of renewable energy has become a vital 
strategy. Hence wind energy conversion has been discussed in this paper. 

2   Modelling of DFIG Based WECS 

A commonly used model for induction generator converting power from the wind to 
serve the electric grid is shown Fig.3 The stator of the wound rotor induction machine 
is connected to the low voltage balanced three-phase grid and the rotor side is fed via 
the back-to-back PWM voltage-source inverters with a common DC link. Grid side 
converter controls the power flow between the DC bus and the AC side and allows the 
system to be operated in sub-synchronous and super synchronous speed. The proper 
rotor excitation is provided by the machine side power converter and also it provides 
active and reactive power control on stator and rotor sides respectively by employing 
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vector control. DFIG can be operated as a generator as well as a motor in both sub-
Synchronous and super synchronous speeds, thus giving four possible operating 
modes. Only the two generating modes at sub-synchronous and super synchronous 
speeds are of interest for wind power generation. To exploit the advantages of 
variable speed operation, the tracking of optimum torque-speed curve is essential. 
Speed can be adjusted to the desired value by controlling torque. So, an approach of 
using active power set point from the instantaneous value of rotor speed and 
controlling the rotor current iry in stator flux-oriented reference frame to get the 
desired active power will result in obtaining the desired values of speed and torque 
according to the optimum torque speed curve. The reactive power set point can also 
be calculated from active power set point using a desired power factor. 

In the stator flux-oriented reference frame, reactive power can be controlled by 
controlling the d-axis rotor current. In stator flux-oriented control, both stator and 
rotor quantities are transformed to a special reference frame that rotates at an angular 
frequency identical to the stator flux linkage space phasor with the real axis (x-axis) 
of the reference frame aligned to the stator flux vector. At steady state, the reference 
frame speed equals the synchronous speed. This model is called dynamic vectorized  
model[3]. 

 

 

Fig. 1. Wind turbine driven DFIG 

The main variables of the machine in rotating frame are flux linkages φqs, φds φ’qr 
φ’dr in state space form. Substituting the conditions ω = ωr and Vqr=Vdr=0 in the flux 
linkage equation, we get 

φqs  =ωbʃ vqs-ωr/ωbφds+rs/xls (φmq- φ ,qs)                                      (1) 

φds  =ωbʃ vds-ωr/ωbφqs+rs/xls (φmd-φ ,ds)                                      (2) 

φ ,qr=ωbʃr ,r/xlr(φmq-φ,
qr)                                                     (3) 

φ ,dr=ωbʃr ,r/xlr(φmd-φ,
dr)                                                     (4) 
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The currents can now be calculated 
Iqs=(φqs-φmq)/xls                                                         (5) 

Ids=(φds-φmd)/xls                                                                                  (6) 

I ,qr=(φ ,qr –φmq)/ x ,lr                                                                            (7) 

I ,dr=(φ ,dr –φmd)/ x ,lr                                                                          (8) 

Solving equations ( 4-8), the ϕmq, ϕ md are obtained as  

φmq =xm(φqs/xls + φ ,qr / x ,lr )                                             (9) 

For maintaining proper flow of variables and for convenience of simulating, the above 
equations are separated into the q-axis, the d-axis and the rotor circuits. In the q-axis 
circuit, the Equations (2), (4), (6), (8) and (10) are used to calculate, φqs , φ׳qr,iqs and i ׳qr 

respectively and φqs, iqs arc used in the calculation of electromagnetic torque. In the q-
axis circuit, the Equations (3), (5), (7), (9) and (11) are used to calculate, φds, φ׳dr, ids 

and i ׳dr respectively and φds, iqs arc used in the calculation of electromagnetic torque. 
The rotor circuit makes use of the φqs, iqs obtained from the q-axis circuit and φds, iqs 

obtained from the d-axis circuit and calculates the electromagnetic torque using 
equation (12).The rotor circuit also takes the input mechanical torque values supplied 
to it and computes Wr/Wb from equation (12). 

Φmd=xm(φds/ xls + φ ,dr/ x , lr)                                           (10) 

Where xm=1( 1/ xm + 1/xls + 1/xlr) 
Now that we know φqs, iqs and φds, ids, the electromagnetic torque can be calculated 

by 

Tem=(3p/4ωb)(φdsiqs-φqsids)                                              (11) 

The equation that governs the motion of rotor is obtained by equating the inertia 
torque to the accelerating torque 

J( dωm/ dt) = Tem + T mech  - Tdamp                                                         (12) 

Expressed in per unit values, equation (9) becomes: 

2H d(ωr/ωb)/ dt = Tem + T mech  - Tdamp                                     (13) 

3   Simulation Study and Results 

In fig4 wind farm consists of six 1.5 MW wind turbines connected to a 25 kV 
distribution system exporting power to a 120 kV grid through a 30 km 25 kV feeder. 
A 2300V, 2 MVA plant consisting of a motor load (1.68 MW induction motor at 0.93 
PF) and of a 200 kW resistive load is connected on the same feeder at bus B25. A 500 
kW load is also connected on the 575 V bus of the wind farm. 

The wind turbine model is a phasor model that allows transient stability type 
studies with long simulation times. In this case study, the system is observed during 
50 s. The 6-wind-turbine farm is simulated by a single wind-turbine block by 
multiplying the following three parameters by six, as follows: 

The nominal wind turbine mechanical output power: 6*1.5e6 watts, specified  
in the Turbine data menu. The generator rated power: 6*1.5/0.9 MVA (6*1.5 MW at  
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Fig. 2. Simulink model of WECS 

0.9 PF), specified in the Generator data menu. The nominal DC bus capacitor: 
6*10000 microfarads, specified in the Converters data menu. 

Initially, in fig 5 wind speed is set at 8 m/s, and then at t=5s, wind speed increases 
suddenly at 14 m/s. At t=5 s, in fig 6 the generated active power starts increasing 
smoothly (together with the turbine speed) to reach its rated value of 9MW in 
approximately 15s. 

 

Fig. 3. Wind speed 

 

Fig. 4. Real power 
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Fig. 5. Reactive power 

4   Conclusion 

A novel concept of utilization of   wind energy for grid connection has been proposed 
and validated through MATLAB/Simulink simulations. The wind energy conversion 
system has been modelled. This novel strategy utilizes renewable energy ie wind 
energy and also basic electrical drive. Hence there is reduction in cost and also 
environmental welfare as wind energy poses to be a pollution free system. 
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Abstract. This paper covers the modeling of a 2 bus system using the Matlab 
package. The basic system is tested under large and small disturbances to study 
the dynamic behavior of the system and the stability margins associated with 
the different configurations of the system. As a suggested solution to increase 
stability margins of the system,  Sen transformer is added, modeled and tested 
to show the effect of the controller on the different stability margins under both 
large and small disturbances. 

Keywords: Voltage Stability, “Sen” Transformer, Simulation. 

1   Introduction 

A. Voltage Stability 

Voltage stability refers to ‘‘the ability of a power system to maintain steady voltages 
at all buses in the system after being subjected to a disturbance from a given initial 
operating condition’’ (IEEE-CIGRE, 2004). If voltage stability exists, the voltage and 
power of the system will be controllable at all times. In general, the inability of the 
system to supply the required demand leads to voltage instability (voltage collapse).  

The nature of voltage instability phenomena can be either fast (short-term, with 
voltage collapse in the order of fractions of a second to a few seconds) or slow (long-
term, with voltage collapse in minutes to hours) (IEEE-CIGRE, 2004). Short-term 
voltage stability problems are usually associated with the rapid response of voltage 
controllers (e.g., generators’ automatic voltage regulator [AVR]) and power electronic 
converters, such as those encountered in flexible AC transmission system or FACTS 
controllers and high voltage DC (HVDC) links. In the case of voltage regulators, 
voltage instability is usually related to inappropriate tuning of the system controllers. 
Voltage stability in converters, on the other hand, is associated with commutation 
issues in the electronic switches that make up the converters, particularly when these 
converters are connected to ‘‘weak’’ AC systems, i.e., systems with poor reactive 
power support. 
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2   Modelling of Sen Transformer 

A digital computer simulation model of the ST has been developed using MATLAB. 
The model consists of two subsystems: the electrical subsystem and the tap-selection 
algorithm subsystem.  

A. Electrical System 

The electrical system is comprised of two ac systems connected by a three phase 
transmission line. The ST is connected at the sending end of the transmission line. 
Table I gives the parameters for both the ST and the network. 

1) Electrical Network Model: The ac sources at both sending and receiving ends are 
modeled as infinite sources with the same magnitude but at a phase difference of 
20 (the receiving end voltage lags the sending end voltage). The transmission line 
is modeled as a lumped series impedance. 

2) ST Model: The ST is a specially designed transformer with multiple windings 
having multiple tap positions in the secondary. The model for such a transformer 
is not available in matlab. Therefore, nine single-phase transformers, each having 
on-load tap changing capability have been used to model the ST. By using single-
phase transformers, inter-phase. mutual flux linkage and thus mutual inductance 
has not been considered, which may cause some discrepancies in the results.These 
nine single-phase transformers are modeled with a small resistance and leakage 
reactance as shown in Table I. Output voltages of three transformers (contributing 
from phase , and ) are added in series and then fed to one phase of the 
transmission line. The nine outputs (aa, ab, ac, ba, bb, bc, ca, cb, and cc) from the 
tap-selection algorithm supply the value of tap setting to all nine transformer Tap 
terminals. Should these outputs undergo any changes, the transformers readjust 
their tap positions and produce the required compensating voltages. 

3) Tap Changer Model: In a practical transformer, tap changing is performed through 
a tap selector, where a resistor or inductor is used in parallel with the tap positions 
to limit the current through a shorting winding segment between two consecutive 
taps. In Fig. 1, an example of tap-changing operation has been shown along with 
the equivalent matlab model for each position of the tap selector. Although, 
practical transformers with on load tap changers (OLTC), such as the ones from 
Reinhausen use taps with voltage difference in the range of 0.02 p.u. to 0.067 p.u., 
in this model a voltage difference of 0.1 p.u. between taps has been assumed for 
theclarity of simulation. The time required to move the tap selector between 
adjacent tap positions is 2 s. In order to move the tap selector from its initial 
position, terminal E (0.2 p.u.) to its final position, terminal C (0.1 p.u.), the 
following four steps of approximately 0.5 s each are performed. 
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Fig. 1. Sen Transformer modelling 

3   Testing 

A. Modelling of 2 bus system 

Fig 2 shows the simulink model of a simple 2 bus system connected through a 
transmission line which is represented by a three phase RLC branch connected in series. 

The experiment is carried out for both cases, with and without “Sen” transformer. 
A three phase L-L-L-G fault is induced by connecting a three phase circuit breaker in 
the system. The simulation is run from 0 to 1 sec and the circuit breaker is opened 
from 0.5 to 1 sec. The line voltages and the line currents are calculated during fault 
condition. The line voltage will become zero from 0.5 to 1 sec due to the short circuit. 
And the fault current in all the three phases will increase above rated current. The Sen 
Transformer is connected in the system to compensate for this drop in voltage from 
0.5 to 1 sec and to reduce the fault current. 

There is no specific model for Sen Transformer available in simulink. So it is 
modeled using nine single phase transformers, three for each phase. Tap changers are 
used to control the operation of these nine transformers. In case of a sag or dip in the 
line voltage, the tap changers operate so that the required transformers are activated in 
order to compensate the voltage dip. 

The transformers used are single phase multi winding transformers which have a fixed 
winding on the primary side and the secondary windings are split into a number of taps. 
By operating the taps, the required number of windings can be selected. For tap changing  
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Fig. 2. 2 bus system 

operation, circuit breakers are connected to each of the tap and they are operating by 
giving a specific transition by which they can be opened and closed accordingly. 

4   Simulation and Results 

 

Fig. 3. Phase Voltage after faulted condition without Sen Transformer 

 

Fig. 4. Phase Voltage after adding Sen Transformer 
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Table 1. 

Faulted condition Parameter Normal 
Without SEN transformer With SEN transformer 

Phase Voltage 20 kV 0 Kv 15 Kv 
Fault Current 0 A 830 A 260 A 

5   Conclusion 

This paper discusses about the improvement in voltage stability using a Sen 
Transformer. A simple 2 bus system is used for this purpose. A three phase L-L-L-G 
fault is created in the system and the line voltages and the fault currents are calculated 
without connecting Sen Transformer and then after connecting Sen transformer. It is 
seen that the voltage stability is improved after connecting Sen Transformer. 
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Abstract. IEEE 802.16e classifies packets into 5 different service classes, 
namely, UGS, rtPS, ertPS, nrtPS and BE. Bandwidth is allocated to SS based 
on the need of the service class. In this paper we propose a user based 
bandwidth allocation mechanism called Differentiated Bandwidth Allocation 
Mechanism (DBAM). WiMAX users shall be divided into 3 different priority 
levels as high-priority users, regular users and low-priority users. Bandwidth 
shall be allocated to the service flows of these service class based on the 
priority of the users. This method of bandwidth allocation provides a 
differentiated QoS to users for the same service class. Simulation results revel 
that when the number of Subscriber Stations (SS) is 10, high-priority and 
Regular users are able to transmit 25% more ertPS data compared to low-
priority users and when the number of SS is 14, high-priority user transmits 
30% more data compared to regular user.  

Keywords: QoS, WiMAX, Bandwidth Allocaiton, MAC, DBAM. 

1   Introduction 

IEEE 802.16e provides differentiated Quality-of-Service (QoS) by providing five 
different service classes, namely, Unsolicited Grant Services (UGS), extended Real 
Time Polling Services (ertPS), Real Time Polling Services (rtPS), non Real Time 
Polling Services (nrtPS), Best Effort(BE) [1][2][3].  

WiMAX supports demand based bandwidth allocation mechanism where each 
service flow at the Subscriber Station (SS)/Mobile Stations (MS) requests uplink 
bandwidth based on the amount of data present in the respective queues. The Base 
Station (BS) will allocate bandwidth based on the type of service flow and availability 
of bandwidth. The bandwidth can be allocated on Grant Per Connection (GPC) or 
Grant Per Subscriber Station (GPSS). GPC mechanism allocates bandwidth on a per 
connection basis where as GPSS allocates aggregate bandwidth on a per SS basis. 

In order to allocate bandwidth, BS will apply a bandwidth allocation scheme. 
Various bandwidth allocation schemes have been proposed by researchers. In [4] 
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authors propose aggregated bandwidth request mechanism. In [5] authors propose  
service class based bandwidth allocation. In [6] adaptive bandwidth request scheme is 
proposed where in contention-free bandwidth request mechanism is incorporated 
within the contention based opportunities. In [7] a predictive bandwidth allocation 
mechanism which predicts the future data flow based on current data rates is 
proposed.   In [8] a channel aware bandwidth allocation for downlink is proposed. 

In this paper we propose a bandwidth allocation scheme called Differentiated 
Bandwidth Allocation Mechanism (DBAM). This allocation scheme divides the 
WiMAX users into three different Priority levels, namely high-priority users, regular 
users and low-priority users (defined in section 3). For each service class the high 
priority users shall be allocated bandwidth first followed by regular users and finally 
the low-priority users in a round robin fashion. To the best of our knowledge, 
according to available literature, user based bandwidth allocation within the 
framework of service based bandwidth allocation is yet to be studied in detail for 4G 
broadband wireless access network. 

2   Existing Bandwidth Allocation Algorithm 

WiMAX supports demand based bandwidth allocation mechanism. If a particular 
service flow has data to be transmitted on the uplink, a bandwidth request is made 
either by using a Bandwidth request header or piggybacking the bandwidth request 
with uplink data. 

Upon receiving the bandwidth request from the service flows of all SS in the 
network, the BS shall apply a bandwidth allocation algorithm to distribute the uplink 
bandwidth among the SSs that have requested for bandwidth. While allocating the 
bandwidth the BS has to ensure that it takes care of the QoS constraints for the 
services flows that have requested for bandwidth. One of the most commonly used 
bandwidth allocation algorithm is the strict priority algorithm. A high level view of 
the algorithm is presented in Fig. 1 (a). Within each service class, the service flows 
can be allotted bandwidth in a round robin fashion. 

3   Differentiated Bandwidth Allocation Mechanism 

We would like to propose a user-based bandwidth allocation mechanism called 
DBAM. There shall be 3 different types of WiMAX users called as: High-Priority 
users, Regular Users and Low-Priority Users. High-Priority users could be those 
users who are ready to pay more to receive higher priority for their traffic. Regular 
users are those users who do not wish to be associated with any priority. Low-
Priority users could be those users who are ready pay less for wireless broadband 
service and settle with lesser quality of service. A high level view of DBAM is 
provided in Fig. 1(b). 
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(b) 

Fig. 1. Strict Priority Bandwidth Allocation Algorithm[5] v/s Differentiated Bandwidth 
Allocation Mechanism 

DBAM algorithm is described in detail below: 
differentiatedBandwidthAllocation() Begin 
      int available_bw := calc_total_bw( );  
     //Step 1: Allot bandwidth to ertPS 
     //Step 1.1: Allot BW to priority ertPS 
      for(i:=0; i<no_high_pri_ertps_sf; i++) Begin 

Allocate bandwidth to high-
priority service flows of this 
service class

Start 

Move to the next service class 
(ertPS >> rtPS >> nrtPS >> BE) 

Allocate bandwidth to UGS 
service flows 

Allocate bandwidth to regular 
service flows of this service 
class 

Allocate bandwidth to low-
priority service flows of this 
service class 

All service 
classes done? 

Stop 

N

Y

Start 

Allocate bandwidth to 
ertPS service flows 

Allocate bandwidth to 
rtPS service flows 

Allocate bandwidth to 
nrtPS service flows 

Allocate bandwidth to 
BE service flows 

Stop 

Allocate bandwidth to 
UGS service flows 
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            int allotted := allocate_ertPS_bw(fl[i]); 
           available_bw :=  available_bw – allotted; 
           if(available_bw EQ 0)   return; 
      End 
      //Step 1.2: Allot BW to regular ertPS 
      for(i:=0; i<no_reg_ertps_sf; i++) Begin 
            int allotted := allocate_ertPS_bw(fl[i]); 
            available_bw := available_bw - allotted 
            if(available_bw EQ 0)  return; 
      End 
      //Step 1.3: Allot BW to low-priority ertPS 
      for(i:=0; i<no_low_pri_ertps_sf; i++) Begin 
          int allotted := allocate_ertPS_bw(fl[i]); 
          available_bw :=  available_bw – allotted; 
          if(available_bw EQ 0)  return; 
      End 
End 

4   Implementation 

Authentication, Authorization and Accounting (AAA) server shall maintain a table of 
MAC address of the SS and the associated priority value of the SS. A sample state of 
the Table could be as given in Table-1. 

Table 1. Sample Table State at AAA Server 

MAC Address Priority Value 
01:67:43:82:98:ba 1 
04:56:84:ba:12:97 0 
56:23:85:56:37:86 2 
……………………… ………………… 

Priority value 0 is assigned to regular IEEE-802.16e users. Priority value 1 is for 
high-priority user and priority value 2 is for low-priority users.  

When the SS initiates the initial ranging process by sending a range request (RNG-
REQ) to the BS, the BS shall obtain the priority value associated with the SS from the 
AAA server. On obtaining the priority values associated with the SS/MS, BS shall 
allocate bandwidth for each service flow of SS based on the priority of SS and the 
type of service flow. 

5   Analytical Modeling 

In this section we will describe a model for the system. For the purpose of brevity we 
will consider only the ertPS service flow. The system of equations would be similar 
for the other service classes. Table-2 shows the modeling parameters. 
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Table 2. Notations Used for System Modelling 

Symbol Description 
ertps_pri_bw_req(p) Bandwidth needs of pth ertPS service flow of priority SS. 
ertps_reg_bw_req(p

) 
Bandwidth needs of pth ertPS service flow of regular SS. 

ertps_npr_bw_req(p
) 

Bandwidth needs of pth ertPS service flow of low-priority SS 

ertps_pri_bw_allot(
p) 

Bandwidth allotted to the pth ertPS service flow of priority SS. 

ertps_reg_bw_allot(
p) 

Bandwidth allotted to the pth ertPS service flow of  regular SS. 

ertps_npr_bw_allot(
p) 

Bandwidth allotted to the pth ertPS service flow of  low-priority 
SS. 

tot_bw Total bandwidth available on the uplink for the current frame 
tr Minimum Reserved traffic rate 
avl_bw Amount of unallocated bandwidth available in the frame. 
m Number of high-priority ertPS service flows 
n Number of regular ertPS service flows 
o Number of  low-priority ertPS service flows 

Bandwidth is allocated to high-priority ertPS service flows as per (1) 
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After allotting bandwidth to the pth priority ertPS service flow, the leftover bandwidth 
is calculated as: 
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After allotting bandwidth to the priority ertPS service flows, bandwidth is allotted to 
the regular ertPS service flows as: 
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Leftover bandwidth after allotting bandwidth to regular ertPS is calculated as: 
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After allotting bandwidth to the regular ertPS service flows, bandwidth is allotted to 
the low-priority ertPS service flows as given in (5): 
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Leftover bandwidth is calculated as: 
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Bandwidth allocation for service flows of rtPS, nrtPS, BE service classes for high-
priority, regular and low-priority users shall happen in the same fashion as given in 
eqn (1) – (6). 

6   Results and Discussion 

Simulations were carried out to analyze the proposed DBAM. Simulations were 
carried out using the network simulator NS 2.29[10]. Light WiMAX Module 
(LWX)[9] was used on top of the NS-2.29 to simulate WiMAX environment. We 
modified the strict priority bandwidth allocation algorithm of LWX to implement 
DBAM. Simulations were carried out using the parameters of LWX as per Table-3. 

Table 3. Simulation Parameters 

Parameter Value 
Uplink data rate 10 Mbps 
OFDMA Frame Duration 5 ms 
OFDMA symbol time 100.94 s 
eRTPS data arrival rate 1 Mbps 

We setup the simulation network in such a way that at any given time 1/3rd of SS 
in the network are high-priority SS, another 1/3rd of the SS are regular SS and the 
remaining 1/3rd of the SS in the network are low-priority SS. Along with the uplink 
traffic from these SS, we also introduced downlink ftp traffic at the rate of 1Mbps. 
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Simulation was carried out to analyze the throughput of the SS for priority user, 
regular user and low-priority user. Simulation results are as shown in Fig. 2(a). 
Theoretical analysis was also done using the parameters of Table-3 results are shown 
in fig. 2 (b). The theoretical results closely match the simulation results. 

When the number of SS in the system is less than 9, there is enough bandwidth 
support all SS. But when it exceeds 9, high-priority SS and Regular-SS are able to 
transmit their data at the expense of low-priority SS. Beyond 13 SS, high-priority SS 
enjoy higher throughput compared to Regular-SS and low-priority SS. 
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(b)  

Fig. 2. Simulation results for ertPS traffic v/s Theoretical results for ertPS traffic 

7   Conclusion 

In this paper we presented a novel user based bandwidth allocation algorithm, 
DBAM. Simulation results show marked improvement in throughput for high-priority 
and regular users under high load conditions. DBAM is a win win for both users and 
operators. 
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Abstract. This present paper discuss a new approach aimed a monitoring the 
Quality of Service(QoS). This paper focuses on a predictive approach (PA) for 
QoS. QoS monitoring measures quality parameters and present true judgment 
about quality parameters. By using PA, components decisions would be more 
intelligent and efficiency, because decisions is taken according to current and 
future values of quality parameter. By applying PA, some period of time meas-
uring of quality, isn't required, then monitoring cost is decreasing and conse-
quently Service Oriented Architecture (SOA) overhead. For PA, Neural  
Network (NN) has been applied. We believe that applying a PA will result op-
timized, more efficiency an intelligent for SOA.  

Keywords: SOA, Web Service, QoS Monitoring, PA, NN. 

1   Introduction 

SOA is a successful approach in IT and computing. SOA gives the best solution for 
distributed application problems, and have finally gained acceptance from both indus-
try and research. Web services represent the most common realization of SOA. 

With the popularity increase of developing web services with similar operational 
functions, QoS parameters plays a key role in selecting, detecting and combining  
web services. QoS monitoring methods receiving update the real values of quality 
parameters.  

The monitoring may be performed differently at three levels, namely: service level, 
communication level and orchestration level. The service level monitoring considers 
the basic monitoring approach. The communication level monitoring intercepts ex-
changed messages between web service providers and requesters. The orchestration 
level monitoring supervises orchestrated services as BPEL using handlers provided by 
the orchestration engine such as Active BPEL. Besides, the monitoring is done at 
three places: consumer, server and third person like a BUS. 

All methods shared in one point that is QoS monitoring at every time of web ser-
vice calling. In the related works, much attention has been paid to the design QoS 
model and QoS monitoring with three levels.  

Whether we can accomplish QoS monitoring with less overhead, more efficiency 
and more intelligent? To answer this question, we started this research. 
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2   Approach 

QoS monitoring to achieve less overhead, more efficient and intelligent by using of 
the PA. In PA, having the current values of QoS parameters, future values of QoS 
parameters is obtained based on its past behavior. The current values of QoS parame-
ters making time series (as shown in Fig1.). Time Series Forecasting (TSF) takes an 

existing series of data tttnt xxxx ,,,, 12 −−− K  and forecasts the K,, 21 ++ tt xx  data 

values. TSF methods for the analysis of the present values of time series can use a 
variety of techniques. 
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Fig. 1. QoS time series 

In below, we describe more efficiency and intelligent and less overhead that is re-
sult of using PA in QoS monitoring, then we describe NN. 

With using PA in Qos monitoring, future values of quality parameters (i.e. execu-
tion time) send to consumer, server and QoS management. In this condition, decisions 
would be more intelligent and efficiency, because decisions is taken according to 
current and future values of quality parameter. In this condition, components can to 
prevent of the failures in system.  In this context, design self-healing architecture 
based on PA in QoS monitoring is our future work. 

In the web service, QoS monitoring at every time of service calling,  imposes some 
overhead on the SOA, then overhead is causing adverse effects on the service quality 
parameters such as Response Time, as shown in Fig2.[1].  

 

Fig. 2. Monitoring overhead 

In order to estimate the monitor overhead, we conduct a large scale experiments 
under the gird5000 to measure the response time of web services while varying the 
requester's number from 1 to 500. They obtained the two curves shown in Figure 1. In 
the first, the monitoring is achieved using the ReqSideMon and the ProvSideMon 
(monitoring components).In the second, the measurement is done in the client code 
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and without using monitors [1]. By applying PA, some period of time measuring of 
quality, isn't required, then monitoring cost is decreasing and consequently Service 
Oriented Architecture (SOA) overhead. Neural networks as a powerful technique is 
introduced to predict. Neural networks are shown their ability to solve complex 
problems. To implement the method we use the neural network. Given a training set 
of data, the NN can learn the data with a learning algorithm. Back propagation is used 
the most common algorithm. Through back propagation, the NN forms a mapping 
between inputs and desired outputs from the training set by altering weighted connec-
tions within the network. 

 

Fig. 3. 3-layer BPNN structure 

    (1) Forward pass: the outputs are calculated and the error at the output units calcu-
lated; and (2) Backward passes: The output unit error is used to alter weights on the 
output units. Then the error at the hidden nodes is calculated (by back-propagating the 
error at the output units through the weights), and the weights on the hidden nodes 
altered using these values. For each data pair to be learned, a forward pass and back-
wards pass is performed. This procedure is repeated over and over again until the 
error is at a low enough level. [2] 

3   Implementation and Experiments   

For implement PA in QoS monitoring in web services, we suggest three components: 
Data Gathering, TSF by NN, Core Monitoring.  

Data gathering: Data gathering component plays the role of monitoring through col-
lecting the information of the quality parameters. It mesure the present values of  
 

 

Fig. 4. QoS Monitoring by Time Series Forecasting using Neural Network 
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quality parameters. When an order for stop was sent by the Monitoring Core, this 
component sends the present values to the forecasting component. Forecasting com-
ponent attempts to forecast the future values of quality parameters based on the pre-
sent values through TSF with NN. Monitoring core: Monitoring core component 
plays the role of managing the method. Monitoring Core is sending request to Data 
Gathering for gathering the current values of quality parameters. Then, the values are 
sent forecasting component to fulfil the forecast. After receiving the future values, the 
Monitoring Core requests for monitoring to be stopped (the request is delivered to 
data gathering component) and it receives the values from the TSF with NN compo-
nent. We hope that designing an intelligent monitoring core will be done by the future 
works and researches. TSF by NN: This component to implement the forecasting part. 
The validation of time series forecasting with NN at the execution time has been done 
through a reliable and quick device for predicting the time series by NN, which has 
named as Alyuda XL software [3]. In this paper, the method for training a network is 
to first partition the data series into two disjoint sets: the training set, and the test set.  
The network is trained (e.g., with Back propagation) directly on the training set, and 
its ability to forecast is measured on the test set. 70 percent has been applied for the 
network training and the rest, 30 percent, has been applied for the network training. 

 

Fig. 5. measured times for QoS monitoring 

The Execution Time is a implemented quality parameter for QoS monitoring that’s  
defined as the time elapsed for processing a request; Execution time = t3 − t2 that's 
shown in Fig.5. 
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Fig. 6. Execution Time with one requester (Experience duration=5 min) and requests 1-501 

                                                           
1 http://homepages.laas.fr/khalil/TOOLS/QoS-4-SHWS/GridDBtxt/ResTime1C_5m.sql 
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Fig.6 shows forecasting values prove reasonably accuracy .For validating the NN 
performance, error analysis methods can be used. Mean Square Error, Mean Absolute 
Error and Good Trend Forecasting are used in the paper. Mean Square Error (MSE) 
the MSE of an estimator ô with respect to the estimated parameter o is defined as 
MSE = [(ô - o) 2] Absolute Error (AE) given some value v and its approximation vap-

prox, the absolute error is AE = | v - vapprox |. Good Trend Forecasting means that the 
network can duly forecast the next values decrease or increase in the context of the 
previous obtained values. In the words, when the chances of forecasting are in align-
ment with the real changes, they should be considered as the correct forecasting. 
exrt+1 > exrt → exřt+1 > exřt  &  exrt+1 = exrt → exřt+1 = exřt  &  exrt+1 < exrt → exřt+1 < 
exřt 

exrt :Desired value  at t time & exřt :Estimator value at t time 
The percentage of Good Trend Forecasting = Good Trend Forecasting / the Total 

Number of Forecasting. 
Good trend forecasting is the most important factor. If the good trend forecasting 

have a reasonable accuracy, then customer appears to correctly judge based on these 
data about QoS level of web service.  

4   Conclusion and Future Work 

In this paper, we demonstrated the PA is method for lessening the overhead of the 
SOA and increasing efficiency and intelligent. This paper proposes to use the TSF 
technique for estimating the quality of service parameters in SOA. NN technique is 
used on the proposed approach and simulation data are provided. The presented 
method has been evaluated, and the forecasting is reasonable accurate. We will also 
working on the monitoring core component, for design an intelligent tuning. The 
intelligent tuning delineates the number of forecasting values by NN. In this context, 
design self-healing architecture based on PA in QoS monitoring is our future work. 
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Abstract. Mining Time Series data has a remarkable development of concen-
tration in today’s humanity. Clustering time series is a trouble that has appli-
cations in a wide variety of fields and has recently fascinated a huge amount of 
researchers. Time series data are frequently large and may surround outliers. In 
addition, time series are a special type of data set where elements have a chro-
nological ordering. Therefore clustering of such data stream is an important is-
sue in the data mining process. The clustering algorithms and its effectiveness 
on various applications are compared to extend an innovative method to solve 
the existing problem. This paper presents a new method called Fuzzy Hierar-
chical clustering algorithm is implemented. Experimental results on ECG data 
evaluate the processing qualities of the system is more accurate than the 
previous system. 

Keywords: Time Series Data Streams, Hierarchical Clustering, Fuzzy Logic. 

1   Introduction 

Time Series Data has a remarkable augmentation of concentration in today’s humani-
ty. Clustering time series is a trouble that has applications in a wide variety of fields 
and has recently fascinated a huge amount of researchers. A Time series is a progres-
sion of real numbers, each number representing a value at a time point. For example, 
the sequence could represent stock or commodity prices, sales, exchange rates, 
weather data, biomedical measurements etc. Recently, stream time series data man-
agement has become a hot research topic due to its wide application practice. All 
these applications require continuously observing time series data stream. A data 
stream is an structured series of points x1, , , , , , , xn that must be accessed in order 
and that can be read only once or a small number of time. Conventional models can-
not acclimatize to the high speed arrival of new data set. This way the innovative 
algorithms have been developed, which endeavor at processing data in  real time. 
These algorithms should be capable of processing each example in constant time and 
memory while consistently providing a compact data report at each given moment. 
Clustering methods developed for handling various data into five major categories: 
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Partitioning methods, Hierarchical methods, Density Based methods, Grid Based 
methods and Model Based Method. 

In the next section, Section 2 Discuss about the Hierarchical Clustering Algo-
rithm. Section 3, Fuzzy Logic.  Section 4, Experimental Results is gathered.  
Section 5, where concluding remarks. 

2   Methodology 

A clustering is a group of data objects that are similar to one another within the same 
cluster and are dissimilar to the objects in other clusters. Clustering is the assignment 
of a set of observations into subsets (called cluster) so that observations in the same 
cluster are similar. The clustering problem has been addressed in many contexts and 
by researchers in many disciplines. This reflects its broad appeal and usefulness as 
one of the steps in exploratory data analysis. However, clustering is a difficult prob-
lem combinatorial, and differences in assumptions and contexts in different communi-
ties have made the transfer of useful generic concepts and methodologies slow to 
occur. 

2.1   Hierarchical Clustering  

A hierarchical method generates a hierarchical decomposition of the certain set of 
data objects. A hierarchical can be classified as being either agglomerative or divi-
sive. The Agglomerative also describe the bottom up approach begins with each ob-
ject forming a separate group. It successively merges the objects or groups that are 
close to one another, until all of the groups are merged into one hierarchy. The divi-
sive approach is also called the top down approach, starts with the entire object in the 
same cluster. In each iteration, a cluster is split up into smaller clusters, until ultimate-
ly each object is in one cluster, or  until a termination condition holds. 

Hierarchical does not require us to pre specify the number of clusters and most 
hierarchical algorithms that have been used in IR are deterministic. Advantage of 
Hierarchical comes at the cost of lower efficiency. 

2.2   Clustering Time Series Data Stream 

Data streams typically consist of variables generating examples continuously over 
time. Let X = {xt

1, x
t
2,…………….. x

t
n } be the example containing the observations of all 

streams xi  at a specific time t. The objective of a clustering system for multiple time 
series is to discover a partition P of streams, where streams in the same cluster tend to 
be more comparable than streams in different clusters. 

2.3   Online Divisible Agglomerative Clustering 

The ODAC (Online Divisible Agglomerative Clustering) system is a variable cluster-
ing algorithm that creates a hierarchical tree shaped structure of clusters using top 
down strategy. 

The leaves are the resulting clusters with each leaf grouping a set of variables. The 
unification of all leaves is the complete set of variables. The Intersection of any two 
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leaves is the empty set. The System encircles an incremental distance measure  and 
performs procedures for expansion and aggregation of the tree based structure based 
on the diameters of the clusters. 

The system constantly monitors existing clusters diameters over time. The diame-
ter of a cluster is the utmost distance among variables of that cluster. For each exist-
ing cluster, the system discovers the two variables defining the diameter, the system 
divides the cluster and consigns each of the elected variables to one of the new clus-
ters, becoming the pivot variable for that cluster. Subsequently, all outstanding va-
riables on the old cluster are assigned to the new cluster, which has the closest pivot. 
New leaves start new statistics, assuming that only forthcoming information will be 
useful for deciding whether or not this cluster should be split. The test is executed to 
verify if the formerly determined split still represents the structure of variables. On 
stationary data streams, the overall intra cluster dissimilarity should reduces with each 
split. This way, if a cluster is split into two child leaves, the diameter of the new clus-
ter should be less than or equal to the diameter of the parent node. If the diameter of 
the leaf is greater then its parent’s diameter, then the previously taken decision no 
longer reflects the structure of data.  The System reaggregates on the clusters parent, 
restarting statistics. Overview of the system. 

2.4   Fuzzy Clustering 

Hierarchical clustering methods are more flexible than their partitioning  counterparts, 
in that they do not need the number of clusters as an input. The disadvantages of Hie-
rarchical clustering algorithm are,     

They only create crisp clustering , i.e. they do not support degrees of membership 
in their output. 

They only create partitions, i.e. they do not allow for overlapping among the de-
tected clusters.  

In order to overcome the above disadvantage the fuzzy clustering is to be  
introduced. Traditional clustering approaches create partitions; each pattern belongs 
to one and only one cluster. Consequently, the clusters in a hard clustering are dis-
place. Fuzzy clustering extends this perception to correlate each pattern with every 
cluster using a membership function. The output of such algorithms is a clustering, 
but not a partition. In hard clustering (non fuzzy clustering), data is divided into  
distinct clusters, where each data element belongs to exactly one cluster. In soft clus-
tering (fuzzy clustering), data elements can belong to more than one cluster, and asso-
ciated with each element is a set of membership levels. These indicate the strength of 
the association between that data element and a particular cluster.  Fuzzy clustering is 
a process of assigning these membership levels, and then using them to assign data 
elements to one or more clusters. Fuzzy data is a kind of data that is inaccurate or 
with some source of uncertainty. This data type has been readily used in natural lan-
guage, social science, knowledge representation, etc. an extension for hierarchical 
clustering algorithm that can work on fuzzy data too. The main difference between 
the traditional hard clustering and fuzzy clustering is, in hard clustering an entity 
belongs only to one cluster, in fuzzy clustering entities are allowed to belong to many 
clusters with different degrees of membership. 
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2.5   Fuzzy Hierarchical Clustering Algorithm 

Input: The similarity threshold value α, the difference threshold value λ, the full-
threshold value δ of the degree of effect, and the semi-threshold value γ of the degree 
of effect, where the values of α, λ, δ and γ are determined by the user, α[0, 1], λ[0, 1], 
δ[0, 1] and γ[0, 1]. 

Output: Data clusters. 

Step 1: let the membership degree of each attributes belonging to its data be equal to 1. 

Step 2: Find a pair of data clusters Ci and Cj among the set of attributes which have 
the largest degree of similarity, where the degree of similarity between document 
clusters Ci and Cj is ψ, and ψ[0, 1]. 

Step 3: Find a pair of data clusters Ck and Cl among the set of attribute clusters which 
have the second largest degree of similarity and have an identical document cluster 
with the document cluster pair obtained in step2(i.e., Ci = Ck). 

Step 4: If the difference between ψ and ω is smaller than the threshold value λ (i.e., ψ 
– ω < λ) and both ψ and ω are not less than α, then perform Step 4.1 to Step 4.5.  
Otherwise (i.e., the difference between ψ and ω is larger than or equal to the threshold 
value λ), go to Step 5. 

Step 4.1: Make a copy of data cluster from Ci. 

Step 4.2: Merge cluster Ci with cluster Cj into a new cluster. Assume that cluster Ci 
contains n documents. If the membership degree of each data belonging to cluster Ci 
is μis, where μis[0, 1] and 1 ≤ s ≤ n, then the membership degree of data belonging to 
the newly generated cluster is equal to μis × w ψ +ω . Assume that cluster Cj contains 
m documents. If the membership degree of each data belonging to cluster Ct is μit, 
where μit ∈ [0, 1] and 1 ≤ t ≤ m, then the membership degree of data belonging to 
the newly generated cluster is equal to μit. 

Step 4.3: Determine the type of combination between clusters Ci and Cj and generate 
the dynamic cluster center. 

Step 4.4: Merge the cluster copied from Ci with document cluster Ck into a new clus-
ter. Assume that the cluster Ci contains n documents, and if the membership degree of 
each data belonging to  cluster Ci is μis, where μis ∈ [0, 1] and 1 ≤ s ≤ n, then the 
membership degree of data belonging to the newly generated cluster is equal to μis × 
w ψ +ω . Assume that cluster Ck contains g data, and if the membership degree of 
each data belonging to cluster Cu is μku, where μku ∈ [0, 1] and 1 ≤ u ≤ g, then the 
membership degree of data belonging to the newly generated cluster is equal to μku. 

Step 4.5: Determine the type of combination of clusters Ci and Ck and generate the 
dynamic cluster centers. 

Step 5: Merge cluster Ci with cluster Cj into a new document cluster. Assume that 
cluster Ci contains n data. If the membership degree of each data belonging to cluster 
Ci is μis, where μis ∈ [0, 1] and 1≤ s ≤ n, then the membership degree of data be-
longing to the newly generated cluster is equal to μis. Assume that cluster Cj contains 
m data. If the membership degree of each data belonging to cluster Ct is μit, where μit 
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∈ [0, 1] and 1 ≤ t ≤ m, then the membership degree of data belonging to the newly 
generated cluster is equal to μit. 

Step 6: Recalculate the degree of similarity between each pair of clusters. 

Step 7: If the degree of similarity between any two clusters is smaller than the thre-
shold value α, where α[0, 1], then Stop. Otherwise, go to Step 2. 

3   Experimental Results 

To evaluate clustering methods concentrate on the quality of hierarchy. There are 
three approaches to investigate clusters the quality known as external, internal and 
relative criteria. External criteria make an evaluation based on a pre specified struc-
ture, which reflects our prior knowledge. 

3.1   Clustering Validity  

External criteria include the folks and mallows Index and Hubert’s T statistics. Inter-
nal criteria usually stands for an evaluation based on measures involving the data 
members themselves. Usually used the divisive coefficient or the cophenetic correla-
tion coefficient CPCC. Third criteria relative approach, which compares the resulting 
cluster with other clustering results for the same data set. Relative approach was the 
Dunn’s Index and the Modified Hubert’s T Index. 

3.2   Hierarchical Quality  

ODAC system permits the analysis of another quality measure, the CPCC, is used 
measures quality in hierarchical structures. The CPCC is defined as 

   .                     (1) 

Where C is the cophenetic proximity matrix, with each cij being the proximity level at 
which the two objects I and j appeared together in the same cluster. The closer the 
value of this is to 1, the better the match, and the hierarchy fits the data. High values 
of any of these indices indicate the presence of a good clustering structure. 

3.3   System Performance on ECG Data  

Time series of ECG data are one of the most broadly studied sets of data. This paper, 
the Hierarchical clustering, ODAC Clustering and fuzzy hierarchical clustering algo-
rithms are compared using ECG Data sets. In this comparison, we have tried finding 
the right number of clusters for each user with more than 1,800 examples, which is 
possibly the same for all. We should note that the best result is defined using the qual-
ity measure. The results are presented in Table 1. 
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Table 1. Fuzzy Hierarchical clustering and Fuzzy ODAC Clustering with ECG Data set 

No of Clusters Fuzzy Hierarchical 
Clustering 

Fuzzy ODAC 
Clustering 

2 0.5784 0.9941 

3 0.5784 0.9954 

4 0.5784 0.9972 

8 0.5784 0.9999 

3.4   Scalability Evaluation  

A different set of data was used to conclude the scalability characteristics of the  
system. The following graph shows that the performance of Fuzzy Hierarchical Clus-
tering algorithm and Fuzzy ODAC Clustering algorithm. 

 

This graph shows that the Fuzzy Hierarchical and ODAC Clustering algorithms 
performance is more accurate than the previous system on Hierarchical Quality. Ex-
perimental results indicate that the performance is competitive for clustering time 
series, showing that this system is adaptable in the presence of the evolving concept. 

4   Conclusion  

Mining Time Series data has an incredible development of attention in today’s world. 
Clustering time series is a trouble that has applications in an extensive assortment of 
fields and has recently attracted a large amount of researchers. Time series data are 
frequently large and may contain outliers. This paper presents the performance of Fuzzy 
Hierarchical Clustering algorithm using ECG data sets. Experimental results indicate 
that the performance is competitive for clustering time series, showing that this system 
is adaptable in the presence of the evolving concept. Using Fuzzy Hierarchical cluster-
ing algorithm, they reveal good performance on finding the cluster quality. 
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Abstract. A new approach for credit scoring using principal component 
analysis (PCA) and support vector machine (SVM) in tandem is proposed in 
this paper. The proposed credit scoring hybrid algorithm consists of two basic 
steps. In the first step, PCA is employed for dimension reduction and in the 
second, SVM is employed for classification purpose, resulting in PCA-SVM 
hybrid model. The effectiveness of PCA-SVM model is evaluated using 
German and UK credit data sets. It is observed that PCA-SVM outperforms 
stand-alone SVM and PCA-Logistic Regression (LR) hybrid. However, in 
terms of sensitivity alone, LR outperformed PCA-SVM hybrid. 

Keywords: Credit Scoring, SVM, PCA, Logistic Regression, dimension 
reduction. 

1   Introduction 

In the financial industry, consumers regularly request credit to make purchases. The 
risk for financial institutions to extend the requested credit depends on how well they 
distinguish the good credit applicants from the bad ones. One widely adopted 
technique for solving this problem is “Credit Scoring”. These credit scoring models 
decide who will get credit, how much credit they should get, and what operational 
strategies will enhance the profitability of the lenders and it also helps assess the risk 
in lending. Typical application areas in the consumer market include: credit cards, 
auto loans, home mortgages, home equity loans, mail catalogue orders, and a wide 
variety of personal loan products. Specifically, the objective of credit scoring is to 
label credit applicants as either good customers or bad customers. Therefore it turns 
out to be a classification problem.   

                                                           
* Corresponding author.   
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2   Literature Review 

Research in credit scoring models proliferated during the past 20 years with the 
application of linear discriminant analysis, logistic regression (LR), decision tree, 
Bayes network, linear programming, backpropagation trained neural network 
(BPNN), support vector machines (SVM) etc. these models is the need to increase the 
scoring accuracy of the credit decision. An improvement in accuracy of even a 
fraction of a percent translates into significant future savings.  

Linear discriminant analysis (LDA) [1] was one of the first credit scoring models. 
The appropriateness of LDA for credit scoring has been questioned because of the 
categorical nature of the credit data unequal covariance structure of the good and bad 
credit classes and non-normality. Later, Rosenberg and Gleit reported a survey that 
included the use of discriminant analysis (DA), classification trees, and expert 
systems for static decisions, and dynamic programming, linear programming, and 
Markov chains for dynamic decision models [2]. Then, Henley explored a LR model 
for credit scoring applications [3]. Later, West investigated the credit scoring using 
BPNN, mixture-of-experts, radial basis function, learning vector quantization, and 
fuzzy adaptive resonance theory (ART) [4]. He concluded that the both the mixture-
of-experts and radial basis function neural network models were the best. LR is found 
to be the most accurate of the traditional methods.  

Paolo reported the use of Bayesian methods coupled with Markov Chain Monte 
Carlo (MCMC) techniques for credit scoring [5]. Then, Lee et al., reported that MLP -
LDA hybrid outperformed LDA and LR [6]. Later, Baesens et al. found that both the 
Least Square-SVM (LS-SVM) and NN classifiers yielded a very good performance, 
while LR and LDA did not lag far behind [7]. A new fuzzy support vector machine is 
proposed to discriminate good creditors from bad ones [8]. Recently, a recursive 
algorithm for extracting classification rules from feedforward neural networks (NNs) 
is proposed for credit scoring [9]. They concluded that the algorithm generated 
accurate rules. Later, Zhang et al. developed a hybrid credit scoring model (HCSM) 
by incorporating GP and SVM [10]. They reported that HCSM outperformed SVM, 
GP, Decision Tree, LR, and MLP. More recently, a credit scoring model using the 
Simulated Annealing and decision tree hybrid is proposed [11]. Later, Zhang et al. 
[12] reported that SVM performed better than BPNN. Further, neighbourhood rough 
set is used to select input features for SVM and grid search to optimize RBF kernel 
parameters for solving the credit scoring problem [13]. Most recently, an improved 
BP algorithm by adding hierarchical learning rates is proposed to simulate personal 
credit scoring instead of using an ensemble [14]. Then, several SVM ensemble 
models that aggregate LS-SVM classifiers are proposed for credit scoring problem 
[15]. In this paper, we propose a hybrid consists of two steps: (i) PCA is employed for 
dimension reduction and (ii) SVM and LR classifiers are employed for classification 
separately. 
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3   Proposed Approach 

Now we briefly present the constituents of the hybrid viz., PCA and SVM as follows:  

3.1   Support Vector Machine (SVM) 

SVM developed by Vapnik [16] found numerous real world applications. For 
classification problems SVM finds a maximal margin hyperplane that separates two 
classes. The main objective of SVM is to find an optimal separating hyperplane that 
correctly classifies data points as much as possible by minimizing the risk of 
misclassifying the training samples and unseen test samples. To deal with non-linear 
problems, SVM first projects data into higher dimensional feature space and tries to 
find the linear margin in the new feature space.  

3.2   Logistic Regression 

Logistic regression, a member of generalized linear models the dependence of a 
binary response variable on a vector of explanatory variables [17]. It is too well-
known to be described here. 

4   Dataset Description 

UK credit data and German credit data are analysed in this study. UK credit data is 
obtained from a financial services company of England [18]. There are 14 explanatory 
variables and 1 outcome variable. The dataset has information of 1225 applicants, of 
which 323 are bad and the rest 903 are good. German credit data is publicly available 
in UCI Machine Learning Repository (http://kdd.ics.uci.edu/).  

5   Results and Discussions 

We performed the principal component analysis on dataset, only the PCs that together 
accounted for 80% variance. 10 fold cross validation test method is followed in this 
study and the average results obtained are discussed here. The effectiveness of the 
proposed approach is evaluated using Accuracy, Sensitivity, Specificity and AUC. 
The measures used to evaluate the performance of the hybrid are defined as follows:  

BB
Sensitivity

BB BG
=

+ ,   

GG
Specificity

GG GB
=

+  

BGBBGBGG

BBGG
Accuracy

+++
+=  

Where BB = Bad predicted as Bad, BG = Bad predicted as Good, GG = Good 
predicted as Good, GB = Good predicted as Bad. 

Since sensitivity is paramount important from business perspective, we base our 
discussion on sensitivity alone. It is always better to identify bad customer and avoid 
lending money. Table 1 presents the results obtained using UK credit data. Using UK 
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Table 1. Average Results Obtained Using PCA-SVM for UK Credit Data 

Classifier Sensitivity Specificity Accuracy AUC 
SVM 48.6 58.6 62.1 5360 

PCASVM 73.02 43.45 51.18 5823.5 
LR 82.69 7.13 27.18 4499.85 

PCALR 52.85 46.36 47.89 4960.3 
Zhou et al, [15] 68.25 46.98 52.66 - 

credit data, it is observed that the proposed classifier PCA-SVM yielded best average 
sensitivity of 73.02%, average specificity of 43.45%, average accuracy of 51.18% 
with average AUC of 5823.5, whereas standalone SVM yielded only 48.6% average 
sensitivity. It is observed that LR yielded the best average sensitivity of 82.69% and 
very low average specificity of 7.13%. 

Recently, Zhou et al., [15] proposed LSSVM based credit scoring model. While 
discussing the results they mixed up sensitivity and specificity and in the process 
reported erroneously high sensitivities. In this paper, we compare our results with 
their best results that were corrected by us. It is observed that using the same UK 
credit data, Zhou et al., [15] reported highest sensitivity of 68.25% with the individual 
classifier quadratic discriminant analysis (QDA). It is also observed that, our 
proposed hybrid outperforms QDA [15]. Table 2 presents the average results obtained 
using the German credit data. Using German credit data, it is observed that our 
proposed PCA-SVM hybrid outperforms the standalone SVM. On German credit data 
PCA-SVM yielded the average sensitivity of 70%, average specificity of 47.29%, 
average accuracy of 54.1% and average AUC of 5864.3 while standalone SVM 
yielded an average sensitivity i.e. 60%. However, LR yielded the highest average 
sensitivity of 93.33%, but with an average specificity of 7.22%. It is observed that 
using PCA for dimension reduction increases prediction rate of the SVM classifier. 
Even though LR yielded high sensitivity, it failed miserably on average specificity. 
Further, it is observed that PCA-SVM yielded high average sensitivity and average 
specificity and hence, would be preferred as a hybrid model for credit scoring. 

Table 2. Average Results Obtained Using PCA-SVM for German Credit Dataset 

Classifier Sensitivity Specificity Accuracy AUC 
SVM 60 51.57 54.1 5578.5 

PCASVM 70 47.29 54.1 5864.3 
LR 93.33 7.322 33.05 5032.75 

PCALR 28.67 74.87 61.1 5176.85 
Zhou et al., [15] 68.75 73.34 72.07 - 

6   Conclusions 

In this study, we proposed a hybrid model for credit scoring, where first dimension 
reduction is carried out using PCA followed by SVM and LR separately as classifiers. 
Since sensitivity is paramount from business perspective, we based our discussion on 
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sensitivity alone. It is observed that using reduced features, SVM yielded better 
sensitivity than using full feature data. It is also observed that LR stand-alone yielded 
the best sensitivity but the specificity yielded by LR is very low.  
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Abstract. The objective of this work is to maximize the network lifetime by 
utilizing data aggregation and in-network processing techniques. Here, data ag-
gregation and data routing is addressed as joint problem to achieve the objec-
tive. This paper considers the problem of correlated data gathering in WSNs 
with the objective of minimizing the total transmission cost in terms of power 
consumption. To minimize the energy consumption, two-level aggregation in 
fixed virtual grid is used. The first level aggregation is within the cluster by us-
ing cluster head and second level aggregation is from the set of cluster heads to 
group aggregators. In this paper mainly focused on the problem of finding the 
set of aggregation points that satisfy the objective. Fixed virtual wireless back-
bone that is built on top of the physical topology is used to reduce clustering 
and routing overhead. Numerical results show that the proposed work provides 
substantial energy savings. 

Keywords: ILP, LBA, Aggregators. 

1   Introduction 

Wireless sensor networks are composed of sensor nodes that must cooperate in per-
forming specific functions. WSNs are well suited to perform event detection, which is 
clearly a prominent application of wireless sensor networks. For military applications 
sensor nodes battery is not replenished during operation. Energy is consumed both in 
radio transmission and reception. This imposes a number of energy constraints, one 
for each sensor. Thus, energy is critical resource that must be conserved throughout 
the lifetime of sensor network. Since sensor nodes are densely deployed in sensor 
networks, the data collected by nearby nodes are either redundant or correlated. Data 
aggregation reduces the communication overhead in the network, thus saving the 
sensor scare energy resources and reduces channel contention and packet collisions. 

As discussed in [1], data aggregation/fusion is categorized based on relationships 
among the input data. The recent researches have significantly highlighted the  
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importance of in-network aggregation in sensor networks, as they require intercepting 
data at network layer itself. Different routing protocols are designed to fulfill the 
shortcomings of the resource constraint nature of the WSNs [2]. A number of studies 
that compared aggregation scheme, e.g., [3], [4], [5] concluded that enhanced network 
throughput and more potential energy savings are highly possible using data aggrega-
tion and in-network processing in WSNs. In [3], proposed a Directed Diffusion (DD) 
where aggregation is used to reduce communication costs. In [5], a hierarchical clus-
tering algorithm for WSNs, called low energy adaptive clustering hierarchy (LEACH) 
is discussed. Linear programming formulation is introduced in [6], to solve the opti-
mal routing problem in WSNs. The work in [7] introduces the PEGASIS algorithm 
that uses the ‘energy X delay’ metric over the routing tree. This algorithm finds 
chains of nodes instead of clusters. A family of adaptive protocols called sensor pro-
tocols for information via negotiation (SPIN) [8] are designed to conserve less energy 
by sending a descriptive version of data instead of sending all the data and by using 
meta-data negotiations before any data is transmitted to the base-station. In [9], the 
problem of correlated data gathering in WSNs with the objective of minimizing the 
total transmission cost in terms of power consumption is addressed. In order to 
achieve, an exact solution using an integer linear program (ILP) formulation and a 
near optimal, but simple and efficient heuristic, called load balancing with aggrega-
tion (LBA) strategies were used.  In this paper, we propose, clustered network, a 2-
level hierarchy.  

In this paper, section 2 introduces proposed work along with contributions. Simula-
tion model and performance parameters are given section 3. In section 4, results are 
discussed and this work is concluded in section 5.   

2   Proposed Work 

We assume energy constrained, homogeneous sensor nodes are randomly deployed in 
sensor field within bounded region. Each sensor has sense range as same as transmis-
sion range tr in meters. We assume sensor nodes are fixed, while sensing object is 
mobile. We focus on energy related to the sensor node which is limited resource. We 
assume that initially the total energy within a zone is same. It is assumed that the 
different levels of energy for transmission and reception is required as sensor nodes, 
during a sensing interval generates packets are of variable lengths. We use clustering 
infrastructure, which will allow nodes that are closed to each other to share data be-
fore sending it to the base station (BS). In this work, the clustering approach pre-
sented in [10] is used to create a fixed rectilinear virtual topology, called Virtual Grid 
Architecture (VGA), on top of the physical topology. To provide fairness and to avoid 
single node failure cluster heads are chosen at periodic intervals. VGA divided into, 
non-overlapping, G groups. MAC layer solves the contention between sensors. 

2.1   Contributions  

The algorithms which are discussed in [9] are used here and following contributions 
are added to improve the lifetime of network. 
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Formation of sensor group 
Sensors monitor the same phenomenon involves in the formation of group. As we 
have considered virtual grid to form network infrastructure we believe that, the nodes 
belongs to particular zone are monitoring the same phenomenon/object. Each group gi 
must have master aggregator Mi to perform second level aggregation. Here, the prob-
lem is how to form a group which monitors the same phenomenon. We have ad-
dressed this problem by computing the groups in advance based on the M, master 
aggregator which is input parameter.  

Routing in group 
To construct the path the following algorithm GroupRouting is used. GroupRouting 
invokes the Route algorithm recursively. 
 
Algorithm: GroupRouting(Adj[][], G,SS[]) 
begin 
// I/p Adj[][]: Adjacent table consists of adjacent zones // of each zone in group, SS: super 
sensor 
// O/p: R[][]: Routing table 
  for (i=1 to G) do 
     SS[i] = get MA for the group i from LBA 
     Route(SS[i],Adj[i][]) 
  end 
end 
 
Algorithm: Route(SS, Adj[i][]) 
begin 
// Input SS: super sensor, 
// input Adj[i][]: Adjacent node table of group i 
  while (all LAs in group i) 
    if ( LA[j] adjacent to MA) then 
       R[i][] = LA[j] 
       Route(SS,Adj[LA[j]][] 
    end 
  end 
end 
 
Once the paths are set up within group, local aggregators can send the data to master 
aggregator. Then master aggregator of each group directly communicates to base 
station. The location of base station is known to all local aggregators. 

Mobility of sensor nodes 
In previous section we discussed with related to the static nodes deployed in virtual grid. 
Mobility m is another issue where we can think during routing and data aggregation.  

3   Simulation Model and Performance Metrics 

We have carried out the simulation using Turbo C language on windows platform. Simu-
lation environment comprises of six models namely Network Model, Channel Model, 
Propagation model, Battery model, Data Aggregation Model, and Mobility Model. 



 Energy Efficient Data Aggregation and Routing in Wireless Sensor Networks 257 

 

Simulation scenario: Each experiment corresponds to a random placement of sensors 
in a fixed network area. We assume a single base-station attempting to gather infor-
mation from a number of data sources in the network area. The Base-Station (BS) is 
located at middle of the grid i.e., at (m, n) where m=n. We randomly place sensor 
nodes in square field. The sensor field is divided into the appropriate number of zones 
i.e. NumberofZones = (size X size) / 100. 

Performance parameters considered in this simulation are 

• Energy: Each node consumes some energy for receiving/ transmitting, com-
putation and for its transmitting amplifier unit. 

• Delay: Time to transmit the data  
• Mobility: Mobility of percentage of m of deployed nodes is selected for 

computing the effectiveness of energy and delay.  

Simulation Parameters: For our simulation we have considered 30 – 80 nodes, 4-6 
MAs, 36 zones, TrRcE as 50µJoules, mobility 30-50%, delay 5-15 seconds, transmis-
sion range 10 meters and grid size is 60X60.  

4   Results and Discussions  

In this section, we present the results which are simulated using C programming lan-
guage and discuss the experimental issues regarding the results given.  

4.1   Node‘s Battery Usage 

The fig. 2 presents Nodes Vs Energy for NA, aggregation and with varying mobility for 
4 MAs, and for exact solution i.e. ILP. The thick line in graph indicates no aggregation 
which consumes maximum energy than the other methods. The dotted line of mobility 
indicates that the energy consumption is more if mobility is increased. We observe 
similar kind of results for 6 MAs and for exact solution which is shown in fig. 3. 

Energy for Master Aggregators: In second level, aggregation and routing is per-
formed by identifying the master aggregator and finding the route from LA to MA 
and MA to BS. 
 

       

Fig. 2. The energy consumption for                 Fig. 3. The energy consumption for 6MAs, 
4MAs, exact solution with mobility                 exact solution with mobility 
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4.2   Delay vs Nodes 

In this work, the delay is the time taken to transmit the data from one node to another.  
The fig. 4 and fig. 5 shows the delay for 4MAs and 6MAs taken for exact solution.  
We observe that the dotted lines shown for mobility would increase delay than the 
aggregation.  

 

  

Fig. 4. The delay required for 4MAs, exact 
solution with mobility 
 

Fig. 5. The delay required for 4MAs, exact 
solution with mobility 
 

5   Conclusions 

In this work, we discussed the approaches, which increase the lifetime of sensor net-
work. This approach uses a fixed virtual backbone to perform energy-efficient rout-
ing. We compared the exact results with the heuristic results. Further we have tested 
our work by adding mobility feature to nodes and results shows that, LBA approach is 
would take less energy and less delay than the ILP approach. We also noticed that, if 
mobility is more, then the delay would be more. Finally we would like to conclude 
our discussion by saying aggregation with different techniques would be energy effi-
cient for sensor network. 
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Abstract. This paper presents the design methodology of high speed flash ADC 
by individually optimizing its various components so that the overall performance 
of the resulting flash ADC is improved over traditional flash ADCs. The design 
parameters chosen are speed, sampling frequency, power consumption, supply 
voltage and chip area. With high speed as a parameter, components are designed 
so that they operate with sampling frequency as high as 70-75 MHz. The power 
consumption is reduced and the ADC operates at power supply voltage down to 
2.5V compatible with low power digital portion of the design. The designed ADC 
occupies less chip area too. All the components are designed using the 0.35µm 
CMOS technology. 

Keywords: Comparator, Residue Amplifier, DAC. 

1   Introduction 

An analog-to -digital converter (ADC) is a device which converts continuous signals 
to discrete digital numbers [1]. The analog signal is continuous in time and it is 
necessary to convert this to a flow of digital values. It is therefore required to define 
the rate at which new digital values are sampled from the analog signal. The rate of 
new values is called the sampling rate or sampling frequency of the converter. 

At present, there exists a variety of ADCs with different architectures, resolutions, 
sampling rates, power consumptions, and temperature ranges. Since the performance - 
sampling rate, resolution, and power consumption- of an ADC is basically determined 
by its architecture, one single ADC type cannot cover all applications. For instance, 
flash (parallel) ADCs can be used in high speed and low resolution applications 
[2].The highly parallel flash architectures lend it to easily implemented low voltage 
circuit blocks. They have high bandwidth, but the pipeline architecture results in 
exponential growth in number of comparators for every bit of increased resolution [2, 
3]. This paper uses flash ADCs because they are the fastest way to convert an analog 
signal to digital signal. They are suitable for systems requiring very large bandwidths. 
However, flash converters consume lot of power, have relatively low resolution, and 
can be quite expensive. This limits them to high frequency applications. Two step 
approach is the preferred design as it reduces area as well as power [4].  
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2   Flash ADC Architecture with Two Step Approach 

The potential of two-step flash architectures for realizing fast, high resolution ADCs 
are demonstrated in number of designs [5,6,7]. With the conversion rates approaching 
half those of fully parallel (flash ADC) these architectures provide relatively small 
input capacitances together with the low power dissipation and can be used to achieve 
resolutions in the range of 10-14 bits which is well above that obtained in the single 
stage flash designs. The basic structure of the two step converter is shown in Fig. 1. 

The first converter generates a rough estimate of the value of the input, and the 
second converter performs a fine conversion. The advantage of this architecture is that 
the number of comparators is greatly reduced from that of the flash converter. The 
proposed architecture reduces the number of comparators from 2N-1 to 2(2N/2-1). For 
example, an 8 bit flash converter requires 255 comparators, while the step requires 
only 30. The tradeoff is that the conversion process takes two steps instead of one, 
with the speed limited by bandwidth and settling time required by the residue 
amplifier and the summer. 

 

  

Fig. 1. Two-Step Flash ADC Architecture Fig. 2. Comparator Circuit 
 

3   ADC Components Optimization 

Comparator Design: In high speed ADCs, comparator design crucially influences 
overall performance. Converter architecture that incorporates large number of 
comparators in parallel to obtain a high throughput rate imposes stringent constraint 
on resolution, power dissipation, and chip area. Limitations are also imposed on the 
input voltage ranges that accompany the integration of comparator circuits in low-
voltage scaled VLSI technologies, which in fact severely compromises the precision. 
Depending on the architecture, comparators can be classified into open loop and 
regenerative comparators. The open loop comparators are operational amplifiers 
without compensation. The comparator design implemented for the A/D application is 
based on references [5, 8, 9], which is shown in Fig. 2. Operating analysis of the 
comparator is given by [7, 5]. Based on the analysis carried out by [8, 9] a small 
signal model is developed and analyzed in the reset stage. The relation obtained is 
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Fig. 3. Single Cell Circuit Diagram Fig. 4. Differential Amplifier Fig. 5. Output of D .A  

Single Cell DAC Circuit Design: There are number of means of converting a digital 
signal into an analog signal representation. The approaches differ in speed, chip area, 
power efficiency and achievable accuracy etc. The Single cell of our DAC has the 
structure as given in Fig.3. Single cell of the DAC corresponds to 1-bit DAC. 

Working of the Single Current Cell: Here the transistors MS1, MS2, MS3 and MS4 
act as switch whose control is governed by the output of the comparator. The 
transistor MD1 and MD2 are used for the fast charging and discharging of M2 and 
M3. Transistor M1 is used as a constant current source, which is biased such that it 
can handle the maximum current during all operational stages. When the comparator 
output COMP is high and COMPB is low, switch made by the MS1 and MS2 is ON 
and hence M2 is ON, which results in some current flow through resistor R and the 
corresponding value of the output voltage will be generated. The same operation is 
true for M3, when the COMP is low and COMPB is high. Current supplied by all the 
cells are of the equal magnitude. 

Differential Amplifier/Residue Amplifier Design: Simple circuit of differential 
amplifier is used as shown in Fig. 4. This residue amplifier enhances the difference 
between the two input signals to such a desired level so that it can be easily 
interpreted by the input devices. 

 

  

Fig. 6. Comparator output (Vref=0.125V) Fig. 7. Output of Single Cell 

4   Conclusion  

In this paper we designed and analyzed the performance characteristics of the two-step 
flash ADC components. The goals of high speed and low power are accomplished. The 
design architecture is developed for individual components of the ADC. Based on the 
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scheme developed, W/L ratios for all the transistors are calculated using the model 
parameters of the 0.35µm CMOS technology. Individual components are implemented 
independently and later on cascaded together. The high performance of circuit is 
ensured by using preferred technology for individual components such as comparator, 
residue amplifier and single cell DAC. The scaling of operating voltage down to 2.5V 
for 0.35µm CMOS technology ensured reduced power dissipation. The same technique 
and architecture can be further used for deep submicron technology for achieving ultra 
low power dissipation and extremely higher speeds. The designed components are best 
suited for a complete flash ADC. 

Table 1. Operational Parameters of Designed ADC 

 Specification Unit Target Value Measured Value 
Resolution Bits 8 8 

Static 
INL / DNL LSB 

+0.6/1.7/ 
+0.62/-0.64 

+0.6/1.7/ 
+0.62/-0.64 

SFDR dBc 40.3 40.3 
SNDR dBc 32.5 32.5 Dynamic 

Sampling Frequency MHz 70-75 67-75 
Conversion Rate Samples/s 2.7 G 2.1 G Environmental 

Power Supply V 2.5 2.5 
Power µW 250 260 

Optimization 
Area mm2 1.30 1.30 
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Abstract. The congestion in the sensor networks leads to the poor delivery of 
the data. This causes the heavy loss of data in the sensor network. In order to 
alleviate this problem, a combination of two algorithms is used in this paper. 
The algorithms are Active Congestion-less Routing (ACR) and Medium Access 
Control Enhanced Active Congestion-less Routing (MACR). Both these 
algorithms used a differentiated routing for High Precedence data and Low 
precedence data. ACR lessen the congestion by routing only the high 
precedence data, where as the MACR lessen the congestion in mobile network 
by routing High precedence data as well as Less precedence data. These 
algorithms perform this by the nodes in the network. 

Keywords: Sensor networks, congestion control, High precedence, Active 
Congestion-less Routing, Medium Access control Enhanced Active 
Congestion-less Routing. 

1   Introduction 

Large deployment sizes of the sensor network causes congestion, which may lead to 
indiscriminate dropping of data (i.e., high-precedence packets may be dropped while 
Less-precedence packets are delivered). It also results in an increase in energy 
consumption to route packets. In this paper, we examine data delivery issues in the 
presence of congestion. The use of data prioritization and a differentiated routing 
protocol and/or a prioritized medium access scheme to mitigate its effects on high 
priority data traffics is proposed in this paper. The solution will accommodates both 
less precedence and high precedence data traffic. 

2   Active Congestion-Less Routing 

In the presence of sensor network all the ACR data packets are classified into High 
precedence or less precedence data by the data sources, and nodes within a congested 
zone forward the high precedence data packets. Less precedence data traffic is routed 
out of and/or around the congested zone. ACR performs the slow start mechanism in 
case if the acknowledgement is not received.  
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High-Precedence data Routing Network Formation 
After the nodes in the sensor network has been deployed, the High Precedence data 
destination (the sink) starts building the high precedence routing network (HPNet).  

 
Identification of congested zones and active differentiated routing 
After building the HPNet, the next task is to dynamically discover the congested zone. 
The congested zone is formed when one area is generating high precedence data. This 
area is referred as the critical area.  
 
Slow Start mechanism 
ACR handles the slow start mechanism, if the acknowledgement is not received by the 
source. In this mechanism the source always calculates a congestion window for a 
receiver. If the acknowledgement arrives the source increases the congestion window 
by one segment which makes one round trip time (RTT).  
 

           

Fig. 1. Differentiated routing in different zones 

3   MAC-Enhanced Active Congestion-Less Routing 

3.1   Machine for MACR 

The node state machine used by MACR to support differentiated routing is based on 5 
MAC-layer enhancements and the following modes are used to establish the MACR 
mechanism. 
 
Less Precedence mode. In this mode, nodes forward less precedence data. Upon 
receiving or overhearing a less precedence packet, nodes remain in the less 
precedence mode. If a node in the less precedence mode overhears a high precedence 
packet, it transitions to the suppression mode. 
  
High Precedence mode. Nodes in the path of high precedence data are in the high 
precedence mode. Upon transitioning to this state, the node sets two timers: a received 
timer and an overhearing timer.  

Zone1 

Sink

Zone2 
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Suppression mode. Nodes in this state are within the communication range of high 
precedence data traffic but not on a forwarding path. Nodes in this state suppress less 
precedence data traffic, thus preventing it from interfering with high precedence 
traffic in the network.  

4   Conclusion 

This paper addresses the active differentiated routing of data in wireless sensor 
network. ACR protocol assigns precedence and routes the data according to that 
precedence. ACR increases the fraction of High Precedence data delivery and 
decrease delay and jitter for such delivery while using energy more uniformly in the 
deployment along with slow start mechanism. ACR also routes less precedence data 
in the presence of congestion. This additionally shows that MACR maintains high 
precedence data delivery rates in the presence of mobility  
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Abstract. As Windows and Java enterprise solutions continue to grow, 
companies increasingly emphasize interoperability to extend existing software 
infrastructure and application investments. For application architects, the 
challenge is to find strategies to integrate and extend existing deployments 
without 'rip and replace' options or costly application re-writes. The proposed 
ideas will be an effective and widely supported middleware technology 
enabling interoperability between Sun’s J2EE and Microsoft’s COM & .NET 
applications. This architecture can be used by companies to effectively integrate 
and harness the most powerful features of Java and Microsoft technologies. 

Keywords: Web Service, XML, SOAP, WSDL, BalckBox Tesing. 

1   Introduction 

To build a usable web services system, there is more than meets the eye. The web 
services must be reliable, highly available, fault-tolerant, scalable, and must perform 
at acceptable levels. These needs are no different than the needs of any other 
enterprise application. J2EE and .NET are evolutions of existing application server 
technology used to build such enterprise applications. The earlier versions of these 
technologies have historically not been used to build web services. Now that web 
services have arrived, both camps are repositioning the solutions as platforms that 
used to build web services. The shared vision between both J2EE and .NET is that 
there is an incredible amount of 'plumbing' that goes into building web services, such 
as XML interoperability, load-balancing, and transactions.  

2   Dynamic Composite Web Service 

Consider the task of taking out a loan on the Web. In the absence of automation, the 
user invests considerable resources visiting numerous sites, determining appropriate 
service providers, entering personal information and preferences repeatedly, 
integrating information, and waiting for responses. The user sends a single request to 
a loan finding service containing personal information, the type of loan desired, and 
some provider preferences. The loan finder distributes its work among two partner 
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services: a credit assessor, which consumes the user’s personal information and 
provides a credit history report, and a lender service, which consumes a credit report 
and a loan request and returns a rejection or a loan offer and its terms. The loan finder 
first invokes a credit assessor to generate a credit report for the user, which it then 
passes to the lender service along with the user’s personal information. The lender 
service generates a result, which the loan finder reports to the user. It is no longer 
required that the user enter information multiple times, determine which services are 
appropriate, or standby to bridge output from one service to another as input. These 
responsibilities have been offloaded to the loan finding service and its service 
provider—the party responsible for the form and function of the loan finding service. 

3   Interoperability Issue in Data Exchange 

At the most basic level, implementing interoperability between application platforms 
involves the exchange of data. When implementing a .NET and J2EE interoperability 
project, we confront three main data exchange challenges. Primitive data type 
mappings, Non-existent data types and Complex data types.  

4   Proposed Model for Interoperable Dynamic Composite Web 
Service with XML Serialization 

A framework model is proposed in Figure 1. A client request for composite web 
service is received. WSDL of the selected atomic web service are given to data type 
inconsistency checker. This module checks weather the atomic web service uses the 
incompatible data type or not. If it uses the incompatible data type, then it is passed to 
the XML serializer.  

 

Fig. 1. Interoperable Dynamic Composite WS with XML Serialization 
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XML serialization is the process of taking a complex data type (or object) and 
encoding it into an XML stream. Then this XML stream is converted to a persistent 
state in the form of an XML document, transport it, and then later decode  
(de-serialize) it back into the original complex data type (or object). If it is possible to 
serialize an object or data type from one  platform  into an  XML document, it should  
be relatively easy to read, understand, and de-serialize this document back into an 
object or data type on the other platform. Unfortunately, this is not always the case, 
but XML serialization does provide an interoperability route in most situations. 
The.NET Framework provides numerous classes and APIs for XML serialization. The 
main one of these is the System.Xml.Serialization.XmlSerializer class. This class 
allows the serialization of .NET Framework types to an XML document and back 
again. XML serialization converts (serializes) only the public fields and properties of 
an object into an XML stream. 

5   Conclusion 

Success of the web service relies on interoperability, because it is available in the 
internet. Different frameworks are available for designing the web service. When we 
compose the composite web service, each atomic web service involved in the 
composite web service is designed by different frameworks. Mapping the data type is 
the tedious task today. This problem can be solved by using the XML serialization. 
This framework model will improve the degree of the language interoperability in the 
dynamic composite web service. 
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Abstract. Mobile agents are programs that can migrate from host to host in a 
network, at times and to places decided by the agent. These loosely-coupled 
decentralized systems widely use broadcast as an important communication 
mechanism to pass control signals, share resources, notify urgent messages etc. 
The  main  problem with  flooding  is  the  redundant  broadcast  messages,  which  
constitute  great network load, thereby decreasing  the speed  of delivery of  
messages  and  the  entire  network  as  such. In the context of mobile agents, fault 
tolerance is crucial to enable the integration of mobile agent technology into 
today's business applications. This paper proposes a broadcast technique based on 
the broadcasting algorithm by Peter Merz, for passing messages between the 
mobile agents and also detects faulty agents and adapts accordingly, based on  
the algorithm put forth by JayaDev Misra, the results are proved by simulating the 
model. 

Keywords: Mobile agents, broadcasting, fault detection, message-passing, 
distributed applications, flooding. 

1   Introduction 

Mobile agents are processes that can transport its state and data from one environment 
to another, and perform appropriately in the new environment. Mobile agents decide 
when and where to move next. A mobile agent accomplishes this move through data 
duplication. When a mobile agent decides to move, it saves its own state and 
transports this saved state to next host and resumes execution from the saved state. It 
is very essential for mobile agents to send and receive messages and information in 
order to achieve the said function. This paper aims at creating a message passing 
system. 

2   The Broadcast Procedure 

The agents form a decentralized system. Every agent maintains an (incomplete) 
database about the rest of the network. This database contains entries (e.g. addresses) 
on some other agents (neighbors) together with timestamps of the last successful 
contact to that neighbor. Every agent stores in its neighbor list, addresses of some 
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other agents near it. The agents use regular epidemic contacts to randomly chosen 
neighbors from the neighbor list to refresh timestamps and to find better neighbors 
with smaller distances to stated ’ideal’ positions. To add a new peer to the network it 
is necessary to add only one living address to the network. At the beginning, the new 
agent sn starts a lookup for an optimal position in the network and sends the lookup-
query to its direct neighbor. The model uses two kinds of signals: A-signals or 
Activity signals, which correspond to the signals and B signals to inform them about 
the waiting status of the neighbors. 

The broadcast can be initiated by every node in the network. In general, the 
broadcast message contains the information to be broadcasted and a limit argument. 
This limit is used to restrict the forwarding space of a receiving node. When a node sa 
receives the broadcast message, it picks from its neighbor list the neighbor sb nearest 
to the middle between its own address and limit: middle = adr(sa)+0.5 · dist(sa, limit) 
and sends to sb the broadcast message with limit argument (in other words, sb then 
must forward the broadcast between its address and limit). The node sa itself continues 
the broadcast distribution within an interval between its address and adr(sb)-1. When 
an agent is sending information, both data and control signals it uses both A & B 
signals to inform the system that it is sending/ receiving information. An analysis of 
the nodes provides information on the faulty agent.  

3   The Experiment 

The performance of the algorithm was tested using a prototype. The experiment 
focused on speed of message delivery and message complexity of different broadcast 
scenarios. The prototype was tested with multiple scenarios of agents 

• constant-sized stable networks: new agents join the network at the simulation 
start and remain alive until the simulation ends;  

• steady-state networks: agents randomly join and leave the network. The rates 
of joining/leaving are equal, the average network size remains constant; 

The simulated network architecture had the following properties: 

• Number of nodes in the network: 120; Number of  agents: 50,100,150; 
interval between messages sent: 500 time units; length of neighbor lists: 10 
neighbors; limit was set to 25; 

4   Result 

The experiment was tested 100 times for each scenario and the average results have 
been used to display the graphs obtained. The test was carried out by a Java program 
and the experiment was carried out by broadcasting to agents adapting the epidemic 
algorithm and results obtained are as in Figure 1. The program used a regular epidemic 
algorithm and the time taken to pass messages was noted. The time taken to pass 
messages using the adapted algorithm was also noted. The graph shows that the time 
taken by the adapted algorithm is less then the regular epidemic algorithm. The traffic 
generated in the system was also considerably less than the regualr epidemic one. 
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Fig. 1. Delivery time using broadcasting in the adapted algorithms 
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Abstract. As the number of road users constantly increases and resources 
provided limited, intelligent traffic signal controller is a very major 
requirement. Therefore the need arises for simulating and optimizing traffic 
control algorithms to better accommodate this increasing demand. However, 
some limitations to the usage of intelligent traffic control exist. Avoiding traffic 
jams for example is beneficial to both environment and economy like a 
decrease in each of delay, number of stops, fuel consumption, pollutant 
emissions, etc., but improved traffic-flow may also lead to an increase in 
demand Optimization of traffic light switching increases road capacity and 
traffic flow, and can prevent traffic congestions. The fuzzy controller will 
regularly query the traffic conditions in order to decide whether to extend or 
terminate a current phase. The work shows that replacing the conventional 
traffic control system by fuzzy based traffic control system can considerably 
reduce traffic congestion delay. 

Keywords: Traffic, Controller, Optimization, Delay, Time. 

1   Introduction 

The traffic signals affect the life of nearly everyone everyday. As the number of traffic 
over road is ever increasing, it has been a major concern of city authorities to facilitate 
effective control of traffic flows. It is important to improve traffic congestion in urban 
traffic. The degree of the traffic congestion depends on performance of the signal 
control and urban planning. Especially in certain rush hours, even a small interval of 
poor control at traffic signals may result in a long time traffic jam causing a chain of 
delays in traffic flows or many unexpected results. People accept that traffic signals 
ensure safety and mobility. One long standing as well as challenging problem is to apply 
traffic signal control so as to  

1.   Maximize the efficiency of existing traffic systems without new road 
        construction, 

2.   Reduce the vehicle delay or equivalently queue length. 
3.   Minimize the air and noise pollution. 

The primary function of any traffic signal is to assign right-of-way to conflicting 
movements of traffic at an intersection. Permitting conflicting streams of traffic to 
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share the same intersection by means of time separation does this. A controller 
continuously (or at regular intervals) gathers information and evaluates the status of 
each approach and takes the most appropriate option. As a good traffic controller not 
only reduce delays or optimize traffic flow but also improve the environmental 
conditions. There are two different types of traffic signal control: 

1.  Time Control: Preset time signal control is based on the historical traffic data, 
      assuming traffic conditions are unchanged in the time periods.  
2.  Signal Control: As an improvement over preset time control, this control 

             scheme uses the online data that are collected from sensors and detectors 
             installed at an intersection.  

2   Fuzzy Based Traffic Signal Controller 

While Using the conventional traffic signal controller (fixed time controller), where 
time for each signal was fixed, whether there is any number of traffic. Fuzzy logic based 
controllers are designed to capture the key factors for controlling a process without 
requiring many detailed mathematical formulas. Due to this fact, they have many 
advantages in real time applications. The controllers have a simple computational 
structure, since they do not require many numerical calculations.  

The main goal of traffic signal control is to ensure safety at signalized intersections 
by keeping conflict traffic flows apart. The entire knowledge of the system designer 
about the process, traffic signal control in this case, to be controlled is stored as rules 
in the knowledge base. Thus the rules have a basic influence on the closed-loop 
behavior of the system and should therefore be acquired thoroughly.  

3   Design Procedure of Fuzzy Controller 

The In order to design a fuzzy controller, first road condition is to be identified. For 
this purpose, two variables are considered. 

1.   Distance of Road Occupied 
2.   Number of Vehicles on the road 

As there are two input variable i.e. distance covered and number of vehicle on the 
road and output variable is time of the signal that also has four values. Both variables 
are having four values as below: 
 
Distance            Number of vehicle          Time of Signal 
 
Very small         Very Less                         Very less 
Small              Less              Less 
Far              Large              Medium 
Very far             Very Large             Large 
 
So totally three variables are there to design a fuzzy controller. These are the real life 
terms used for the traffic signal controller. 
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3.1   Membership Functions of Input Variables 

Membership functions of the input and output variables are either Triangular or 
trapezoidal. The membership’s functions are simulated using Fuzzy toolbox in 
Matlab. 

 

 

Fig. 1. Membership Function of Distance 

 

Fig. 2. Membership Function of No. of Vehicle 
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As few variable has trapezoidal shape others having triangular shape depend upon 
how their value changes.In both of the figure above, Four membership functions are 
defined fore both variable. Similar we can have for the output variable i.e. Time of 
Signal. 

3.2   Mapping of Crisp Output Variable vs. Input Variable 

Diagram below is the three dimensional representation of the variables. Along x-axis 
we have Distance covered, along y axis we have No. of Vehicles and along z axis we 
have output variable Time of Signal.  

 

 

Fig. 3. 3-D Input and Output 

4   Conclusion 

As main aim of fuzzy controller is to reduce the poor traffic flow at signals or we can 
say Maximize the efficiency of existing traffic systems without new road 
construction, the total amount of accumulated delay time in a city due to waiting at 
signal stops is very much as time is most important factor can be considered in cost 
calculation. Fuzzy controller can control the traffic with efficiency and ease. Future 
work considers the pattern recognition to modify the rules, so that the controller can 
give better exact time for the signals. 
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Abstract. Mobile adhoc networks (MANETs) are infrastructure-less and can be 
set up anywhere, anytime. They can host a wide range of applications in rescue 
operations, military, private, and commercial settings. Some examples are 
audio/video conferencing, multiplayer games, and online public debating. 
Signaling is the nerve center of multimedia conferences it establishes, modifies, 
and tears down conferences. This paper focuses on signaling for multimedia 
conferences in MANETs. We review the state of the art and propose a novel 
architecture based on application-level clusters. Our validation employed SIP as 
the implementation technology and OPNET as our simulation tool. Our clusters 
are constructed dynamically and the nodes that act as cluster heads are elected 
based on their capabilities. The capabilities are published and discovered using 
a simple application-level protocol. 

Keywords: Mobile ad hoc networks, conferencing, signaling, clustering, SIP. 

1   Introduction 

Mobile Ad hoc Networks can be defined as transient  networks  formed  dynamically 
 by  a collection  of  arbitrarily  located  wireless  mobile  nodes,  without the use of 
existing network infrastructure or centralized administration [1]. They rely on 
wireless technologies, such as IEEE 802.11 and Bluetooth, and are either stand alone 
or connected to other networks. Many of these applications involve multimedia 
conferencing. This paper is devoted to signaling for multimedia conferencing in 
stand-alone MANETs. The cluster heads are elected based on their capabilities. Our 
clusters are significantly different from routing layer clusters, such as those discussed 
in [2]. Routing level clusters are formed using the physical or geographical location of 
nodes, and they have no relation to whether or not there is a conference at the 
application layer. Our signaling clusters are formed only when there is a conference, 
and thus, they are completely independent of the routing layer clusters.  We have 
selected Session Initiation Protocol (SIP) [3] as the implementation technology.  

2   Existing System 

Signaling for Conferencing in Infrastructure less Networks Mark and Kelley [4] 
describe an SIP application for a fully distributed conference model. The approach is 
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of special interest to us because it only involves an SIP end system (UA) and no 
server is required. In addition, the approach is lightweight because there is no extra 
control message added to the baseline SIP but the session related information is 
carried by the basic SIP messages. However, this approach has several drawbacks, 
one of which is how the session related information is propagated. There is a problem 
when two (or more) parties are invited to join an ongoing conference at the same 
time. There is no general solution to ensure that each of the invited parties is made 
aware of the other invited parties. The problem is identified in [4] as the “coincident 
join,” and no solution is provided. Another drawback is that unintentional departures 
are not considered and are not handled gracefully.  

3   Proposed System 

3.1   Cluster Based Signaling Architecture 

Clusters enable scalability without centralization and we believe that they can aid in 
meeting all of the requirements. The overall architecture principles is given below. 

   
Fig. 1. Overall signaling architecture for conferencing in MANETs. Overall Architecture and 
Principles.  

Figure 1 gives an overall view of the proposed cluster-based architecture. The only 
functional entity is the signaling agent (SA). There is one per party, or more 
generally, one per node in a stand alone MANET. All super members have direct 
links to the super members of the neighboring clusters. There are two general 
parameters of a cluster: Split value (Sv) and Merge value (Mv).  

3.2   Operational Procedures of Clusters 

In our architecture, clusters are dynamically created and deleted when conferencing. 
The signaling system is responsible for maintaining the state of the conference and the 
clusters. Each signaling cluster has a life cycle.  
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Fig. 2. Performance Analysis Graph 

4   Result 

Conferencing enables a set of attractive applications in MANETs. In this paper, we 
addressed an important conferencing issue signaling. We have presented the 
challenges, reviewed the state of the art signaling protocols, and proposed a cluster 
based signaling scheme. The performance of the signaling scheme has been evaluated 
through simulation. For the simulation experiments, we have developed all of the 
signaling entities that we defined. The results show that our signaling scheme 
outperforms the existing conferencing framework for ad hoc networks. It can support 
different scales of conferences and it can run on different lower layer routing 
protocols. In this work, we have evaluated conference scales up to 100 nodes. It 
would be very interesting to know the behaviors of the signaling scheme with 
hundreds and even thousands of nodes. However, the current experimental 
environment has a limited scope.  
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Abstract. The systematic test is an inevitable part of the verification and 
validation process for software. The most important prerequisite for a thorough 
software test is the design of relevant test case, since they determine the kind 
and scope. Hence the quality of the test the classification-tree method and the 
graphical editor CTE support the systematic design of black box test cases. The 
classification-tree method is an approach to partition testing which uses a 
descriptive tree-like notation and which is especially suited for automation. 

Keywords: CT-Classification tree, CTE-Classification tree Editor.  

1   Introduction 

Specifications are the primary source of information for deriving test cases. 
Specification based test case generation is becoming more and more important 
together due to the increase in the size of software systems and the widely use of 
components in software development. The classification tree method is one of the 
approaches for deriving test cases. A method is proposed for deriving classification 
trees from specifications. Furthermore, not all information from specifications is 
captured in the classification trees, and hence there is room for improvement. 
Although proposed structuring classification tree in the problems cannot be solved 
completely. We noticed that the CT method was able to express fully the information 
that is obtained from specifications. 

1.1   Existing System 

Human decisions are required. Categories and choices are identified. The test cases 
are generated from a formal specification. The lack of methods and tools for test case 
design using a black-box approach. The existing system finds greater difficulties as 
the decision making depends on skill based workers. This also leads to lack of 
Customization and scalability.  
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Disadvantages 

 No systematic techniques  
 No test case development from the functional specification. 
 Involves much manual work 

1.2   Proposed System 

The proposed system enables decision making process more easy. The System also 
provides an interface which is highly customizable and scalable. The Automated 
communication between the roles and the process speeds up service delivery. The 
classification tree processing service act key enables Improvement by Management 
Decision Making and Reporting. The advantages are  

 Supports black box test cases 
 Uses a descriptive tree like notation 
 Test cases can be generated automatically using functional specification 
 Test cases are based on classification tree  

1.3   Problem Definition 

Three steps were found to be most important when using the classification-tree 
method for real world applications: 

 Selecting test objects, 
 Designing a classification tree, 
 Combining classes to form test cases. 

A large, real-world system cannot be tested reasonably with a single classification-
tree, as such a tree would become too large to handle. Therefore the functionality of 
the system under test has to be divided into several separate test objects. 

2   System Implementation  

The following procedure is a brief outline of the method of generating test cases using 
classification trees. 

 Identify all the classifications and their classes from the specifications. 
 Construct the CT with the classifications and classes. 
 Construct the combination table from the classification tree. 

Select all the feasible combinations of classes from the combination table. Thus the 
classification tree shown in the fig. 1.  

The lower part shows three possible combinations of classes, i.e., three rows of the 
combination table. Each row is obtained by selecting one class under each top level  
classification. 
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      Fig. 1. Classification tree                                        Fig. 2. Performance comparison 

3   Result 

The paper is implemented using the methodologies described in this document and 
also performed experimental evaluations to determine the performance measures 
corresponding to the project which shown in the fig 2. The project is developed to 
deliver a novel method to classify, analyze, and generate test cases. The proposed 
technique is versatile and customizable and gives significant data representation 
power to the user – domain experts like Software testing analyst have the ability to 
adjust parameters and testing mechanisms to fine tune testing and increase 
productivity through quality of service. 
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Abstract. Breast cancer continues to be a significant public health problem in 
the world. Early detection is the key for improving breast cancer prognosis. The 
aim of the research presented here is in twofold. First stage of research involves 
machine learning techniques, which segments and extracts features from the 
mass of digital mammograms. Second level is on problem solving approach 
which includes classification of mass by performance based case base classifier. 
We study the application of these algorithms as a classification system in order 
to differentiate benign from malignant mass, obtained from MIAS database, and 
we compare the classifier with other classification techniques to test the 
accuracy. 

Keywords: Mammography, Segmentation, CaseBase, Classification. 

1   Introduction 

Early detection of breast cancer is considered as a major public health issue. Breast 
cancer incidence is the highest among female cancers and the second cause of 
mortality in Europe. To address this problem, it is necessary to create the adequate 
conditions allowing for the installation of mass detection campaigns, i.e. involving  
the maximum number of women at risk. However, an early detection of breast  
cancer depends on the adequacy of the mammogram from which the diagnosis is 
made an important research question addressed within this paper is performance 
evaluation. Since segmentation evaluation is essential for providing a scientific basis 
for image analysis in general and for medical image analysis in particular, this 
question is as important as the development of the segmentation algorithms 
themselves. 

                                                           
* Corresponding author. 
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A Case-Based Reasoning algorithm is used for classifying these cases into benign 
or malignant cases. We have to be aware that Case-based Reasoning means using 
previous experience in form of cases to understand and solve new problems. A  
case-based reasoner remembers former cases similar to the current problem and 
attempts to modify their solutions to fit the current case. The underlying idea is the 
assumption that similar cases have similar solutions. Though this assumption is not 
always true, it holds for many practical domains. However, in this domain, reliable 
hypotheses are required because a single wrong prediction could be fatal. Reliability 
and accuracy are the main goal to be achieved in this research. 

A number of CAD techniques have been developed for the detection and 
classification of microcalcifications [1] [2] [3] [5], in which several image processing 
techniques are applied ranging from gray-level image analysis [1] [5]) to 
morphological methods [5], as well as a great number of classifiers ranging from 
Bayesian classifiers to neural networks [4] [5]. 

Bottigli et al. presented a comparison of some classification system for massive 
lesion classification. An algorithm based on morphological lesion differences was 
used to extract the features. The two classes (pathological or healthy ROIs) were 
differentiated by utilizing the features. A supervised neural network was employed to 
check the discriminating performances of the algorithm against other classifiers and 
the ROC curve was used to present the results. In comparison with the other recent 
studies; the results of the new representation applied are comparable or better, owing 
to its better ability to distinguish pathological ROIs from the healthy ones. Vibha L  
proposes a method for detection of tumor using Watershed Algorithm, and further 
classifies it as benign or malignant using Watershed Decision Classifier 
(WDC).Experimental results show that this method performs well with the 
classification accuracy reaching nearly 88.38%.  

In this paper we focus on building performance based Case Base Classifier to 
classify tumor from benign to malignant. Section 2 explains the research objective. 
Section 3 explains the Segmentation of mass by region growing in mammogram. 
Section 4 describes the performance base Case base classifier for classification of 
masses. Section 5 provides the experimental results of preliminary classification 
outputs. Finally conclusion is made at Section 6. 

2   Mass Segmentation 

First, the X-ray mammograms are digitized with an image resolution of 100 × 100 μm2 
and 12 bits per pixel by a laser film digitizer. To detect mass & microcalcifications on 
the mammogram, the X-ray film is digitized with a high resolution. Because small 
masses are usually larger than 3mm in diameter, the digitized mammograms are 
decimated with a resolution of 400 × 400 mm 2 by averaging 4 × 4 pixels into one 
pixel in order to save the computation time. Fig 1 illustrates the mammogram 
segmentation and classification. 

=tB bgI σ5.2max +                                                      (1) 
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Fig. 1. Illustrates the mammogram segmentation and classification 

Where maxI  is the pixel intensity at the maximum peak count in the histogram of 

the decimated image and bgσ  is a standard deviation of all pixel values less than maxI  

under the assumption that the histogram of the background has Gaussian distribution 

centered at maxI . After breast region extraction, the extracted breast region Br is 

divided into three partitioned regions, the fat region, the glandular region, and the 
dense region. Then, automatic seed selection and segmentation by region growing are 
performed for each partitioned region. After the detected mass candidates are selected 
by the region growing, feature extraction and CBR classification are applied to the 
detected mass candidates [3].  

Feature extraction and selection which includes area, perimeter, skewness, entropy, 
circularity and standard deviation (i.e.12 local and global features) chosen for next 
stage of classification. 

3   CBR Classifier 

Classifiers play an important role in the implementation of computer-aided diagnosis 
of mammography. The features or a subset of these features are employed by 
classifiers to classify mass into benign and malignant. Case Based Reasoning (CBR) 
seems as a potential method in making computerized screening decision.  Case-Based 
Reasoning (CBR) integrates in one system two different characteristics: machine 
learning capabilities and problem solving capabilities. CBR uses a similar philosophy 
to that which humans sometimes use: it tries to solve new cases (examples) of a 
problem by using old previously solved cases. The process of solving new cases 
contributes with new information and new knowledge to the system. This new 
information can be used for solving other future cases. The basic method can be easily 
described in terms of its four phases. The first phase retrieves old solved cases similar 
to the new one. In the second phase, the system tries to reuse the solutions of the 
previously retrieved cases for solving the new case. The third phase revises the 
proposed solution. Finally, the fourth phase retains the useful information obtained 
when solving the new case. In a Case-Based Classifier System, it is possible to 
simplify the reuse phase. Classifying the new case with the same class as the most 
similar retrieved case can do reuse.  
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Performance based Case Base Classifier is a classifier where the re-use phase can be 
simplified. The kernel in a Case-Based Reasoning system is the retrieval phase (phase 
1). Phase 1 retrieves the most similar case or cases to the new case. Obviously, the 
meaning of most similar will be a key concept in the whole system. Similarity between 
two cases is computed using different similarity functions. For our purpose in this 
paper, we use the similarity functions based on the distance concept. The most used 
similarity function is the Nearest Neighbor algorithm, which computes the similarity 
between two cases using a global similarity measure. The future practical 
implementation (used in our system) of this function is based on the Minkowski’s 
metric. 

Minkowski’s metric is defined as:  

( ) r

iii

F

i

r yxWyCasexCaseSimilarity −×= ∑
−1

_,_              (2) 

Where Case_x, Case_y are two cases, whose similarity is computed; F is the number of 

features that describes the case; ii yx  represent the value of the ith feature of case 

Case_x and Case_y respectively; and iw  is the weight of the ith feature. In this study 

we test the Minkowsky’s metric for three different values of r: Hamming distance  
(r = 1), Euclidean distance (r = 2), and Cubic distance (r = 3). This similarity function 

needs to compute the feature relevance ( iw ) for each problem to be solved. Assuming 

an accurate weight setting, a case-based reasoning system can increase their prediction 
accuracy rate. We use also the Clark’s and the Cosine distance, both are based on 
distance concept and also use weighting features. Sometimes human experts can not 
adjust the feature relevance, automatic method can solve this limitation.  

3.1   Building Perform Case Base Classifier 

To improve the performance and accuracy of the system, Perform CB classifier is 
build with 10 data sets, therefore data sets will undergoes for a formal converter to 
extract the features and select the features for classification. Therefore comparison is 
made between the cases based on similarity measures which help to increase the 
accuracy and reliability. 

 
Fig. 2. Illustrates the Performance Based CB classifier 

3.2   Improving the Accuracy of Perform CB Classifier 

The combination of classifiers has long been proposed as a method to improve the 
accuracy achieved in isolation by a single classifier. Stacking allows us to combine 
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different decisions of each classifier to obtain a definitive prediction. There are several 
ways that stacking can be used for variety of task. For example, if the two classifiers 
that perform best classify the same, then we take their decision ignoring the other 
classifiers. Bagging and boosting have been used to improve the accuracy of 
classification over a single classifier learned on the entire data. The Bagging technique 
uses repeated random samples of the dataset whereas in boosting the samples are 
weighted. These methods can be applied to CBR Classifiers and we can use them for 
improving the performance of these classifiers. Currently the work is ongoing of 
building the classifier with more data set. 

4   Experimental Results 

A total of 25 mammograms were considered for this study and experiment is at final 
stage. Mammogram data's have been taken from the MIAS database of mammograms 
containing cancerous masses. The mammograms are scanned from X-rays with a 
maximum resolution of 512x512 pixels. Mammographic image is reduced to an m × n 
matrix. This matrix contains as many rows, m, as the number of Mass present in the 
image, and as many columns (n=12) as the number of features that describe one mass. 
Next, this m × 12 matrix is transformed into a vector. This transformation computes 
the average value for each column (feature) across all the rows (mass in the image). 
Finally, the computed vector is labeled using the class (benign or malign) obtained 
from the diagnosis done by surgical biopsy. We performed two kinds of experiments 
in order to compare the performance of the different algorithms. First, we maintained 
the proportion of original images - now, a set of features for each image- as training 
and test sets proposed by human experts. Thus, we compared the results obtained by 
other classifiers with those achieved by human experts, and the statistical modeling 
terms of classification accuracy. We also included in this comparison the true positive 
(malignant cases) rate of classified examples (sensitivity) and the true negative rate of 
classified examples (specificity).  

4.1   Results 

 
 
 
 
 
 

 

 

Fig. 4. Illustrates the Determination of ROI and Segmentation 
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Fig. 5. Illustrates (i) orginal image (ii) identying the regions & segmenting the regions (iii) 
maligant tumor (iv) benign tumor after classification 

Table 1. Illustrates the Classifier Results 

Variant Not 
Classified 

SENSITIVITY SPECIFICITY ACCURACY 

HAMMING 0.00 82.7 70 72.5% 
CUBIC 0.00 70.5 72.7 71% 
EUCLIDEAN 0.00 71.6 75.9 72% 
CLARK 0.00 69.8 80.4 76% 

 
The current initial results show that accuracy in our classifier schemes is higher 

than the accuracy obtained by the human experts and the statistical model. 

5   Conclusion 

We propose a performance based CBR classifier framework based on region growing 
segmentation. This integrated technique leads us to satisfactory knowledge base 
construction. The formulated knowledge base is in the structure of a concept lattice. 
Its implications provide classification rules efficiently where the time and space 
complexities are reduced. The CBR classifier will be improved by adding bagging 
and stacking to improve the reliability and accuracy. In future, algorithms will be 
constructed for stacking and bagging rules automatically. 
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Abstract. Mutation testing is a different approach of testing that tests the test 
cases by introducing bugs in the code. These bugs are the small modification in 
the program codes and that produces new versions of code called mutants. The 
correctness of mutation testing depends heavily on the types of faults that the 
mutation operators are designed to represent. Many mutation operators have 
previously been presented, and many researches have been done to show the 
usefulness of the operators. In this paper a set of mutant operator is proposed for 
the Java programming language. In this paper some new mutant operators are 
briefly described for testing java exception handling and string handling 
programs. 

Keywords: mutation testing, mutation operators, class-level operators, web 
specific operators, mujava. 

1   Introduction 

Testing is a crucial activity in the software lifecycle. Mutation testing method [1] is a 
fault based test technique that measures the effectiveness of test suite [1, 2]. It uses a 
set of “rules” called mutant operators to create programs slightly different from the 
program under test. The goal of mutation testing is the generation of a test set that 
distinguishes the behavior of the mutants from the original program. The ratio of 
distinguished mutants (also called dead or killed mutants), over the total number of 
mutants, measures the adequacy of the test set. A test case is adequate if it is useful in 
detecting faults in a program [3]. If the original program and all mutant programs 
generate the same output, the test case is inadequate. 

Many mutation tools have been developed and distributed for procedural programs. 
There are many mutation tools for java also like mujava [6], jester [7], and jumble [8], 
Judy [9]. Mujava is a publicly available Java mutation system. MuJava supports both 
generation and execution of mutants to help testers and researchers carry out mutation 
testing. But in mujava no mutant operators are there for exception handling and string 
handling. So our research interest in this paper is to present the new mutation 
operators for these topics of java programming. Because they are also important and 
frequently used techniques in java programming. 

2   Related Work  

Mutation testing has a huge research history[5]. It mainly focused on only four kind 
of  research categories related to mutation testing: 1) Proposing mutation operators, 2) 
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Applying these operators (Experimentation), 3) Developing Mutation tools, and 4) 
Reducing the cost of mutation analysis. These are the only four research activities 
related to mutation testing. The first one involves defining new mutation operators for 
different languages and types of testing [3, 6, 11]. The second research activity is 
experimentation with mutations [12, 13]. The third kind of activities in mutation 
testing research is developing mutation tools. Mothra[5] and Proteum[4] were 
developed for FORTRAN and C, respectively. Jester [7], Jumble[8], Judy[9] MuJava 
[6] for Java. Fourth one activities involves research activities is investigating ways to 
reduce the cost of mutation analysis. 

3   Proposed Mutation Operators for Java 

In mujava, there are no operators for exception handling and string handling. These 
topics are also very crucial like others, so there should be some mutation operators for 
them. In this paper some operators are proposed, explanation is given as follows. 

3.1   Mutation Operators for Exception Handling 

In Java exception handling is managed via five key words: try, catch, throw, throws 
and finally [16]. We handle an exception i.e., catch the exception by declaring a try-
catch block or propagate it by declaring it to throw in a throws statement of method 
declaration. There are many common mistakes that are frequently done by the author 
of the code, these mistakes result an output difference. New mutation operators for 
exception handling are given below.  

Catch Clauses Deletion (CCD). In some case, more than one exception could be 
raised by a single piece of code. To handle this type of situation, two or more catch 
clauses can specify, each catch block can catch a different type of exception. 

The CCD removes catch clauses one by one when there is more than one catch 
clauses(no effect whether or not the finally clause exist in the code). CCD working is 
given by the following codes. 

The original code-   
1. class ccd{ 
2. try {………} 
3. catch(ArithmeticException 

e){……}  
4. catch(ArrrayIndexOutOfBou

ndsException e){……} 
5. catch(ArrayStoreException 

e){………} 

6. catch(IllegalArgumentExcept
ion e){…} } 

CCD mutant: 
1. class ccd{ 
2. try{……} 
3. catch(ArithmeticException 

e){……}  
4. catch(ArrrayIndexOutOfBou

ndsException e){………} 
5. catch(ArrayStoreException 

e){…}}  

Throw Statement Deletion (TSD). In java, exceptions are thrown by the Java run-
time system. However, it is possible to throw exception explicitly, using the throw 
statement. 
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TSD operator deletes the throw statement that is shown by the following codes 
with the different outputs – 

The original code- 
1. class tsd{ 
2. try{ 
3. System.out.println("1st time 

exception throw"); 
4. Throw new 

NullPointerException("de
mo"); 

5. }catch(NullPointerException
e){  

6. System.out.println("exceptio
n throw"); 

7. throw e; } }  } 
TSD mutant - 

1. class tsd{ 
2. try{ 
3. System.out.println("1st time 

exception throw"); 
4. }catch(NullPointerException

e){               
5. System.out.println("exceptio

n throw"); 
6. throw e; } }  } 

 

Exception Name Change (ENC). In the throw statement ENC change the exception 
name with the other exception name that throw different exception at the run time.  

The original code: 
1. class enc{ 
2. try{ 
3. throw new 

NullPointerException 
("demo"); 

4. }catch(NullPointerException 
e) 

5. {System.out.println("cought"
); 

6. throw e;}}}  

ENC mutant: 
1. class enc{ 
2. try{ 
3. throw new 

ArithmeticException 
("demo"); 

4. }catch(NullPointerException 
e){ 

5. System.out.println("cought"); 
6. throw e;}}}

  

Finally Clause Deletion (FCD). The finally block execute whether or not an 
exception is thrown. It is useful for closing file handles and freeing up any other 
resources that might have been allocated at the beginning of a method with the intent 
of disposing of them before returning. 

The FCD operator delete this finally clause and produce an output difference.  

The original code: 
1. class fcd{ 
2. try{………………. 
3. …………{catch(……){ 
4. …………}catch(……){…} 
5. ...}finally{……………} 

FCD mutants: 
1. class fcd{ 
2. try{………………. 
3. …………{catch(……..){ 
4. …………}catch(……){…} 

 

Exception Handling Modification (EHM). The EHM operator change the way of 
handling an exception in the code. It modify an exception handling statement to an 
exception propagate statement, and an exception propogation statement to an 
exception handling statement. 
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The original code: 
1. class ehm{try{…..
2. ….}catch(ArrayIndex
OutOfBounds ar){….…} 

EHM mutants: 
1. class ehm{ 
2. throwsArrayInadexOu
tOfBounds {….}  

3.2   Mutation Operators for String Handling 

Unlike most of the other languages, Java treats a string as a single value rather than as 
an array of characters. There are many constructors for handling the string object. 

ValueChangeOperator(VCO). There are many String methods(charAt(), getChars(), 
getbyte(), substring(), replace(), deleteCharAt() and many more) for different purpose. 
By using these methods and by passing some specified values to these methods, they 
returns desired output (may be any character or any substring etc). VCO change the 
parameter values that are passed in these methods by plus 1. 

Table 1. Value change operators 

Mutation 
Operator 

String Methods Original code  Mutants  

 charAt() s.charAt(4);  s.charAt(5);  
 setCharAt() s.setCharAt(6);  s.setCharAt(7);  

VCO  getChars() getChars(10,14,str,0)  getChars(11,15,str,1  
 substring() substring(5,6);  substring(6,7);  

 replace() replace(5,7,”new”);  replace(6,8,”new”);  
 deleteCharAt() deleteCharAt(3);  deleteCharAt(4);  

 

MethodSwapOperator(MSO). The String class includes several methods that 
compare strings or substrings within string.There are pair of methods of same type 
such as equals() and equalsIgnoreCase() method.Both methods compare two string 
and return true or false,but there are small difference between these methods that is 
equals() is a case sensitive comparison but other method ignore the case.In Java 
String handling there are many mehods of such type i.e.”startWith()” and 
“endWith()”, “equals() and “==” ,”IndexOf()” and lastIndexOf”. 

Table 2. Method swap operators 

Mutation Operator Original code Mutants 

 s1.equals(s2); s1.equalsIgnoreCase(s2); 
 s1.startWith(“prefix”); s1.endWith(“prefix”); 

MSO s1.equals(s2); (s1 == s2); 
 s.indexOf(‘t’); s.lastIndexOf(‘t’); 
 s1.equalsIgnoreCase(s2); s1.equals(s2); 
 s1.endWith(“prefix”); s1.startWith(“prefix”); 
 (s1 == s2); s1.equals(s2); 
 s.lastIndexOf(‘t’); s.indexOf(‘t’); 
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4   Conclusion  

Mutation testing has been shown to be an effective way of testing software in terms of 
fault revealing capacity and it has been widely explored .In this paper we described 
new mutation operators for Java mutation testing. We have presented practical 
approach also so that these new mutation operators can be applying in Java mutation 
tools. Seven new mutation operators are defined in this paper with the results of 
applying faults in the codes. 

References 

1. Demillo, R.A., Lipton, R.J., Sayward, F.G.: Hints on test data selection: help for the 
practicing programmer. IEEE Comput. 11(4), 34–41 (1978) 

2. Hamlet, R.G.: Testing programs with the aid of a compiler. IEEE Trans. Softw. Eng. 3(4), 
279–290 (1977) 

3. Ma, Y.S., Kwon, Y.R., Offutt, J.: Inter-class mutation operators for java. In: Proc. 13th Int. 
Symp. Software Reliability Engineering, pp. 352–363 (November 2002) 

4. Delamaro, M.E., Maldonado, J.C.: Proteum – A tool for the assessment of test adequacy 
for C programs. In: Proceedings of the Conference on Performability in Computing 
Systems, pp. 75–95 (July1996) 

5. DeMillo, R.A., Guindi, D.S., King, K.N., McCracken, W.M., Offutt, A.J.: An extended 
overview ofthe Mothra software testing environment. In: Proceedings of the Second 
Workshop on Software Testing, Verification, and Analysis, pp. 142–151 (July1988) 

6. Ma, Y.S., Offutt, J., Kwon, Y.R.: MuJava: a mutation system for Java. In: Proc. 28th Int. 
Conf. Software Engineering, pp. 827–830 (May 2006) 

7. Moore, I.: Jester – a JUnit test tester. In: Proc. Second Int. Conf. Extreme Programming 
and Flexible Processes in Software Engineering, pp. 84–87 (May 2001) 

8. Irvine, S.A., Tin, P., Trigg, L., Cleary, J.G., Inglis, S.,Uttingm: Jumble Java byte code to 
measure the effectiveness of unit tests. In: Proc. Testing: Academic and Industrial Conf. 
Practice and Research Techniques, pp. 169–175 (September 2007) 

9. Madeyski, L., Radyk, N.: Judy – a mutation testing tool for Java. IET Softw. 4(1), 32–42 
(2010) 

10. Offutt, A.J., Untch, R.H.: Mutation 2000: uniting the orthogonal. In: Wong, W.E. (ed.) 
Mutation Testing for the New Century, 1st edn., pp. 34–44. Kluwer Academic Publishers, 
Dordrecht (2001) 

11. Offutt, J., Ma, Y.S., Kwon, Y.R.: The class-level mutants of MuJava. In: Proc. Int. 
Workshop Automation of Software Test, pp. 78–84 (May 2006) 

12. Offutt, A.J., Lee, A., Rothermel, G., Untch, R.H., Zapf, C.: An experimental determination 
of sufficient mutant operators. ACM Trans. Softw. Eng. Meth. 5(2), 99–118 (1996) 

13. Andrews, J.H., Briand, L.C., Labiche, Y.: Is mutation an appropriate tool for testing 
experiments?. In: Proc. 27th Int Conf. Software Engineering, pp. 402–411 (May 2005) 

14. Schildt, H.: ’The Complete Reference Java 2 Fifth edition’ Book 
 



 

V.V. Das, J. Stephen, and Y. Chaba (Eds.): CNC 2011, CCIS 142, pp. 295–298, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Novel Approach to Hindi Text Steganography 

Mayank Srivastaval, Mohd. Qasim Rafiq2, and Rajesh Kumar Tiwaril 

1 Dept. of Computer Science, G.L.A Univeristy, Mathura (U.P.), India 
2 Dept. of Computer Engg., Z.H.C.E.T., A.M.U., Aligarh (U.P.), India 

mayank_sri2001@rediffmail.com, mqrafiq@hotmail.com, 
rajeshkrtiwari@yahoo.com 

Abstract. The digital information revolution has brought important changes in 
our society and our life. Now a days, large amount of data are transmitted over 
the network. If the data that is being transmitted is important, one should use 
secure technique like steganography to transmit it. Steganography is a method 
of hiding a secret message in a cover media such as image, text, audio, video 
etc in way that hides the existence of the secret data. This paper introduces three 
new methods for Hindi text steganography which is based on the use of 
directory/dictionary structure.   

Keywords: Steganography, Data Hiding, Hindi, Sanskrit, Synonyms, 
Punctuation Marks. 

1   Introduction 

The growing use of the Internet has led to a continuous increase in the amount of data 
that is being exchanged and stored in various digital media. Security and 
authentication techniques are used to enhance the various security features and to 
preserve the intellectual property of digital data. Steganographic techniques are one of 
the most successful techniques which support the hiding of critical data in a way that 
prevent the detection of hidden messages [4]. Steganographic jobs have been 
performed on images, video, sound and text. However, text steganography is difficult 
to achieve because text files lack the redundant information and the structure of text 
documents is identical with what we observe.  

In this paper three new methods for Hindi text steganography are presented. The 
techniques makes use of the directory/dictionary, which will be created depending on 
the punctuation marks, synonym of Hindi words and the use of Sanskrit words in 
Hindi. The rest of the paper is arranged as follows: section 2 deals with the related 
work, section 3 briefs the proposed methods and section 4 gives the conclusion. 

2   Related Work 

Few works have been done in Hindi text steganography. In syntactic structure based 
method, the secret data was stored in the Hindi text by using the encoding scheme of 
the Hindi diacritics [1]. Another method creates numerical directory of the Hindi 
vowel and consonants to hide the secret data [1].The next method in the same 
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category makes the use of Hindi words modifiers and characteristics of the Hindi 
characters like bar, no bar etc to hide the secret data. [2]. 

In feature based method, representation of one of the matra of Hindi text is 
changed to store the secret data [3]. 

3   Proposed Algorithm 

The proposed secret data embedding algorithms are as follows.  

3.1   Punctuation Marks Based 

The method we are proposing here will make use of a directory of the punctuation 
marks of the Hindi text to hide the secret data. We encode all the punctuation marks 
with a specific numerical code having a range between 0 and 3 (Table 1). At the 
sending site, input message is converted to its binary equivalent and then Hindi 
sentence is created that makes use of the punctuation marks according to input bit 
stream. At the receiving end, the receiver receives the stego text and extracts the 
binary data by examining the punctuation marks in it. After the rearranging the bits, 
the original message is displayed. 

Table 1. Encoding table for Punctuation Marks 

 
 

 
We are showing here the result of encoding the secret message “se”, which is 

represented in binary as 01 11 00 11 01 10 01 01.  
 

 

3.2   Synonym Based 

The goal of this method is to hide secret data in Hindi text by substituting the words 
which have synonym in Hindi text. For this, we prepare a four level dictionary of 
Hindi words where the basic Hindi word is represented as a level zero and the next 
three levels contain the synonyms of the basic Hindi word (Table 2). At the sending 
site, input message is converted into its binary equivalent and then Hindi sentence is 
created that will use the words from the dictionary according to input bit stream. Now 
at the receiving end, the program extracts the bit level data from the stegotext by 
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examining the words of different levels of the dictionary used in it. After rearranging 
the bits, the original message is displayed. 

Table 2. Encoding table for Synonym based 

   

 
Here, for illustration we are showing the encoding result for secret text “se” which 

is represented in binary as 01 11 00 11 01 10 01 01.  
 

 

3.3   Sanskrit Classification Based 

The method we are proposing here will make use of a dictionary of the words to hide 
the secret data. Here the dictionary will consist of two levels. Level zero corresponds 
to tatbhav words and level one corresponds to tatsam words. We encode the level zero 
words with bit 0 and level one words with bit 1 (Table 3). To implement the 
algorithm, firstly the secret message is converted to its equivalent binary data. Now, 
we create multiple Hindi sentences that use multiple words of the dictionary to 
represent the secret binary data. At the receiving end, the receiver extracts the bit level 
data from the stego Hindi text by examining the words of two level dictionary used in 
it. After rearranging the bits, the original message is displayed.  

Table 3. Encoding table for Sanskrit based 
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Here, for illustration we are showing the encoding result for secret text “s” which 
is represented in binary as 01 11 00 11.  

 

 

4   Conclusion 

Security in secret data transmission has become a very critical aspect of modern 
internet and intranet systems. In this paper suitability of steganography as a tool to 
conceal highly sensitive information has been discussed by using three different 
methods which are based on directory/dictionary structure. Here directory/dictionary 
is created depending upon the use of punctuation marks, synonyms and Sanskrit 
words in Hindi. As we know Hindi is one of the most popular language, the stegotext 
generated by the above methods can be transmitted to anybody anywhere across the 
globe in a complete secured form that we generally expect. It is worth mentioning that 
all the proposed methods have used the same directory/dictionary at both the ends. 
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Abstract. In real time situations, non rigid object tracking is a challenging and 
important problem. Due to the non rigid nature of objects in most of the 
tracking applications, deformable models are appealing in tracking tasks 
because of their capability and flexibility. The proposed approach uses an 
observation model based on optical flow information used to know the 
displacement of the objects present in the scene. After finding the moving 
regions in the initial frame, we are applying active contour model (ACM) to 
track the moving objects in the further frames dynamically. These models have 
been used as a natural means of incorporating flow information into the 
tracking. The formulation of the Active Contour Model by incorporating an 
additional force driven optical flow field improves the tracking speed. This 
algorithm efficiently works to track for low contrast videos like Aerial videos. 

Keywords: Object, Tracking, Video, frames, Contour, Optical flow, non rigid. 

1   Introduction 

In real time situations, non rigid object tracking is a challenging and important 
problem. Due to the non rigid nature of objects in most of the tracking applications, 
deformable models are appealing in tracking tasks because of their capability and 
flexibility. There are two general types of active contour models in the literature 
today: parametric active contours and geometric active contours. This work focuses 
on parametric active contours called Snakes, which synthesize parametric curves 
within an image domain that can move under the influence of internal forces within 
the curve itself and external forces derived from the image data[1][2]. There are two 
key difficulties with active contour algorithms. First, the initial contour is close to the 
true boundary or else it will likely converge to the wrong result. The second problem 
is that active contours have difficulties progressing into concave boundary regions. 
The object tracking is done using Optical Flow approach [3] in the proposed work. 

2   Proposed System 

In the proposed approach we extended the formulation of active contour model using 
information about the optical flow to make the contour in less number of iterations. 
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With out user intervention, by using optical flow automatically initializes a contour in 
the first frame and then use the snake propagation method (Traditional Snakes/GVF 
Snakes) to find the final contour, thus detecting the object of interest in the first 
frame. The initializations of the contour for frame i+1 is done by using the final 
contour obtained from frame i by using motion prediction. Thus we can achieve fast 
real time object tracking using this method. In order to achieve the tracking for the 
moving objects, Automatic initialization is achieved by optical flow method and the 
deformation is achieved by both snake and optical forces.  

3   Experimental Results    

3.1   Tracking by Active Contour Models 

This approach is implemented in both MATLAB 6.5 and JDK 1.5 with JMF 2.0 and 
JAI 1.0.1. Fig.1 shows the person tracking by using active contour models (GVF 
Snake) in MATLAB 6.5. In this simulation the contour is manually initialized by the 
program, then the contour is easily tracked by using the parameters α =0.08, 

β =0.02 and δ =1. But the problem is as shown in the figure.  

  

                          (a)                                                                    (b) 

Fig. 1. (a) and (b) Shows the tracking nature of the boundary of a person using MATLAB 6.5 
and  Java 

3.2   Trcking by Optical Flow Method 

The limitations of human intervention for initialization of the contour eliminated by 
using this method. Fig. 2 shows a test video where the person is moving from left to 
right and the flow detection of the person in shown in first frame. Further the tracking 
of flow vectors is shown in Fig. 2. 
 

 
                     
 
 
 
 

               (a)                                                             (b) 

Fig. 2. (a) and (b) Optical flow detection of a moving person for the shown frame 
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4   Conclusion 

In Uncompressed videos within the scene the proposed algorithm describes motion of 
the object by using both deformation forces and optical flow forces. In active contour 
propagation, tracking of a person is simulated with both the traditional snake and 
GVF snakes. By using a new external force model for snakes called gradient vector 
flow solves the problem of convergence to the boundary concavities. But the major 
problem with active contour model is its necessary to initialize the contour for ROI. 
The manual initialization was eliminated by Optical flow approach. Optical flow 
information is used to know the displacement of the objects present in the scene. The 
Optical flow estimation is one of the simplest estimation even though this approach 
provides dense estimation.  
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Abstract. A technique is proposed to drastically reduce the update cost. 
Specifically, we propose to model the current position of a moving object as the 
distance from its starting position, along a given route. The distance continuously 
increases as a function of time, without being updated. In the context of position 
attributes that change continuously with time, the main issues that are addressed 
are position-update policies and imprecision. To accomplish tracking with certain 
accuracy, each wireless device monitors its real position (its TRAVEL 
DATABASE position) and compares this with a local copy of the position that the 
central database assumes. When needed in order to maintain the required accuracy 
in the database, the wireless device issues an update to the server. 

Keywords: Tracking, Video, Database, Wireless, Travel-Database, Update,  
Moving Object.  

1   Introduction 

In this age of significant telecommunications competition, mobile network operators 
continuously seek new and innovative ways to create differentiation and increase 
profits. One of the best ways to do accomplish this is through the delivery of highly 
personalized services. One of the most powerful ways to personalize mobile services 
is based on location. I will discuss Location Based Services (LBS) [1][2][3], but we 
will first discuss the basis of LBS - location technology. IN step with the emergence 
of an infrastructure for mobile, online location-based services (LBSs) for general 
consumers, such services are attracting increasing attention in industry and academia. 
An LBS is a service that provides location-based information to mobile users. The 
main idea is to provide the service user with a service that is dependent on positional 
information associated with the user, most importantly, the user’s current location. 
The service may also be dependent on other factors, such as personal preferences and 
interests of the user. A service might inform its users about traffic jams and weather 
situations that are expected to be of relevance to each user. A friend monitor may 
inform each user about the current whereabouts of friends. Other services may track 
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the positions of emergency vehicles, police cars, security personnel, hazardous 
materials, or public transport.  

2   Proposed System 

Point-Based Tracking Using this approach, the server represents a moving object’s 
future positions as the most recently reported position. An update is issued by a 
moving object when its distance to the previously reported position deviates from its 
current TRAVEL DATABASE position by the specified threshold. In vector tracking, 
the future positions of a moving object are given by a linear function of time, i.e., by a 
start position and a velocity vector. Point tracking corresponds to the special case 
where the velocity vector is the zero-vector. A TRAVEL DATABASE receiver 
computes both speed and heading for the object it is associated with—the velocity 
vector used in this representation is computed from these two. 

 

 
 

3   Experimental Results 

The road networks based tracking object is based on the localization based services. 
The data set is transferred to destination in form the form of packets it can travel 
through any nodes if it travel through a single node one or more times it will be 
considered as a default node then the packets will be transferred through that node 
only. Then the dataset will be stored .it can travel through any nodes but it should 
reach the destination. Default node will be stored separately. 

3.1   Implementation 

The main idea is to provide the service user with a service that is dependent on 
positional information associated with the user, most importantly, the user’s current 
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location. The service may also be dependent on other factors, such as personal 
preferences and interests of the user. With the continued advances in wireless 
communications, geo-positioning, and consumer electronics, an infrastructure is 
emerging that enables location-based services that rely on the tracking of the 
continuously changing positions of entire populations of service users, termed moving 
objects. This scenario is characterized by large volumes of updates, for which reason 
location update technologies become important. In this paper we address position 
update policies and impression. Namely, assuming that the actual position of a 
moving object m derivates from the position computed by the DBMS, when should m 
update its position in the database in order to eliminate the deviation? Furthermore, 
how can the DBMS provide a bound on the error when it replies to a query: what is 
the current position of m? We propose cost based approach to update policies that 
answers both questions. 

4   Conclusion 

In this paper we considered databases that model the location of objects moving on 
routes. We formulated the database-position update problem as a mathematical cost 
optimization problem using the concept of a position-update policy, i.e. a quintuple 
(deviation cost function, update cost, estimator function, fitting method, predicted 
speed). Such a policy is adaptive and predictive in the sense that the update time-
points depend on the current and predicted behavior of the deviation (of the actual 
position from the database position) as a function of time. Then we devised and 
analyzed three position update policies. We showed that the DBMS is able to bound 
the uncertainty at any point in time. Actually, for two of the policies (the immediate 
ones) the position-uncertainty decreases as time-since-the-last- update increases. 
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Abstract. Biological research is becoming increasingly database driven, 
motivated, in part, by the advent of large-scale functional genomics and 
proteomics experiments such as those comprehensively measuring gene 
expression. Consequently, a challenge in bioinformatics is integrating databases 
to connect this disparate information as well as performing large-scale studies 
to collectively analyze many different data sets. These composite data sets are 
conducive to extensive computational analysis and present new opportunities 
for data mining. Both supervised and unsupervised approaches can often be 
used to analyze the same kinds of data, depending on the desired result and the 
range of features available. Large-scale experiments, such as those performed 
with microarrays, yield large homogenous data sets that are well suited for 
computational analysis. 
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1   Introduction 

Biological research is becoming increasingly database driven, motivated, in part, by 
the advent of large-scale functional genomics and proteomic experiments such as 
those comprehensively measuring gene expression. These provide a wealth of 
information on each of the thousands of proteins encoded by a genome. This approach 
represents a paradigm shift away from traditional single-gene biology, and it often 
involves statistical analyses focusing on the occurrence of particular features (e.g., 
folds, functions, interactions, pseudo genes, or localization) in a large population of 
proteins. However, the information provided by different views may not always be 
easily reconciled, due to the incomplete nature of the data, or the fact that some 
patterns will be present in one view but not in another. 
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2   Types and Methods 

2.1   Biological Research Is Database Oriented 

Databases have defined the information structure of molecular biology for over a 
decade, archiving thousands of protein and nucleotide sequences and three-
dimensional (3-D) structures. As large-scale genomics and proteomics move to the 
forefront of biological research, the role of databases has become more significant 
than ever. The current landscape of biological databases includes large public 
archives, such as GenBank, DDBJ, and EMBL for nucleic acid sequences [1] give 
dynamic reports on the occurrence of protein families in various genomes. Databases 
have also been developed to provide comprehensive access to sequence, expression, 
and functional data for all the known genes of specific model organisms. 

2.2   Machine Learning Approaches to Genomic Data Analysis 

A general problem in data analysis is how to structure information into meaningful 
taxonomies or categories. This issue is of great importance when trying to infer 
relationships in diverse biological data sets. Statistical methods for finding trends and 
patterns in experimental results have played a large role in their interpretation. 
Principal component analysis (PCA) can be an effective method of identifying the 
most discriminating features in a data set. This technique usually involves finding two 
or three linear combinations of the original features that best summarize the types of 
variation in the data. The k-means algorithm is a popular instance-based method of 
cluster analysis. The self-organizing feature map (SOM)[2] consists of a neural 
network whose nodes move in relation to category membership. 

2.3   Supervised Learning and Classification 

Analysis of large data sets that contain diverse information often involves the explicit 
application of supervised learning. Supervised learning is conducted in two phases: 
training and testing the classifier model. Using this strategy, the data set is divided 
into two mutually exclusive sets. The first set is used to train the model, where correct 
classifications/responses of the input examples are known a priori. This information is 
used to improve the performance of the model and reduce the classification error rate, 
a process that incrementally adjusts an n-dimensional hyperplane that serves to 
partition the data set into categories. Afterward, unseen instances in the test set are 
classified according to the partitioning established during the training phase. 

2.4   Classifying Gene Function with Support Vector Machines 

An example of a supervised learning method applied to functional genomics data is 
the use of support vector machines (SVMs) to classify a set of objects in to two 
separate classes. The SVM maps an n-dimensional input space onto a higher-
dimensional feature space, simultaneously transforming a nonlinear class boundary 
into a simple hyperplane. 

The maximum margin hyperplane is defined as the hyperplane that is maximally 
distant from both convex hulls; this will bisect the shortest line connecting them. The 
data points closest to the maximum margin hyperplane are called support vectors and 
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uniquely define the maximum margin hyperplane (the minimum number of support 
vectors from each class is one). 

3   Conclusion 

As with biological sciences in general, the emphasis of computational biology has 
changed in recent years from the characterization of individual molecules to the 
analysis of genome-wide expression profiles and proteomics data sets. An essential 
part of this work is the integration of a wide variety of experimental data to assemble 
a larger picture of biological function and frame pertinent information within a 
meaningful context. This capability can allow investigators to interpret data 
classifications and potentially elucidate functional properties. To facilitate this, it will 
be necessary to establish consistent formats for database interoperation, which will 
add greatly to the utility of experimental results in terms of potential data mining 
application. 

References 

1. Berman, H.M., Westbrook, J., Feng, Z., Gilliland, G., Bhat, T.N., Weissig, H., Shindyalov, 
I.N., Bourne, P.E.: The Protein Data Bank. Nucleic Acids Res. 28, 235–242 (2000) 

2. Kohonen, T.: Self-organization and Associative Memory. Springer, Berlin (1984) 
3. Baldi, P., Brunak, S.: Bioinformatics: the Machine Learning Approach, 2nd edn. MIT 

Press, Cambridge (1998) 
4. Lones, D.T.: Gent READER: an efficient and reliable protein fold recognition method for 

genomic sequences. J. Mol. Biol. 287, 797–815 (1999) 
5. Ding, C.H.Q., Dubchak, I.: Multi-class protein fold recognition using support vector 

machines and neural networks. Bioinformatics 17(4), 349–358 (2001) 
 



 

V.V. Das, J. Stephen, and Y. Chaba (Eds.): CNC 2011, CCIS 142, pp. 308–310, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Simulation and Performance Analysis of OLSR under 
Identity Spoofing Attack for Mobile Ad-Hoc Networks 

Srishti Shaw, Kanika Orea, P. Venkateswaran, and R. Nandi 

Dept. of Electronics & Tele-Communication Engineering 
Jadavpur University, Kolkata – 700 032, India 

srishtishaw@yahoo.com, kanikaorea@yahoo.in,  
pvwn@ieee.org, robnon@ieee.org 

Abstract. Mobile ad hoc networks (MANETs) consist of a collection of wire-
less mobile nodes, which dynamically exchange data without fixed base station. 
But, in an unfriendly and uncontrolled terrain conditions, the performance of 
the routing protocol may deteriorate due to intrusion. Thus, secured routing is 
an essential requirement for MANETs, to provide protected communication be-
tween mobile nodes. In this paper, we examine security issues related to the Op-
timized Link State Routing (OLSR) protocol, a proactive routing protocol for 
MANETs. In particular, we concentrate on the identity spoofing attack in 
OLSR and the network performance under this attack. We enumerate a number 
of possible attacks against the integrity of the OLSR routing infrastructure, due 
to identity spoofing. The simulation in OPNET shows that the performance of 
the networks degrades with increase in number of malicious nodes. 

Keywords: MANETs, OLSR, Routing protocol, Security, Identity Spoofing. 

1   Introduction 

The inherent flexibility offered by MANETs, originally conceived for military and 
rescue operations only, is now employed in  commercial applications like, convention 
meetings, electronic classroom, law enforcement, PAN. In this paper, we describe the 
identity spoofing attack and its effect on OLSR routing protocol [1, 2], a proactive, 
table driven routing protocol, specifically designed for  MANETs. 

2   The Optimized Link State Routing Protocol 

The OLSR protocol[1, 2] exchanges routing information periodically and has routes 
immediately available when needed. OLSR provides the following features: 

• minimization of flooding by using only a set of selected nodes, called multipoint 
relays (MPRs), to diffuse its messages to the network; this mechanism is based on 
having each node select a subset of its neighbours such that this subset ensures con-
nectivity to every two-hop neighbours. 

• reduction of the size of control packets by declaring only a subset of links with its 
neighbours who are its multipoint relay selectors (MPR selectors). 
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3   OLSR Vulnerabilities 

Existing OLSR [1] does not specify validation procedures and security mechanisms. 
Thus, numerous opportunities exist for intruding OLSR nodes to launch attacks. The 
OLSR basically employs two types of control traffic: HELLO messages and TC mes-
sages. Incorrect Control Message Generation and Incorrect Control Message relaying 
are a serious setback for the routing in OLSR.  

 

      

Fig. 1. Identity Spoofing attack in OLSR 

This paper focuses on the identity spoofing attack in OLSR MANET.  In order to 
attract traffic to itself in a network using proactive routing like OLSR, an attacker 
impersonates a well-behaved node and spoofs the MANET node’s IP address as the 
source address to send HELLO message in the intruder’s neighbourhood. Fig. 1 
shows how the network topology is distorted due IP impersonation. Node D is the 
MPR for node E and Node F. Node D impersonates node B. Thus, when sending data 
packets to node E and node F, data will be sent to node B, which is believed to be 
their MPR. The data packets will, thus be lost.   

4   Simulation Results and Analysis 

We performed the network simulation using OPNET Modeler 14.0[3]. In evaluating 
the performance of the OLSR protocol under security attack, we used the following 
performance metrics: network throughput, average end to end delay, and packet de-
livery ratio. The simulation settings for the experiment are listed in Table 1. 

Table 1. Parameter settings for the simulation 

Simulation Parameters Parameters Value 
No. Of nodes 20,30 or 50 
Simulation time 1000 seconds 
Movement Area 1000mX1000m 
Mobility Model Random way-point mobility 
Packet size 1024 bytes 
Traffic Constant Bit rate traffic  
No. of malicious nodes 20%,25%,30% or 40% of the total nodes in a given scenario  
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Fig. 2a shows the  relative  throughput of  the network. The network throughput is 
normalised with respect to the throughput value of the network with no malicious 
nodes. As evident, the throughput falls rapidly with the increase in concentration of 
malicious nodes. This is expected, as with malicious nodes the probability of data 
packet drops increases. 

 

 

 

 
                 (a)                                                 (b)                                         (c) 

Fig. 2. Performance metric curves (‘n’ indicates the number of nodes in the scenario)  

Fig. 2b shows the packet delivery ratio of the simulation. As expected, the packet 
delivery ratio falls with the increase in the number of intruders because under active 
attack, OLSR fails to find the true destination and  data packet  intercepted by a mali-
cious node,  does not reaches the intended destination (or intermediate) node and gets 
dropped. With the increase in concentration of attacker, the chances of falling victim 
to such an attack increases, and hence the packet drop increases considerably. We 
observed that, with increase in node density, the end to end delay increases (Fig. 2c). 
This is due to high level of network congestion and multiple access interferences at 
certain regions of ad hoc network.      

5   Conclusion  

Mobile ad hoc routing and forwarding are vulnerable to misbehaviour. In this paper, 
we have done a simulation based study of the impact of identity spoofing attack on 
OLSR. The study shows that the performance of the network degrades by nearly 30% 
even with a small number of attackers .Thus, network administrators can conclude of 
an impersonation attack  if the performance metrics show such a trend. 
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Abstract. Prediction systems apply knowledge discovery techniques to the 
problem of making personalized product recommendations. New recommender 
system technologies are needed that can quickly produce quality 
recommendations, even for very large-scale problems. This paper presents a 
new and efficient approach that works using Bayesian belief networks (BBN) 
and that calculate the probabilities of inter-dependent events by giving each 
parent event a weighting (Expert systems). To get best result for the sales 
prediction, different weights have been applied on the proposed algorithm. 
Finally we got results for prediction, for a given product, using our proposed 
algorithm and final recommendation [1] has been made to the customers based 
on preference similarity. 

Keywords: Bayesian Belief Networks (BBN), Expert Systems, E-Commerce. 

1   Introduction 

In recent years, E-commerce has been growing fast. More and more companies are 
providing services on the Web. Recommendation systems goals are to provide 
customers with what they want or need without requiring them to ask for it explicitly 
[2, 3, 4]. In order to achieve its goals, understanding customer’s behaviours deeply is 
necessary. Recommender systems [5, 6] work by analyzing databases of customer 
interaction with Web sites. This data is often in the form of purchase information, the 
contents of shopping baskets and explicit rating data (i.e., data gathered via some 
form of questionnaire, generally indicating the degree of like or dislike for certain 
products).  

This paper proposes a recommender system based on Bayesian Belief Network 
(BBN) and product preference and taste similarity. It calculates the probabilities of 
inter-dependent events, then calculate initialized probability and finally revised 
probability of the events. This paper also outlines the implementation of Bayesian 
Belief Network (BBN) by applying weights [7, 8, 9, 10] to increase the product sales. 
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2   Proposed Approach 

Our prediction and recommendation system emphasizes four key areas. These are 

• Introducing Bayesian Belief Network  
• Calculating Initialised probabilities [2] 
• Product Prediction [2] 
• Product Recommendation which is dealt in section 3. 

3   Product Recommendation 

In E-commerce, personalization is mainly about recommendation system, which can be 
used for recommending products to customers according to their preferences Customer 
profiles are the most important component of learning-based recommendation system. 
An example of customer profile is as follow: 
 

                  {<obj1, w1>, <obj2, w2>, ….<objn, wn>} (1) 
 

where wi is the weight of Web object obj, which can be measured in terms of several 
methods, for example, by the time consumption of frequencies of objects. 

Customer Data: Customer data can be obtained from customer feed back forms or 
Web server logs. A static profile is stable or changes very slowly and can be 
constructed based on customer basic data, which includes customer’s name, sex, age, 
job, salary etc. With respect to static profile, dynamic profile can be built and updated 
in real time, which is on the basis of customer behavior data. Dynamic profile has two 
parts: preference profile and rule profile.  

Product hierarchy: Product hierarchy is an instance of concept hierarchy. A concept 
hierarchy defines a map sequence, which maps lower level concepts to higher level 
concepts. In order to learn a customer’s preference on products, we use product 
hierarchy. Each node is a product category, each product is a leaf node and the root of 
the tree is “Product”. Customer behavior data can tell us which type of product a 
customer likes, while product hierarchy gives us a detailed or global view of a 
specific product. So we combine customer behavior data with product hierarchy, to 
learn customer preferences and construct his (or her) profile. For each node, we can 
obtain the view of a preference of a customer. Because the leaf nodes are specific 
products, we can extract customer preferences about their parents from customer 
purchase histories. We define customer preferences in terms of products (or product 
category) attributes. So the customer preference has the same presentation with 
products. That is, 
 

Customer preference= (<T1,w1>,<T2,w2>, …<Tn,wn>) (2) 
 

where Ti is the taste of the preference. We define a taste as the sub preference of a 
customer preference, which has the more particular description about a customer. For 
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example “Nokia Mobile Phone” is a customer preference, while “Price”, “Make”, 
“Model No” etc, are all tastes of “Mobile Phone”, wi is the weight of Ti, which is 
specified by experts. For numeric product attributes, we extract tastes by using 
clustering techniques. Thus the attributes are grouped into clusters. When a customer 
has new purchase records, his (or her) profile can be updated.  

The goal of the recommendation system is to generate a “recommendation set” for 
active customers, of which the products most closely match active customer’s profile. 
In this method, both customer’s profiles and products are represented as the same 
model. So it is fairly convenient to compute the similarity between a customer profile 
and a product.  

Preference= (<T1,tw1>,<T2,tw2>, …<Tn,twn>) 
Product= <A1,aw1, A2,aw2,….,An, awn> 

So, the similarity of preference and product is Preference Similarity 
 

                                          n 
=∑ (Taste Similarity x taste weight) 

                                            i=1 
(3) 

4   Experimental Results 

One year data i.e. from 2009 July – June 2010, customer’s data collected from 
Spencer’s, Mumbai.  

Table 1. Comparison Data 

Sr. 
No 

Mobile (Make) 
- Preference 

Features (Taste) Approx. Price 
(taste) 

Discount offered 
(Purchase Y/N?) 

1 NOKIA Camera, battery back 
up, memory etc. 

Rs. 2500 – 
15,000/- 

Yes – 124 
customers 

2 SAMSUNG/
Motorola 

------- Rs. 2600 – 
15,000/- 

Yes – 35 
customers 

3 Sony 
Erickson/LG 

------- Rs. 1500 – 
15,000/- 

Yes -17 
customers 

 
We have taken feedback from approx. 1565 persons in Liluah, Kolkata and 

accordingly calculate preference and taste similarity based on available data, and 
found  that 176  persons preference and taste are matching for a particular product i.e. 
mobile phones. If discounts offered are from 30% to 50%, it has been observed that 
70% customer’s preference is to purchase of Nokia Mobile phones, 20% customers 
prefer Samsung/Motorola, and 10% prefer LG/Sony Erickson Mobile phones.  

5   Conclusion and Further Work 

In this paper, we used Bayesian Belief Networks (BBN) in e-commerce area. Sales 
Prediction has been proposed for customers, who are using either cash and debit card 
or Credit cards for purchase of items. We apply weights (i.e. discounts) on sales data, 
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and it has been observed that sales will increase or at least remains constant for the set 
of data available. Then final recommendation has been done to the Customers, based 
on preference similarity. The next few years will be an exciting time in the evolution 
of recommender systems, both in E-commerce and in traditional commerce 
applications. 
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Abstract. Artificial Neural Network (ANN’s) technology with PSO as optimi-
zation technique was used for the approximation and prediction of paddy yield 
at 3 different districts in different climatic zones based on 10 years of historical 
data sets of yields of paddy ,daily temperature(mean and maximum) and preci-
pitation(rainfall). 
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1   Introduction 

Crop production in general mostly affected by the prevailing weather condition of a 
region. Most climatic change impact studies use expected changes of mean values of 
climatic variable, neglecting the inter-annual (year to year) or intra-annual (month to 
month) changes of climatic variables and their effect on the agricultural productivity. 

2   Related Work 

Several types of supervised Feed-forward neural networks were investigated in an 
attempt to identify methods which were able to relate soil properties and grain yields 
on a point by point basis within ten individual site years [3]. Investigation were done 
to show that if artificial neural network (ANN) models could effectively predict Mar-
yland corn and soybean yields for typical climatic conditions and thus prediction ca-
pabilities of models were compared at state, regional, and local levels. ANN model 
performance relative to variations of developmental parameters; and the effectiveness 
of multiple linear regression models to ANN models were done [2]. 

3   Methodologies 

The data Obtained for the model is processed for missing values using neighboring 
mean method in which the missing value is the mean of its adjacent values. If T , 
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T  were two known values for maximum temperature and T  was the unknown 
temperature the                                                                        (1) 

The resulting data was then divided into two data sets, to be used for the model. One 

data set was prepared using 3 day average (D3) and other was prepared using 5 day 

average (D5).If   , , , ,  were the consecutive maximum tem-

peratures of a month then                                                                     2)  5                             3  

The datasets thus prepared were normalized using min-max normalization method. 
The normalized data was then used in the model. 

The model processed data according to Algorithm 1.The fitness function used was 
a single layer standard feed forward network. The feed forward network was used for 
error calculation and the error thus obtained was optimized using PSO. The best 
weights obtained after maximum iterations were stored for testing. For each random 
weight generated the model was executed for 5 runs and the standard deviation of 
errors (optimized error in each run) was recorded. 

Algorithm 1. Algorithm for getting optimized error from the model 

Initialize number of hidden neurons, population size, 
maximum iterations and model parameters(c1, c2,m),  
Read weather and yield data from file 
generate random population and biases 

 

1. for each population i in 1, . . . , populationsize do 
2.  calculate fitness 
3. end for 
4. calculate Population best(pbest) and Global  

Best(gbest) 
5. for i in 1, . . . , maxIterations do 
6.  for i in 1, . . . , populationsize do 
7.   for j in 1, . . . , dimensions do 
8.     Calculate velocity 
9.     Calculate Position 
10.  end for 
11. end for 
12. Calculate fitness value 
13. for i in 1, . . . , populationsize do 
14.  Calculate population best(pbest) 
15. end for 
16. Calculate global best (gbest) 
17. end for 

Display final Weights and Biases 
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Algoritm 2. Testing of the model with optimized parameters obtained from training 
Input weather data, yield data, optimized weight and number of neuron, 

 

1. for j=1:no_of_hidden_neurons 
2.   for k=1:no_of_input_neurons      
3.   Calculate the output of first layer using the 

 input test data of two years    
4.  end for 
5. End for 
6. for n=1:no_of_hidden_neurons 
7.  Calculate the output using the input of fist layer  
8. End 
9. Calculate Error for the output 

4   Results and Conclusion 

ANN with PSO model produced consistently lower error rates with variation of 8.24 
± 0.6 % for 5-day dataset and 8.28 ± 0.08 % for 3-day dataset. Testing of the prepared 
model gives an error rate of 8.3 ± 0.1 % on an overall basis. For 5 day average dataset 
prepared from the test data the error rate was 8.53 % and for 3 day dataset the error 
rate was 8.44%.The overall error rate for the model is 8 % which is in the allowable 
error range. The model can be given extra input parameters like soil types, nutrient 
contents , variety of crop to get a more accurate results with reduced error rates 
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Abstract. Matrix chain multiplication is one of well known application of 
optimization problem. There are N matrices of different size were given and we 
have to multiply them based on their row and column size. The order in which 
matrices are multiplied may change the number of computations. This shows 
the use of greedy technique to solve this problem in O(NlogN) time which we 
are applying for packet processing in routing.  

Keywords: Greedy, Matrix, Matrix chain multiplication.  

1   Introduction 

Matrix chain multiplication [1] is well known problem in which there were more than 
1 matrix given with different row and column size and goal is to find their 
multiplication with minimum number of computations required. There is vast 
varicosity of literatures on this problem. The book [2] which is talking about this 
approach. In [11,12] the first (NlogN) time algorithm proposed based on the convex 
polygon approach. [3,4,7,10] gives the applications and discuss the variations of 
matrix multiplication approach. In [5] the lower bound for matrix multiplication was 
given and proved. In [2,13-15] the matrix chain multiplication was discussed on more 
than one processor and tries to reduce it up to logN processor and discuss various 
application of it. In [8] the theorems for matrix ordering chain multiplication were 
discussed. In [6,8,9] there are all based on some approximations like inputs are in 
increasing order or decreasing order, all have same size etc. but in none of the above 
literature they had try to solve this using greedy strategy which were useful for many 
techniques like knapsack problem, Minimum spanning tree etc. in greedy technique 
we have to select optimal criteria which was true at every stage and it will lead to 
optimal solution. Matrix chain multiplication is one of the applications which shows 
that if we sole problem using dynamic approach it require O(N3) time and if we solve 
using greedy approach it require O(NlogN) time complexity. This section cover 
introduction and literature survey in section 2 we proposed the greedy approach using 
an example. In section 3 we had given algorithm and proof for greedy technique. 
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2   Greedy Approach 

Let assume that we have matrices a1, a2,...,an and the greedy approach is given as 
follow. Make list 1 contain in the column major order and list 2 as row major order. 
Then start from last node of list1 and match the row of that matrix with the column of 
matrix from list 2 start from last node. After the match of matrices say ak from list 1 
and aj from list 2. Then do multiply ak and aj. Then delete the corresponding matrix 
from list 1 and list 2 and add the multiply matrix in list 1. To select aj for ak is the 
greedy strategy. This will yield the optimal sub solution for the problem solution. 

Example 1 

Consider the problem of a chain (a1, a2, a3) of three matrices. Suppose that the 
dimensions of the matrices are 10 × 100, 100 × 5 and 5 × 50. So execution of the 
greedy strategy is as follow. 

List 1 contains a1, a3 and a2. List 2 contains a2, a1 and a3. Now we match a2 with 
matrix in list2 and the matching matrix is a1 as we scan from last matrix in list2. So 
we multiply a2 × a1 and resulting matrix say ak is added in list1. Now we delete 
matrix a1 from list1 and matrix a2 from list2. So list1 contains a3 and ak and list2 
contains a3. So we multiply ak × a3 so the final sequence is (a1 ×a2) ×a3=7500 scalar 
multiplications. 

Example 2 

Consider the problem of a chain (a1, a2, a3, a4, a5, a6) of six matrices. Suppose  
that the dimensions of the matrices are 30 × 35, 35 × 15, 15 × 5, 5 ×10, 10 × 20 and 
20 × 25. So execution of the greedy strategy is as follow. 

So the list 1 contains a1, a6, a5, a2, a4 and a3. List 2 contains a2, a1, a6, a3, a5  
and a4. 

Table 1. Iteration Table 

Itera’n List 

Initially Make list 1 as column wise sorted in nonincreasing order and list 2 as row 
wise sorted in nonincreasing order. Sum=0 

 List1- a1(30 × 35), a6(20 × 25), a5(10 × 20),    a2(35 × 15),a4(5 
×10),a3(15 × 5) 

 List2- a2(35 × 15),a1(30 × 35),a6(20 × 25),a3(15 × 5),a5(10 × 20),a4(5 
×10) 

 1 Multiply ak=a3×a2. Add ak in list 1. Delete a2 and a3 from both lists. 
Sum=35×15×5=2625. 

 List1- a1(30 × 35), a6(20 × 25), a5(10 × 20),a4(5 ×10),ak(35 × 5) 
 List2- a1(30 × 35),a6(20 × 25),a5(10 × 20),a4(5 ×10) 
  2 Multiply aj=ak×a1. Add aj in list 1. Delete a1 and ak from list 1 and delete 

a1 from list 2. Sum=2625+30×35×5=7875. 
 List1- a6(20 × 25), a5(10 × 20),a4(5 ×10),aj(30 × 5)
 List2- a1(30 × 35),a6(20 × 25),a5(10 × 20),a4(5 ×10) 
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                           Table 1. (continued) 

 
  3 No matching for aj so we come to a4 and continue. Multiply ak=a4×a5. 

Add ak in list 1. Delete a4 and a5 from list 1 and list 2. 
Sum=7875+5×10×20=8875. 

 List1- a6(20 × 25), ak(5 ×20),aj(30 × 5) 
 List2- a6(20 × 25) 

4 No matching for aj so we come to ak and continue. Multiply ah=ak×a6. 
Add ah in list 1. Delete ak and a6 from list 1 and a6 from list 2. 
Sum=8875+5×20×25=11375. 

 List1- ah(5 ×25),aj(30 × 5) 
 List2- NULL 
5 As list2 is null. Multiply the remaining matrices in list1. Multiply 

ak=ah×aj. Delete ah and aj from list 1 and add ak in list 1. 
Sum=11375+30×5×25=15125. 

 So ak=((a1(a2a3))((a4a5)a6) 

3   Algorithm and Proof 

Let assume that we have matrices a1, a2,...,an and the greedy approach. Here we have 
to create two lists and for each of the element of list1 we scan through list 2 to find 
the matching and then we add and delete that particular matrix. So we follow the 
algorithm stepwise. 

1. Sort the given matrixes according to column wise and row wise and assign 
them into list 1 and list 2 respectively. Make sum=0 initially. 

2. Repeat the steps 3-4 till list 1 is not empty. 
3. Take the first element in list 2 and find the corresponding element in list 1. 
4. Multiply them both. Increase the value of sum by adding the number of 

multiplications. Remove both matrices from both list and add the resultant 
matrix in place of them. 

5. Return the sum as optimal answer. 

So the step 1 and 2 takes O(NlogN) time as it is lower bound on the sorting[1]. Step 
3-5 require to scan list linearly so it takes O(N) time. So total time is O(N+NlogN) is 
equal to O(NlogN).Now we will discuss about the proof.  

Assume there is random oracle which return optimal sequence O=O1,O2,…,ON. 
And let assume that greedy technique return G=G1,G2,…,GN. Assume that for some 
k,0<k<N we assume that Op=Gp for 0<p<=k. so that Ok+1 and Gk+1 are different. 
So if  columns(Ok+1 )< columns(Gk+1) than by selecting Ok+1 we get loss as if we 
select matrix with more column values reduce the total comparisons. So we can 
replace the Ok+1 by Gk+1. So by this we can efficient transform the sequence G to 
sequence O. this proves the optimality criteria for our approach. 
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4   Conclusion 

The approach given in [11-12] gives the same bound as our approach. Which show 
that if we apply our approach to network packet processing problem then it gives 
better performance in terms of comparisons, efficiency etc. in future we can make 
analysis for better understanding of the greedy approach. But approach proves that in 
matrix chain multiplication the dynamic approach is no better than the greedy 
approach. 
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Abstract. Till date in all the books they talks about height of a general tree like 
height balanced tree. In this paper we talk about width of a general tree. Width 
of a general tree is defined as number of nodes at each level and maximum of 
them. The recursive algorithm for width has been given. Later in the paper the 
iterative version using the stack is given. 

Keywords: Algorithm, Height, Stack, Tree, General tree, Width.  

1   Introduction 

General tree is a tree in which every internal node contains at least zero nodes and at 
most any number of nodes. We can use the m-ary term for the general tree. The root 
node at level 0 and so on. Leaf nodes are at last level with no children. The width of 
binary tree will be defined based on the number of nodes at each level and find the 
level contains the maximum nodes [2]. Till now in literature they had discussed  
the height balanced trees [1]. In [2] authors proposed the width for a binary tree. the 
limitation of the paper was it is only for binary tree. In this paper we had extend the 
notion to the general tree. The concept we can utilized in computer network packet 
routing. In Figure 1(a) we had example of general binary tree. 

2   Recursive Approach 

Here we can the same concept as in [5] with little modification. 

Algorithm Findwidth (TREEPTR *t, l) 
{ 
If(t = NULL) 
Then 
     Return 
Level[l]=Level[l] +1 
For each child X of t 
Do 
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     Findwidth(X,l+1) 
Done 
Return 
} 

We had illustrated one example in figure 1(b) for number of nodes at each level. 

                             
 

(a) General Binary Tree Example                                   (b) General Tree 

Fig. 1. (b) showing that at level 0 number of node is 1, at level 1 number of nodes are 3 and  
so on 

3   Iterative Approach 

Now we will use the same concept of stack as given in [10]. 

Algorithm Findwidth (Root r, Level [ ]) 
{ 
Stack S 
PUSH(S,r,0) 
While (NotEmpty(S)) 
Do 
      Curr_level=GetTopLevel(S) 
      Level[Curr_level]= Level[Curr_level] + 1 
      Node = POP(S) 
      For each child X of Node 
      Do 
                PUSH(S, X, Curr_level+1) 
      Done  
Done 
Return  FindMax(Level) 

Here we have to store each level’s node in array Level which passed as argument and 
in last step we had to find the maximum element and return which shows the width of 
a general tree. Now let’s take example of Figure 1(b) and see the step by step 
evaluation of stack in Table 1. 
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Table 1. Execution for width algorithm 

Iteration Stack Content Level Array 
0 0 A  0 0 0 0  
1 1 D 

1 C 
1 B  

1 0 0 0  

2 2 H 
1 C 
1 B  

1 1 0 0  

3 3 K 
1 C 
1 B  

1 1 1 0  

4 1 C 
1 B  

1 1 1 1  

5 2 G 
2 F 
1 B  

1 2 1 1  

6 2 F 
1 B  

1 2 2 1  

7 1 B  1 2 3 1  
8 2 E  1 3 3 1  
9 3 I 

3 J  

1 3 4 1  

10 3 J  1 3 4 2  
11 EMPTY  1 3 4 3  
   

4   Conclusion 

In this paper we proposed the width for the general tree for routing the packet in 
computer network. Previous literatures were about binary tree and height balanced 
tree. Currently we had to use array to store value for each level in array so we require 
more space complexity in iterative compare to recursive approach and in future may 
be we can find the application of the width parameter. 
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Abstract. Knapsack problem is a classical optimization problem. It is widely 
used in resource allocation problems. We are aware of 0-1 knapsack and 
fractional knapsack problem. Here, we will discuss about a newer version, 
unified knapsack problem, which is a combination of above two versions. In 0-1 
knapsack problem each item is either be taken or left behind but in fractional 
knapsack problem a fraction of any item can be taken, while in unified    
knapsack problem some items can be fractioned and some cannot.  

Keywords: Resource allocation, fractional knapsack problem, unified knapsack 
problem, 0-1 knapsack problem. 

1   Introduction 

The basic aim of knapsack problem is to find a combination of different objects that a 
thief chooses for his knapsack such that total value of all objects of his/her choice is 
maximized. This situation is common in complexity theory, cryptography, business, 
combinatorics, and applied mathematics. Owing to its vast applications, knapsack 
problem has been rigorously studied by both theorists and experimentalists [1, 2, 3]. 
This problem has also been modeled into many industrial situations, such as cargo 
loading and capital budgeting [4, 5, 6, 7]. 

In unified knapsack problem, divisibility of items plays an important role. It decides 
whether an item can be fractioned or not. We will use a character variable which shows 
the divisibility of an item. In fractional and 0-1 knapsack problem, there is no need of 
such variable because all items are of same type. 

2   Types of Knapsack Problem 

A typical knapsack problem is defined as: there are finite number of items n and a 
knapsack. Item j has a weight wj and the knapsack has a weight limit W. If item j is 
placed into the knapsack, we will obtain a benefit bj. The problem is to maximize the 
total profit under the constraint that the total weight of all chosen items is at most W 
[8,9]. Two types of knapsack problems are described below: 



326 U.C. Jaiswal et al. 

 

a) 0-1 Knapsack Problem: The 0-1 knapsack problem can be formulated as: 

                                            n                     

        max  f (x) = ∑ bj*xj  

                                             j=1          n 
 

                             subject to   ∑ wj*xj  ≤  W,   where      xj ∈ {0, 1} ( j = 1,2,3…..n). 
 

                                                                   j=1                                                             

If there are n items and weight limit of knapsack is W then dynamic solution of 0-1 
knapsack problem will be of order O (n*W).  

b)    Fractional Knapsack Problem: It is stated mathematically as follows: 

                                            n                     

       max  f (x) = ∑ bj*xj  
                                                     j=1                n 

                                                         subject to   ∑ wj*xj  ≤  W,   where     xj ∈ [0,1]   ( j = 1,2,3…..n). 
                                                                          j=1  

If there are n items and weight limit of knapsack is W then greedy solution of fractional 
knapsack problem will be of order O (n*lg(n)).  

3   Unified Knapsack Problem 

Here we are going to introduce a new term ‘Divisibility’, which decides whether items 
in unified knapsack problem, can be fractioned or not. The divisibility of item j is 
either “Y” or “N”(Y- divisible, N - indivisible). According to divisibility, if a fraction 
xj of item j is placed in the knapsack, then a profit, gj*xj, is earned. Then knapsack 
problem is stated mathematically as follows:                           
                                                n                     

            max  f (x) = ∑ bj*xj  
                                          j=1            n 

                                                            subject to   ∑ wj*xj ≤  W 
                                                                             j=1 

                                             xj ∈ {0, 1} if item can’t be fractioned, 
                                                xj ∈ [0,1], if item can be fractioned,  where j = 1,2,3…..n.  

3.1   Terms Used in Algorithm 

Following are the terms used in algorithm:  items is  a 2-D array of string of items. 
Format of entry in items array will be as “Weight Cost Divisibility”. W is the capacity 
of knapsack, n is the number of items. maximize_cost represents obtained maximum 
benefit. temp_w is a variable used to represent current used weight. w[n], d[n], cost[n], 
cpw[n]  are the  arrays of weights, divisibility, cost and  cost per unit weight of items 
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respectively, in sorted order according non-increasing cost per unit weight. used[n] is 
an array list of indexes of  items those have been selected for filling the knapsack. top, 
top1 are the pointers to point the last selected item for filling the knapsack. cost, cost1 
are the values to represent the current cost of items in knapsack. flag[n] is a boolean 
variable to check whether an item has been used to fill the knapsack or not. 

unified_knapsack (n, items, W) 
1 ► check the divisibility of each item 
2 If each item is indivisible    ► 0-1 Knapsack problem 
3 then solve using dynamic solution  
5 else  
6     do 
7       calculate cost per unit weight for each item 
8       sort items list according to non-increasing cost per unit weight.  
9       i=0, temp_w = 0,top = -1 
10    while (i<n) 
11    do begin 
12       If (temp_w < W) 
13       then If (W- temp_w>=w[i]) 
14                then top=top+1  
15                        used[top]= i   
16                        temp_w = temp_w + w[i] 
17                        cost=cost + cost[i] 
18               else  
19                   If (d[i]=’Y’) 
20                   then top=top+1 
21                           used[top]=i 
22                           cost=cost + (W-temp_w)*cpw[i] 
23                           temp_w= W  
24       i=i+1  
25    end 
26   top1=top   
27   cost1=cost 
28   If (temp_w<W) 
29   then  
30      while (top!= -1) 
31      do begin 
32            If (d[used[top]=’Y’) 
33            then temp_w=temp_w-w[used[top]] 
34                    cost1=cost1- cost[used[top]] 
35                    for k=0 to n 
36                          flag[k]=0 
37                          for j=0 to top1 
38                                if (k=used[j])  
39                                then flag[k]=1 
40                                     break 
41                   for i=0 to n  
42                       if (d[i]=’N’ & w[i]<=W-temp_w & flag[i]=0) 
43                       then temp_w=temp_w + w[i]     
44                                 cost1 += cpw[used[top]]*(W-temp_w)  
45                                 break 
46                   break 
47             top=top-1 
48       end 
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49     If (cost1>cost) 
50     then maximize_cost=cost1 
51     else 
52          maximize_cost=cost 

4   Explanation of Algorithm  

Initially the algorithm checks the type of problem by checking the divisibility attribute 
of each item. If any item has divisibility value ‘Y’ problem falls into unified category 
otherwise problem will be of 0-1 knapsack type. In unified solution, first we calculate 
cost per unit weight for each item. We put the values of weight, cost, divisibility and 
cost per unit weight of items in arrays w[], cost[], d[] and cpw[] respectively. Then we 
sort the entries in arrays according non-increasing cost per unit weight. The variables 
temp_w and cost are initialized to zero. top points to the current visiting item in the list 
and is initialized to -1. Until all items are not visited for filling the knapsack or 
knapsack is not full following procedure continues: 

Select an item from the list which is next to ‘top’ pointer, check weight of the item, 
if weight of the item is less than empty space in knapsack, it will be selected to fill the 
knapsack, increment the temp_w and cost variables by adding w[i] and cost[i] 
respectively. 'i’ represents the index of current item. If weight of the item is greater 
than empty space in knapsack then we check whether the item is divisible or not, if it is 
divisible then it can be selected by adding appropriate fraction of that item otherwise it 
can’t be selected. When an item is selected, it is added in used[] list. ‘top’ is a pointer 
to the used[] list, while ‘i’ points to the sorted item’s list (or array). 

In this way items can be selected to give maximize cost, but it is not complete 
solution of the problem. We will give complete explanation of the solution of problem 
after giving some examples which are as following… 

E.g-1. Let us consider following items with a knapsack of capacity 150. 
        1. “100 1000 Y”               2. “100 100 N”               3. “100 100 N”. 
 

According to our prescribed explanation output will be 1000 and it is correct. Items are 
in sorted order. Control of program selects item on top of the list and increase temp_w 
and cost variables by 100 and 1000 respectively. On second iteration of while loop, 
control checks whether knapsack have sufficient capacity to select next item and finds 
result “no”. Then it checks whether next item can be fractioned or not and finds result 
“no”. So the item can’t be selected. Same process is repeated for the third item. Now 
control comes to the line 26 of psuedocode and saves cost and top values in cost1 and 
top1 variables respectively. If there is still some space left in knapsack, control 
removes the latest added divisible item from knapsack and searches those items in the 
items array which have not been used and having higher cost per unit weight value and 
adds that item in the knapsack. If there is still some capacity remains in the knapsack 
then control adds appropriate fraction of that item which was removed from knapsack. 
On applying this procedure to above example value of cost variable becomes 600, 
which is less than that of previous value, so finally output comes as 1000.  

Now a question arises, “Why we need all the later procedure?”. To give the answer 
of above question we will take another example. 
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    E.g.-2 Let us consider following items with a knapsack capacity 150. 
              1. “100 199 Y”                2. “100 100 N”             3. “100 100 N”. 
 

There are two options for the answer 1) 199 and 2) 199.5. Correct answer is 199.5 and 
we are going to explain it. After execution of first while loop, value of cost and 
temp_w variables become 199 and 100 respectively. After that, control finds that there 
is extra capacity left in knapsack. It removes latest used divisible item (100 199 Y) 
from knapsack and adds “100 100 N” (second item) to the knapsack, after that control 
adds 50% weight of (100 199 Y, which was removed from knapsack).By this way cost 
becomes 199.5 which is maximum and is the output. 

5   Simulation and Performance of Algorithm 

For simulation of above algorithm, we have implemented the above algorithm in  C 
programming language, run this program for different inputs and we have found 
satisfactory results.  Screenshot of result for some inputs is as follows: 

 

Fig. 1. A screenshot showing result for some inputs 

Performance: In worst case, running time of algorithm is of order O (n2). Worst case 
occurs when in first while loop, all items have been selected and knapsack still has 
some capacity to bear load. In average case running time is of order O (n*p), where p 
lies between 1 and n. 

6   Conclusion and Future Scope 

With this purview, we are introducing a new algorithm named as unified knapsack. 
Initially we developed this algorithm for our interest but the need, usage and its 
efficacy encouraged us to present it before you so that it can be made available to all 
algorithm users and designers.  
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Right now, unified knapsack solves all types of knapsack problems, but it can be 
enhanced for better running time. Also we intend to work on this algorithm to make it 
simpler. 

References 

1. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Greedy Algorithms. Introduction to 
Algorithms, 2nd edn., pp. 382–383. PHI (2009) 

2. Martello, S., Toth, P.: Knapsack problems: Algorithms and Computer Implementations. 
John Wiley & Sons Ltd., Chichester (1990) 

3. Dynamic programming 0-1 Knapsack Problem, 
http://www.cse.unl.edu/~goddard/Courses/CSCE310J 

4. Martello, S., Pisinger, D., Toth, P.: New Trend in exact algorithms for the 0-1 knapsack 
problem. European Journal of Operational Research 123, 325–332 (2000) 

5. Gavish, J., Pirkul, H.: Efficient algorithms for solving multiconstraint zero-one knapsack 
problems to optimality. Mathematical Programming 31, 78–105 (1985) 

6. Magazine, M., Oguz, O.: A heuristic algorithm for the multidimensional 0-1 knapsack 
problem. European Journal of Operational Research 16, 319–326 (1984) 

7. Martello, S., Toth, P.: Heuristic algorithms for the multiple knapsack problem. 
Computing 27, 93–112 (1981) 

8. Lin, F.T.: Solving The Imprecise Weight Coefficients Knapsack Problem by Genetic 
Algorithms. In: IEEE International Conference on Systems, Man, and Cybernetics, Taipei, 
Taiwan (2006) 

9. Lee, C.Y., Lee, Z.J.: A new approach for solving 0-1 knapsack problem. In: IEEE 
International Conference on Systems, Man and Cybernetics, Taiwan, China, pp. 3138–
3143 (2006) 

 



 

V.V. Das, J. Stephen, and Y. Chaba (Eds.): CNC 2011, CCIS 142, pp. 331–336, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Autonomous System Dealings in the Internet 

Mayur M. Jadhav and N.B. Pokale 

Research Scholar - Department Information Technology,  
Asst. Professor - Department Information Technology 

Sinhgad Academy of Engineering, Pune, India 
jadhavmayurm@gmail.com, nbpokale@gmail.com 

Abstract. Within the Internet, an autonomous system is a collection of 
connected Internet Protocol routing prefixes under the control of one or more 
network operators that presents a common, clearly defined routing policy to the 
Internet[5] Even though there are multiple Autonomous Systems supported by 
the ISP, the Internet only sees the routing policy of the ISP. That the ISP must 
have an officially registered Autonomous System Number (ASN)[10]. To the 
best of our knowledge, there has been no publicly available information about 
inter-AS relationships and this is the first attempt in understanding and inferring 
AS relationships in the Internet.  

Keywords: Automomous System,BGP,Inter domin routing protocols. 

1   Introduction 

The Internet has experienced a tremendous growth in its size and complexity since its 
commercialization. The Internet connects thousands of Autonomous Systems 
(ASes)[6] operated by many different administrative domains such as Internet Service 
Providers (ISPs), companies and universities. Since two ISPs might merge into one 
and each administrative domain can possess several ASes, an administrative domain 
can operate one or several ASes. Routing within an AS is controlled by intra domain 
routing protocols such as static routing, OSPF[7], IS-IS[8], and RIP[9]. Border 
Gateway Protocol (BGP). The Border Gateway Protocol (BGP) is an inter- 
autonomous system routing protocol. An autonomous system is a network or group of 
networks under a common administration and with common routing policies. BGP is 
used to exchange routing information for the Internet and is the protocol used between 
Internet service providers (ISP). Customer networks, such as universities and 
corporations, usually employ an Interior Gateway Protocol (IGP) such as RIP or 
OSPF for the exchange of routing information within their networks. Customers 
connect to ISPs, and ISPs use BGP to exchange customer and ISP routes. When BGP 
is used between autonomous systems (AS), the protocol is referred to as External 
BGP (EBGP). If a service provider is using BGP to exchange routes within an AS, 
then the protocol is referred to as Interior BGP (IBGP). Figure 1 illustrates this 
distinction. 
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Fig. 1. External and Interior BGP 

BGP is a very robust and scalable routing protocol, as evidenced by the fact that 
BGP is the routing protocol employed on the Internet. At the time when this was 
wrriten, the Internet BGP routing tables number more than 90,000 routes. To achieve 
scalability at this level, BGP uses many route parameters, called attributes, to define 
routing policies and maintain a stable routing environment. The commercial 
agreements between pairs of administrative domains can be classified into customer-
provider, peering, and mutual-transit agreements 121. A customer pays its provider 
for connectivity to the rest of the Internet. Therefore, a provider does transit traffic for 
its customers. However, a customer does not transit traffic between two of its 
providers. A pair of peers agree to exchange traffic between their respective 
customers free of charge. A mutual-transit agreement allows a pair of administrative 
domains to provide connectivity to the rest of the Internet for each other.  This mutual 
transit relationship is typically between two administrative domains such as small 
ISPs or universities who are located close to each other and who cannot afford 
additional Internet services for better connectivity. These contractual commercial 
agreements between administrative domains play a crucial role in shaping the 
structure of the Internet and the end-to-end performance characteristics. Previous 
work on the Internet topology has been focused on the interconnection structure at 
either AS or router level.  Since routing between ASes is controlled by BGP, a policy-
based routing protocol, connectivity does not imply reachability. For example, 
national ISPs A and B are connected to their customer a regional ISP C respectively. 
Although ISPs A and B are connected through ISP C, ISP A can not reach ISP B via 
ISP C since C as a customer does not provide transit services  between  its providers. 
Even  if ISPs A and B can  reach each other via other ISPs, the end-to-end 
performance characteristics between A and B can not be  inferred from that of 
between A and C and between C and B. For example, the delay between A and B is 
independent of the total delay between A and C and between C and B. This has been 
observed by several measurement studies. Therefore, the connectivity (at either the 
AS or the router level) alone does not fully characterize the structural properties of the 
Internet. 
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2   Related Work 

The increasing importance and complexity of the Internet routing infrastructure has 
sparked interest in understanding Internet topology and its effect on the end-to end 
performance. Previous work consists of discovering the Internet topology, constructing 
the Internet distance map, and identifying inherent structural properties of the Internet. 
Several studies, present heuristics on discovering the router adjacencies by effectively 
using the traceroute tool. Motivated by important problems such as the mirror site 
placement, Jamin and Theilmann et a1 study the construction of the distance map by 
estimating the end-to-end distance using strategically placed measurement servers. 
Faloutsos et a1 identify the power-law properties of the Internet connectivity at both 
router and AS levels. In, inter-AS connectivity is characterized by a hierarchy of ASes, 
where ASes are classified into four levels by the degree of the AS. 

With the exception of, all of the aforementioned work do not have explicit notion of 
AS hierarchy. To the best of our knowledge, all studies have assumed that the 
connectivity is equivalent to the reachability and there is no explicit notion of AS 
relationships in the topology characterization. Our paper is the first study that explores 
AS relationships, which is an inherent aspect of the policy-based Internet routing 
structure. The information about AS relationships is crucial in fully understanding the 
structural properties of the Internet. Further, AS relationships can help to effectively 
place measurement servers and better approximate the end-to-end distance. 

3   Internet Architecture 

The Internet consists of a large collection of hosts interconnected by networks of links 
and routers. The Internet is divided into thousands of distinct regions of 
administrative domain, each of which possesses one or several autonomous systems.  
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Since the commercialization of the Internet in 1995, the Inter- net has experienced 
tremendous growth in both size and complexity. The interconnection between ASes  are 
dynamically evolving since ISPs can add  or remove connections  to other ASes and 
companies can change  their Internet service providers. Furthermore, the contractual 
agreements between ASes can change due to ISP merging and restructuring. There are 
several registration services for the administration and registration of IP and AS 
numbers. 

Each AS has responsibility for carrying traffic to and from a set of customer IP 
addresses. The scalability of the Internet routing infrastructure depends on the 
aggregation of IP addresses in contiguous blocks, called prefixes, each consisting of a 
32-bit IP address and a mask length (e.g., 1.2.3.0/24). An AS employs an intradomain  
routing protocol (such as OSPF or IS-IS) to determine how to reach each customer 
prefix, and employs an interdomain routing protocol (BGP) to advertise the 
reachability of these prefixes to neighboring ASes. 

3.1   Routing Policies 

What is a routing policy? A routing policy allows an administrative authority to 
control the routing behavior of an autonomous system. A routing policy can be 
applied to all external and internal routes, and can control the propagation of routes, 
vastly improving the stability of the network. A well-planned routing policy will help 
the administrator control network behavior automatically, reducing the administrative 
overhead associated with maintaining the network. 

Routing policies are created by applying a series of route filters and route maps. 
Route filters control which routes are advertised and received. Route maps control the 
metrics on those routes to determine which routes should be received and used 
normally, and which routes should be administratively adjusted to change traffic flow 
and routing behavior. 

BGP is a distance-vector protocol that constructs paths by successively propagating 
updates between pairs of BGP speaking routers that establish BGP peering sessions 
The simplest distance-vector protocol would employ shortest-path routing, where 
each AS selects a route with the shortest AS path. However, BGP allows a much 
wider range of routing policies so as to honor contractual agreements that control the 
exchange of traffic. Upon receiving an update, a router must decide whether or not to 
use this path according to import policies and, if  the path  is chosen, whether or not to 
propagate the update to neighboring ASes according to export policies Each AS sends 
only its best route for a prefix  to a neighbor.  

Export policies allow an AS to determine whether to send its best route to a 
neighbor and, if it does send the route, what hint it should send to its neighbor on 
using the route Each BGP speaking router keeps a BGP routing table, which stores a  
set of candidate routes for the  router. We refer to a candidate route as a routing table 
entry, which contains a destination prefix, next-hop, med, local preference and AS 
path of the route. 



 Autonomous System Dealings in the Internet 335 

 

4   Routing Table and Topology Table 

A basic routing table includes the following information:  

• Destination: The IP address of the packet's final destination  
• Next hop: The IP address to which the packet is forwarded  
• Interface: The outgoing network interface the device should use when 

forwarding the packet to the next hop or final destination  
• Metric: Assigns a cost to each available route so that the most cost-effective 

path can be chosen  
• Routes: Includes directly-attached subnets, indirect subnets that are not 

attached to the device but can be accessed through one or more hops, and 
default routes to use for certain types of traffic or when information is 
lacking.  

Routing tables can be maintained manually or dynamically. Tables for static network 
devices do not change unless a network administrator manually changes them. In 
dynamic routing, devices build and maintain their routing tables automatically by 
using routing protocols to exchange information about the surrounding network 
topology. Dynamic routing tables allow devices to "listen" to the network and respond 
to occurrences like device failures and network congestion.  

A routing Table is a table which contains the best paths, that a router uses to 
forward packets. You can also say it's a decision making table, what ever the routing 
protocol or mechanism is being used by the routers they decide where to forward the 
packet on the basis of routing table. Some times it's also called a forwarding table. 
While topology table is a table that can be defined as a road map of any network 
topology, which contains all the possible routing information and all the paths, good 
or bad but all the paths(routes/networks). But Topology table is not used by some 
protocols. In the case of EIGRP and OSPF, yes!! They both use it!! Topology Table is 
used to find the best paths, and every protocol run their algorithms, on the Topology 
table, but the topology table is never used for the final decision it's just used to build 
the best paths and routes according to specific protocols, which ever the algorithm 
they use. 

 In EIGRP Topology Table is called Topology Table, and it contains all the 
possible information about all the networks/paths/routes, that a router has learnt from 
it's neighbors, gus or ba, but all paths. EIGRP Topology Table contains back up paths 
also called Feasible Successors(Remain in Topology Table, Making EiGRP Fastest!!) 
and Successors ( best paths, copy of it is included inside Routing Table). 

 In ospf Topology table is also named as LSDB, or Link state Database. it has the 
same function, keeps all the information of all the possible routes inside an OSPF 
Area. in eigrp there is no area concept, but OSPF uses Areas concept. And an Area is 
a group of routers having same LSDB!! 

 In OSPF there is no back up path concept, so OSFP LSDB doesnt contain any 
backup paths. That’s why ospf convergence time is slower than EIGRP!! 
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5   Conclusion 

Interdomain routing policies are constrained by the commercial contractual 
relationships between administrative domains. As a result, AS relationships are an 
inherent aspect of the Internet routing structure. 
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Abstract. In current business scenario, most of the software are offered as ser-
vices which are exposed using contracts by the service providers. The client or 
user pays the service provider for the duration of usage. In process of business 
intelligence data integration is inevitable. Data federation is a form of data inte-
gration which is implemented as a servicer. 

The federated query service gets the input query, decomposes into sub que-
ries, post the sub queries to different data sources, extract the required data from 
sources and integrate into a single virtual view. This paper proposes the algo-
rithms for federated query processing service and uses distributed XML data-
base for data federation. The experimental results are provided. 

Keywords: Business Intelligence, Service Oriented Architecture, Data Federa-
tion, Analytical Applications. 

1   Introduction 

Business Intelligence is a broad category of applications and technologies to gather, 
store, analyze and provide access to data to help enterprise users make better business 
decisions. The above functionalities are provided as services in service oriented busi-
ness intelligence framework. Data integration techniques are used to gather the data 
from distributed heterogeneous data stores. 

Data Integration provides a unified view of the business data that is scattered 
throughout an organization. Data Integration facilitates query over autonomous and 
heterogeneous data sources through a common and uniform schema (global schema). 

1.1   Data Integration Techniques  

There are three main techniques used in data integration a. Data consolidation, b. Data 
propagation and c. Data federation. 

Data federation provides a single virtual view of data from multiple heterogeneous 
sources without permanently moving or replicating to a new location and enables  
applications to see the dispersed data as though it resided in a single data source. Data 
federation is an approach to real-time data integration which is easier and cost  
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effective than data consolidation for certain type of application. Enterprise Informa-
tion integration (EII) is the technology that supports data federation. The source data 
remains where they are and results persist in the server only as needed for caching. 

The data federation is implemented as service in service oriented business intelli-
gence framework. A Service-Oriented Architecture is an application architecture 
where the functionalities are defined as independent services, with well defined inter-
faces, which can be called in built-in sequences to build business processes [1]. 

This architecture provides a framework that allows heterogeneity, integration and 
reusability of the participant components in a flexible environment. In this context, it 
is interesting to analyze how a Federated System [2] can be designed within the ideas 
proposed by the Service-Oriented Architecture. 

2   Related Work 

Integration of heterogeneous distributed data source can be addressed either by repli-
cating the data in a consolidated data store or by creating integrated view on-demand.  
The later method is more appropriate for dynamically changing business environment. 

A few data federation techniques already available in literature are Integration 
Brokers for Heterogeneous Information Source [3], Dynamic data Integration using 
Web Service [4], Service Oriented Architecture for Federated Database System [5], A 
Multi layered Service Oriented Architecture for Business Intelligence [6], and Three 
tier Architecture for Service Oriented Business Intelligence [7]. 

3   Proposed Query Decomposition Algorithm 

Query decomposition service accepts xpath query built based on global schema and 
outputs the sub-query that conforms to the local schema for which the sub query need 
to be generated. The xpath query based on global schema of the form 
/p1/p2/p3/…../pn-1/pn   is evaluated from right to left as in xpath query. It is the ac-
tual result which the user wants to get from federated system. The local schema tree is 
traversed from leaf to root level. 

If pn does not exist in local schema, it can be concluded that there is no sub-query 
for this schema. Otherwise if pn   is found at a node in the local schema tree, the sub-
sequent searches for node pi for (i = (n-1)…1) will be performed from the ancestor 
nodes of the matched node. Instead of searching the whole tree only the ancestor 
nodes of last matched node need to be searched. This can significantly reduce the 
search time. If node pi is found, then pi is concatenated with pn to form query. 

Data access service accepts the sub-query from query decomposition service. This 
xpath sub-query conforms to local schema of data source in which data access service 
runs as opposed to user query based on global schema before decomposition. This 
service executes the xpath query and outputs a dataset that contains the requested data 
found in this data source. Each data source has an instance of data access service run-
ning at a port receiving the xpath sub-query, executes the query and provides the  
dataset. 
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The algorithm for query decomposition is shown 
below 
Algorithm: 
Input : userquery Qglobal based on global schema, 
local schema S 
Output: sub-query for S 
Service splitter(userquery, local schema) 
1. Initialize the variables ‘query’ and ‘subquery’ 

to NULL. 
2. Initialize the arrays parts[], condition[] and 

value[] to NULL. 
3. Split Qglobal (global schema) and store it in an 

array parts[]. 
4. For each parts[i] repeat 

If parts[i] has condition and value then 
i. Split them and store in 

condition[i] and value[i] 
arrays respectively. 

ii. Create subquery based 
on local schema with 
condition 

Else 
i. Create subquery based 

on local schema 
5. Return subquery. 
 

The algorithm for sub query execution and 
data set generation is as follows 
Algorithm: 
Input        : xpath subquery  
Output   :Dataset containing requested data 
from respective XML data    source 
Service Dataaccess (subquery) 

1. Create a navigator XNav for  XML 
Document 

2. Evaluate subquery using XNav 
3. Create an node iterator XNodeIter 

for nodes selected with Xnav 
4. While there exist nodes in 

XNodeIter 
5. If node has attributes 
6. While there exist node.attribute 
7. add the value to the Dataset 
8. End While 
9. If node has child elements 
10. While node.child elements  
11. add the value to the Dataset 
12. End While 
13. return Dataset 
 

Algorithm: 
1. Input      : Dataset 
DSA,DSB….DSn  
2. Output   : Merged Dataset 
DSM 
3. Service  ResultIntegrator 
(DSA,DSB….DSn) 
4. Dataset DSM := null 
5. DSM 
:=Merge(DSA,DSB….DSn ) 
6. DSM 
:=Remove_duplicate_records(DSM) 
7. DSM 
:=Sort(DSM,sortcolumnname,ASC/
DESC) 
8. return DSM 
 

  

Fig. 1. Algorithm for query decomposition, Algorithm for sub query execution and data set 
generation and Algorithm for Result Integrator 

Result Integrator Service accepts the dataset from different data access service con-
taining the data from multiple data sources. It combines the datasets eliminating any 
duplicates, orders the data for consistent display of records and sorts the records if 
required. The combined dataset is displayed to the user. 

4   Experimental Results 

For experimental study a database containing 10,000 records is used. The databases 
which serve as data sources are geographically distributed and run in heterogeneous 
platform with structural and semantic heterogeneity.  The data are used are pertinent 
to car sales and resale of an organization which have number of branches. All these 
data sources are initially converted to XML databases to suite xpath query decompo-
sition. The local schemas are used for source identification and federated schema gen-
eration. The time taken to execute same query increased proportionally.  

The web services were placed in a remote server. And the above process was re-
peated. The time taken to execute query is not proportional with number of records. 
The factors like server load, bandwidth availability affects the execution time. 
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5   Conclusions and Future Enhancement 

The data federation service in service oriented business intelligence was implemented. 
All services used to perform the operation are coarse grained and belongs to one ser-
vice provider. Since the process is implemented using services they are independent 
of underlying software and hardware. The proposed algorithm efficiently integrates 
the distributed data efficiently. The algorithm is scalable and reliable. 

The services like ad-hoc query processing can be designed for effective decision 
making. A common mapping layer can be proposed for business intelligence opera-
tion to have service composed of simple services of different service providers. An 
efficient service composition mechanism is required for federated query service in 
service oriented business intelligence. 
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Abstract. Cloud computing has emerged as an exciting new computing para-
digm which offers business organizations the flexibility of scaling their comput-
ing resource usage [1], but the amount of effort and money being spent for  
developing cloud platforms for research and development is very little as com-
pared to the huge amount of money being spent on developing cloud computing 
platforms for different commercial and business oriented uses. Peer to peer on 
the other hand is a popular concept where each participatory node can act as a 
“producer” as well as a “consumer” but again, the application of P2P on re-
search platforms is minimal. This paper focuses on application and comparative 
study of these paradigms on research based projects and applications. 

1   Introduction 

The Internet has provided a boost to modern education and research technology. 
Internet being the core of both P2P and Cloud Computing paradigm has the potential 
not to only to improve current research practices but also provide researchers with 
resources required to carry out research varying from a small scale like a college 
based research to a large scale industry based research. 

There is an ever growing need for faster processing and more storage hence to 
share remote resources for conducting research for example working on processing 
intensive softwares like Matlab and Mathematica can be made much more efficient if 
implemented on a distributed network. 

This paper is divided into the following Sections, Section 2) The P2P paradigm, 
Section 3) The Cloud Computing paradigm, Section 4) Application of P2P paradigm 
for research purposes, Section 5) Application of Cloud Computing paradigm for re-
search purposes, Section 6) A comparative study of P2P and Cloud Computing para-
digms in research and Section 7) Conclusion of the paper. 

2   The P2P Paradigm 

Peer to peer (P2P) beginning with the 1990s has emerged as the dominant usage com-
ponent of internet bandwidth [2]. A P2P network relies on dynamic and distributed 
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addition of nodes to the network architecture.  The participatory nodes make a portion 
of their resources directly available to other nodes in the network to better utilize 
bandwidth using individual station’s computing power and storage capacity.  

The technology allows computers, along with their users, to tap idle resources that 
would otherwise remain unused on individual workstations. The evolution of p2p 
clients from Napster to KaZaA, Gnutella, Morpheus and others has dramatically in-
creased the amount of data transferred across service provider networks. [2] 

2.1   Underlying Architecture 

In a P2P network, when a user wants a file, installed P2P software locates any copies 
of the file within the P2P network and then the user is allowed to create multiple con-
nections with several sources that have all or part of the requested file.  As parts of the 
file are received, they are also uploaded to other users that are requesting that file. 
This protocol of matching several sources to a request makes for an efficient 
download scheme. [3] 

P2P frameworks can be centralized which utilizes the client server architecture 
where the central server acts as a “traffic cop” maintaining directories of shared files 
stored on each node. The central server cross references the client requests with its 
database and finds and displays any matches to the requesting client. In contrast to the 
traditional client server architecture the actual file is never stored on the central 
server.   

Contrasting to a Client-Server design the nodes of the network act as both the cli-
ent and server themselves thus eliminating the need for a central server. Peers thus, as 
such, can join or leave the system without any intervention from any centralized 
server, which facilitates seamless integration of any number of new nodes (peers) to 
existing systems. [4]  

3   The Cloud Computing Paradigm 

A cloud is a collection of computers, usually owned by a single party, connected 
together such that users can lease access to a share of their combined power. [5] 
Cloud computing is a recent trend in IT that moves computing and data away from 
desktop and portable PCs into large data centers.[6] 

Cloud computing involves the delivery of applications as services over the Internet 
as well as to the cloud infrastructure. The steady decline in data storage costs and the 
omnipresence of wireless networking paved the way for this computing paradigm 
which was only supported by progressive improvements in Internet computing  
software. 

3.1   Underlying Architecture 

The Cloud Computing system can be thought to be divided into two sections – front 
end and a back end. The front end constitutes the client side and consists of what the 
user “sees”. On the other hand the back end comprises of the “Cloud”.  
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The front end includes the various applications with which the users access  
the cloud and the terminal which the user has currently employed. The back end has 
the components which create the actual “cloud” including servers, and data storage 
systems. Each application on the client has a server committed to it. Also a central 
server ensures and maintains the smooth running of the entire system which  
includes monitoring of the entire system which includes traffic and demands of the 
clients. 

Cloud computing has a clear implementation for business applications and  
services. An implementation in an academic environment can be achieved with a 
research cloud which can be implemented as scalable resources provided as XaaS 
where X can be a software (SaaS), hardware (HaaS), platform (PaaS), Infrastructure 
(IaaS) etc. [7] The cloud attributes and technologies are “coupled” in order to serve 
various services as mentioned above.  

4   Application of P2P Paradigm for Research Purposes 

To work efficiently on any research oriented software the two major requirements are 
(1) high processing speed and (2) enough storage space. 

While the P2P paradigm might not have any influence on the storage part but it can 
play a very important role for the processing power required for computation, as  
the processing power increases with the increase in the number of systems in the 
network.  

If we consider that our P2P network is simulated on Java 2 Platform SE and in  
particular, uses its multi-thread technology to model peers in the network, then each 
peer in the simulated network can be thought as an initiation of a single thread in the 
Java runtime environment. All threads run concurrently to emulate simultaneous  
peer execution in a real P2P network. Threads interact with each other by invoking 
methods of other threads through referencing, thus emulating interactions among 
peers. [8] 

As shown in the Figure 1, a sender terminal can send a program which can be di-
vided into a number of threads. The server keeps track of the all the systems attached 
to it which have the capability of executing that particular type of program. When all 
 

 

 

Fig. 1. Execution of a program on a centralized P2P network 
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the systems have been found out then the server can deliver the threads to different 
computers for execution. Once the execution is complete then the result can be deliv-
ered back to the sender terminal. 

5   Application of the Cloud Computing Paradigm for Research 
Purposes 

As explained in the topic above the efficiency of implementation of any research 
software basically depends upon the processing power and the storage space. Cloud 
computing being a paradigm which provides both of these on a pay per use basis 
(utility computing) is an excellent approach towards providing researchers with end-
less storage and processing speed according to the amount of money they or their 
organization is ready to pay.  

Cloud computing services can be collectively called XaaS (X being software, in-
frastructure, platform etc.) hence all the resources required for implementing research 
oriented softwares can be delivered on the cloud by the service provides as explained 
in the subsections below. 

5.1   Software (SaaS) 

If we take Matlab as an example, the latest Release 2010a recommends 2048 MB 
RAM and 3-4 GB disk space for a typical installation [9] hence it can be seen that it 
requires a considerable amount of processing speed and might not be suitable for 
executing research based programs on computers that do not meet these standards. 
Some of the large scale projects even require mainframe computers and supercomput-
ers (like space projects and research based projects for the army) but with the use of 
‘cloud computing’ even a low end computer can have access to high speed processing 
and huge storage as shown in the Figure 2.  

 

 

Fig. 2. Execution of a program on the “cloud” 

6   A Comparative Study of P2P and Cloud Computing Paradigm 
for Research Purposes 

Table 1 is a comparative study of P2P and the cloud computing paradigm when used 
in research according to some very important aspects. 
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Table 1. Comparison of P2P and Cloud Computing 

S.
No. 

Aspects Peer to Peer Cloud Computing 

1. Storage Considerable storage space required in 
peers in the network. 
 

Storage services are 
available on the cloud 
itself. 

2. Processing P2P places every node on an equal footing 
enabling them to be both the provider and 
end user of information. Nodes with 
significant processing capacities are joined 
together electronically to integrate their 
resources. Thus an ample number of nodes 
can create very significant processing 
capabilities. However incase of large 
amount of data being shared congestion 
arises. 

Processing in the cloud 
computing paradigm is 
dependent on the 
resources bought from 
the cloud provider. 
Hence processing on 
bulky data is the key 
technology in the 
cloud computing  
infrastructure. 

3. Environ-
mental 
Impact 

P2P does not affect the environment as 
such but has significant economical impact 
because of piracy issues. 

Although cloud com-
puting has a positive 
environmental impact 
through effective 
hardware utilization, 
the boom in the cloud 
computing industry 
will leave a significant 
carbon footprint.[1] 

4. Piracy The current software piracy rate in India is 
68% and these pirated softwares including 
research softwares are accessible through 
p2p networks. [10] 

Cloud computing curbs 
piracy as the resources 
are directly obtained 
from the cloud  
provider in the form of 
XaaS. 

5. Privacy Maintenance of privacy in a P2P network 
is user dependent as how to much data a 
particular user has demarcated for sharing 
on the P2P network. Hence for research 
purposes confidential data and results can 
be kept private. 

Privacy can be an issue 
of concern in cloud 
computing as the data 
resides on hardware 
provided by a third 
party system. Hence it 
can be vulnerable to 
security breaches. Leak 
of confidential research 
data and results is 
undesirable and under-
mines privacy required 
for research and  
research based systems. 

6. Reliability In case of a failure or disruption in a P2P 
network there is no authority to regulate 
and allocate measures for improvement and 
correction. 

Cloud computing  
paradigm here is par-
ticularly reliable as any 
discrepancies in opera-
tion can be reasoned 
with the cloud provider. 
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Table 1. (continued) 
 

7. Perform-
ance 

Performance is dependent on the number of 
active nodes in the network. Hence 
performance for a research oriented system 
requires the presence an optimum significant 
number of nodes in the network. 

Cloud computing  
paradigm provides 
consistent performance 
“anytime anywhere” as 
it is not peer dependent. 

8. Software 
Variety 

In a P2P network if the software is not 
available on all the peers then the 
processing power or computation speed is 
affected proportionately. 

If the software is  
available on the cloud 
the processing is  
dependent only the 
amount of resources 
rented or hired by the 
user. 

9. Setting Up 
Data  
Centers 

Setting up of exclusive data centers is not 
required in P2P. 

Setting up of data 
centers is an expensive 
and tedious job. 

10. Network 
Sizes 

P2P is suitable for small to middle sized 
network as the size of the network 
increases congestion creeps in. 

Cloud computing 
paradigm is suitable 
for any network size 
but is not cost effective 
for small networks. 

7   Conclusion 

Cloud Computing as compared to P2P is still an emergent paradigm. Its application in 
research purposes is still in its initial stages and under development and debate. Cloud 
computing has some distinct advantages over P2P such as consistency of perform-
ance, but P2P is preferable for small networks such as college or university networks 
whereas Cloud Computing proves to be more beneficial for larger scale projects. 
Privacy is a key issue while dealing with public clouds whereas P2P based systems 
offer user controlled privacy. With the advancements in Cloud Computing, the clouds 
will grow in size as soon as the available bandwidths and complementary service 
models mature, paving the way for revolutionary changes in research practices. 
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Abstract. The study of any individual performance measuring attribute does 
not necessarily confirm the selection of modulation, or the coding to be used for 
a specific communication system. In this paper a Simulink based WiMAX 
802.16e Physical Layer model has been simulated using Vector Signal Analyzer 
(VSA) as a real time display scope to evaluate EVM and RCE with minimum 
complexity. The focus is maintained on the comparative analysis associated 
with these performance metrics to arrive at a proposition regarding the selection 
of modulation in a WiMAX Physical Layer (PHY) under the influence of vary-
ing Cyclic Prefix using proper simulations results.  

Keywords: EVM; RCE; OFDM; Cyclic Prefix; Modulation; VSA. 

1   Introduction 

Physical layer attributes like EVM, IQ Offset, RCE, Frequency Error etc. play a cru-
cial and significant role for improving the overall efficiency of the communication 
system [1], [2]. In this paper, we provide a comprehensive comparative analysis of 
two of the most important measuring attribute, Error Vector Magnitude(EVM) and 
Relative Constellation Error(RCE) in order to achieve the best possible inference 
regarding the selection of a WiMAX specified modulation scheme under a given 
channel condition. WiMAX specifies BPSK, QPSK, 16-QAM and 64-QAM as the 
standard modulation techniques used as backend modulations for subcarriers. In 
OFDM technology however, a cyclical redundancy is offered to the subcarriers in 
form of Cyclic Prefix (1/4, 1/8, 1/16 and 1/32) as guard interval to combat Inter Sym-
bol Interference (ISI). Although modulated, the unpredictability in the nature of com-
bination of energy component makes a phase/amplitude distorted received signal.  

The extent of deviation of the constellations is greatly affected by the introduction 
of channel noise. Error vector being e (k), formed by the difference between reference 
vector (s(k)) and received symbol vector (r(k)) while, RCE  being the RMS-averaged 
magnitude error experienced by multiple constellation point. In this paper, perform-
ance metrics like EVM, RCE have been rigorously calculated using Simulink-VSA 
based WiMAX model for afore mentioned modulations with a unique addition of the 
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effect of changing Cyclic Prefix (CP). Due to absence of recent study in this domain, 
we take this opportunity to highlight the cause and effect relationship amongst EVM, 
RCE, and Modulations. 

2   Simulation Background and Modeling Environment   

Introduction of CP reduces the receiver design complexity as the cyclically extended 
symbols make the channel effect to be multiplicative. Keeping these basic concepts in 
mind we have designed a WiMAX 802.16e Physical Layer in Simulink. To improve 
the proficiency of the system, integration with VSA has been successfully established 
as in Fig. 1. Thus VSA becomes the virtual display scope for categorical analysis of 
EVM and RCE. 
 

 
 
 
 
 
 
 
 

Fig. 1. The Complete Simulation Model including the interface with VSA 

3   Modulation Selection Algorithm and Simulation Results 

The Simulink-VSA based WiMAX model follows the following algorithm in select-
ing the proper modulation scheme for a given CP and channel condition,  

     1. For each of the modulation schemes, each and every CP is chosen, while Chan-
nel SNR varies from 10 dB (worse) to 120dB (best) like a virtual varying wireless 
medium. 
     2. The modulation to be selected would depend on minimum EVM and RCE ob-
tained by the network at a given CP value for a specific channel SNR. 
     3. In case either EVM or RCE has a higher value the specific selection will defer 
till minimum value is achieved for that specific metrics. 
     4. If EVM and RCE do not reduce at all, then the average error (which should be 
close to zero) would decide on the selection of specific modulation at a selected CP.  

 

Selection of modulations based on CP is illustrated in Table1.that strictly follow the 
aforementioned algorithm. Our discussion is well supported by Fig.2 that shows EVM 
and RCE summary occurring at CP=1/4. Undoubtedly at CP=1/4, the repetition frac-
tion is largest compared to other CP, hence introduction of error will be minimum at 
low value of channel SNR. Fig. 2(b) shows a small value of RCE for QPSK, com-
pared to the observed high EVM value in Fig.2 (a). Hence as suggested by our algo-
rithm, QPSK can’t give a conclusive verbatim to the selection at CP=1/4. However, 
for 16 QAM (high data rate) both EVM and RCE show a near zero proximity for 
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changing SNR. The results as presented in this paper show that 16-QAM is preferred 
for both CP=1/4 and 1/32, whereas QPSK is preferred for CP=1/8 and 64-QAM for 
CP=1/16, depending on the smallest possible average error introduced in the system. 

 

 
 

 
 
 
 
 
 

                                                                     
 
 
 

 
                                     (a)                                                                      (b) 

Fig. 2. (a) EVM and (b) RCE observation at CP=1/4 for QPSK, 16-QAM and 64-QAM 

Table 1. Comparative analysis of EVM and RCE A: EVM B: RCE C: Average Error 1: Very 
Poor, 2: Poor, 3: Average, 4: Good, 5: Very Good 

CP=1/4 CP=1/8 CP=1/16 CP=1/32 Different 
Coding 

Schemes 
A B C A B C A B C A B C 

    QPSK 1 5 3 4 4 4 3 1 2 2 2   2 

  16-QAM 4 4 4 1 3 2 1 3 2 3 3 3 
  64-QAM 1 3 2 3 3 3 4 4 4 3 2 2 
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Abstract. Chua’s oscillator is one of the simplest electronic circuits that are ca-
pable of producing chaos. It can exhibit a wide array of behaviour including a 
great variety of attractors, bifurcations, and routes to chaos. In this paper we re-
port an experimental investigation focused on the dynamics of two-dimensional 
parameter spaces of a three parameter Chua system, where the nonlinearity of 
the Chua diode is represented by a cubic polynomial. We investigated the crea-
tion of strange attractors in the circuit. The design and use of this circuit is mo-
tivated by a recent mathematical theory of rank one attractors developed by 
Wang and Young. Strange attractors are created by periodically kicking a 
weakly stable limit cycle emerging from the centre of a supercritical Hopf bi-
furcation. The periodic pulses are applied directly as an input. For this scheme 
of creating rank-one attractors to work, the applied periodic pulses must have 
short pulse widths and long relaxation periods.  

Keywords: Strange attractors; switch-controlled circuits; Hopf bifurcation; 
chaos; cubic nonlinearity. 

1   Introduction 

Nonlinear systems may exhibit many types of complex behaviour such as chaos, and 
this complexity has attracted many scientists from various fields (e.g. physics, 
mathematics, engineering, etc.) to study such systems. Since it has been shown that 
simple electronic circuits may exhibit chaotic behaviour, the study of chaos in nonlin-
ear electronic circuits received a great deal of attention in the last decade. An elec-
tronic circuit that has come to be known as Chua’s oscillator [1] is to be perceived 
among such endeavors. Such a circuit has undoubtedly become a standard benchmark 
in the study of nonlinear dynamics and chaos.   

This paper aims at introducing a new chaos theory, namely the theory of rank one 
maps [2,3]. The studies on rank1 chaos are based on a recent mathematical theory of 
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rank-one maps [4, 5] originated from the principles of the logistic family (fa = 1−ax2) 
and the H´enon family (x1 = 1− ax2 + y, y1 = bx). The important mathematical break-
throughs along the way are (i) Benedicks’ and Carleson’s theory on the H´enon maps 
[6] and (ii) the proof of Benedicks and Young on the existence of Sinai–Ruelle–
Bowen (SRB) measure for good H´enon maps [7]. To fill the gap between the theory 
and its applications to physical systems, it became necessary to verify certain assump-
tions such as the positivity of Lyapunov exponents or the existence of SRB measures 
[8, 9]. The theory of rank one maps helped to circumvent the above issues. The Hopf 
limit cycle required for the smooth case required in this investigation is created by 
employing Chua’s oscillator with a nonlinear resistor of cubic nonlinearity [10]. After 
creating a limit cycle, periodic pulses were added to the circuit so as to modulate its 
state variables, namely, the capacitor voltages and the inductor current. The periodic 
pulses were applied in intervals controlled by analog switches to generate the kicking 
effect suggested by Wang and Young [4, 11] for creating rank 1 chaos. Consequently, 
strange attractors appeared supporting the theory of rank one maps. The implementa-
tion of switch-controlled Chua’s oscillator, experimental results obtained and the con-
cluding remarks are presented in subsequent sections. 

2   Cubic-Polynomial Chua’s Diode and Switch-Controlled Chua’s 
Oscillator 

For the investigation, we specifically chose the well-known Chua’s [1] oscillator 
shown in Fig. 1. This circuit contains four linear elements (two capacitors, one induc-
tor, and one resistor) and a nonlinear resistor NR called Chua’s diode.  Chua’s diode is 
described by a piecewise-linear function g(VR) =  m0 VR + 0.5 (m1 – m0) [| VR + BP | – 
| VR - BP |].   But all features of a real circuit are not captured correctly by the simple 
piecewise circuit[10]. Therefore we need to realise a smooth nonlinearity by a cubic 
polynomial defined as                

g(VR) = ao + aVR + bV2
R + cV3

R                                       (1) 

Since the desired V-I characteristics of the nonlinear resistor NR in Chua’s oscillator 
is an odd symmetric function with respect to origin, we use the cubic polynomial of  
Eqn. 1 with the coefficients  

ao = 0, a < 0, b = 0, and c > 0. i.e., iR = g(VR) = aVR + cV3
R                    (2)                 

 
                         Fig. 1. Chua’s oscillator                Fig. 2. The cubic polynomial Chua’s diode                   
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The basic circuit to realise the cubic polynomial of Eqn. 2 is a multiplier with a feed-
back loop and the complete circuit is shown in Fig. 2.  For the circuit  
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Fig. 3. Switch- controlled Chua’s oscillator               Fig. 4. The complete circuit 

To obtain rank 1 chaos in Chua’s oscillator, we add to it an extra forcing term PT,p(t), 
a periodic pulse train of period T, and pulse width p.  To modulate the system state 
variables, we can connect controlled switches as shown in Fig. 3. For the switch con-
trolled Chua’s oscillator shown in Fig. 3, we obtain the following dimensionless set of 
equations: 
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3   Experimental Results 

The complete circuit shown in Fig. 4 was constructed on a breadboard with parameter 
values  
α = 2.0, β = 1.04, γ = 1.0, p0 = 1.23, b1 = 0.35, and b3 = -1.0.The component values 

are then obtained as R2 = 2.5kΩ pot, R1 = 4.7kΩ pot, R0 = 15Ω, R = 1.5kΩ, Ra = 
2kΩ, Rb =2kΩ, Rc =1.8kΩ, Rd = 3.3kΩ, Re =7.8kΩ, C1 = 2.2nF, C2 = 4.4nF and L = 
10mH. AD711 BiFET operational amplifier and AD633 analog multipliers were used 
with supply voltage ±15V. CD 4016 quad CMOS switch was used to provide the  
required kick. With these component values, and with the CMOS switch 4016 
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Fig. 5. Strange attractors from smooth Chua’s oscillator (a) a Hopf limit cycle with switches S1 
and S2 opened (b) with S2 closed T = 40 (c) time response plot with T = 40 (d) with T = 85 (e) 
with T = 110 

 

Fig. 6. Strange attractors from smooth Chua’s oscillator (a)Hopf limit cycle with switches S1 
and S2 opened (b) with S1 closed T = 40 (c) time response plot with T = 40 (d) with T = 75 (e) 
with T = 93 (f) with T = 115 

opened, the Hopf  limit cycle obtained experimentally is depicted in Fig. 5(a). This 
limit cycle was then kicked periodically by closing the switch connected to R2 and by 
keeping the one connected to R1 opened. This was achieved by connecting rectangu-
lar pulses of long duration to pin number 13 of CD4016. The results obtained for dif-
ferent duty cycles are shown in Figs. 5(b) to 5(e). The experiment was also carried out 
for the single switch case for resistor R1 by connecting the pulse to pin number 5 of 
CD4016 and by keeping the other switch opened. The various attractors obtained are 
depicted in Figs. 6(a) to 6(f).    

Let us conclude this section by explaining how strange attractors are created by the 
application of pulses controlled by external switches. In the absence of external forc-
ing, the phase portrait appears like a circle. When the switch is closed, this closed 
loop is deformed to become the solid curve and two factors are put into action, the 
shearing and the attraction. The shearing exaggerates the initial deformation brought 
in by the kicking force and the attraction acts against this deformation. If the shearing 
is weak, and the stability of the original limit cycle is strong, then attraction over-
comes the initial deformation. In this case, all points nearby are attracted to a simple 
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closed curve. On the other hand, if the shearing is strong, and the stability of the 
original limit cycle is weak, then the deformation overcomes the attraction. Now, the 
attracting sets get disintegrated into a finite collection of periodic saddles and sinks. 
As shearing gets further strengthened, the deformation is exaggerated further into the 
dominance of sinks as the only observable set of attraction. Simultaneously, strange 
attractors with complicated fractal structure will occur and eventually, chaotic attrac-
tors will dominate. 

4   Conclusions 

In this paper, we have provided the experimental proof of rank 1 chaos by using a 
switch-controlled Chua’s oscillator. Initially, a smooth limit cycle was generated and 
then by subjecting it to periodic kicks, rank 1 attractors were obtained. The important 
advantage of this circuit is the availability of a recipe-like procedure to generate rank 
one chaos and the major disadvantage being the complexity of the resulting circuit. 
We find that the experimental results are in perfect agreement with the predictions of 
the theory. 
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Abstract. This paper proposes a new algorithm for the implementation of  
Support Vector Machines using Particle Swarm Optimization (PSO), called In-
telligently Initialized Particle Swarm Classifier (I2PSC). Initialization of the 
particles is done close to the optimal solution by using basic concepts of Geo-
metry and Statistics, so that the rate of convergence of the swarm towards the 
optimal solution is better as compared to a randomly initialized swarm. The fit-
ness function is designed in such a way that the trade-off between the distance 
between the bounding planes and the number of misclassifications is greatly  
reduced compared to traditional SVMs. 

Keywords: Support Vector Machines, Particle Swarm Optimization, I2PSC. 

1   Introduction 

Support vector machines (SVMs) have been extensively used for classification of data 
sets of two different classes [1]. Since its inception, it has undergone major changes 
so that the Minimum Generalization Error is greatly reduced. But in certain situations, 
wherein datasets are closely spaced, optimization is required so that the Minimum 
Generalization Error is reduced.  

PSO [2] and its variants have been successfully used to generate optimum classifi-
ers. Classifiers are generated by adopting a chaotic search method with improved PSO 
parameters [3]. Parameters involved in SVM are tuned and optimized using PSO 
since the performance of SVM is based on proper selection of its parameters [4, 5]. 
Optimal SVM models can be selected in a dynamic fashion combing the power of the 
swarm intelligence theory with the conventional grid-search method using dynamical-
ly updated training datasets [6]. PSO can also be used to generate the classifier direct-
ly, while the parameters of PSO are selected using fuzzy systems [7]. Here we pro-
pose a novel algorithm for generating classifiers using PSO with intelligent initializa-
tion of its swarm. By using a well defined fitness function we eliminate the need to 
tune any parameters of either PSO or SVM, while generating classifiers of greater 
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efficiency in lesser iterations. The proposed software architecture is very simple com-
pared to other PSO–SVM hybrid models.   

1.1   SVM 

SVM is a class of Machine Learning algorithm, in which a set of inputs is given 
which has to be classified based on the label associated with each input. SVMs classi-
fy the input data by introducing a hyperplane between the two datasets belonging to 
two different classes.  The points which are used to train the SVMs are known as the 
training set.  Bounding planes are drawn parallel to the hyperplane which decide the 
margin between the two datasets. The distance between the bounding planes should 
be maximum in order to reduce the Minimum Generalization Error. The distance 
between the bounding planes is given by 2/‖W‖. Where, W is the vector containing 
the coefficients of the hyperplane. 

1.2   PSO 

Particle Swarm Optimization (PSO) is swarm intelligence technique inspired by the 
social behavior of bird flocking. In PSO, potential solutions called as particles, move 
around solution space of the problem. These particles search for the optimal solution 
of the problem in the predefined solution space. The direction of motion of these 
particles is influenced by three factors namely: Inertial influence, Social influence, 
Personal influence 

The particle swarm optimizer tracks the best solution (fitness value) achieved so 
far for a given particle; this is called the personal-best (pbest) value of the given par-
ticle. Apart from this, the optimizer tracks the best fitness value achieved so far by 
any particle in the entire flock; this is called the global-best (gbest). In PSO, with 
every iteration, the velocity of each particle is updated based on the pbest value of 
that particle and the gbest of the swarm. Hence the definition of the fitness function 
plays a vital role in performance of the PSO algorithm for solving a given problem.  

The rate of convergence of the swarm towards the optimal solution also depends 
on the initialization of the swarm. Initializing in a random manner may result in a 
better solution but will take more number of iterations. Hence there is always a scope 
for initializing the particles in an efficient way. 

2   Intelligent Initialization of Swarm 

The swarm used in the PSO algorithm has a population size of 20.For the working 
of PSO the swarm has to be initialized first. Random initialization will lead to sig-
nificantly higher number of iterations to reach the optimal solution or the swarm 
might get stuck at certain regions of the search space leading to solutions which are 
not perfectly optimized (Premature Convergence). In order to generate optimal 
classifiers in a relatively lower number of iterations, the swarm is initialized in an 
intelligent way. Hence, the classifier generated is called Intelligently Initialized 
Particle Swarm Classifier (I2PSC). 
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In order to initialize the particles of the swarm, an approximate classifier is gen-
erated using basic concepts of statistics and geometry as given: 

• A best fit line 1 is constructed passing through both the datasets . 
• A line, 2 is constructed perpendicular to 1 and passing through the mean of both 

the datasets. 
• The coefficients of 2 are divided by half the distance between the means of each 

dataset to get an approximate classifier C. Let the equation of the classifier C be            0 i ≥ 1,2,3……….N 
 

Where N is the dimension of the classifier.  

2.1   Manner in Which Particles Are Initialized 

• First N dimensions of any two particles in the swarm are initialized to  for  
i= 0, 1, 2......N and the 1  dimension is initialized to value . 

• Any ten particles in the swarm are initialized as in above step, but with ±30% 
variation in their value compared to that of the values assigned in above step. 

• Remaining eight particles are initialized randomly in the search space.  

3   Fitness Function 

The way in which the fitness function of the classifier is designed is very important to 
generate an efficient classifier. Here, the fitness function is designed in such a way 
that the classifier with the highest fitness value will require no further optimization. 
The fitness of a classifier is based on two factors: 

• Distance between the bounding planes. 
• Number of misclassified points. 

The designed fitness function has two components - distance component and misclas-
sification component. The distance component tries to maximize the distance between 
the bounding planes and obeys the following conditions: 

• It varies from -1 to +1. 
• The maximum value is attained when the distance between the bounding planes 

is infinity.                                                                                          
• The minimum value is attained when the distance between the bounding planes 

is zero. 
• The mid value (0) is attained when the distance between the bounding planes is 

half the distance between the means of each dataset. 

The misclassification component tries to minimize the misclassification and obeys the 
following conditions: 
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• It varies from -1 to +1. 
• The maximum value is attained when the number of misclassifications is zero. 
• The minimum value is attained when the number of misclassifications is equal to 

half of the total number of data points. 
• The mid value (0) is attained when the number of misclassifications is one fourth 

of the total number of data points. 

Based on the above conditions, the following fitness function is designed: 
 

Fitness_value = 1 4 .  1 4  
 

where,  ndis Distance between Bounding PlanesDistance between m1 and m2  

 nmis Number of misclassi ied pointsTotal number of data points  

4   Software Architecture                      

 

5   Results 

The graphs and tabulated results shown below have been obtained through simula-
tions in MATLAB. 

The data sets used have the following parameters:              

1. Number of points in each dataset=50                                          
2. Variance of the datasets=2                                                                                
3. Distance between the means of each dataset=5 (for Fig.1 & Fig.3)     

PSO parameters are set according to Trelea type 1model as in [8]. 
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Fig. 1. Shows the comparison between the classifiers generated by the proposed method and 
traditional SVM 

 
 

 
 

Fig. 2. Shows fitness values v/s distance between the means of the data sets with other parame-
ters remaining the same. This shows how the fitness of the classifier varies with the distance 
between the datasets in I2PSC based SVM and traditional SVM. 

 

 
 

Fig. 3. Shows the comparison between fitness values of I2PSC and classifiers generated by 
randomly initialized PSO. Under the terminating conditions mentioned, I2PSC has an average 
fitness value of 0.55.  
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Table 1. Shows the comparison between I2PSC and classifiers generated using randomly initia-
lized PSO for a 2-Dimensional data. It is evident from the above table that I2PSC gives classifi-
ers with fitness values almost same as those of PSO, but the number of iterations required is 
less. 

Distance  
b/w  the  
datasets 

I2PSC PSO 

Fitness value Iterations 
taken 

Fitness value Iterations taken 

5 .5305 29 .4986 154 

6 .8521 21 .8834 131 

7 .8230 31 .8539 174 

8 .9796 35 1.000 150 

9 1.0331 35 1.0207 135 

10 1.0900 21 1.0971 82 

6   Conclusions 

This paper proposes an efficient algorithm for classifying datasets. This method can 
be extensively used for pattern recognition. The MATLAB simulation results show 
that the proposed algorithm is more accurate as compared to SVM classifiers. Also, 
the convergence rate of I2PSC is found to be better than randomly initialized PSO. 
Further, the software architecture proposed is reasonably easy to implement on a 
hardware. 
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Abstract. Omega(Ω-) loops are non-regular secondary structures formed by 
poly-peptide chains, that are characterized by loop-shaped structures in three-
dimensional space. Omega loops have been found to involve in protein stability, 
folding and function. The study on the structural geometry and prediction of Ω-
loops have been carried out by many researchers [1], [2], [3], however, analysis 
on the involvement of these loops in disease-related interactions of Homo 
sapiens is significantly rare. In this study, Ω-loops that are involved in the in-
teractions, causing potential diseases in Homo sapiens have been analyzed, at 
the level of their structures, functions and their involvement in diseases. The in-
formation on the understanding of the disease-causing interactions and other 
properties of Ω-loops could be used in potential drug design against these  
diseases. 

Keywords: Omega loops, non-regular secondary structures, Homo sapiens,  
sequence, structure, function, diseases, drug design. 

1   Introduction 

Secondary structures of proteins have been classified into regular and non-regular 
secondary structures; α-helix, β-strand constitutes the former, while loops, random 
coils which are included in the latter, lack repeating backbone dihedral angles, how-
ever have repeating motifs [1]. Omega (Ω-) loops are compact, where the motif’s 
backbone forms a loop(Ω)-shaped structure in three-dimensional space and hence the 
name. 
Ω-loops are often found clustered on the surface of a protein and consists usually 

of 6-16 amino acids. Residues correlated with reverse turns, glycine and proline and 
hydrophilic residue, asparagine are found in Ω-loops often. Charged residues, except 
aspartic acid occur with average frequency, however, hydrophobic residues, such as, 
phenylalanine, alanine, methionine, leucine, isoleucine and valine are rarely found 
[1]. Ω-loops play roles in protein functions requiring certain flexibility, such as serv-
ing as substrate, inhibitor or as ligand-binding sites. Ω-loops, being a structure, having 
very few hydrogen bonds, still play an important role in the protein structure and 
stability, because single and multiple mutations of these motifs have drastic effects on 
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overall stability of the protein [1], thus authenticating the role of these loops in stabi-
lizing and destabilizing protein structures. It has also been suggested that these loops 
play an important role in protein folding. 

Previous studies have been focused on the various structural and functional fea-
tures of Ω-loops, however, there are not enough studies, that have been devised to 
analyze, the involvement of these loops in disease-causing interactions in humans. 
Thus, this study focuses on the involvement of Ω-loops in human diseases and pro-
vides an initiator step for the detailed study of the disease causing interactions of the 
Ω-loops in Homo sapiens, providing clues for drug design against the diseases caused 
by mutations of Ω-loops. 

2   Methods 

The database of all known structures, the PDB [4] was searched using the PDBelite 
[5] database, for the x-ray crystal structures of Human proteins, that constitutes 
“Omega loop” and the search yielded a total of 4 non-redundant hits. Structural 
homologues of these 4 proteins have been identified using the FUGUE algorithm [6] 
and the secondary structure elements (SSE) of the four proteins and their structural 
homologues have been aligned and compared using the secondary structure matching 
server (SSM) [7]. The results have been analyzed for the similarities and uniqueness 
of Ω-loop of the 4 proteins, with respect to their structural homologues. 

3   Results 

The keyword search “Omega loop” in PDBelite yielded a list of 4 non-redundant hits 
that included, Phosphatidylcholine Transfer Protein (1LN1) [8], Human factor IX Gla 
domain (1NL0) [9], Human neuroserpin (3FGQ) [10] and Peroxisome proliferator 
activated receptor (3PRG) [11]. The crystal structure literature of the 3 out of 4 pro-
teins confirmed the presence of Ω-loops in their three-dimensional structures and are 
connected to disease-related mechanisms in Homo sapiens. Thus, these proteins have 
been preferred for further analysis. 

Comparison of the domains of a protein, with its structural homologues provides 
insights into the unique structural patterns of the protein and leads to the identification 
of the probable regulatory binding sites and helps in drug-design against the disease-
causing motifs as targets. In this analysis, an eminent algorithm, FUGUE [6] has been 
employed for protein sequence-structure homology recognition, to correlate the pro-
teins that have functional Ω-loops with their distant homologues by sequence-
structure comparison. To identify similar and to distinguish the unique secondary 
structure patterns, the 4 proteins have been compared with the secondary structure 
elements of their corresponding structural homologues using the SSM [7] server. 

3.1   1LN1 

Phosphatidylcholine Transfer Protein (PC-TP) transfers Phosphatidylcholine 
(PtdCho) between membranes and belong to START (Steroidogenic Acute Regula-
tory protein related transfer) domain superfamily of ligand-binding proteins. The 
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crystal structure of PC-TP with its ligand comprises of 2 Ω-loops [8], which are in-
serted between β5- β6 (Ω1) and β7- β8 (Ω2). Phosphatidylcholine is a major constitu-
ent of cell membranes and plays a role in membrane-mediated cell signaling. 

 

Fig. 1. Secondary structure matching of the 4 proteins with their structural homologues as 
aligned by SSM server 

FUGUE yielded Human StarD13 (DLC2) lipid transfer and protein localization 
domain (2PSO) as a profile hit with a Z-score of 26.07. The alignment in SSM shows 
that the SSE of PC-TP shares a high similarity with the SSE of the DLC2 and hence 
the reason for their structural homology (Fig. 1). Manual inspection of the superim-
posed structures shows that, they in fact share similarity in the regions of the Ω-loops 
(Fig 2a). The presence of Ω-loops in the lipid transfer protein is just a hypothesis in 
this study, since the crystal paper is yet to get published. DLC2, the lipid transfer 
protein has been implicated to be a tumor suppressor protein. 

3.2   1NL0 

Human factor IX, a serine protease of the coagulation system, belongs to peptidase 
family S1. Deficiency of this protein causes hemophilia B, an inherited disorder in 
which one of the proteins needed to form blood clots is either missing or reduced. 
Binding of factor IX to membranes during blood coagulation is mediated by  
N-terminal Gla (γ-carboxyglutamic acid-rich) domain [9]. Factor IX antibodies are 
directed at the Ca2+ stabilized Gla domain to interfere in the Factor IX-membrane 
interaction. Such antibody, 10C12 forms a hydrophobic pocket, to accommodate the 
Gla domain and is directed at the membrane binding site in the ω-loop of Factor IX, 
that is important for cell surface anchoring and blocks its interaction with membranes 
[9]. 

FUGUE yielded gamma-delta t-cell receptor (1HXM) [14] as a profile hit with a  
Z-score of 33.12. The relative similarity of their secondary structures has been deter-
mined using the SSM server (Fig 1), which showed that, they have similarity at their 
regular secondary structures, however, have considerable differences at loops. The 3D 
structural alignment of both the proteins showed that the t-cell receptor lacks the  
ω-loop at the corresponding site of 1NL0, which shows the uniqueness of ω-loop of 
1NL0. However, they both share a similar fold and retain Immunoglobulin v-set and 
c1-set domains, revealed by a Pfam search. 
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Fig. 2. (a) Superimposition of 1LN1 (Shown in Pink) and 2PSO (Shown in Green). The resi-
dues that correspond to the formation of Ω-loops have been numbered. Numbering corresponds 
to 1LN1. (b) Superimposition of 3FGQ (Shown in Pink) and 2ACH (Shown in Green). The 
residues that correspond to the formation of Ω-loop in Human neuroserpin have been num-
bered. The images have been created with PyMOL [18]. 

3.3   3FGQ 

Human neuroserpin is a selective inhibitor of tissue-type plasminogen activator (tPA) 
and plays a role in neuronal plasticity, memory and learning. The crystal structure of 
the human neuroserpin shows an Ω-loop between strands 1B and 2B [10], which 
contributes to the inhibition of tPA. An Ω-loop deleted mutant of neuroserpin, formed 
a less covalent complex and had a lower Ka (association constant) with tPA, suggest-
ing the importance of an Ω-loop, for the interaction between neuroserpin and tPA. 
Deficiency of neuroserpin results in Familial encephalopathy with neuroserpin inclu-
sion bodies (FENIB), dementia and serpinopathy, confirming the role of neuroserpin 
Ω-loop in human diseases. 

FUGUE yielded Human α1-antichymotrypsin (2ACH) [15] as the topmost hit, 
since they both retain the Serpin domain in a Pfam search. The Z-score was 61.0, and 
the SSE of 2ACH has been aligned with that of Human neuroserpin, which showed 
the complete absence of Ω-loop in the α1-antichymotrypsin (Fig 1). This along with 
the manual inspection of the superimposed structures confirms that, the Ω-loop is a 
unique structural pattern of Human neuroserpin, which is absent in all the other mem-
bers of the serpin superfamily (Fig 2b). 

3.4   3PRG 

Peroxisome proliferator activated receptor (PPAR) are members of the nuclear recep-
tor supergene family and in contrast to other nuclear receptor ligand binding domains 
(LBDs), the ω-loop is extended in 3PRG and stands between helix 1 and 3 in PPARγ 
LBD [11]. Researchers have recently found the nature of abnormal lung maturation in 
the absence of airway epithelial cell PPARγ and identified a putative genetic determi-
nant of dysanapsis [16]. Thus, PPARγ seem to have a disease-related functional 
omega loop.  
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FUGUE yielded 1SKX (orphan nuclear receptor pxr) [17] as a profile hit with a  
Z-score of 28.44, since they both retain the LBD of nuclear hormone receptor domain, 
revealed by Pfam search. The three dimensional alignment of the superimposed struc-
tures show that the ω-loop in PPARγ has the largest deviation from the fold and has 
an insertion of a +20 amino acid region, with respect to 1SKX. 

4   Discussion 

Previous studies have discussed the structural features and the geometry of Ω-loops, 
which are proved to be involved in protein structure, stability and in folding. How-
ever, the analysis of Ω-loops in disease-related proteins have not been carried out 
thoroughly. The comparison of structural features of such proteins with their struc-
tural homologues, results in the identification of the similarities and also helps to 
distinguish the unique structural patterns of the disease related Ω-loops in proteins of 
Homo sapiens. This study, focuses on the involvement of Ω-loops in human diseases 
and thus provides insights for drug design against these diseases, caused by undesir-
able interactions and mutations of Ω-loops. 
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Abstract. The real effect of telecommunication and information technology de-
velopment in broadcasting, such as radio communication sector. Normally, ra-
dio able to serve all kind of information for all ages without need a lot of money 
to enjoy it. Nowadays many radio stations are developing an integrated system 
with one management control. Hopefully this technique can increase RADEX 
(radio cost commercial) that record RADEX and ADEX (media cost commer-
cial) in Indonesia does not balance. As long as the system that was applicable 
better, there are many domestics station radio join to be the member of this in-
tegrated system. Many advertisement owner trusts to publish the product on ra-
dio. Every important event in broadcast such as talk shows or conferences will 
be record as data for the station radio and hope it can be reusable (i.e. broad-
casted again) in other opportunity, of course with the permission from the ad-
vertisement owner. That is an important work system for all radio station is 
broadcasting time. For this reason, come along an idea to change the record 
process. Need a tool to record all data for station achieve like voice record.  

Keywords: Technology, Broadcast, Radio, Voice record.  

1   Introduction 

RISE (Radio Broadcasting Integrated System) is an integrated application technology 
for broadcasting based on Internet. RISE adopts some popular radio technology like 
Google Radio Automation and Pandora that was service for radio and music on-line in 
United State. RISE (Radio Broadcasting Integrated System) is an innovation technol-
ogy and business solution for radio stations. Radio reach, time spent listening, podcast-
ing, operational & broadcast management, advertise monitoring, and broadcast  
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monitoring will be fixed systematically used coexistence and convergence on RISE 
technology. 

Just as for call centers or call with banks, station radio events need to be recorded in 
order to give the possibility to listen again at later time [1]. Broadcast activity re-
cording is one of the constraint for some radio station today, broadcaster just can dat-
ing all broadcast activity by hand or manually. Voice record is a choose idea to fill this 
miss, coming in RISE (Radio Broadcasting Integrated System) on air application sys-
tem to saving all broadcast recording. It means that RISE (Radio Broadcasting Inte-
grated System) on air application need to support broadcaster work flow. Voice Record 
on RISE (Radio Broadcasting Integrated System) On Air Application is related to the 
Rise (Radio Broadcasting Integrated System), the overall large scale, so that the devel-
opers are divided into several modules. In this module, further discussion will lead to 
the development of innovative tools for the application of voice record RISE. 

2   Design and Implementation 

A.   Design  

User is a broadcaster that responsible to manage this application. When user start the 
application all voice will be listening by speaker on desktop computer as analog signal. 
The signal transform into digital signal and saving automatically on internal hard disk 
as mp3 format and the data recording will be saving in central database per table. 
That’s the main work flow of voice record on RISE (Radio Broadcasting Integrated 
System) on air application.  

Additional feature on RISE (Radio Broadcasting Integrated System) on air applica-
tion is “setting”. In “setting”, the broadcaster can change the sound quality, (e.g.  bit 
rate, record’s title, record’s description, etc). 

1)   System Design 
UML (Unified Modeling Language) is a standard notation for the modeling of real-
world objects as a first step in developing an object-oriented design methodology [2]. 
There are four diagrams that used to describe system design of voice record on RISE 
(Radio Broadcasting Integrated System) application on air. As followed:  

a)   Use Case Diagram 
A use case diagram is “a diagram that shows the relationships among actors and use 
cases within a system.”  Use case diagrams are often used to: 

• Provide an overview of all or part of the usage requirements for a system or or-
ganization in the form of an essential model or a business model 

• Communicate the scope of a development project 
• Model your analysis of your usage requirements in the form of a system use case 

model [3]. 
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Fig. 1. Use case diagram for voice record application 

b)   Activity Diagram 
Activity diagrams describe the workflow behavior of a system.  Activity diagrams are 
similar to state diagrams because activities are the state of doing something.  The dia-
grams describe the state of activities by showing the sequence of activities performed.  
Activity diagrams can show activities that are conditional or parallel [4]. 

 

Fig. 2. Activity diagram for voice record application 

c)   Sequence Diagram 
Sequence diagrams model the flow of logic within your system in a visual manner, 
enabling you both to document and validate your logic, and are commonly used for 
both analysis and design purposes.  Sequence diagrams focuses on identifying the  
behavior within your system [5]. 
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Fig. 3. Sequence diagram for voice record application 

First, the broadcaster as actor need login to create a record a show. All record data 
detail will be saving in text format in central database. Beside, mp3 format save in in-
ternal computer harddisk. To exit all operation the actor need to logout. That the way 
to read sequence diagram for voice record application. 

d)   Class Diagram 
Class diagram is a diagram showing a collection of classes and interfaces, along with the 
collaborations and relationships among classes and interfaces. A class diagram consists 
of a group of classes and interfaces reflecting important entities of the business domain of 
the system being modeled, and the relationships between these classes and interfaces [6]. 

 
 

Fig. 4. Class diagram for voice record application 

2)   Implementation 
Generally, this application can be implemented for some society for recording activity 
like, 1) Station radio: can record events as achieves; 2) Organization: can record  
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Fig. 5. Example of voice record application 

meeting result to help the writer; 3) Personal: to help people record all important things 
as data in internal computer harddisk. 

3   Closing 

3.1   Conclusion 

1) One integrated system management in industry radio can be the way out to in-
crease Indonesia revenues back. 

2) Voice record can be useful to record all data and it’s possible to reuse the data 
again. 

3.2   Suggestion 

1) For safety reason, better to back up the data every six month to avoid data crash. 
2) Next development can use another programming language to knowledge explore 

special about sound manipulate. 
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Abstract. This paper is concerned with design of a hybrid billboard with scroll-
ing printed images and remotely updatable light emitting diodes matrix display 
for advertisement purposes. The images showing the advertisements are printed 
on a backlit sheet that is rolled on both left and right ends of the sheet. Thus, 
rolling a sheet on one direction allows translational moves of the image that is 
being shown to the viewer. The system is combined with the LED matrix dis-
play that shows the message of the products that  is currently being displayed in 
the rotating image part. This message could be modified wirelessly anytime in a 
very short time by using a user interface program that is operated from distance 
in the office of the advertisement company.  

Keywords: billboard, hybrid, wireless, updatable. 

1   Introduction 

Every trading process needs advertising as a way for a company to introduce and 
promote their products or services. There are many kinds of advertisements in various 
media, and one is billboard advertisement. However, billboard currently exists in 
various display systems, for example traditional vinyl sheet, tri-vision mechanical 
billboard, scrolling billboard, and various digital billboards that diverge from Light 
Emitting Diode to LCD display. Each has its own advantage and disadvantage com-
pared to the others. Digital billboards could be updated in a short time but it is very 
expensive to be made. On the other hand, traditional and scrolling billboards are rela-
tively cheaper but they are not easily updateable. In this paper, the advantages of both 
billboard with scrolling images and digital display with wirelessly updatable running 
messages are combined into one flexible advertisement system. Overall design and 
implementation of such a system is fundamentally a combination of mechanical, elec-
tronic, and computer system including telecommunication. Such approach is com-
monly known as Mechatronical approach [1]. 

2   System Design 

The overall design is a combination of two available billboard types, scrolling bill-
board and remotely updatable LED matrix display. The scrolling billboard shows a 
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static image and its static messages of a product or service. The image displayed in 
the billboard is frozen for several seconds and then scrolled into other image from 
other product or service. In total, it could show up to eight different images displayed 
in one advertisement system. Figure 1 illustrates the system. 

 

Fig. 1. System Design Overview 

In addition, the running text in the remotely updatable LED matrix display is syn-
chronized with the display in the scrolling billboard. It means that when the scrolling 
billboard advertises product A, the LED matrix display will change the text to run the 
promotional words of product A. The text in the LED matrix display can be changed 
easily and immediately from a long distance, i.e from the office of the advertising 
company or from a mobile console through a user interface software.  

The same information can be distributed to similar billboard located anywhere 
along the high traffic roads or in and around shopping centers. All of them can be 
easily managed from a management center. Overall, the efficiency in term of time, 
money, and energy is improved. 

2.1   Scrolling Billboard Mechanism 

Principally the sheet would be rolled in two sides of the billboard, left side and right 
side. Each side consists of two shafts; shaft a from Figure 2 is connected to a motor 
which will rotate the shaft, and the other shaft, shaft b, follows the rotation of the 
sheets to make the sheet stretches and therefore resulting in a non-wavy display. Each 
shaft end is also connected to a bearing to hold the position of the shaft and at the 
same time allows the shaft to rotate freely. The shaft is made from steel and was  
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Fig. 2. Design of scrolling billboard mechanism, rear view 

covered with a soft surface material pipe to protect the sheet form scratches. There are 
also four plastic disks to hold the roll, as shown in Figure 2. 

2.2   Electrical System Block Diagram  

Figure 3 is the overall electrical system and its interface with the remote computer 
and its local scrolling mechanism. Initially, the user interface software in the laptop 
will send an AT command that instructs a phone modem to send a message. The mes-
sage will be sent as a Short Messaging Service (SMS) similar with GSM-to-GSM 
SMS sending. It will be received by the other modem in the billboard system. The 
received message then will be forwarded to the motor microcontrollers via serial 
connection. Afterwards, the motor microcontroller will translate the message and save 
it inside the RAM of the microcontroller. Up to 8 messages can be stored in this 
RAM, one for each scrolling image.  

 

  

Fig. 3. Electrical system block diagram 
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Assume that static image of product A is displayed on the billboard for a few sec-
onds. During this time, the LED matrix display will also show the message of product 
A. After a predetermined time, the scrolling billboard will display the image of next 
product B. At the same time, message B is retrieved from the memory and then used 
to update the message on the LED matrix display accordingly to match the image on 
the scrolling billboard. The rest of the process is similar.  

For the motor mechanism for the scrolling billboard, the motor driver will turn the 
motor on or off depending on the built-in sensor for image border colored black. The 
motor will keep turning until the proximity sensor detects a black bar. If so the motor 
will stop for a certain predetermined time. 

AC to DC power supply is connected to microcontrollers and motor driver while 
other devices take power supply from microcontrollers which have internal power 
supply regulator that convert 12V DC to 5V DC. 

2.3   Programming Design 

The programming design of the billboard consists of three main parts: (1) the user 
interface software programming within a laptop, (2) the motor microcontroller pro-
gramming [5], and (3) the LED display microcontroller programming. 

2.3.1   User Interface Software Programming Design 
The parameters to be considered are for example the location of billboard, its address, 
customer name, customer product and message, customer product position in the 
scrolling billboard and other control parameters. The user interface program is the 
software that is used by the operators of the advertising company to manage the dis-
play of the advertisement billboard especially the LED Matrix display part. From the 
software, the operators can add a new customer or product, change the message of a 
customer, change the billboard locations of a customer, add a new location, change 
location’s GSM number, and change the arrangement of an advertisement board. It 
consists of six menus for each of those tasks; add new customer, edit message, cus-
tomer’s location, add location, edit location, and position arrangement.  

The user interface software was written using four different programming lan-
guages. The first programming language is ActionScript 2.0[3] that is used in Adobe 
Flash software. By using Flash software, the user interface software becomes more 
attractive, live, and colorful, adding a modern and professional look for the software 
itself.  

The second programming language is Visual Basic [2] language. In this user inter-
face software, the Visual Basic programming language is like the bridge for all the 
languages, the center and the brain of the program itself. Visual Basic is usually in-
tended to modify database and Visual Basic is easily connected to many hardware and 
software. This user interface software is used to edit the database and instruct the 
modem to send message.  

The third programming language is Structured Query Language (SQL)[4] that is 
used to add, edit, and delete an item of the database and gather information from the 
database. The SQL is executed from the Visual Basic in this case.  
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The last programming language is the Attention (AT) Command language that is 
used by the GSM modem to do task like calling or sending SMS. In this software, the 
AT Command is used to send a message and it is also executed from the Visual Basic. 

2.3.2   Motor Microcontroller Programming Design 
The motor microcontroller programming principally controls the scrolling displays 
sheet movement by turning either motor on or off. When the sensor gives input to the 
microcontroller that a black bar is detected, the program will instruct the running 
motor to stop. Then, it will delay to let the display freeze for several seconds and 
afterwards check whether the black bar is short or long. If the black bar is short, the 
same motor will be turned on, resulting on the same direction of scrolling displays 
sheet movement. Inversely, if the black bar is long, which indicating the end of the 
sheet either the most right or most left display, the other motor will be turned on so 
the sheet will move in the reversed direction. 

When the display is stopped, the program in this motor microcontroller will check 
if a new message is available in the modem or not by sending a read SMS AT com-
mand to the modem. Then, it will wait for an interrupt from the modem as a reply of 
the read SMS command. If a message is available, then the content of the message 
will be stored temporarily to a register and then copied to an EEPROM depending on 
the display order number of the message. For instance, if product A is in the third 
order of the display, the message from product A will be saved in the third page of 
EEPROM.  Afterwards, the message will be deleted from the modem by sending an 
erase message AT command to the modem. The message needs to be erased to keep 
the modem away from full memory error. At last, whether a new message is available 
or not, the message of the current display will be sent from EEPROM to the serial 
connection from the motor microcontroller to the LED display system. 

2.3.3   LED Display Programming Design 
The LED display programming controls the message of the current display. When an 
interrupt occurs from the motor microcontroller serial connection to the LED micro-
controller, the old message that is stored in the EEPROM of the LED Matrix Display 
system is replaced with the new message just received. Every character in the 
EEPROM is then translated into six bytes data and the results are copied to the RAM 
to make the reading faster due to simpler instruction set to read from RAM rather than 
to read from EEPROM. The six bytes represent the five columns available for each 
character that will be displayed in 7x5 LEDs matrix and one byte represents a space. 
From the RAM, the bytes are inserted one by one to the column shift register until all 
the columns are filled. Then, the row to be displayed is turned on to let the LEDs 
emerge light. The process will be repeated several times for different row and RAM 
pointer, which points to the starting byte to be displayed, to display a running text 
display. 

3   System Test 

The whole system test is performed by sending a new message of a particular cus-
tomer, Test 1, from a notebook as shown in figure 4. 
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Fig. 4. A new message is changed from a notebook 

As a result, the billboard is then showing the new message for the first customer as 
shown in figure 5. 

  

Fig. 5. New message (right) replacing the old message (left) in the billboard after it is changed 
from a notebook 

4   Results 

The system is working properly and run as it was design to. When the operators add a 
customer in the user interface program, the new customer will be added to the data-
base. If a location is assigned by the new customer, the LED display will directly be 
modified by adding the message of the new customer in the last position of the LED 
display’s texts. When a message of a specified customer is changed by the operators, 
the new message will replace the old message in the database and the LED display’s 
message of the customer will be modified. If a customer is deleted, the record of the 
customer will be deleted in the database and if a location contains the deleted cus-
tomer, the LED display will remove the message of the customer and rearrange the 
text. If a location is added to or deleted from a customer, the database will be changed 
and the LED display will either add or remove the message of the customer. If a loca-
tion is added, it will be stored in the database and the LED display of the new location 
will be filled with the messages of the assigned customers. If a location GSM number 
is modified, the old number in the database will be replaced with the new one. When 
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a location is being deleted, the records in the database that contains the deleted loca-
tion will be deleted. Last, when the position of a certain location is rearranged, the 
new arrangement will be saved in the database and the LED display will adapt the 
changes.  

5   Future Development 

The physical appearance could be varied to various forms, for example could be 
placed on the wall or could be resized to meet the customer’s requirements. From the 
electrical site, another buttons could be added so the viewers could change the adver-
tisement manually. For example, if they want to look through all the advertisements 
without waiting all the delay times, they can hit the next button until the last adver-
tisement or previous button until the first advertisement. For the LED display, it could 
be modified to tricolor LED so it can display multicolor text. The LED display could 
also be enriched to perform symbols that are not listed yet. Meanwhile, the user inter-
face software could be modified by adding shortcuts to make the process faster and 
menu bar could also be added as an option. Another improvement could be a feedback 
from the modem if a message has successfully been received. Therefore, there will be 
no missing message. For the real application, there will be more than one computer. 
Hence, the database should be made accessible from multicomputer. Larger bulletin-
sized billboard could also be made by first doing a research to prevent failures due to 
temperature, rain, and wind factors. Other modification from the programming site 
also could be made by controlling the stop time for each advertisement. A billboard 
that has more customers of course would run faster than the billboard that has fewer 
customers. Therefore, it would be very nice if the stop time could be controlled. Other 
system features like restarting the microcontroller could also be added to make the 
system easier to be controlled. The passkey for the SMS that carries the new message, 
which in this case ‘Z’ character, could also be modified to more than one character in 
order to reduce the chance that the message is changed by an unknown party. Longer 
message and more customers could also be added. Other improvement also could be a 
feedback that is sent by the microcontroller through the modem when an error occurs. 
Therefore, the operators could know if the system is having a trouble.  
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Abstract. The impressive scale of online auctions sales and the economic eco-
system of private and commercial providers, made eBay & Co. interesting for 
science. As part of this work determinants will be identified which affect the 
outcome of online auctions to a large extent. We observed that for identical 
(new) products often different prices were charged and that the price volatility 
is bound to the auction characteristics. By evaluating a large number of online 
auctions using the decision tree method we derive significant rules that deter-
mine the auction success. This gives the market participants, but also the plat-
form operator, additional insights they can take into account with regard to their 
market activities. 

Keywords: online auction, price determinants, internet auction, data mining, 
price prediction, decision tree. 

1   Introduction 

Online auctions have a revenue share of 25% of global e-commerce [1]. eBay, with 
over 200 million members is the largest auction site before Yahoo! Auctions and Ama-
zon Market Place [2]. The annual sales volume of goods on the eBay platform is 50 
billion [3]. In particular, the many professional traders, who are responsible for about 
50% of sales, have contributed to the rapid growth of eBay. The attractiveness of the 
platform for such Powersellers is due to (a) the simplified offering of goods on the 
Internet, (2) the secured payment through PayPal, and finally (3) the enormous cus-
tomer potential. While independent online shops need to consider the technical infra-
structure, marketing and management in order to sell products, for eBay Powersellers it 
is only crucial to make the auctions attractive to buyers and maximize the revenue. The 
principles identified by us will support sellers with this task. Yet, the identified interre-
lations of the auction-relevant data and the final auction-price can also be used by 
buyers to identify interesting products at an early stage and then adjust the bids. 
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2   Online Auctions and Auction Success 

Following the example of an eBay auction, the general auction process can be mod-
eled as follows. A supplier provides a product to be auctioned with a textual and visu-
al product description. The duration of the auction and the auction end as well as the 
starting price 1 and any shipping costs are setup by the seller. Details of the 
advertiser, such as his nickname, his address and his reputation can be derived from 
previous market activity. This information is accessible by all market participants. 
After the auction started interested parties can submit bids for the product. The cur-
rent auction price at the time  which would be achieved if the auction would end 
immediately (i.e. no more bids would be taken into account), is continuously pub-
lished. Another bid will be accepted if its maximum price . The mini-
mum increment  is stipulated by the platform operator and amounts to 0.5 for 
lower and 1 for higher prices. The auction procedure corresponds to an English auc-
tion, for which the final price is calculated based as the maximum price of the second 
highest bidder plus  [4]. Immediately after an accepted bid during the auction 
period the current price is updated. It has to be taken into account that although 
the current price of the product is not disclosed, the maximum price of the current 
highest bidder  is not published. Thus we obtain as a new price min , , if the new bid is higher than the previous . Otherwise, min ,  

Empirically, it can be concluded that most of the activities or bids happen imme-
diately before the auction ends, often not until the last seconds. The reason is that this 
behavior conceals the bidder’s maximum price because of the limited time remaining, 
so that no competing bidders can successively approximate this value. This phenome-
non suggests that the definition of the auction end could be relevant for the auction 
success. A successful auction, requires the existence of potentially interested parties 
and that the respective offer is found by all of these. In this respect, any measures to 
improve the search result listings will be significant. In this regard we have to distin-
guish between the crowd of buyers with the product in the results of their search que-
ries and those that actually visit the auction website itself. In case the offer is suffi-
ciently attractive people that are interested will add it to the watch list or provide a bid 
already. This is certainly dependant of the current auction conditions, but also of the 
tactical considerations of the bidders (e.g. placing bids just before the auction ends). 
The products in the watch list can be found later without a new search. In addition an 
imminent end of an observed auction will be automatically indicated as well, in order 
for the potentially interested parties to compass the current conditions and place a bid 
shortly before the auction ends (see figure 1).  

Therefore, in regard to the auction success the following points are essential: 

• The auction should be found by as many potential buyers as possible, 
• and the actual auction website should then be visited. 
• This website should be as attractive as possible, so that the auction will be 

added to the favorites or even receive a bid. 
• Furthermore, one should ensure that as many last minute bidders participate 

(i.e. those bidders that place a bid within the last few minutes of an auction). 
This is determined by the ending time of the auction. 
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Fig. 1. eBay user classes 

Considering the design of auctions, it is crucial that an auction be found in the 1086 
categories and in competition with the 800.000 other auctions per day by other eBay 
members [5]. If a potential buyer uses the search function to find articles, it is impor-
tant to choose the auction title wisely, so that the auction gets listed in as many search 
queries as possible. And both in the search results and in the category view, it is in turn 
important to set apart the auction from others. In most cases, an appealing picture of 
product to be auctioned in combination with the headline is essential. However, such a 
picture has to be paid for. The seller can pay for further extra options in order to market 
an auction e.g. by a more prominent placement in search results regardless of the acti-
vated categories and search filter. In this work we will be limited to an examination of 
the usual design options. After an auction has gained the attention of the bidders, only 
the direct auction characteristics largely determine the final bid price. In this regard, 
eBay gives the following advice to sellers [6]: 

• A good description factually informs, is short but complete in regard to the 
goods to be auctioned. It is important that the key search terms are included, 
used by potential buyers interested in such goods. 

• The end of the auction must suit the time, at which the relevant target group 
visits eBay. Auctions which are aimed at men e.g. should preferably end in the 
early evening hours. In contrast, items that appeal to femals, are usually suc-
cessful in the morning and on weekdays. 

• The starting price of an auction should be determined depending on the indi-
vidual price range and the expected demand. If an article starts at one euro, 
then the auction for the bidder seems attractive. Yet, under certain circums-
tances, the necessary revenue can not be achieved. Starting prices that are too 
high can result in an auction, that ends entirely without any bid, because no 
one had placed a bid. Still in general, products with a high demand should be 
sold at a low starting price. On average, the revenue is higher than sold at a 
fixed price or a higher starting price [7]. 

 

potentially interested parties

Users which visit the auction

Users with auction listed in search results

Users marking the auction

Last Minute Bidder

Bidder
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In regard to the product image, the auction duration, shipping costs and the seller’s 
reputation eBay does not provide any tips. However, it is obvious that these factors 
also influence the final price of an auction. In particular, the reputation of a seller de-
termines whether a buyer is willing to bid and at which price [8]. However, the reputa-
tion has an asymmetric influence on the auction. Thus, a positive rating, depending on 
the individual preferences of the buyer is hardly promotional. Conversely, negative 
feedback has a much bigger effect on the perception of an auction [9]. However, the 
influence of a negative reputation will be diminished by a detailed product description. 
The latter will strengthen the confidence of the buyer in the supplier [10]. For our re-
search we will consider the following influencing factors: 

• Product-specific factors (P) 
• Presentation-specific factors (T) 
• Seller-specific factors (V) 
• Auction procedure-specific factors (A). 

3   Dataset 

In this study we have evaluated 994 eBay auctions in the period from 11/2009 to 6 / 
2010 in order to identify the auction characteristics that influence the revenue. Based 
upon these data interrelations between the attribute values and the auction revenue 
have been detected. In order to limit the influence of product-specific factors, which 
are mostly irrelevant in regard to auction design, we have decided to take a look at a 
common standard product. A product of such kind is the Levi's 501. The jeans are 
manufactured without change since 1872, and accordingly the price over a longer pe-
riod of several months is more or less stable [11]. In Contrast i.e. electronic products 
are subject to a rapid technological progress, so that a significant fall in prices can be 
observed over a short period. Furthermore, our target, the identification of possible 
universal rules for the design of an auction, requires the choice of a product without a 
limited target group with specific habits or preferences. A circumstance which has not 
been taken into account in other works i.e. with the choice of silver and gold coins or 
Pokémon toys [12] [13]. Another problematic product-specific attribute is the quality, 
which is changed by aging and usage. Although a differentiation of "new" and "used" 
would have been possible, the class of "used" products is too heterogeneous (ranging 
from "worn once" to "completely worn out") in order to derive good results. Therefore, 
we considered only those auctions, which contained new goods (a new product with 
label). For the specific data mining analysis the following attributes as determinants of 
the output attribute "price class" have been collected (in brackets the assignment to the 
categories that have been defined above): 

• Modernity as the only product-specific attribute (P)  
• Number of pictures (T) 
• Number of ratings (V) 
• Ratio of positive ratings (V) 
• Duration of the auction (A) 
• Auction end day(A) 
• Auction end time (A) 
• Shipping costs (A) 
• Starting price (A) 



384 R. Lackes, C. Börgermann, and E. Frank 

 

The price has been used as the classification attribute. The evaluated data were pre-
coded. In regard to the modernity it was necessary to classify the article with respect to 
fashionable aspects. Based on the color, the popular colors "black" and "blue" were 
classified as "fashionable, the others as "not fashionable". For the presentation-specific 
attribute "number of pictures" three classes were formed, namely (1) no image, (2) 
exactly one image, and (3) multiple images with the following breakdown. 
 

Amount of 
photos 

Distribution 

None 0.91 % 

One 46.27 % 

Some 52.81 % 

Fig. 1. Distribution of the photos 

The distribution of ratings within the three classes (1) few, (2) average and (3) many 
has been carried out by appointing the 0.33-quantile and 0.66-quantile as respective 
class boundaries. 
 

Ratings From Until Distribution 

Few 0 81 33.33 % 

Average 82 253 33.33 % 

Many 254 5520 33.33 % 

Fig. 2. Distribution of rating amount 

For the seller rating the same classes were formed, but with different class bounda-
ries. Here, the 0.05-quantile and the 0.12-quantile were defined as class boundaries. 

Reputation From Until Distribution 

Bad 0 97.8 5.00 % 

Average 97.9 99.0 12.00 % 

Good 99.0 100 83.00 % 

Fig. 3. Distribution of reputation 

Duration From Until Distribution 

Short 1 5 21.43 % 

Long 7 10 78.57 % 

Fig. 4. Distribution of duration 
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The auction duration has been divided in (1) short and (2) long and each auction 
over seven days has been rated as long. 

For both the ending day and the ending time of an auction four classes were formed: 
(1) weekday, (2) Friday, (3) Saturday and (4) Sunday or holiday, and (1) in the morn-
ing, (2) at noon, (3) in the evening and (4) at night. Accordingly, the following distri-
butions subject to the defined boundaries resulted. 

 
Auction end day Distribution 

Weekday 
(Monday - 
Thursday) 

28.03 % 

Friday 3.16 % 

Saturday 7.21 % 

Sundaya 48.79% 

a. includes holidays 

Fig. 5. Distribution of the auction end day 

Auction end 
time 

From Until Distribution 

In the morning 08701 12:00 3.82 % 

At noon 12:01 17:00 26.76 % 

In the evening 17:01 23:29 66.19 % 

At night 23:31 07:00 3.23 % 

Fig. 6. Distribution of the auction end time 

At last, the shipping costs were divided into two classes, depending on the com-
mon national shipping fees of 4.90 €. 

Shipping costs From Until Distribution 

Suitable 0.00 € 4.90 € 65.00 % 

High 4.91 € 12:50 € 35.00 % 

Fig. 7. Distribution of shipping costs 

In regard to the classification attribute "price" we distinguished between a below-
average or above-average price. The average price for a 501 jeans based on the col-
lected eBay auction data was 31.81 €. The auction end price ranged from 1.00 € to 
68.70 €. 
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Auction end 
price 

From Until Distribution 

Under average 1.00 € 31.81 € 46.28 % 

Above average 31.82 € 68.70 € 53.72 % 

Fig. 8. Distribution of the auction end price 

Auction end 
price 

Distribution 

1 Euro 46.28 % 

Other 53.72 % 

Fig. 9. Distribution of the starting price 

The colleted data of the 1000 ebay auctions was then analyzed with the freely 
available data mining software RapidMiner1, by developing a corresponding decision 
tree. 

4   Decision Trees 

Starting point of the decision tree method is an object set   with an associated 
attribute set . The objects ∈  are represented accordingly as feature vectors with 

 
(1) , … ,  

 
Furthermore, a characteristic  for classification exists in order to determine the 
classes of  with  as the class of object . The construction of a decision tree 

 from a subset of training data  with 
 

(2) ,  
 

is processed according to the following procedure: if for all , ∈  
 

(3)  
 

is valid as well as  
 

(4)  
 

a leaf of the decision tree  is found which corresponds to class . Otherwise, an 
attribute  has to be chosen in order to split the decision tree  into sub-trees   

                                                           
1 http://www.rapidminer.com/download 
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(5) , … ,  
 

and  
 

(6) , … , ,  . 
 

The choice of the attribute , which is most suitable for further branching of the 
decision tree, is chosen in regard to the information gain. The information gain is 
based on the entropy as a measure of order. The latter is defined as 

 
(7) ∑    

 
with 

 

(8) | | || |  

 
as the probability of ∈  belonging to the class . The resulting information gain 
due to a split in regard to attribute  with corresponding sub-trees  is calcu-
lated as: 

 
(9) ∑ |  

 
with  according to (6) and with 

 

(10) | | || |  
 

as the probability of ∈  belonging to . For branching the attribute  is chosen 
so that the information gain is maximum in the corresponding node, i.e. the entropy  and thus the order  has the lowest value. 

The method of inductive learning of decision trees (ID3) generally constructs com-
pact trees and branches in consideration of a high information gain close to the root 
[14]. The fact, that only a local optimization may be found and a globally optimal 
solution may be missed, is accepted deliberately. 

Taking into account the basic finding that a variety of no need must be limited to 
the simplest and that simple models in the presence of statistical noise will lead to 
more accurate predictions [15], the ID3 method for developing decision trees has been 
modified and supplemented with a pre-and post-pruning. In terms of pre-pruning a 
further split-up into sub-trees  in regard to attribute  is overruled, because no 
significant information gain can be achieved. Instead, a leaf node is directly formed 
i.e. a classification  as a function of the dominant class in  is carried out. Howev-
er, in case of post-pruning, at first the complete decision tree is developed and then 
transformed into a set of rules. These rules are then ranked in regard to the confidence 
and support and eventually evaluated. Rules that apply only with a low probability or 
are rarely used, are not considered and thus ignored. The modified ID3 method is also 
known as C4.5 and is used consecutively for the analysis of eBay auctions [16]. 
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5   Results 

The used mining software provided a decision tree for the auction data in accordance 
with the procedure described above. Each path of the decision tree from the root to a 
leaf represents a conjunctive rule. The inner nodes represent the attributes of the pre-
mise. The attribute values are noted on the edges of the tree. The leaf contains the 
implicit class and in our case is determined by the majority-rule, i.e. whether a price is 
higher or a below average.  

Since our goal was not to classify all possible attribute values, which is typical for 
decision trees, but to identify a "interesting" interrelations in the form of rules, the 
overall assessment of the decision tree does not matter. The decisive question is 
whether the tree has a sufficiently large number of good rules. The quality of a rule or 
a path in the decision tree is determined primarily by the confidence and the support. 

The confidence is calculated as the ratio of the correctly classified records and all 
records described by the rule’s premise and correspond to the "correctness" of a rule. 
The support reflects the applicability of a rule by the number of records described by 
the rule’s premise in relation to all available records. Good rules must have a certain 
minimum confidence and a specified minimum support. Too many exceptions or 
correctly classified data sets are not interesting for further consideration. However, 
the minimum support per rule, which expresses the frequency of its use should not be 
overestimated, since not only a single rule but a rule set has been determined. In our 
study, we set a minimum confidence of 60% and a minimum support of 2% for each 
rule. Under these conditions, the following rules resulted: 

 
(R1) Unfashionable articles achieve below-average rates 

(confidence: 75.6% and support: 4.13%). 
(R2) 
 

If an auction ends on Saturday and the seller has many 
ratings, it achieves an above-average price (confi-
dence: 75.8% and support: 2.92%) 

(R3) If an auction ends at noon, it achieves above-average 
prices, except on Saturday at noon (confidence: 
66.41% and support: 12.8%) 

(R4) If an auction ends between Monday and Friday and 
the seller does not have a good reputation it will 
achieve below-average prices (confidence: 68.5% and 
support: 5.43%) 

(R5) If an auction only has a short duration and ends in the 
evening, it achieves below-average prices, unless the 
seller has a lot of ratings (confidence: 60% and sup-
port: 8.05%) 

(R6) If the seller’s reputation is low, the auction achieves 
under-average prices (confidence: 60% and support: 
7.65%) 
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More highly confident rules with less application were: 
 

(R7) Without images mostly below-average prices are 
obtained (confidence: 85%, support: 0.71%) 

(R8) If an auction ends at night, it still obtains above-
average prices, if it had a long duration (approximate-
ly 92.3% confidence, support: 1.31%) 

 
Furthermore, it shows in comparison that auctions which end in the morning tend to 
achieve smaller prices than others. 

6   Conclusion 

Because in contrast to other work, we analyzed data non dependent on a specific target 
audience, it seems that our analysis of price determinants and the corresponding results 
are of general validity. Based on the available data a number of interesting correlations 
have been identified. These interrelations can be an evidence to deduce how the auc-
tion process data and product presentation should be designed. However, we have to 
recognize, that the experience and the reputation of a seller is the most important factor 
that needs to be administered by the seller. The found results can lead to a significant 
increase in auction revenue and are interesting primarily for Powersellers. 
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Abstract. In the academic area, the Internet is used as a scientific resource. 
However, finding appropriate information on the Web remains difficult. To 
simplify this process, we designed the Information retrieval framework to re-
trieve information from the Web Using NLP Techniques. Many information re-
trieval systems are based on vector space model (VSM) that represents a docu-
ment as a vector of index terms. To remedy this problem, documents and que-
ries are optimized using NLP. In this paper, the architecture of the proposed 
tool is presented and it proposes a new approach over the traditional VSM by 
considering only the nouns and verbs of the documents extracted from NLP as 
the constituting terms for the VSM instead of the traditional term "word". Such 
a mechanism may raise the effectiveness of the Information Retrieval by  
increasing the evaluation metrics values. 

Keywords: NLP, Text Mining, Information Retrieval, Vector Space Model. 

1   Introduction 

Many Natural Language Processing (NLP) techniques [5], including stemming, part of- 
speech tagging, compound recognition, de-compounding, chunking, word sense disam-
biguation and others, have been used in Information Retrieval (IR). The core IR task we 
are investigating here is document retrieval. Several other IR tasks use very similar 
techniques, e.g. document clustering [2], filtering, new event detection, and link detec-
tion, and they can be combined with NLP in a way similar to document retrieval. Today, 
the amount of documents published on the internet grows dramatically, especially in 
education and e-learning activity and if the same information retrieval methods is used, 
then the time to find relevant document will also increase the same way. One possible 
solution is to develop software framework, which would improve the quality of current 
search engines and decrease time dedicated to searching process.  

2   System Architecture 

Our proposed system sends the optimized query to the search engine API [4]. This 
search engine API is a web service and it collects the top n documents from the search 
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engine like yahoo. The optimized query obtained by NLP is compared with the opti-
mized retrieved documents by cosine similarity measure [3] and it finds relevant 
documents to that query and displays them as a ranked list according to their similar-
ity score. The Fig. 1 shows the architecture of the proposed system. The uniqueness of 
our proposed method to the existing method is that it calculates the similarity measure 
for only the nouns and verbs of the query and documents optimized by NLP by using 
sharp NLP [1]. We used Sharp NLP parser to parse the English sentences in to sub-
ject, verb and object. The noun phrases and verb phrases are extracted from the parser 
and they are used for calculating the similarity measures.  

User
Query

Search
Engine API

Query and
Document
Matching

Ranked
Documents

Top n documents
From search
Engines

Optimized
Query by NLP

Optimized
Returned
Documents (BY
NLP)

 

Fig. 1. Architecture of the proposed System 

3   Experimental Setup and Evaluation Measures 

Traditional methods used text datasets but in this system, web documents are col-
lected using yahoo API and similarity measures are implemented on it. BOSS (Build 
your Own Search Service) is Yahoo open search web services platform. The applica-
tion was written in c#. The query is given to yahoo API and it returns the top n docu-
ments i.e., the xml documents and it contains the URL’s. Here, the value of n is set to 
10 i.e., it represents the first 10 documents retrieved by the search engine. With that 
URL’s the web pages are retrieved, optimized and then compared with the optimized 
query to get the relevant output. The relevant documents were ranked based on their 
similarity score. The system is tested with 50 queries which is represented as 5 sets 
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such as computer, graphics, multimedia, Internet and Games. Each set contains the 
related terms of ten queries. The Fig. 2 Compares the precision for these 5 query sets 
between the traditional VSM and NLP based VSM. It shows that the precision value 
of the proposed system is comparatively higher for all query sets. 

Accuracy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Q1 Q2 Q3 Q4 Q5

Queries

P
re
ci
si
o
n

NLP Based VSM

Existing VSM

 

Fig. 2. Accuracy of Retrieval Performance 

4   Conclusion  

Natural Language Processing (NLP) techniques have been used in Information Re-
trieval mainly for presenting the user the documents that best satisfy their information 
needs. NLP is used to retrieve the relevant documents and hence it improves the per-
formance. The Future work is extended to use the NLP for longer queries and also it 
should be combined with Word net for calculating the semantic similarity measures. 
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Abstract. For large collections of melodies, it is too slow to calculate the dis-
tance of the query object from all the test objects. A reasonably fast method is 
needed to coarse sieve and identify a set of closest tunes .One way to achieve 
this is by using nearest neighbour methods on indexed database. Graph Spectra 
[1] Indexing method, which index tunes using their Laplacian spectra have 
proved successful in finding nearest neighbours of a query melody. In this paper 
we propose a modified version of Graph Spectra indexing method called Ratio 
Graph Spectra. A comparison of commonly used geometric methods such as 
Earth Movers Distance (EMD) and Indexing methods specifically Graph Spec-
tra with Ratio Graph Spectra is conducted. We observed that R Graph Spectra 
indexing method outperformed other methods giving up to 80 % accuracy in re-
trieving nearest neighbour for a query tune.  

Keywords: Graph Spectra, EMD methods, Music Information Retrieval (MIR), 
Query by Humming, Laplacian Spectra. 

1   Introduction and Background  

Music Information Retrieval (MIR) is an interdisciplinary area of science concerned 
with developing theory as well as applications for effectively accessing and retrieval 
of musical information from a database. Presently music databases are arranged in a 
way similar to a normal database with metadata this has severe limitation with respect 
to retrieval. MIR systems are now being developed to look for variations of songs, 
catch music plagiarism, tune matching etc. This paper deals with only a small part of 
this research area and improves upon the existing graph based melody pattern match-
ing technique known as the Graph Spectra Indexing [1] method. It is found that me-
lodic contour is important to the perception of melody [2]; this contour is given by the 
pitch interval between two successive notes. When melody is transposed to another 
key, even then the melodic contour remains the same. It is this property of the melody 
that we wish to utilize. 

The laplacian spectra are commonly used for image feature characterization 
[1].This property of the laplacian spectra was utilized for characterizing tune’s fea-
tures [1]. A melody generally uses a subset of all possible pitches and different melo-
dies have different frequency of intervals. A graph for a melody is a time independent 
structure.  
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Let M be a melody i.e. a set of intervals of pitches { } { }, 
where m is the length of the tune. The graph G is then defined with vertex set V and 

edges such as   such that  

 

The graph gives the geometry of a melody, but in order to allow computations in met-
ric space, it is converted into an algebraic form; the most frequently used algebraic 
structure associated with graph is the Laplacian matrix L(G),which is given as the 
difference between degree matrix D(G) and the adjacency matrix A(G). Given a mel-
ody of length m =|M|, consisting of pitches, a Graph spectra index is created by com-
puting the modulus of eigenvalues of the Laplacian matrix L (G). Eigenvalues are 
sorted   in order of their magnitude to get the index. An example of a graph for the 
song in Fig1.shown below is depicted in Fig 2.  

 

  

Fig. 1. Song name - Kiss me fast Fig. 2. Directed Graph for “Kiss me fast” 
 

The first 16 notes of the song above have the pitch E, D, A, , A, E, C, G, E, C, D, A, , 
A, D, A. 

2   Modification and Experiments  

To be successful in matching tunes, the Graph Spectra method must produce similar 
indices for melodies that share topological similarities. However two similar tunes 
with varying length may end up having different spectra, unless the database objects 
as well as query tune are of same length, the Graph Spectra method will not yield the 
best results. This means having a fixed length of query and database tune. We propose 
a modified form of Graph Spectra indexing method called Ratio Graph Spectra, which 
is query/database tune length (number of notes) independent. The ratio of the length 
of the database tune to the length of the query tune  is denoted by R. The sorted 
eigenvalues for a database object are divided by the ratio R to obtain Ratio Graph 
Spectra of the object. R is given as          

 

The Athole collection of Scottish music is used as the database for conducting tests.It 
should be noted that the Athole collection contain songs with varying length. This 
implies that variants of the same song may or may not have the same length. In this 
experiment the proposed method will be tested for accuracy and comparison is made 
with commonly used geometric methods [2] .First, In order to test the genuineness of 
the proposed modification, a test sample of tunes is selected in such a manner that the 
sample tunes’ exact match and as well as its variants are available in the Athole col-
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lection. The classification of melody as a variant of a sample is based on human  
understanding of melodic similarity. Euclidian distance is used to measure distances 
between tunes’ spectres. K-nearest neighbours to query tune are analysed to check, if 
any variants of query are present in them or not. Table 1, gives the results for com-
parison between Ratio Graph Spectra with Graph Spectra and other commonly used 
geometric methods. Poot [3] implement these methods for the Athole collection. 

 
Table 1. Accuracy comparison of ratio graph 
spectra with EMD and its variants 

Table 2. Index comparison between graph 
spectra and ratio graph spectra 

Size(
k) 

Percentage Accuracy 

EM
D 

PT
D 

EM
D  

Grap
h 

Spec
tra 

R 
Grap

h 
Spec
tra 

100 64 68 56 56 80 

50 52 60 52 44 76 

10 36 32 44 24 44 
 

q
p Graph
Spectra

p Ratio
Graph
Spectra

Tune 
Dumfries 

House 
(#169) 

Dumfries 
House

Dumfries 
House

Length 170 107 107
41.78 27.76 44.1
30.61 19.69 31.28
23.22 15.27 24.26
20.59 12.72 20.21
12 7.98 12.68
12 7.54 11.98

1.29E 15 4.64E 15 7.37E 15
1.29E 15 1.46E 15 2.32E 15
7.15E 16 1.46E 15 2.32E 15
1.35E 16 1.30E 15 2.06E 15
7.00E 33 2.24E 31 3.56E 31

0 0 0  
 

 

In table 2, it can be observed that even the laplacian for exactly similar tunes of 
different length will be different. Comparison between eigenvalues of expected match 
(p) using Graph Spectra and Ratio Graph Spectra is shown for a query (q) tune.  

3   Conclusions  

The results from experiments show that the proposed R Graph Spectra method outper-
formed commonly used methods for tune similarity matching. Good results obtained 
during nearest neighbour retrieval with tunes of arbitrary length justify modification 
to Graph Spectra method. Ratio Graph Spectra allows for variable tune length, both 
for query as well as database tunes, which is generally the case.  
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Abstract. Measurement is fundamental to any engineering discipline. There is 
considerable evidence that object oriented design metrics can be used to make 
quality management decisions. This paper focuses on an empirical evaluation of 
object oriented metrics proposed by Chidamber and Kemerer across the two 
languages. Three projects in Java and two projects in C++ have been considered 
as input for the study. The resulting values have been analyzed to provide 
significant insight about the object oriented characteristics of the projects. 
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1   Introduction 

Object oriented systems continue to share a major portion of software development in 
the twenty first century. As customer base for these systems is on the rise, quality 
takes precedence. Lots of time, money and effort is spent in ensuring that the system 
is of the highest quality. One approach towards ensuring quality is by evaluating key 
attributes of the software through the use of metrics. The introduction and subsequent 
use of metrics as a means to evaluate the software quality has had deep and useful 
impact on the overall system. But the success of software quality assessment through 
metrics is hampered by the need for constant validation to ensure the accuracy of such 
predictions.  There are several metrics proposed in the literature to capture the quality 
of Object Oriented design. Several empirical validation studies have been attempted 
for various object oriented metric sets in [3], [4], [5], [6], [7], [8], [9]. Chidamber and 
Kemmerer’s suite of object oriented metrics is widely used and the most referred. 
They proposed six metrics – weighted method per class (WMC), coupling between 
objects (CBO), response for a class (RFC), depth of inheritance tree (DIT), number of 
children (NOC) and lack of cohesion in methods (LCOM). Amjan Shaik et al.[1] have 
done statistical analysis on CK metric suite by validating the data collected from 
student projects. Subramanyam et al [2] conducted an empirical analysis on a subset 
of CK metrics suite in determining software defects. The general conclusion is that 
these metrics are important indicators of external quality factors. Cartwright and 
Shepperd [10] studied the inheritance measures from the CK suite (DIT, NOC) and 
found that both these measures were associated with defect density of classes. 
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2   Research Objective and Evaluation Results 

Five projects have been considered for the study – three from Java and two from C++. 
The first project in Java is a standard library available as part of the Servlet package. 
This consists of the interface classes required to realize a web application using Java. 
The next project in Java is JForum which is open source software for a Java based 
discussion forum. It is being widely used among online communities to implement 
their discussion board. The final project in Java is ‘Online Ticket Reservation System’ 
which was a student project. For C++, two projects have been considered for the 
study and both were student projects. The first project is “Library Management 
System” for a college. The requirement specification was obtained from the existing 
Library management software and was used for this project. The next project is a 
“Graphical Scene Creator” which can be used to define and draw a scene comprised 
of basic shapes. 

The table below tabulates the CK metrics that were obtained for the projects. First 
the CK Metrics were calculated for all the classes of a project. Then their mean was 
found. Finally the values were normalized considering on the highest value for a 
metric among the projects and assigning a unity value to it. All other values for the 
same metric in other projects were then given a number relative to this maximum. 

Table 1. CK Metric values for the various projects considered for this study 

CK Metric Java #1 Java #2 Java #3 C++ #1 C++ #2 
DIT 0.98 1 0 .90 1 
NOC 0.25 0.36 0 0.89 1 
WMC 1 0.82 0.22 0.29 0.29 
CBO 0 1 0.32 0.58 0.70 
RFC 1 0.95 0.98 0.27 0.45 
LCOM 1 0.98 0 0 0.02 

 
The CK metrics clearly identifies a lot of characteristics of the underlying project. 

For example the Servlet program is seen having the highest WMC and LCOM. This is 
because being a library of classes; the application interface is given importance 
resulting in a high WMC. Also most public methods of a library will work upon only 
a subset of the class attributes resulting in a high LCOM as well.  

JForum software also has high CK Metric values. This is due to the fact that 
JForum is an inherently complex application with a lot of class interaction enabling it 
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Fig. 1. This shows a figure consisting of all CK metrics for the different projects 



 Comparative Analysis of CK Metrics across Object Oriented Languages 399 

 

to have many features supported with limited code. The three student projects (two in 
C++ and one in Java) have comparable CK Metric values. An interesting observation 
is that the DIT values are comparable between the Servlet package, the JForum and 
the student projects in C++ reflecting the fact that similar level of inheritance has 
been used. The student project in Java has not used inheritance which is evident from 
a value of 0 for NOC and DIT. 

3   Conclusion 

In this study, CK metrics have been measured for five projects in two object oriented 
languages and the results have been analyzed. This provides an idea of how the metrics 
are distributed among different types of systems in different object oriented languages. 
The metrics have then been used to interpret certain characteristics of the underlying 
system and make valuable assessment that can help in identifying problematic areas 
during the design and development of a system. This clearly indicates the usefulness of 
object oriented metrics like CK metrics in predicting the quality of an object oriented 
system. 
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Abstract. In this paper, we propose an integration of spatial and transform 
domains in LSB steganography (ISTDLS) where both the cover image as well as 
payload are divided into two cells each and RGB components of cell-1 are 
separated. The extracted RGB components of cover image cell-1 are individually 
transformed from spatial to transform domain using FFT/DCT/DWT and 
embedded differently, the components of cell-2 are retained in spatial domain 
itself.  

Keywords: Steganography, Cover Image, Payload, Stego Image, DCT, DWT, 
LSB. 

1   Introduction 

The desire to communicate between two entities in secrecy has existed since the 
beginning of human communication which can be achieved through steganography in 
recent data embedding techniques.  The steganography is an information embedding 
technique in which the secret information to be communicated is hidden in a data such 
as image, audio, video and text files [1].  The secret information is embedded into a 
data to derive stego object in such a way that the existence of it can’t be detected by a 
hacker and retrieved with a minimum distortion at the destination by an authorized 
person.  In modern steganography, normally the images are used as carrier of secret 
information since images have highly redundant insignificant data that can be replaced 
by the secret data by retaining the perceptual quality of stego object.  Mohan Kumar 
and Shunmuganathan [2] described a multilayered architecture for hiding executable 
files in 3D images. Samir Kumar Bandyopadhyay and Indra Kanta Maitra [3] 
proposed an alternative approach of steganography using reference image. Four bit 
image is converted into four shaded Gray Scale image which acts as reference image 
to hide the text. Moazzam Hossain et al., [4] proposed a variable rate Steganographic 
technique for gray scale digital image using neighborhood pixel information and 
psycho visual redundancy.  
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2   Algorithm 

Problem definition: The algorithm is given in Tale. 1 and the objectives are: 

1. To embed the payload into the cover image to derive stego image. 
2. High robustness with reasonable PSNR to be achieved. 

Table 1. ISTDLS Embedding Algorithm 

 Input: Cover image , Payload  
 Output: Stego image 

 
(i) Read the cover image and payload images 
(ii) Divide the cover image and payload images into two cells each of desired 

dimension 
(iii)RGB components are separated from both cover image and payload image 
(iv) The cover image RGB components of cell 1 are transformed from spatial domain 

to transform domain, where as the cell 2 components are retained in spatial domain 
itself. 

(v) Four MSB bits of payload cell 1 and cell 2 are embedded in the second and fourth 
LSB positions of cover image cell 1 and cell 2 respectively to improve security. 

(vi) Components in cover image cell 1 are transformed back to spatial domain and 
added with cell 2 components to generate stego image.  

3   Performance Analysis  

The PSNR values between cover image and stego image for different transform 
domains are compared in the Table 2. The ISTDLS with DWT has better PSNR 
compared to ISTDLS with DCT as well as individual transform domain techniques.  

Table 2. PSNR for different Techniques 

PSNR 
Images 

C1(512 x 512) 
PL(128 x 128) FFT DCT DWT 

 
ISTDLS 
(DCT) 

 
ISTDLS 
(DWT) 

CI:peppers 
PL: old image 

39.30 34.30 35.87 41.21 42.8 

CI:peppers 
PL: araras 

38.25 34.45 35.07 41.58 42.3 

CI:peppers 
PL: audrey 

 
37.00 34.31 35.22 41.3 42.7 

4   Conclusions 

In this paper both the cover image and payload are divided into two cells each and 
RGB components of only the cover image cell 1 are transformed into frequency 
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domain using FFT/DWT/DCT and retaining Cell 2 in spatial domain.  The four MSB 
bits of payload cell 1 and cell 2 are embedded in the second and fourth LSB positions 
of cover image cell 1 frequency coefficients and cell 2 spatial pixel values 
respectively.  
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Abstract. Problem statement: Providing an ageing strategy for Shortest Job 
First, keeping the waiting time as efficient as possible better than any other 
algorithm of similar kind. Approach: Relative waiting time and burst time of 
each process are compared to get an effective scheduling policy in a constant 
scheduling overhead. Result: Based on experiments and calculations, our 
algorithm have provided better waiting time than Highest Response Ratio Next 
(HRRN) in some cases, equal waiting time in most cases, very negligible more 
waiting time in some cases and a constant scheduling overhead. HRRN was the 
best known improvement on Shortest Job First till date. Conclusion: Our 
algorithm can prove very effective for batch processing systems and situations 
where burst time can be easily predicted. 

Keywords: CPU scheduling, shortest job first, highest response ratio next, 
starvation, scheduling overhead. 

1   Introduction 

There exist a number of proportional share scheduling algorithms [1], [2], [3], [4]. 
They have used the concept of assigning weights for fair distribution of CPU time 
among resources. We have used similar means for developing our algorithm. 

In this paper, we have discussed an improvement on SJF solving its starvation 
problem. SJF leads to minimum possible waiting time. Using it to our advantage, we 
have used the relative comparison of burst time & waiting time as an ageing strategy.  

We have divided our paper into following sections: Section 2 gives the 
introduction about related work done, Highest Response Ratio Next. Section 3 talks 
about materials and methods. Section 4 depicts about our algorithm to solve the 
problem of starvation. Section 5 tells that how our algorithm is implemented. Section 
6 compares the performance of our algorithm with HRRN and at last section 7 is 
conclusion. 

2   Related Work 

One of the best known improvements of SJF is Highest Response Ratio Next [5]. It 
uses the following equation (1): 
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Priority=1 + (Waiting time/burst time) (1)

Process with the higher priority as a result of above equation is allocated by scheduler 
first. HRRN though solving starvation problem does not fully utilizes the efficient 
waiting time offered by SJF as would be shown by us later. 

There have been numerous modifications done on HRRN to suit to a particular 
application need [6], [7], [8]. Our algorithm being pre-emptive & comparatively less 
overhead can replace HRRN quite efficiently in those applications. 

3   Materials and Method 

We have used the following equation (2) to decide which process is to be run next: 

P1b+P2w < P2b+P1w (2)

Where P1b, P1w are burst time and waiting time of a process respectively.P2b, P2w 
are burst and waiting time of another process.. Process whose burst time is added to 
wait time of another process to achieve the smaller value of the two should be given 
preference in scheduling order. If both the sides are equal then the process with 
shorter burst time is allocated to CPU. Starvation is solved because as waiting time of 
process having longer burst time increases, their chance to run next on the CPU 
increases.  

 
                                                 
 
 
 
 
 
 
 
 
                                         
 
 
 
 
 
 
 
 
 

Fig. 1. Algorithm 

1  first=initially_sorted_array() 
2  second=empty 
3  while(true){ 
4 if (interrupt){ 
5    if(new_process_runnable) 
6         add_process_to_second()  
7           put_interrupted_process_on_first() 
8         scheduler() 
9 } 
10 if(process terminates){ 
11     If (first is empty){ 
12         first=second 
13         second=initialize_new() 
14                  scheduler() 
15    } 
16 } 
17  } 
 

1  scheduler(){
2   If(second is empty) then 
3      top element of first p1 runs 
4 If(p1b+p2w<p2b+p1w) then 
5      top element of first p1 runs 
6 else if(p1b+p2w>p2b+p1w) 
7      top element of second p2 
                    runs              
8 else{ 
9    if(p1b<p2b) then 
10        top element of first p1 runs 
11  else  
12    top element of second p2     
                    runs   
13 } 
14  } 
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4   Algorithm 

We sort all the process at a time t according to their burst time and place them in a 
first array. These processes being sorted in ascending order as per the equation  
are given the entirety of their burst time to run when scheduled. When a new process 
arrives it is placed into a second array which is also sorted in ascending order with  
the help of above equation. Interrupted process would always be at the top of the  
first array.  So, the top element of both the arrays contains the best two processes 
which can be scheduled next to achieve minimum waiting time. Therefore, we use  
the equation to compare the top element of both arrays and choose whichever  
gives less value. Let p1 be the process at top of first and p2 at top of second. Fig.1 
describes it. 

5   Implementation 

We have used an array named first to contain the initially sorted processes. We 
initialize another array named second to contain the processes arriving dynamically at 
any time t second is initially empty. Following terms are further defined. 

• Gbw which is abbreviated as global waiting time 
• P1wf is waiting field time of a process 
• Gbw=total amount of time ongoing schedule of processes have been allowed 

to run 

• Waiting field time of the newly runnable process which is inserted into 
second array is minus of gbw. 

• Waiting field time of currently executing interrupted process is equal to 
current waiting field time of interrupted process+( minus of time process 
have executed in its current run).  

• Reduce the burst time of interrupted process accordingly depending on the 
time left un-allocated. 

See, in the equation (3) to calculate the waiting time of a process we add the global 
waiting time to the process individual waiting field time. This sum is then used in the 
equation as a process waiting time. 

P1w=P1wf+gbw (3) 

 

Fig. 2. Data Structure for Rail Road 
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In the figure drawn below: I1 with burst-time 5 arrives at t=3, I2 with burst time 9 
arrives at t=9. We’ve shown some of the steps in the implementation till t=9. 

 

 

Fig. 3. At time t=0 

 

Fig. 4. At time t=3 

 

Fig. 5. At time t=6 

 

Fig. 6. At time t=9 

6   Comparison and Performance 

Initially the processes can be sorted using insertion sort- O(n),RB-tree-O(log h).This 
over-head is incurred in any scheduling algorithm which aim at a specific criteria like 
less waiting time, fair share allocation. Whenever a new process comes in, it also 
needs to be inserted at a proper place. This overhead is also same in our and other 
scheduling algorithms. Our scheduling time overhead is O(1) because scheduler just 
needs to compare the top two elements of both arrays to decide which one to run next. 
Whereas, in HRRN scheduling time overhead is O(n) on each scheduler invocation. 
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Of course HRRN sorts the processes when a previous running process have 
finished, while our strategy inserts the process as soon as it is brought in. In our case, 
we have to insert the newly arrived process with the help of insertion sort. While in 
case of HRRN no of iterations performed would be the number of processes present. 
In our strategy only in the worst case n iterations would be performed, while in 
HRRN it happens on each scheduler invocation. Also, the expensiveness of division 
operation performed in each of n iterations of HRRN decreases its efficiency all the 
more [8]. 

Look at table 1, initially process priority order to run is P4>P2>P3>P1. After P4 
executes, priority order changes to P1>P2>P3. This happens because we are 
considering ratio to find the priority of process. This ratio would keep on changing 
depending on increase in waiting time. In our strategy once a process is inserted in 
ordered manner it won’t change its order of execution. Therefore, no of process 
remaining same, HRRN would have to sort them again to determine the one with 
highest priority [8]. 

Table 1. Comparison between Rail Road and HRRN 

Name Waiting/burst 
time 

Burst 
time 

Waiting 
time 

 
P1 0.333 30 10 
P2 0.375 40 15 
P3 0.34 50 17 
P4 0.383 60 23 

HRRN is non-preemptive in nature [7] but our algorithm is pre-emptive in nature. 
If the incoming process would satisfy the equation to run next, then it would be next 
given processor time. Also longer process wouldn’t starve as after a while the 
equation would not satisfy for incoming shorter process. Thereby, we offer better 
responsiveness than HRRN. 

We’ve written a simulator in C to calculate the effect of our strategy & HRRN 
when no of processes are large. We’ve considered a initial set of process, with new 
process interrupt arriving at different time of execution. We’ve drawn the graph for up 
to 50 processes. For varying distribution of processes we can clearly see as number of 
process increases our strategy offers much better waiting time than HRRN [Figure. 7]. 
Also, the number of iterations in our algorithm is significantly less as compared to 
HRRN [Figure. 7]. This is a major advantage as so many complex division operations 
are avoided.  

7   Conclusion 

Our algorithm is more suitable for batch processing of programs where burst time can 
be easily predicted. It is also useful among users who happen to use the same share of 
daily programs. We have provided an improvement of waiting time and scheduling 
overhead on HRRN which is the best known modification of SJF in a constant 
scheduling over-head of O(1). This algorithm is also applicable in all real life 
scheduling situations with its less overhead. 
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Fig. 7. Comparison between HRRN and Rail Road 
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Abstract. Data warehousing and on-line analytical processing (OLAP) are 
essential elements of decision support, which has increasingly become a focus 
of the database industry. Data warehouses support business decisions by 
collecting, consolidating, and organizing data for reporting and analysis with 
tools such as online analytical processing (OLAP) and data mining. In this 
paper address approaches and choices to be considered when designing and 
implementing a data warehouse. The paper begins by contrasting data 
warehouse databases with OLTP databases, introducing OLAP and then adds 
information about design issues. 

Keywords: Data Warehouse, OLAP, Schema, Dimension. 

1   Introduction  

Data warehousing is a collection of decision support technologies, aimed at enabling 
the knowledge worker (executive, manager and analyst) to make better and faster 
decisions. A data warehouse is a “subject-oriented, integrated, time varying, non-
volatile collection of data that is used primarily in organizational decision making.” 
The data warehouse supports on-line analytical processing (OLAP), the functional 
and performance requirements of which are quite different from those of the on-line 
transaction processing (OLTP) applications traditionally supported by the operational 
databases.  

2   Data Warehouse, OLTP and OLAP  

A relational database is designed for a specific purpose [1, 2, 3]. Data Warehouse 
Database is designed for analysis of business measures by categories and attributes. 
OLAP Database is designed for real-time business operations. 

2.1   Data Warehouse Support for OLTP Systems 

A data warehouse supports an OLTP system by providing a place for the OLTP 
database to offload data as it accumulates, and by providing services.   
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2.2   OLAP as a Data Warehouse Tool  

Online analytical processing (OLAP) is a technology designed to provide superior 
performance for ad hoc business intelligence queries.  

3   Data Warehouse Designing: Prerequisite  

On designing of a data warehouse, it is imperative that the architectural goals of the 
data warehouse are to be clear and well understood.  

3.1   Data Warehouse Architecture Goals  

A data warehouse exists to serve its users such as analysts and decision makers. A 
data warehouse must be designed to satisfy the following requirements:  

a. Deliver a great user experience: user acceptance is the measure of success.  
b. Provides a central repository of consistent data.  
d. Answer complex queries quickly.  

4   Developing the Data Warehouse: Details  

The phase of a data warehouse project generally starts with identifying requirements 
and ends with deploying the system.  

4.1   Identify and Gather Requirements  

Identify Sponsors: A successful data warehouse project needs a sponsor in the 
business organization.  

4.2   Designing the Dimensional Model  

The model design must result in a relational database that supports OLAP cubes to 
provide "instantaneous" query results for analysts [4, 5, 6]. A typical dimensional 
model uses a star or snowflake design that is easy to understand and relate to business 
needs.  

4.3   Designing the OLAP Cubes  

Typical OLAP queries slice and dice different parts of the cube comparing 
aggregations from one level to aggregation from another level.  

5   Developing the Data Maintenance Application and Analysis  
Application  

The data maintenance applications, including extraction, transformation, and loading 
processes, must be automated. OLAP cubes and data mining models are constructed 
using Analysis Services tools.  
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6   Testing and Deploying the System  

It is important to involve users in the testing phase. After initial testing by 
development and test groups, users should load the system with queries.  

7   Conclusion  

Data warehousing approaches and techniques are well established, widely adopted, 
successful, and not controversial. The key to data warehousing is data design. The 
remaining tasks flow naturally from a well-designed model: extracting, transforming, 
and loading the data into the data warehouse.  
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Abstract. Ad hoc Network is a wireless network with a group of wireless hosts. 
It does not depend on any existing network infrastructure such as base stations 
or routers for its assistance. Energy consumption of the nodes is an important 
issue while designing Ad hoc network. This paper presents an analysis of 
selected multicast routing protocols for a selected scenario under wireless Ad 
hoc network environment. The results from our analysis showed the suitability 
of PIM and DVMRP in large scale scenarios.  
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1   Introduction 

Ad hoc Networks provide rapidly deployable mobile infrastructures which introduce 
several constraints while designing protocol. Nodes within Ad hoc network must 
utilize limited bandwidth and conserve battery power. Energy conservation is one  
of the important factors to be considered while designing Ad hoc networks [1]. 
Multicasting is used in group-oriented application where the need for one-to-many 
data dissemination is quite frequent. It reduces the communication costs by 
minimizing the link bandwidth and delivery delay [2]. Energy consumption varies 
based on number of nodes and protocol implemented [3].  

2   Related Works 

The paper [4] presents an architectural analysis of multicast routing protocols for 
wireless Ad Hoc networks. In which he has discussed about the advantage and 
disadvantage of tree-based and mesh-based multicast routing protocol. The author of 
paper [5] presents a design, implementation and performance evaluation of ODMRP 
in a multihop wireless networks. The paper [6] presents a power aware on-demand 
multicast routing protocol for maximizing the network life time. In [7] author has 
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discussed about the proactive and reactive multicast routing protocols over a wireless 
mesh network. 

3   Multicasting Protocols 

Different routing protocols have been proposed to reduce the energy consumed by the 
node. Multicast routing can be used in path, tree and mesh based network. ODMRP, 
DVMRP and PIM are some of the multicast routing protocol for Ad hoc network [8].  

DVMRP is based on distance vector routing algorithm. In this protocol, each router 
maintains a multicast routing table by exchanging distance vector information among 
routers [1]. Once a tree is created, it broadcasts the datagram packet from source to 
destination. If a member wants to join the group a graft message is sent and a new 
branch is created. Prune message is sent to truncate the branch. ODMRP is on 
demand and mesh based protocol that forwards data packets from source to receivers 
by creating mesh [9]. It applies on-demand procedures to dynamically built routes and 
maintains multicast group membership. When a multicast source has packets to send, 
it floods a member advertising packet with data payload attached. PIM is a multicast 
routing protocol that runs over existing unicast infrastructure. PIM provides one to 
many and many to many distributions of data over networks. PIM consist of two 
separate protocols, namely PIM Dense Mode (PIM-DM) and PIM Sparse Mode 
(PIM-SM). Main difference with DVMRP and PIM is its independence from 
underlying unicast routing operation. 

4   Experimental Results  

Based on various multicast routing protocol the consumption of energy are to be 
considered here. Simulation is carried out by varying the number of nodes and also by 
using various multicast routing protocols such ODMRP, DVMRP and PIM. The 
energy consumed by the network by using ODMRP has a minute variation with the 
increase in the node density. 

 

 

 

 

Fig. 1. Energy Consumption 
Using DVMRP 

Fig. 2. Energy Consumption  
Using PIM 

Fig. 3. Energy Consumption  
Using ODMRP 

Fig 1 and Fig 2 shows that the energy consumed by the network using the protocols 
DVMRP and PIM are similar as the node density increases. Fig 3 shows that the 
energy consumed by the network by using ODMRP has a minute variation with the 
increase in the node density. 
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5   Conclusion 

Our study of this work started with an idea of studying about the various multicasting 
routing protocols and their use in wireless sensor networking environment. We 
succeeded in uderstanding the situational and scalability utilization of the protocols.  
But this experiment is performed with a selected number of protocols.  In future we 
are concentrating on the energy model based framework useful for military 
application.  As a future work we are trying to enhance the study by considering more 
protocols.  
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Abstract. This paper proposed an intelligent fuzzy logic based computer vision 
system for classification of whole cashew kernels by assigning the grades. 
Proposed approach is divided into various phases. Image acquisition phase 
captures images of the cashew kernel under investigation. Pre-processing phase 
smoothes acquired image to handle distortion. The cashew part (region of 
interest) is differentiated from the background part of the image in segmentation 
phase. In this system color along with other morphological features such as 
length, width and thickness are considered as essential features, and extracted in 
the feature extraction phase. Obtained quantitative information is fuzzified and 
taken as input to the fuzzy inference system (FIS) during the fuzzy 
classification phase. Final grade of the cashew kernel is decided based on the 
result of the classification.   

Keywords: Cashew kernel, Computer vision system, Fuzzy inference system, 
Grade, Quality. 

1   Introduction 

Cashew is one of the most popular and important commercial crop in India. India is 
second largest producer of raw cashew nut and the largest exporter of processed 
cashew nut. International markets for the cashew nut are still expanding, at the same 
time quality requirements and standards are increasingly applied to suppliers. To 
ascertain the quality, the grade standard has been designed by considering the color 
and the size of the cashew kernel as important characteristic as given in Table 1 and 
Table 2.  

With exception of few mechanical methods, cashew kernels are mostly graded 
manually by skilled labor, employed only for grading, but the quality decisions may 
vary among the graders and are inconsistent. Grading systems based on mechanical 
instruments, optical devices and computer vision principles are in existence. The 
Mechanical grading system is not appropriate for grading because of direct contact 
which can cause the damage to the cashew kernel. On the other hand, optical grading 
devices utilize light with certain wavelength reflected from the object, to assess 
quality. This kind of optical devices cannot be used for the size or shape based grading. 

Inspection and grading of the whole cashew kernels using computer vision provides 
an alternative to manual, mechanical and optical methods because it offers automated, 
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high speed, non-destructive and cost-effective technique [3]. In [2], computer vision 
based classification of pistachio nut using neural network has been introduced, in 
which morphological features and fourier descriptor of the boundary has been 
considered as important feature to classify the pistachio nuts. Similarly, it is also 
possible to develop the automatic grading system for the whole cashew kernels using 
computer vision. In [1], the physical properties of the raw cashew nut and cashew 
kernel have been evaluated, which plays vital role in designing the cashew kernel 
grading system. Designing such equipment without taking the physical properties of 
cashew kernel into consideration may yield poor results. Neural network and the fuzzy 
logic have been successfully implemented for decision making in control system [3]. 
As the grading standard for cashew kernels are defined, fuzzy logic is appropriate 
because of the presence of the imprecision. 

Table 1. Color characteristic of whole cashew kernels 

Cashew Kernel  Type Color Characteristic  
White Whole (W) Cashew kernels shall be white and free from damage. 
Scorched Whole (SW) Cashew kernels shall be light brown and free from damage. 
Dessert Whole (DW) Cashew kernels shall be dark brown, it may show deep black 

spot and free from damage. 

Table 2. Weight characteristic of whole cashew kernels 

White 
Whole 
Grades 

Number of 
Kernels Per  

454 gms. 

Scorched 
Whole 
Grades 

Number of  
Kernels Per 

454 gms. 

Dessert 
Whole 
Grades 

Number of 
Kernels Per  

454 gms. 
W180 170-180 SW180 170-180 DW No sepcification  
W210 200-210 SW210 200-210   
W240 220-240 SW240 220-240   
W280 260-280 SW280 260-280   
W320 300-320 SW320 300-320   
W400 350-400 SW400 350-400   
W450 400-450 SW450 400-450   
W500 450-450 SW500 450-450   

2   Methods and Material 

The samples of whole cashews of different grades, used in this study were collected 
from Orbitta Exports, one of the cashew production companies of Gujarat.  Initially the 
different samples of the each grade are taken and weight of each cashew kernel is 
measured individually with accuracy of 0.001 gm.  

Cashew classification system consists of two digital cameras placed in front and top 
of cashew sample under investigation at distance of 15 cm from the sample position as 
well as perpendicular to each other, an image capturing box, fluorescent lamp and 
computer system. Image processing toolbox in the MATLAB is used as image analysis 
and image processing software. Fig. 1(a) shows the system architecture of the cashew 
classification system. 
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             (b)                                        (d) 
                    
                                                            
                  
 

                          (a)                                                     (c)                                         (e)                     

Fig. 1. (a) System Architecture (b) RGB top view (c) RGB front view (d) Binary top view (e) 
Binary front view of cashew kernel 

2.1   RGB Image Acquisition 

Image acquisition involves capturing of RGB front and top view images of each 
cashew kernel under study. These RGB images are as shown in fig. 1(b) and 1(c).  

2.2   Preprocessing and Segmentation 

3x3 average filter is used to smooth the image during Preprocessing phase. Because of 
black background, obtained histogram is always bimodal as shown in fig. 2(b). 
Threshold segmentation differentiates the cashew kernel region from background and 
converts the gray scale image into the binary image as shown in fig. 1(d) and 1(e). 

 

 
 

                        (a)                                  (b)                                                     (c) 

Fig. 2. (a) Preprocessing and Segmentation (b) Bi-modal Histogram of cashew kernel image (c) 
Morphological feature extraction  

2.3   Feature Extraction 

To estimate the weight of the cashew kernel, quantitative information of the 
morphological features like Length (L), Width (W) and Thickness (T) are extracted by 
dividing the cashew kernel region into ‘n’ samples as shown in fig. 3. As the shape of 
cashew kernel is irregular, for better accuracy, averaging of these samples using 
equations (1), (2) and (3) is calculated. 

 

 

Fig. 3. Division of cashew kernel region into ‘n’ samples 
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                      Length (L) =    L1+L2+ …. +Ln-1+Ln                                                                     (1) 

                                                             n 

                     Width (W) =   W1+W2+ …. +Wn-1+Wn                                                                     (2) 

                                                            n 

                   Thickness (T) =   T1+T2+ …. +Tn-1+Tn                                                                          (3) 

                                                            n 

2.4   Classification 

In order to classify the whole cashew kernel, in this method two level of classification 
has been employed. In the first level, cashew kernel is classified based on its color 
characteristic and in the second level it is classified on the basis of its weight. 

Color based Classification. At the first level of classification, cashew kernel is 
classified as whether it is white whole, scorched whole or dessert whole. Initially 
RGB image is converted to gray-scale image, then the average intensity of the pixels 
that belongs to the cashew region in the gray-scale image is determined and this 
intensity value is used for color based classification of the cashew kernel. 

 

 

 

 
                        (a)                                                                          (b)                           

Fig. 4. (a) Color information extraction (b) Fuzzy inference system 

Weight based Classification. In second level, Fuzzy Inference System (FIS) is 
designed to estimate the weight of the cashew kernel. Fuzzy inference is the process of 
formulating the mapping from given input to an output using fuzzy logic [4]. In the 
FIS, extracted value of the length, width, and thickness are interpreted as linguistic 
input variables and the cashew weight is considered as linguistic output variable. 

 

                                           
  
 

         If    length=240 AND   width=240   AND thickness=240  then  Weight = 240 

Fig. 5. Application of AND operator in rules 

Fuzzification. The first step is to take the inputs and determine the degree to which 
they belong to each of the appropriate fuzzy sets via membership functions. Linguistic 
input variables ‘length, width and thickness’ and output variable ‘weight’ are fuzzified 
using trapezoid membership function because for more than one value of input, it is 
possible that membership function gives value 1, as shown in fig. 5.  
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Applying AND/OR operator. There are eight fuzzy sets have been defined for each 
input variable, therefore at most 512 rules are possible with AND operator. The fuzzy 
operator AND is applied on three inputs to obtain the result of the antecedent for that 
rule. This resultant will be applied to the output function. This procedure is shown in 
fig. 5. 

Rule aggregation. Rule Aggregation is the process by which the fuzzy sets that 
represent the outputs of each rule are combined into a single fuzzy set. 

 

 

Fig. 6. Rule viewer 

Defuzzification. The final desired output for each variable is generally a single 
number. Therefore, the aggregation of fuzzy sets must be defuzzified in order to 
resolve a single output value that indicates the weight of the cashew kernel. 

2.5   Final Grading 

The grade of the cashew is decided based on the result of these two classifications. If at 
first level, cashew is classified as white based on the estimated color and at second 
level as 240 based on the weight, then the cashew is graded as W240.  

3   Conclusion 

More than 100 samples of each grade are collected which results into a total of more 
than 1700 samples and form the data set. The sample data set is partitioned into 
training set which consists of 66% of total samples and remaining 34% forms the 
testing set. Training set is used to trim down fuzzy rules from 512 to 61 and testing set 
is used to validate the final rules. Implementation of Fuzzy logic based computer 
vision system for classification of whole cashew kernel is an effective and efficient 
technique that provides automated, non-destructive, high speed solution with classifier 
accuracy of 89%.for cashew kernel grading. 
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Abstract. Commercial, scientific, and social activities are increasingly becom-
ing dependent on Web database applications. Worldwide implementation of  
database applications demands the need of new tools that allow testing web ap-
plications against security issues along with perfect handling the unique fea-
tures of these systems. Structured query language (SQL) injection has become 
one of the most serious security threats for web based applications. There are 
automated ways to test the applications written in imperative and structured lan-
guages. However, it is still a challenge for the engineers as the sources of SQL 
injection vulnerabilities vary widely. Moreover the proposed testing approaches 
still lack the issue of generating adequate test data sets in order to detect SQL 
injection vulnerabilities. In the present work we propose a new efficient com-
prehensive approach to test these applications for SQL vulnerabilities. The ap-
proach is novel and experimental result claims its efficiency. 

Keywords:  SQL injections, Database Testing, Information security. 

1   Introduction 

The world wide use of internet has urged a wide range of web services such as online 
stores, social network services, Business network, e-commerce applications etc. Data-
base (DBs) plays a central role in all these above mentioned operations. A lot of effort 
has been put in to ensure both the work efficiency and protecting the integrity of data 
stored, via the algorithms and data structures used by DBMSs.  On the other hand little 
attention has been given to the security issues related to these database systems. To-
day’s organizations are highly dependent on applications that heavily interact with 
databases by generating and issuing queries to database systems to perform necessary 
tasks.  DBs application programs are mostly written in semi declarative language, such 
as SQL, or a combination of imperative and declarative languages. Nonetheless the 
programs written in imperative languages can be tested using white box or black box, 
depending on the tests. However the existing testing techniques are designed explicitly 
for imperative languages, and therefore are not directly applicable to the DBs applica-
tion programs. SQL injection technique is maliciously used to obtain unrestricted data 
access to DB by inserting maliciously crafted strings to SQL queries via a web applica-
tion. In Literature, different approaches were proposed in different times for the detec-
tion and testing of SQL injection attacks including SQLunitGen, Sania, SQLrand, 
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SQL-IDS, SQLCheck, SQL mutation etc, where some of them includes white box 
testing part too [1]. In this paper we propose an inclusive approach which is Injection 
Sensitive for testing DBs applications. It is based on input validation test and diversi-
fied validation rules based on exhausted rule library. As an example, In case of online 
banking there are two fields: User name and the corresponding password in the user 
table. When the credential are submitted, they are inserted in a query template which is  

Statement = "SELECT * FROM users WHERE login = '" + $user_id + "' AND     
Password = password '" + $pwd + "';" 

Instead of a valid user name the attacker can use ‘ or 1=1; --then  

WHERE login = ‘' or 1=1; --’’ AND Password = password '’any text’';" 

The single quotes balance the quotes in the predefined query, and the double hyphen 
out the remainder of the query. In this case the password becomes irrelevant and may 
be set to any character string.  

2   Proposed Approach 

The proposed approach in this paper consists of mainly four steps. 

Input Validation Scheme 

Secure Input: Input validation is a secure way to verify the user input. A negative 
security model (black list) allows more abundant input data than a positive security 
model (white list). Another way to sanitize content is to encode the process. It is help-
ful when the range of input that is allowed cannot guarantee that the input is safe. This 
can be anything from stripping a null from the end of a user supplied string to escape 
out values so they are treated as literals [2].  
 
Input validation test: Besides this, in many cases individual fields require specific 
validation. The implementation of one rule to constrain all inputs may lead errors in 
decision process. Choosing proper rules is a challenging issue and the initial burden 
of the solution falls on the application developers. To avoid this we use the automatic 
validation scheme, which can create diversified validation rules produced by an 
automatic mechanism [3]. The backbone of the mechanism is an exhausted rule li-
brary where an automatic mechanism chooses proper rules for validating input data 
accurately and implements a system which is designed to protect websites from at-
tack. 
 
Web service instrumentation: Aspect-oriented programming (AOP) programming 
paradigm is used for web service instrumentation which isolates secondary or sup-
porting functions from the main program's business logic. In practice, here AOP is 
used to intercept key web service execution points and introduce the vulnerabilities 
detection mechanisms. It detects vulnerabilities by automatically identifying all the 
locations in the web service code where SQL commands are executed [4]. 
 
Crafting Test Cases: In the third phase we need to generate attack input test cases 
based on the rules mentioned in the previous phases. These test cases will include 
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parameter values that attempt to inject the SQL queries. This attempt will expose all 
the loopholes in the web application. A set of malicious values are inserted by apply-
ing the rules in the validation rule library.  

3   Implementation and Results 

This new approach was implemented in a Java-based web application with a list of 
attack codes in XML. One of the applications used to test the approach is a web portal 
to share paid research articles. The new approach is used to discover the SQL injec-
tion vulnerabilities. In order to compare the results, a freeware tool “Paros” has been 
used. Our technique was able to identify 17 vulnerabilities where as Paros can iden-
tify only 6.   

Table 1. Analysis of False Positives 

Tool No. of false positives Description 

6 Length of code too long 

3 Backslash mistaken 

1 Authentication failed 

Injection  
Sensitive 
Approach 

12 

2 Failed to delete inserted SQL query 

16 Content of the page was changed after editing Paros 39 

23 Including rest all 

Our approach injects the malicious code based on the proper validation rules that 
are determined runtime. This stands helpful in exposing context based vulnerabilities 
by targeting pinpointed attacks. This approach also reports false positives results.  
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Abstract. Most of the ultrasonic distance measurements are based on the de-
termination of the Time of flight. Digital signal processing techniques for ob-
taining high accuracy in ultrasonic distance measurements are presented in this 
paper. The proposed method employs a Wavelet Transform or Short Time Fou-
rier Transform to extract the envelope of the reflected pulse echo, together with 
a Cross-correlation pulse detection algorithm for Time of flight estimation. The 
simulated system consists of five elements transducer array as both transmitter 
and receiver. The transducer array is formed by aligning the transducers with 
minimum spacing between elements of 2 wavelengths. The results show the ac-
curacy with the theoretical value. The simulation for the above said application 
has been implemented using LabVIEW (Laboratory virtual instrument engi-
neering workbench) developed by National Instrument, is a graphical Pro-
gramming environment suited for high-level or system level design. Advantage 
of this approach is the flexibility and very rapid development time offered by 
this graphical programming software. 

Keywords: LabVIEW- Time of flight – ultrasonic phased array, beam steering, 
ranging – DSP. 

I   Introduction 

Ultrasonic sensors are widely used to measure object distance in air. The operating 
principle is based on the measurement of the Time of flight (T.o.F.), that is, the time 
necessary for an ultrasonic wave to travel from the transmitter to the receiver after 
being reflected from the target. The object distance from the transducer R is given 
[1][3][4] 

                               R=Cx(T.o.F.)/2                                                        (1) 

where c is the velocity of sound (air medium 340m/s). The main motivation for this 
problem of Time of flight estimation stems from aiming to design a prototype, of Sen-
sory aid for the visually impaired. For this application Ultrasonic phased array sensors 
are used to transmit/ receive sound waves in air. Ultrasonic sensors are widely re-
garded as simple and inexpensive devices to sense the proximity of objects. Their 
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ability to provide relatively accurate geometrical information concerning the exis-
tence, the localization, and the nature of insonified objects. This simulation uses 
Pulse-echo technique to generate ultrasonic waves. With this method a short train of 
waves is generated, enabling the same transducer to be used both as a transmitter and 
as receiver. 

In most basic sense, a phased array system utilizes the wave physics principle of 
phasing [9], varying the time between a series of outgoing ultrasonic pulses in such a 
way that the individual wave fronts generated by each element in the array combine 
with each other to add or cancel energy in predictable ways that effectively steer and 
shape the sound beam. This is accomplished by pulsing the individual probe elements 
at slightly different times. Frequently the elements will be pulsed in groups to im-
prove effective sensitivity. The wave fronts in turn combine constructively and de-
structively in to single beam that travel in a particular direction. If there is an object in 
the path of this pulse, part or all of the pulse will be reflected back to the transmitter 
as an echo and can be detected through the receiver path. The beam can be dynami-
cally steered through various angles, focal distances in such a way that a single probe 
assembly is capable of scanning across a range of different perspectives. So that a 
scan from multiple angles or with multiple focal depths can be performed in a small 
fraction of second. The returning echoes are received by the various elements or 
groups of elements, amplified, and time shifted as necessary to compensate for vary-
ing delays and then summed. Then by using Digital Processing Algorithms Time of 
Flight of the sensor is calculated. 

In this paper ultrasonic transducer array of 5 elements arranged in column is con-
sidered. Each element is excited with a delay for steering angle θ [9] is given by 

               Δtn = nd/c (sin θ) + t                                            (2) 

where d is the distance between the elements. The reflected signals are summed and 
denoised using Wavelet Transform. Envelope is detected using Hilbert transform. The 
transmitted and echo pulses are digitized, and their cross-correlation is computed in 
digital form. The time index of the peak of the correlation function measures the delay 
between the two signals that is the Time of flight. 

2   Principle of Operation 

Measurement of the Time of flight can be considered in the general framework of 
time delay estimation. Each element of the transducer array is excited by the time 
sequence pulse that propagates at any desired azimuth angle in the transmission me-
dium and reflects back to the sensors after a delay. The Time of flight measurement 
system has to determine this time interval. The propagating medium introduces at-
tenuation that increases with frequency, and can distort the reflected wave.   

The simplest and most common way to detect the echo signal is the threshold 
method, where detection occurs when the signal crosses a given amplitude level [1]. 
Although it has proved to be simple and cheap, the technique may suffer from poor 
resolution, particularly when the echo pulse has been greatly attenuated. An im-
provement consists in the adoption of an adjustable amplitude threshold, in which 
case detection does not depend on the magnitude of the signal but only upon its shape 
[3]. In the presence of noise due to air turbulence, and/or mechanical vibrations close 
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to the transducer operating frequency, both methods are known to achieve a repeat-
ability of some tenths of the ultrasonic wavelength. This corresponds to different dis-
tance values, In fact, the received echoes reach the threshold level some time after the 
exact beginning making the target to appear slightly farther away than it actually is. 
The cross-correlation method is generally used as signal processing algorithms can 
provide improved resolution at least comparable accuracy. 

To Calculate the Time of flight a suitable mathematical model [12] of the transmit-
ted ultrasonic signal is considered: 

S (t) = A tm e-t/u cos (2πft+Ф), Where A, f and Ф are the pulse amplitude, frequency 
and phase respectively, while m and u are parameters that depend on the type of ultra-
sonic transducer and model the echo waveform envelope. Actually, the parameter m 
models the initial finite slope of the pulse, while the parameter u determines the final 
one. It must be noted that actual transducers always produce pulses with both m > O 
and u > O [5].    

The method by which a linear array may be excited to produce a wave front which 
propagates at any desired azimuth angle is illustrated in Fig. 1(a) [11]. In this figure, 
the time sequence of excitation pulses to each of the elements is indicated on the left 
side of the array. First, the top element is excited which produces a circular wave 
front which propagates towards the right into the air medium at any desired steering 
angle. A short time later, the second element is excited which also propagates in to the 
air medium. This process continues until the last element has been pulsed.  

     
                  Fig. 1(a).                                                                    Fig. 1(b). 

Fig. 1. Steering of ultrasonic beam using 5 element phased array (a) in the Transmit mode (b) 
in the receive mode 

Figure 1(b) [11] shows block diagram for receiving an echo. The echo is incident 
on each array element at a different time interval. The received signals are electroni-
cally delayed so that the delayed signals add in phase for an echo originating at that 
steering angle. For echoes originating elsewhere, at least some of the delayed signals 
will add out of phase. 

3   Modelling of Ultrasonic Signals 

The Ultrasonic signal generated can be represented mathematically [12] as 

                                     S (t) = A tm e-t/u cos (2πft+Ф)                                        (3) 

The transmitted signal of ultrasonic phased array is as shown in the figure 2(a).  The 
signal is generated using f = 40 kHz, m = 3.6 E-4 and u = 2. The time sequence of the  
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                        Fig. 2(a).                                                                     Fig. 2(b). 

Fig. 2. Front panel showing the ultrasonic wave for steering angle of 100   (a) Transmitted signal   

(b) Reflected signal with delay and noise 

excitation signal is calculated using equation (2). The interelement distance is consid-
ered to be twice the wavelength [9][10]. 

The transmitted signal is a noise free signal, while the received echo signal is an at-
tenuated and delayed version of S(t). The source code is constructed in LabVIEW’s 
Graphical programming language. A LabVIEW program called as virtual instrument 
has two main parts, the front panel and the block diagram. The front panel is used for 
user interactions and display of results. The block diagram is used for designing the 
source code. Figure 2(a) is the front panel of Virtual instrument in transmit mode. The 
Time of flight measurement is performed by considering the digital received echo 
signal and can be represented as  

R(nT)=A(nT-T.O.F)me-(nT-T.O.F)/uos(2πf(nT-T.O.F)+Ф)+W(nT)                      (4) 

Where T is the sampling period, T.O.F is the time of flight, A is the amplitude of the 
received signal W(t) is the white Gaussian noise with zero mean. The Reflected signal 
of the phased array is as shown in figure 2(b). The amplitude of the reflected pulse 
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signal is dependent on the atmospheric attenuation which is dependent on distance d 
is given as [3] 

                                A(d)=Aexp(-άd)/d                                                  (5) 

where ά is the c oefficient of attenuation in air (1.6E-11 f2dbsg2/mm). The echoes at 
each array elements are amplified and then delayed so that they can be simultaneously 
added by the summer. The envelope of the echo is then detected for Time of flight 
calculation. 

4   Time of Flight Calculation 

An important and difficult step in Time of flight estimation is to recover the envelope 
from the noisy reflected signal. The distorted reflected signal at the output of summer 
is as shown in figure 2(c). 
 

     

   Fig. 2(c). Summed output of Phased array        Fig. 2(d). Noise Rejected Using biorthogonal   
     wavelet  

Next step is to remove the distortion from the reflected signal. The aim of the pre-
sent approach is to produce a better resolution and a good noise-rejection perform-
ance. Discrete Wavelet Transform is used to get better noise rejection. Figure 2(d) 
shows the noise rejection using biorthogonal type of wavelet. 

The Cross-Correlation method of Time of flight measurement compares the echo 
envelope with the transmitted signal envelope. For this Echo envelope must be de-
tected. Analog rectifiers followed by low pass filters are traditionally used for this 
operation, but these devices are less accurate compared to signal-processing algorithm 
[6]. Therefore Hilbert transform is used to detect the magnitude of the received signal. 
The detected envelope shown in figure 2(e) is then correlated with the transmitted 
envelope. 

The cross correlation virtual instrument tool built in LabVIEW software has been 
used to compute the cross correlation between the template envelope, and received 
echo envelope. Correlation is used to reveal the degree of similarity between one se-
quence of data and the other as a function of time shift between them. The measure-
ment system acquires the two digital sequences S(nT) and R(nT) representing the  
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          Fig. 2(e). Detected envelope                              Fig. 2(f). Cross-correlated signal 

transmitted and echo signals respectively, where T is Sampling period, considered 
here is 100Khz . The cross-correlation of the two sequences is given by: 

                                             n=+∞ 
                    C(kT) = ∑ S (nT) R(nT + kT)                                               (6)                                             

                                  n=-∞ 
 

k = 0, 1, 2, 3 …, and kT is the shifted sampling points in respect to the S (nT). The 
delay can be estimated by finding the peak of the cross-correlation function in equa-
tion (2), since the amplitude of each sample in the cross-correlation signal is a meas-
ure of how much the received signal resembles the template, at that location. In other 
words, the value of the cross-correlation is maximized when the target signal is 
aligned with the same features in the received signal is as shown in the figure 2(f) 

5   Conclusion 

The main program starts with the measure of range in turn Time of flight measure-
ment. Here the Ultrasonic signal of 40 kHz is generated. Figure 2(a) shows the graph 
of the generated ultrasonic phased array signal. The signal is transmitted for defined 
distance and delay time is calculated. The received signal is processed by wavelet 
transform and echo is detected by Hilbert transform. The detected envelope is shown 
in figure 2(e).To calculate Time of Flight, Cross correlation technique is used. Corre-
lation increases the accuracy of Time of flight measurements as compared to other 
detection methods. From figure 2(f) the time delay between the two waveforms is 5.9 
ms. Then by using equation (1), distance is calculated and compared with the assumed 
distance. The defined distance was 1m and the output calculated is also 1 metre.  
 Hence Time of flight calculation of ultrasonic phased array signal can be imple-
mented for different ranges. This Time of Flight Simulation is been implemented us-
ing LabVIEW. This simulation is now being implemented using hardware component 
of ultrasonic phased array of five elements.  

References 

1. Hammad, A., Hafez, A., Elewa, M.T.: A LabVIEW Based Experimental Platform for Ul-
trasonic Range Measurements. DSP Journal 6(2), 1–8 (2007) 

2. Wooh, S.-C., Shi, Y.: A Simulation Study of the Beam Steering Characteristics for Linear 
Phased Arrays. Journal of Non-destructive Evaluation  18(2) (1999) 



430 A. Naik and M.S. Panse 

 

3. Marioli, D., Narduzzi, C., Offelli, Petri, D., Sardini, E., Taroni, A.: Digital Time of Flight 
Measurement of Ultrasonic Sensor. IEEE Transactions on Instrument and Measure-
ments 41(1), 93–97 (1992) 

4. Steinberg, D.: Digital beamforming in ultrasound. IEEE Transactions, Ferroelectronics, 
Frequency Control 39(6), 716–721 (1992) 

5. Andria, G., Attivissimo, F., Lanzolla, A.: Digital Measuring Techniques for High Accu-
racy Ultrasonic Sensor Application. In: IEEE Instrumentation and Measurement Technol-
ogy Conference, pp. 1056–1061 (1998) 

6. Andria, G., Attivissimo, F., Giaquinto, N.: Digital Methods for very accurate Ultrasonic 
sensor measurements. IEEE Instrumentation and Measurement Technology, 1687–1692 
(1999) 

7. Li, C., Zhang, L., Hu, X.: Virtual Instrumentation. IEEE Engineering in Medicine And Bi-
ology (2005) 

8. Parrila, M., Anaya, J.J., Fritsch, C.: Digital Signal Processing Techniques for High Accu-
racy ultrasonic Range Measurements. IEEE Transactions on Instruments and Measure-
ments 40(4) (1991) 

9. von Ramm, O.T., Smith, S.W.: Beam steering with linear arrays: IEEE Transactions on 
Biomedical Engineering, vol. BME 30(8), 438–452 (1983) 

10. Harput, S., Bozkurt, A., Yamaner, F.Y.: Ultrasonic Phased Array Device for Real- Time 
Acoustic Imaging in Air. In: IEEE International Ultrasonic Symposium Proceedings, pp. 
619–621 (2008) 

11. Goldberg, R., smith, S., Mottley, J.g.: The Biomedical Engineering Handbook, ch. 65, 2nd 
edn., pp. 1–17. CRC Press LLC 

12. Haykin, S.: Handbook on Array Processing and Sensor Networks, ch. 1, 2, pp. 5–30. 
Wiley, Chichester 



 

V.V. Das, J. Stephen, and Y. Chaba (Eds.): CNC 2011, CCIS 142, pp. 431–433, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Verifying and Enhancing the Correctness of the Dynamic 
Composite Web Service 

N. Sasikaladevi1 and L. Arockiam2 

1 Research Scholar, Department of Computer Science, St. Joseph’s College,  
Trichy, Tamilnadu, India 

sasikalade@yahoo.com 
2 Associate Professor, Department of Computer Science, St. Joseph’s College,  

Trichy, Tamilnadu, India 
larockiam@yahoo.co.in 

Abstract. Organizational workflows are now automated by incorporating the 
dynamic composite web services. As more and more web service is evolving 
now, enforcing the Quality of service (QoS) factors in web service is in need 
today.  Among the various QoS factor, reliability play a vital role. Reliability is 
defined by using the functional and non functional metrics. Functional metrics 
are correctness, fault tolerance and testability of the web service. Non func-
tional metrics are timeliness and Interoperability. In this paper, a model is pro-
posed to verify and enhance the correctness of the web service in the composite 
web service environment.  

Keywords: Web Service, XML, SOAP, WSDL, BalckBox Tesing. 

1   Introduction 

A composite WS, denoted as W0, is a WS whose operations are interfaces to opera-
tions provided by other WSs, also known as atomic WSs. The each atomic WS may 
provide only a subset of operations as required by the composite WS In general, when 
a client  application invokes operations in a composite WS, the composite WS does 
not execute these operations itself, but serves  as a broker  that  delegates the opera-
tions to some atomic WSs instead. One of the more comprehensive characterizations 
of web services reliability is provided by Zhang and Zhang [1] where both func-
tional and non-functional components are considered, and reliability is defined as a 
composite of correctness, fault tolerance, testability, availability, performance and 
interoperability. Correctness here implies that the Web service generates reasonable 
output from input derived from the problem domain. In this paper, Correctness of the 
web service is considered. 

2   Related Work 

Web services testing is a fast moving research area as the complexity of web services 
increases. The prevalent approach in this area is model-based web service testing. 
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Sinha et al [2] proposed a model-based web service test framework where a WSDL 
operation is augmented with Preconditions and Effects using OWL ontology to spec-
ify its functional behavior. Wang et al [3] proposed a web services test generation 
approach by using Petri net translated from OWL-S process descriptions. Again, the 
“control flows” have been prescribed instead of being discovered as in our approach. 
Carroll [4] described a way to match RDF graphs based on graph isomorphism the-
ory. It shows that RDF equality and equivalence can be resolved by testing graph 
isomorphism. Li Li et. all [5] presents a service oriented architecture for testing Web 
Services. Narayanan et al [6] adopted a DAML-S based ontological representation of 
web services and proposed a Petri net formalism for encoding the service semantics 
for simulation and verification. WSAT [1] is a formal analysis tool for web services 
composition developed by Fu et al. This tool takes some preexisting “control flows” 
in BPEL or Conversation Protocol and translated them into GFSA (Guarded Finite 
State Automata) which is subject to a series of formal analyses.  

3   Proposed Model for Testing the Web Service 

This section will describe an approach for testing the correctness of the dynamic 
composite web service. Figure 1 describes the overall architecture of the Dynamic 
composite Web Services correctness testing approach proposed in this paper.  

 

Fig. 1. Web service testing 

The components of the architecture in Figure 1 are describes as follows: Service 
decomposer selects the atomic services that are involved in composite web service. 
They could measure every node of this business process. For the operation relation-
ship, they adopt Jorge Cardoso’s Stochastic Workflow Reduction (SWR) algorithm. 
Service Broker is used to find out the web services that are involved in a dynamic 
composite service. Proxy selector is used to select alternative service from the service 
broker if the primary service fails in the correctness testing. Black box tester is used 
to perform functional testing on the selected web service. Web Service platform is the 
platform or middleware that the Web Service Provider is using for his Web Service 
implementation. Test case generation rules are the rules that is proposed by this paper 
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for test case generation, these rules depends on the faults that affects the robustness 
quality attribute of Web Services and the fault-based testing techniques. Web Service 
implementation is the source code of the Web Service that is written by the Web  
Service Provider. Automatic Client Generator is the component that is responsible of 
building a client to the Web service under test and invoking the Web service under 
test using the test data provided by the Web Service test case generator component. 
After defining the different components of the overall architecture in Figure 1, the 
interaction between those components will be described: Client request the composite 
web service. Primary services involved in the composite web services are selected 
from Service broker. WSDL file is given to the Black box tester to perform the func-
tional testing. Black box tester receives the test cases from the Test case generator. If 
the selected primary service fails in the functional test, then alternative proxy service 
is selected and it will undergo functional test. Functionally correct web services are 
given to BPEL engine to composition.  

4   Conclusion 

A model for verifying the correctness of the dynamic composite web service is pro-
posed. Black box testing is used to perform the functional testing on the web service. 
In future, other functional and nonfunctional metrics will be considered to enhance 
the reliability of the dynamic composite web service. This Frame work is not imple-
mented but in future it makes a growth in web service environment. 
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Abstract. India is a multilingual multi-script country. States of India follow a 
three language formula. The document may be printed in English, Hindi and 
other state official language. For Optical Character Recognition (OCR) of such 
a multilingual document, it is necessary to identify the script before feeding the 
text lines to the OCRs of individual scripts. In this paper, a simple and efficient 
technique of script identification for Tamil, Hindi and English text lines from a 
printed document is presented. The proposed system uses horizontal projection 
profile to distinguish the three scripts. The feature extraction is done based on 
the horizontal projection profile of each text line. The knowledge base of the 
system is developed based on 20 different document images containing about 
600 text lines. The proposed system is tested on 20 different document images 
containing about 200 text lines of each script and an overall classification rate 
of 100% is achieved.  

Keywords: Multiscript, Horizontal projection profile, Rule based classifier. 

1   Introduction 

In multi-lingual document analysis, it is important to automatically identify the scripts 
before feeding each text line of the document to the respective OCR system. Quite a 
few results have already been reported in the literature, identifying the scripts in a 
multi-lingual and multi-script document dealing with Roman and other Oriental 
scripts such as Chinese, Korean, Japanese, Arabic and Hindi. The Classifiers used 
include statistical analysis, linear discriminate analysis, cluster analysis and template 
matching based on the features like texture, upward Concavities, optical densities and 
characteristic shapes or symbols [5]. 

In India, a multi-lingual multi-script country, 18 official languages are written in 
12 different scripts. Under three-language formula, the documents for a region are 
printed in English, Hindi (Devnagari) and the regional official language. Our aim is to 
find approaches of separating all script triplets formed in this way. In this context 
there is a potential requirement of script identification in tri-script documents.  The 
proposed system addresses the script identification pertaining to Tamilnadu, a state in 
south India [1, 3, 13].  

In the context of Indian language document analysis, major literature is due to Pal 
and Choudhari. The automatic separation of text lines from multi-script documents by 
extracting the features from profiles, water reservoir concepts, contour tracing [1, 2]. 
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Santanu Choudhury, Gaurav Harit, Shekar Madnani and R. B. Shet has proposed a 
method for identification of Indian languages by combining Gabor filter based  
technique and direction distance histogram classifier considering Hindi, English, 
Malayalam, Bengali, Telugu and Urdu [4]. Chanda and Pal have proposed an auto-
matic technique for word wise identification of Devnagari, English and Urdu scripts 
from a single document [6]. Gopal Datt Joshi et al. has proposed script Identification 
from Indian Documents [7]. Word level script identification in bilingual documents 
through discriminating features has been developed by B V Dhandra, et al. [8]. Neural 
network based system for script identification (Kannada, Hindi and English) of Indian 
documents is proposed by Basavaraj Patil and N. V. SubbaReddy [9]. Lijun Zhou Yue 
Lu and Chew Lim Tan have developed a method for Bangla and English script identi-
fication based on the analysis of connected component profiles [10]. Vijaya and 
Padma has developed methods for English, Hindi and Kannada script identification 
using discriminating features and top and bottom profile based features [11,15]. Ah-
med M Elgammal et al. have done work on identification of English and Arabic lan-
guages they used the horizontal projection profile based feature[12].D Dhanya et al. 
have proposed a method to identify Tamil and English script using character density 
and gabor filters[14].  Prakash K. Aithal et al. have proposed a technique for separat-
ing English, Hindi and Kannada Scripts [16]. Vijaya and Padma have worked on 
wavelet based texture feature based method to classify ten Indian Languages[17]. 

This paper deals with line-wise script identification for Tamil, Hindi and English 
script pertaining documents from Tamilnadu. The proposed system has used horizon-
tal projection profile based feature extraction technique to classify the scripts. The 
first and second peak points from the horizontal projection profile of the text line are 
extracted for identifying Hindi script from others. The number of histograms crossing 
the mean between first and second peak points is used to classify the English and 
Tamil. 

The rest of the paper is organized as follows: Section 2 gives the segmentation 
method used. The feature extraction method is discussed in Section 3. Section 4 pre-
sents the classification based on rule based classifier. Finally, result analysis is done 
in Section 5. 

2   Segmentation 

White space between text lines is used to segment the text lines. The line segmenta-
tion is carried out by calculating the horizontal projection profile of the whole docu-
ment. The horizontal projection profile is the histogram of number of ON (black) 
pixels along every row of the image. The projection profile exhibits valleys of zero 
height corresponding to white space between the text lines. Line segmentation is done 
at these points. Fig. 1 shows the horizontal profile for a sample document. 

3   Feature Extraction 

The proposed system has used horizontal projection profile based feature extraction 
technique to classify the scripts. The first and second peak points from the horizontal 
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projection profile of the text line are extracted for identifying Hindi script from oth-
ers. The number of histograms crossing the mean between first and second peak 
points is used to classify the English and Tamil. 

4   Rule-Based Classifier 

The Proposed system uses a rule-based classifier for script identification. The rules 
are as follows 
 

1) For each text line calculate the first (V1) and second (V2) maxima of the 
horizontal projection profile. 

2) If first maximum greater than 1.5 times the second maximum then the script 
is identified as Hindi. 

3) The unidentified lines are classified by the following steps 
a) Calculate the mean (M) of the projection profile. 
b) Find out number of histograms crossing the mean (M) which are be-

tween first and second maxima excluding both. 
c)  If the number of histograms crossing the mean is 5 or 2 then the line 

is classified as English. If the number of histograms crossing the 
mean is 4 or 1 or 0 then the line is Tamil. 

 
The proposed system uses minimum distance classifier to classify English and Tamil. 
(Minimum distance classifier works as follows suppose that each pattern class, wj, is 
characterized by the mean vector mj and we have set of patterns arranged as the rows 
of a Matrix Z then selecting the smallest distance is equivalent to evaluating the func-
tion dj(Z)=ZTmj –(1/2) mj

Tmj and decision boundary between classes wi and wj will be 
dij(Z)=di(Z)-dj(Z))The minimum distance query matrix will be [4, 5, 1, 2, 0, 3]. If the 
minimum distance index is 1, 3, 5 then script is Tamil. If the minimum distance index 
is 2, 4, 6 then script is English. The minimum distance index for a sample document is 
shown in Fig.2. 

5   Experimental Results 

The dataset includes 1200 text lines from 40 different document images. The docu-
ment images are downloaded from e-news papers (Times of India, Dinamalar and 
Navbharat times respectively for English Tamil and Hindi). The knowledge base 
(rules) of the system is developed based on 20 document images containing about 600 
text lines of all three scripts. The proposed system is tested on 20 different document 
images containing about 200 text lines of each script and an overall classification rate 
of 100% is achieved.Fig.3 shows the relation between the first and second maxima of 
the different script text lines which used as a discriminating feature to identify Hindi 
scripts from others.  

Table 1 shows the range of V2/V1 for 600 text lines Hindi and non Hindi scripts 
and Table 2 gives the minimum distance index for the Tamil and English text lines. 
Table 3 give the confusion matrix for the proposed script identification. The compari-
son of the proposed work with contemporary works is shown in table 4. 
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Fig. 1. Horizontal Projection Profile of a sample document with all 3 scripts 
 

 

Fig. 2. Minimum distance index obtained from minimum distance classifier 

 

Fig. 3. Range V2/V1 for Hindi and Non Hindi scripts 

Table 1. Font sizes Range of V2/V1 for Hindi and Non-Hindi text lines 

Language Range 

Hindi 0.01 to 0.58 

Non Hindi 0.69 to 0.99 
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Table 2. Minimum distance index for Tamil and English text lines 

Language Minimum Distance Index 

Tamil 1 or 3 or 5 

English 2 or 4 or 6 

Table 3. Confusion matrix of script identification 

 Tamil Hindi English 

Tamil 100% 0% 0% 

Hindi 0% 100% 0% 

English 0% 0% 100% 

Table 4. Comparison of proposed work with contemporary works  

Methodology Dataset 
Overall  

accuracy 

Separation scheme using script characteristics 
and shape based features  [1] 

500 
(approx.) 

97.7% 

Proposed work 600 100% 

6   Conclusion 

In this paper, a simple and efficient algorithm for script identification of Tamil, Hindi 
and English text lines from printed documents is proposed. The approach is based on 
the analysis of horizontal projection profile and does not require training or any char-
acter or word segmentation. The system exhibits an overall accuracy of 100%. The 
work could be extended to word level script identification and for other Indian scripts. 
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Abstract. DSN is a special network which can provide a useful interface to the 
real world with their data acquisition and processing capabilities. However, 
DSN is extremely vulnerable against any type of internal or external attacks, 
due to resource constraints, lack of tamper-resistant packages, and the nature of 
its communication channels. Therefore, it is necessary to develop useful secu-
rity mechanisms which are suitable for DSN. With the recent acceleration in  
research into secure key distribution, we compare and contrast different key dis-
tribution approaches. We aim to identify the distinguish features and weighing 
up the benefits and drawbacks of each.  

Keywords: Key Predistribution, Distributed Sensor Network, Network  
Security.  

1   Introduction 

In general, DSN consist of battery-operated sensor devices with computing, data 
processing, and communicating components. In most application domains, the sensors 
are used to collect a specific type of data from particular target areas, and the col-
lected data are often considered secret and are not intended for public disclosure. 
DSN is extremely vulnerable against any kind of internal or external attacks than tra-
ditional network. Hence, efficient and secure mechanisms are needed to transmit ac-
quired data securely to the appropriate recipients. All security mechanisms require a 
certain amount of resources for the implementation such as: data memory, code space 
and energy to power the sensor. These resources, however, are very limited like Lim-
ited Memory and Storage Space, Limited bandwidth and Power Limitation. The lim-
ited computation and power resources of sensor nodes often makes it undesirable to 
use public-key algorithms. Sensor nodes may be deployed in public or hostile loca-
tions in many applications. Furthermore, the large number of nodes that are deployed 
implies that each sensor node must be low-cost, which makes it difficult for manufac-
turers to make them tamper-resistant. This exposes sensor nodes to physical attacks 
by an adversary and it may be able to undetectably take control of a sensor node and 
compromise the cryptographic keys. Sensor networks are mostly deployed via random 
scattering, the sensor network protocols cannot know beforehand which nodes will  
be within communication range of each other after deployment. Hence, a security 
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protocol should not assume any prior knowledge. Sensor Networks are vulnerable to 
many attacks. It should have the following general security goals:  

1. Confidentiality: protecting secret information from unauthorized entities 
2. Integrity: ensuring message has not been altered by malicious nodes 
3. Data Origin Authentication: authenticating the source of message 
4. Access Control: restricting access to resources to privileged entities  
5. Availability: ensure desired service may be available whenever required 
6. Survivability: providing service in the presence of failures or attacks  
7. Freshness: ensure data is recent and no adversary can replay old messages  
8. Scalability: supporting a great number of nodes 
9. Efficiency: storage, processing and communication limitations. 

2   Key Distribution Schemes 

To implement a fundamental security service, pair-wise key establishment should be 
used, enabling secure communications among the sensor nodes. There are three types 
of general key agreement schemes: trusted-server scheme, self-enforcing scheme, and 
key predistribution scheme. The trusted-server scheme depends on a trusted server for 
key agreement between nodes e.g. Kerberos[7]. This scheme is not suitable for sensor 
networks because there is no trusted infrastructure in sensor networks. The self-
enforcing scheme depends on asymmetric cryptography, such as key agreement using 
public key certificates. However, limited computation and energy resources of sensor 
nodes often make it undesirable to use public key algorithms, such as Diffie-Hellman 
key agreement[8] or RSA[9]. So, it is necessary to use new algorithms based on more 
optimal approaches, such as Elliptic Curve Cryptography (ECC). The third type of 
key agreement scheme is key predistribution, where key information is distributed 
among all sensor nodes prior to deployment. However, most sensor network deploy-
ments are random; thus, such a priori knowledge does not exist. There exist number 
of key predistribution schemes which do not rely on a priori  knowledge. 

2.1   The Eschenauer-Gligor (EG) Scheme 

Eschenauer and Gligor first proposed a random key pre-distribution scheme[1] which 
consists of three phases: key predistribution, shared-key discovery, and path-key es-
tablishment. Before sensor nodes are deployed, an initialization phase is performed. 
In the key predistribution phase, the basic scheme picks a random pool of keys S out 
of the total possible key space. After the sensor nodes are deployed, a key-setup phase 
is performed. The nodes first perform key-discovery to find out with which of their 
neighbors they share a key. The shared key then becomes the key for that link. After 
key-setup is complete, a connected graph of secure links is formed. Nodes can then 
set up path keys with nodes in their vicinity whom they did not happen to share keys 
with in their key rings. If the graph is connected, a path can be found from a source 
node to its neighbor. The source node can then generate a path key and send it se-
curely via the path to the target node. Consider a random graph G(n, pl) of n nodes for 
which the probability that a link exists between any two nodes is pl. Calculate the 
necessary expected node degree d in terms of the size of the network n as: 



442 P. Jain and Z. Saquib 

 

d= ((n-1)/n)(ln(n) − ln(−ln(c)))   

From the formula, d = O(log n). For a given density of sensor network deployment, 
let n' be the expected number of neighbors within communication range of a node. 
Since the expected node degree must be at least d as calculated, the required probabil-
ity p of successfully performing key-setup with some neighbor is: p = d/n'. Since the 
models of connectivity are probabilistic, there is always the chance that the graph may 
not be fully connected. This chance is increased if the deployment pattern is irregular 
or has unpredictable physical obstacles to communication.  

2.2    q-Composite Random Key Pre-distribution Scheme 

This scheme[2] propose a modification to the basic scheme where q common keys  (q 
> 1) are needed, instead of just one. By increasing the amount of key overlap required 
for key-setup, it increase the resilience of the network against node capture. As the 
key overlap increases, it becomes exponentially harder for an attacker with a given 
key set to break a link. However, to preserve the given probability p of two nodes 
sharing sufficient keys to establish a secure link, it is necessary to reduce the size of 
the key pool |S|. This allows the attacker to gain a larger sample of S by breaking 
fewer nodes. The interplay of these two opposing factors results in an optimal amount 
of key overlap to pose the greatest obstacle to an attacker for some desired probability 
of eavesdropping on a link. 

In the initialization phase, a set S of random keys out of the total key space are 
picked. For each node, m random keys are selected from S and store them into the 
node’s key ring. In the key-setup phase, each node must discover all common keys it 
possesses with each of its neighbors. This can be accomplished with a simple local 
broadcast of all key identifiers that a node possesses. After key discovery, each node 
can identify every neighbor node with which it shares at least q keys. A new  
communication link key K is generated as the hash of all shared keys, e.g., K= 
hash(k1||k2|| . . ||kq). The keys are hashed in some canonical order, for example, based 
on the order they occur in the original key pool S. Key-setup is not performed be-
tween nodes that share fewer than q keys. q-composite key scheme strengthens the 
network’s resilience when the number of nodes captured is low.  

2.3   Peer Intermediaries for Key Establishment (PIKE) 

PIKE, involves using one or more sensor nodes as a trusted intermediary to facilitate 
key establishment [6]. It shows that both the communication and memory overheads 
of PIKE scale sub-linearly (O(pn)) with the number of nodes in the network yet 
achieving higher security against node compromise than others. It is designed to ad-
dress the lack of scalability of existing schemes as these schemes incur linearly in-
creasing costs (O(n)) in either communications per node or memory per node. PIKE 
achieves a trade-off by achieving O(n1/2) overheads in both. It establishes keys be-
tween any two nodes regardless of network topology or node density which makes it 
applicable to a wider range of deployment scenarios. PIKE is more resilient than pre-
vious approaches against sensor node compromise. 
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The basic idea is to use sensor nodes as trusted intermediaries to establish shared 
keys between nodes. Each node shares a unique pairwise key with each of O(n1/2) 
other nodes in the network. The keys are deployed such that for any two nodes A and 
B, it is possible to find some node C in the network that shares a unique pairwise key 
with both A and B. A can then securely route the key establishment message through 
C to B. Since we only predistribute unique pairwise keys that are shared between ex-
actly two nodes, the established key is secure if C has not been compromised. 

2.4   Blom's Key Pre-distribution Scheme 

Blom proposed a key pre-distribution scheme to make any pair of users of a network 
find a pairwise secret key[1]. The construction of the scheme starts with creating a (L 
+ l)xN matrix H over a finite field GF(q), where the N is the size of the network. This 
H will be known by all users in the network. Then the key generating authority create 
a random symmetric matrix D over GF(q), and D must be kept secret. The keys to be 
used by the user pairs are then given by K =(DH)TH. K is symmetric and hence if user 
i knows row i of K and user j knows row j of K, then have a common key Ki,j =Kj,i. 
For example, if node i and j need to find the pairwise key between them, node i 
should store the ith row of matrix (DH)T and the ith column of matrix H and node j 
should store the jth row of matrix  (DH)T and the jth column of matrix H before they 
are deployed, and then they exchange their columns of H. So, they can compute Ki,j 
and Kj,i, respectively, using their private rows of (DH)T. This scheme is L secure in 
that as long as no more than L nodes are compromised, the network is secure[11]. 

2.5   The Du-Deng-Han-Varshney (DDHV) Scheme 

Some slight modifications to the Blom scheme in order to make it more suitable for 
sensor networks have been made, but the essential features remain unchanged. It is 
agreed-upon (L+1)*N matrix G over a finite field GF(q), where N is the size of the 
network and q>N. G is public information and may be shared by different systems. In 
key generation phase, the base station creates a random (L+1)*( L+1) symmetric ma-
trix D over GF(q), and computes an N*(L+1) matrix A=(D.G)T, where (D.G)T is the 
transpose of (D.G). Matrix D must be kept secret (although, one row of (D.G)T will be 
disclosed to each sensor node). Because D is symmetric, it is easy to see that 

A.G = (D.G)T. G = GT.DT.G =  GT.D.G =  (A.G)T 

A.G is a symmetric matrix. let K = A.G, and Ki,j = Kj,i, where Ki,j is the element in the 
ith row and jth column of K. To carry out the above computation, nodes i and j should 
be able to compute Ki,j and Kj,i, respectively. This can be easily achieved using the 
following key predistribution scheme, for k =1, . . . , N:  

1. store the kth row of matrix A at node k, and 
2. store the kth column of matrix G at node k. 

When nodes i and j need to establish their pairwise key, they first exchange their col-
umns of G and then compute Ki,j and Kj,i, respectively, using their private rows of A. 
This L-secure property guarantees that no coalition of up to L nodes (not including i 
and j) have any information about Ki,j or Kj,i. 
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3   Analysis 

Eschenauer and Gligor proposed a random key predistribution scheme[1]: before de-
ployment, each sensor receives a random subset of keys from a large key pool. Two 
neighboring nodes find one common key within their subsets and use that key as their 
shared secret key. It cannot guarantee the connectivity and the exclusive key pairing 
between any pair of nodes in a network. Because each node is randomly supplied with 
some secret keys from a large key pool, and then it tries to find some direct or indirect 
common keys with its neighbors in certain probability. Based on the EG scheme, 
Chan et al. proposed a q-composite random key predistribution scheme. The major 
difference between these schemes is that q common keys (q1), instead of just a single 
one, are needed to establish secure communications between a pair of nodes. E-G 
scheme is suitable for large wireless sensor networks which allows addition and dele-
tion of sensors, resilient to sensor node capture. Data and Information Spoofing at-
tacks could be deterred. Chan et al. scheme provide resilience of the network, protect 
the network even if part of the network is compromised. The limitation of these ap-
proaches is that a small number of compromised sensor nodes may affect the secure 
communication between a large number of non-compromised sensor nodes. In addi-
tion to improving Blom's scheme in [2], Du et. al. proposed two schemes for key pre-
distribution[10,3]. In the early one they introduced a deployment knowledge based 
scheme that improves Blom's[2] by avoiding the unnecessary memory, communica 
tion, and computation with reasonable connectivity[10]. Motivated by the random key 
predistribution schemes [2], Du et al. developed an improved key pre-distribution 
scheme (DDHV scheme) using multiple key spaces [3]. The DDHV scheme first con-
structs w Spaces using Blom’s scheme and then has each sensor node carry key in-
formation from t (2 <= t < w) randomly selected key spaces. The resilience of this 
scheme is better than E-G scheme. However, it costs too much computational ex-
pense. A similar method was also developed by Liu and Ning, using pre deployment 
knowledge. The grid-based idea was first proposed in Liu and Ning [2003a] to ar-
range the secrets in sensor networks based on a logical grid. A similar idea was later 
used in PIKE [Chan and Perrig 2005]. PIKE involve lower memory storage require-
ments than random key distribution while requiring comparable communication over-
heads. PIKE is currently the only symmetric key predistribution scheme which scales 
sub-linearly in both communication overhead per node and memory overhead per 
node while being resilient to an adversary capable of undetected node compromise. 
PIKE enjoys a uniform communication pattern for key establishment, which is hard to 
disturb for an attacker. The distributed nature of PIKE also does not provide a single 
point of failure to attack, providing resilience against targeted attacks. In contrast to 
the currently popular random-key predistribution mechanisms, PIKE has the advan-
tage that key establishment is not probabilistic, so any two nodes are guaranteed to be 
able to establish a key. 

A number of key establishment protocols based on predistribution are explored, but 
they do not scale effectively to large sensor networks. For a given level of security 
each protocol incurs a linearly increasing overhead in either communication cost per 
node or memory per node. These symmetric key based schemes are computationally 
efficient, the trade-off has to be paid for complicated key predistribution and key 
management. In particular, the public key cryptography, symmetric key encryption 
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and the addition of SKE-based key management will likely make strong security a 
more realistic expectation in the future. We also expect that the hardware of sensor 
node will be improved so that it can be suitable for the application of cryptography. 
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Abstract. The piracy of digital assets such as software, images, video, audio 
and text has long been a concern for owners of these assets. Protection of these 
assets is usually based upon the insertion of digital watermarks into the data. 
Proving ownership rights, authenticity and origin on outsourced relational data-
bases is a crucial issue in internet-based application environments and in many 
content distribution applications. This paper is an approach towards watermark-
ing audio databases for tamper detection. 
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1   Introduction 

The increasing use of databases in applications beyond “behind-the-firewalls data 
processing” is creating a similar need for watermarking databases. In the last years 
watermarking techniques have emerged as an important building block which plays a 
crucial role in addressing the ownership problem. Such techniques allow the owner of 
the data to embed an imperceptible watermark into the data.  

A watermark describes information that can be used to prove the ownership of 
data, such as the owner, source, or recipient of the content. Secure embedding re-
quires that the embedded watermark must not be easily tampered with, forged, or 
removed from the watermarked data. Imperceptible embedding means that the pres-
ence of the watermark is unnoticeable in the data. Furthermore, the watermark detec-
tion is blinded, that is, it neither requires the knowledge of the original data nor the 
watermark.  

2   Audio Database Watermarking 

There have been numerous watermarking techniques [1] proposed and implemented 
for audio files treating them as domain of frequency,time, compressed or wavelet. 
Similarly, there are a number of watermarking techniques [2..6] implemented for 
relational databases, securing them against tampering and ownership rights. 
Our study is on audio database where audio files are organized and accessed as a 
relational databaseTheir applications typically access the audio file that is stored in 
the database with other metadata such as author, casting, musician, lead instruments, 
album, subject, lyrics title etc. 
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3   Proposed Watermarking Model for Audio in DB 

3.1   Encoding 

For representation, Base64 holds good for the audio file also. It is used to watermark 
the audio content when appended with the generated string for all the attributes in the 
tuple. This serves as a strong check point to compare and detect any suspicious tam-
pering of data in its original audio file or at any of the attributes in the table. 

 

 

Fig. 1. Encoding of Audio content and its feature descriptors 

3.2   Verification for Tampering  

The audio content represented in its Base64 form in the database is verified for au-
thenticity before it is provided to the user. User is given a choice to choose from top 3 
results that match his search criteria and the file selected by him is verified against the 
entry in the database by converting it to its base64 form. If they both happen to be 
same, the audio file is certified to be tamper-proof or authentic. Otherwise the user is 
let know that there has been an attempted tampering on it. 

 

 

Fig. 2. Verification of audio file to be authentic 

3.3   Search Capability 

Our watermarking system also provides a search capability by any of the contextual 
attributes or clippings of audio. We have used stemming as a method to trim all re-
lated words to a root word which will enable more number of relevant data to be re-
trieved for a query. Learning by feedback concept is used to update the stemming 
database to improve the precision after every search with a new search word. 
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4   Attach Model 

The proposed model of representing and storing the audio files for constructing an 
audio database is examined to be resilient to the following common attacks possible. 

Insert attack: If the attack is to insert an audio file into the location where all files 
are located, since there is no corresponding tuple in the database, that will never come 
to the point of user selection or retrieval. 

Modify/alter attack: If the music file is altered or overwritten with the same name, 
the base64 that has been computed and stored in the database stands unique, thus 
differentiating the tampered. If the alteration is done on the tuple level either on the 
feature descriptors or on link to the audio file, it will be discovered during the com-
parison done before authenticating the selected content by the user. 

Delete attack: If an audio file has been deleted from the stored location or folder, the 
tuple becomes orphaned. Though the data is lost because of this type of attack, it can 
be reconstructed from the base64 representation that is available in the database. 
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Abstract. This position paper uses multi-agent agent system for the aggrega-
tion of the information and routing it to the sink node. Mobile agent is respon-
sible for aggregating information from different sensor nodes that makes energy 
efficient routing to consume less bandwidth and static agents for estimation of 
cost between the nodes which makes the routing table to be efficient for rout-
ing. Hence this position paper proposes agent based information aggregation 
and routing in WSN. 

Keywords: information aggregation, mobile agent, routing, static agent, WSN. 

1   Introduction 

The sensor no de’s radio is usually the most power hungry component t[1] hence re-
ducing transmission and reception is very desirable. Instead of sending the raw data to 
the nodes responsible for the fusion, nodes use their processing ability to locally 
carryout simple computations and transmit only the required and partially processed 
data. Power supply of each individual sensor being provided by a battery so both 
communication and computation activities must be optimized. To that effect, informa-
tion aggregation has been put forward as an essential technique to achieve power  
efficiency by reducing redundancy and minimizing bandwidth usage. Information 
aggregation in WSN is notably different from traditional computer network [6]. Ag-
gregation can be done in every node of the sensor network. The aggregation may be 
of maxima, minima or average of data. 

An agent is a piece of software that can achieve a special task in an autonomous 
way, in other words agents are autonomous program situated within an environment 
which sense the environment and act upon it to achieve the goals. The agents have 
possibility of co-coordinating, communication and co-operating with system or to 
other agents. Some of the special characteristics of agents include autonomy, social 
ability, reactivity and pro-activeness [2]. Agents have the special properties such as 
mandatory property and orthogonal property [3].The MA based computing model has 
the following features that can address the unique challenges posed by sensor net-
works[4] are scalability, reliability,  exibility, maintainability and task adaptively[5]. 
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The mobile agent has a technique to aggregate the information by using only its code 
and transfer final aggregated information to the sink node. Our contribution in this 
position paper includes 1) using static agent and mobile agent to perform several tasks 
that aid information gathering, processing, aggregation, routing etc. 2) Aggregation of 
information is done using Aggregator agent when event occurred information strength 
is more than predefined value. 3) Shortest path Routing is done by using mobile 
agent. Further sections 2 provide the proposed work and 3 conclude the paper. 

2   Proposed Work 

Every sensor node of WSN has predetermined value of the signal strength. Once the 
information is sensed by sensor no de, it compares the information with predeter-
mined value, if it is greater, a message is sent to sink node by using static agent and 
mobile agent. Static agent which finds the path between the nodes and create the rout-
ing table and mobile agent is responsible for moving information from one node to 
another node and make the aggregation to make high quality information. 

2.1   Node Agency (NA) 

Node agency will process the event occurred information. The Node Agency com-
prises a Node Black Board (NBB) and Node Manager Agent (NMA) [3], which is 
generally used to compare the event occurred information with the predefined infor-
mation and if any change occurs NMA creates two agents, routing agent (RA) and 
aggregator agent (AA) both are mobile agents. 

Node Black Board (NBB): This is knowledge base or data base and updated by 
agents, it is responsible for synchronizing the actions of the agents within themselves 
and outside as well. This black board creates routing table by gathering the informa-
tion from routing agent. Routing table consist of event occurred nodes identity, its 
location, status, battery in volts, signal strength and power in watts. 

Node Manager Agent (NMA): It is a static agent who compares the sensed informa-
tion with the predefined information and creates the NBB as well updates the NBB. 
NMA makes the node to operate in sleeping mo de and active node in case of sleeping 
mode the node will not transmit any information, NMA generates two agents, RA and 
AA which are helpful for aggregation and routing in WSN. 

2.2   Routing Agent (RA) 

Routing agent is a mobile agent generated by static agent called NMA. When the 
event sensed by the node  first NMA compares the event occurred information with 
the predefined information, if any changes occur it updates NBB and creates a mobile 
agent called Routing Agent (RA), this RA routes in the network and find event oc-
curred nodes, and stores information about them and comes back to the node from 
where it was generated and updates NBB. 
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2.3   Aggregation Agent (AA) 

Aggregator agent is a mobile agent which is equipped with event information codes 
that migrate from one to another node depending upon the routing information pro-
vided by NBB. Aggregator agents are generated by NMA. AA moves to nearest no de 
by having information from routing table with only co de of the information, and ag-
gregates the information of the neighbor node and moves to sink node with high qual-
ity information about the event by consuming less energy and bandwidth. Routing 
method used in this paper is shortest path routing which is very efficient routing 
method and consumes very less amount of energy to route the information from 
source node to sink node. Only coded information is used instead of whole informa-
tion for aggregation and routing purpose. 

3   Conclusion 

This position paper proposes energy efficient Routing and Aggregation in wireless 
sensor network by using multi-agents, static agent and mobile agent. Aggregation and 
routing is done by using mobile agents and static agents for calculating the path be-
tween the nodes and generating Routing table. By using this concept we can over-
come the problems occurring in sensor network and can be used in large applications 
especially in military applications. 
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Abstract. Addressing in MANET’s is of significance importance, as a mobile 
device cannot participate in unicast communications until it is assigned a con-
flict-free IP address.  Allocating addresses to mobile nodes is a fundamental and 
difficult problem. Unlike infrastructure based networks, MANET’s support 
autonomous and spontaneous networking and therefore, should be capable of 
self-organization and self-configuration.  We present a new IP based address  
allocation protocol for MANET’s based on MAC Addresses, Nonce and Dupli-
cate Address Detection Scheme.  Each node in the network is capable of assign-
ing a unique IP address. Addresses are reclaimed automatically, as the mobile 
nodes leaves the network. Our approach also has support for network merging 
and partitioning.  The proposed scheme has low communication overhead, even 
address distribution when applied to large scale MANET’s.  

Keywords: Address Allocation, Mobile Ad hoc Networks, Network initializing 
IP Addressing, Address Conflicts. 

1   Introduction 

Routing is a major part of ad hoc communication. The communication between the 
nodes is done through a single path established and the establishment of the path is 
called Routing. Most of the researchers concentrated on routing protocols and of 
course is a major issue to be solved earlier. But the researchers in the routing area take 
into assumption that the nodes in the network can be identified using their IP Ad-
dresses. A Mobile Ad hoc Network (MANET) [1] is formed by the wireless transmit-
ting devices that communicate with each other through wireless channel and without 
the aid of any fixed or standard infrastructure.  In general the ad hoc networks are 
used in some important and typical applications such as Military Field Activities, 
Disaster Situations, Local and Educational Requirements etc.  Consider the Military 
Field activity where there is no network already existing and the nodes need to be 
communicating by initiating a new network.  For the nodes to be in the network and 
to communicate with each other, IP Addresses are to be assigned to the mobile nodes.  
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If these nodes want to be in a network it definitely needs to have a unique network 
address also called as IP addresses.  Any of the nodes with the duplicate IP addresses 
causes malfunctioning of the network.  There is no DHCP Server present which can 
assign the IP Addresses nor a coordinator which can assign these addresses, because 
the environment in MANET has no centralized control over the nodes.  Each node 
should act as a router and should perform on its own.  Where almost all the papers 
talk about the IP assignment/auto-configuration when the network is already estab-
lished, but very few of the papers have discussed what happens when the network has 
been initiated.  So in this paper our main intention is IP auto-configuration when the 
network is initiated.  

2   Related Work 

Stateful and stateless are the two proposals for IP address auto-configuration in ad hoc 
networks. Duplicate Address Detection (DAD) [4] is the stateless proposal for dis-
tributed protocol in which every node that wants to join the network, floods the net-
work with Address Request message (AREQ).  In the network if there is another node 
with the same address, it sends an Address Reply message (AREP) to the joining 
node.  The joining node sees this and understands that there is another node with the 
same IP and again it randomly chooses another address and repeats the flooding proc-
ess. Otherwise the chosen IP is assigned to the node.  The disadvantage of DAD is 
that it cannot handle network partitions, as a result cannot fit for ad hoc networks. 

The Internet Engineering Task Force(IETF) Zeroconf  working group proposes a 
hardware based addressing [2], which assigns an IP address to a node based on the 
device MAC address.  But, this addressing scheme has certain problems, the MAC 
Addresses are not unique as some manufacturers sell network adapters with non-
registered MAC addresses or the MAC address may be corrupt while manufacturing.  
Most of the network adapters allow users to change the MAC address to arbitrary 
values and some of the adapters may not be having IEEE MAC addresses at all. 
Above all because of the privacy interface identifiers are generated randomly [3]. 

[5] maintains the unconfigured joining nodes as requesters and the nodes in the 
network that is responsible for configuring and assigning the IP for the requester is 
called an allocator.  The IP addresses are divided into address blocks and these blocks 
are distributed among the allocators. The problem with this is that if the allocator is 
down or moves away from the network because of its mobility nature then the block 
of IP addresses which the allocator is assigned becomes useless and they cannot be 
allocated to anyone.  

[6] uses two schemes for IP Auto-configuration in Mobile Ad Hoc Networks, one 
is Bloom Filters and the other Sequence Filters.  The Bloom filters has the following 
disadvantages. 

1. The requirement of designing k different independent hash functions can be 
prohibitive for large k.  For a good hash function with a wide output, there 
should be little if any correlation between different bit-fields of such a hash, 
so this type of hash can be used to generate multiple “different” hash func-
tions by slicing its output into multiple bit fields.  Alternatively, one can pass 
k different initial values (such 0, 1, …, k-1) to hash functions that takes an 
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initial value; or add these values to the key.  For larger m and/or k, inde-
pendence among the hash functions can be relaxed with negligible increase 
in false positive rate. 

2. Removing an element from this simple Bloom filter is impossible.  The ele-
ments maps to k bits, and although setting any one of these k bits to zero suf-
fices to remove it, this has the side effect of removing any other elements 
that map onto that bit, and we have no way of determining whether any such 
elements have been added. Such removal would introduce a possibility for 
false negatives, which are not allowed. 

3. Bloom filters also have the unusual property that the time needed to either 
add items or to check whether an item is in the set is a fixed constant, O(k), 
completely independent of the number of items already in the set. 

Sequence Filters are the data structure to store and compact addresses based on the 
sequence of the addresses.  There is no false-positive or false-negative in the Se-
quence filter.  But the problem with the sequence filter is that the sequence filter can 
be created only, once the IP addresses are generated randomly and checked for the 
uniqueness by using Duplicate Address Scheme.  Thus this takes more time for de-
tecting uniqueness among the IP addresses when the network is initiated. 

3   Ad Hoc IP Address Auto-configuration 

Whenever a new node enters into a network, Hello messages are broadcasted to the 
neighbors to know who the neighbors are.  As shown in the Fig.1 node 4 and node 8 
are the new nodes and they are sending the broadcasts telling their presence and also 
to know its surrounding neighbours. In our case as soon as the network is initiated the 
nodes present in the network send the hello messages to the neighbors to find out who 
the neighbors are and also to tell their existence.  The nodes generally have the Mac 
addresses. Embed in the hello packets the nodes send their Mac Addresses and the 
nonce. Nonces are the random numbers generated by the nodes only once. 

This information about the neighbors is stored in the MAC-IP table which is of the 
format shown in Fig. 2 and further forwarded to the next neighbor through the hello  
 

 
 

Fig. 1. Broadcasting of the hello packets by the nodes 
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Mac -  Address Nonce IP-Address 
   
   
   

Fig. 2. Format of the MAC-IP table 

packets. In this way the information regarding the Mac addresses and Nonce of all the 
nodes spread across the network are maintained in all the nodes.  Thus the MAC-IP 
table contains the information regarding the MAC-Address and Nonce of all the mo-
bile nodes. 

Generally the MAC Address e2-fe-2e-92-3c-39 is of the above format which has 
six segments separated by 5 hyphens.  The MAC Addresses are sorted based on the 
first 8 bits and then on the next 8 bits and then so on and then finally on the Nonce.  
Though in some of the mobile devices MAC address does not exists then also they are 
sorted based on the nonce.  These sorted entries are given the IP addresses in an in-
cremental order.  Thus each and every node will be maintaining the MAC-IP table 
which consists of the MAC Address, Nonce and IP address of all the nodes 

If any of the node or set of the nodes are not within the range of the broadcast from 
any of the nodes which are broadcasting the hello messages, then for such node or set 
of nodes a separate network is formed.  Later due to the mobility of the nodes if they 
come closer to the already existing network, then both the networks are merged. 

As already mentioned before, devices now a days have higher storage capacity, 
more computational power, and greater wireless communication capabilities, storage 
of 1 row in the MAC-IP table takes 12 bytes storage space, storage of 150 rows may 
take a maximum of 2 KB. 

Once the MAC-IP table is build, the new nodes which want to enter into the net-
work can just know from its neighbours, the max IP present in the MAC-IP table, 
maintained by the periodic broadcasts.  The new node assigns itself with the next IP, 
makes an entry in the MAC-IP table and stores the MAC-IP with itself and inform its 
neighbours about the change. If two nodes enter into the network at the same time 
then such a situation needs to be handled differently. 

3.2   Reason Why Nonce Is Used 

Nonce are the Random numbers they are used because the MAC Addresses are not 
unique as some manufacturers sell network adapters with non-registered MAC ad-
dresses or the MAC address may be corrupt while manufacturing.  Most of the net-
work adapters allow users to change the MAC address to arbitrary values and some of 
the adapters may not be having IEEE MAC addresses at all. Above all because of the 
privacy interface identifiers are generated randomly [2]. Because of the above reasons 
the random number is used to recognize the uniqueness. 

4   Experimental Results 

The entire simulation was run on ns-2 version 2.30 simulator installed in Intel Core 2 
CPU of 2.00 GHz Processor and 256 MB of RAM. Table 1, Table 2, Table 3 shows 
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the time required and the number of broadcasts required for building the MAC-IP 
table in 100x100, 150 X 150 and 200 X 200 terrain area respectively. If the table I, 
table 2 and table 3 are compared as the number of nodes remains the same and the 
change in the terrain range increases the number of broadcasts. Also if the terrain area 
is the same and the number of nodes increases the broadcasts also increases as the 
density of the nodes in the network increases.  This is because the transmission power 
of the node decreases as the number of nodes in the network increases.  In this case 
We have considered the situation where the number of nodes are limited and not more 
than 50.   

 

 

Fig. 4. Linear arrangement of Nodes 

Consider the worst case shown in Fig. 4 where the nodes are linear and distant 
apart and by the broadcast of the hello packets only the nodes of 1 hop away can be 
reached in such a case also the nodes try to build a MAC-IP table using n-1 broad-
casts otherwise they form a separate network due to mobility when they come closer 
they merge as a single network. 

Table 1. Time & Number of broadcasts required when the terrain range is 100 X 100 

No. of  
Nodes 

Time Required 
in seconds 

No. of  
Broadcasts required 

10 0.055 2 
20 0.085 3 
30 0.115 4 
40 0.115 4 
50 0.175 6 

Table 2. Time & Number of broadcasts required when the terrain range is 150 X 150 

No. of 
Nodes 

Time Required 
in seconds 

No. of  
Broadcasts required 

10 0.055 2 
20 0.115 4 
30 0.115 4 
40 0.145 5 
50 0.175 6 



 Dynamic IP Address Auto-configuration in MANETs 457 

 

Table 3. Time & Number of broadcasts required when the terrain range is 200 X 200 

No. of 
Nodes 

Time Required 
in seconds 

No. of  
Broadcasts required 

10 0.055 2 
20 0.115 4 
30 0.145 5 
40 0.175 6 
50 0.175 6 

5   Conclusion 

The reason for using the hello packets for transfer of information regarding the MAC 
Addresses and the Nonce is that the hello packets are definite to exchange as the 
nodes in the network wants to know who the neighbors are and they does not load the 
network.  Thus we have effectively build a MAC-IP table which is used to auto-
configure the IP addresses of the nodes in the network, which takes less than 1 second 
of the time.  
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Abstract. The paper presents a low power high speed Arithmetic Logic Unit 
(ALU) in 45 nm technology using Gate Diffusion Input (GDI) technique and its 
performance comparison with CMOS and nMOS Pass Transistor Logic (PTL) 
techniques. The simulated results revealed better performance characteristics of 
various logic and arithematic functions of a 1-bit ALU using GDI technique as 
compared to conventional CMOS and nMOS PTL techniques. GDI technique 
allows reducing power dissipation and delay while maintaining low complexity 
of logic design. MICROWIND and DSCH 3.1 EDA tools were used for the 
schematic layout and simulation of ALU using BSIM4 model. 

Keywords: power dissipation, delay, power - delay product, GDI, CMOS, PTL. 

1   Introduction 

The demand for increasing speed and low power dissipation triggers numerous re-
search efforts with the increasing demand of portable electronic appliances driven by 
batteries. The wish to improve the performance characteristics of VLSI circuits re-
sulted in the development of many logic design techniques during the last two decades 
[1]. Pass transistor logic technique is better than the conventional CMOS technique in 
high speed and low power logic design because of reduced number of transistors [2], 
[3]. However, the major drawback of nMOS PTL technique is the reduced drive cur-
rent and hence slower speed of operation at the reduced supply voltage [4]. 

GDI technique is superior over other design techniques in low power and high 
speed VLSI design as this technique uses a simple GDI cell consisting of only two 
transistors, to implement various complex logic functions. This technique improves 
the logic level swing, characteristic performances and also allows a simple design of 
any logic circuit using a small GDI cell. GDI technique enables simpler gates, lower 
transistor count, and lower power dissipation in many implementations, as compared 
with standard CMOS and PTL design techniques [5].  

2   Low Power High Speed Design Metholodgy using a GDI Cell 

A basic GDI cell shown in Fig. 1 contains four terminals. P, N and G are the input 
terminals while D is used as the output terminal. The bulk of nMOS transistor is  
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   Table 1. Logic functions using a GDI cell  

 
                Fig. 1. A GDI cell 

connected to the bulk of pMOS transistor. Table 1 shows implementation of various 
logic functions using a single GDI cell.  

A logic function Z with inputs {x1, x2,……xn} can be expressed using Shannon ex-
pansion as: 

 
Z(x1, x2,..xn)  =  x1R(x2, x3,..xn) +  x1’S(x2, x3,...xn)                       (1) 

 
where R=Z|x1= 1 and S = Z|x1= 0                                                                                      (2) 

The output function of a GDI cell shown in Fig. 1 can be written as: 

D = A’B + AC                                                           (3) 

Where A, B and C are the inputs applied to G, P and N terminals respectively of a 
GDI cell.  

If A = x1, B = R(x2, x3,..xn) and C = S(x2, x3,...xn), then  

D = x1R(x2, x3,..xn)  +  x1’S(x2, x3,...xn)                                         (4) 

In equation 4, the input x1 is used as a select line that selects either R or S for a given 
value of x1, so that the power dissipation of the circuit reduces significantly. Shannon 
expansion is a very useful technique for low-power design due to its multiplexing 
property [6]. GDI technique is suitable for designing low power high speed VLSI 
circuits using very less number of transistors as compared to other design techniques. 

3   Performance Characteristics Comparison of a 1-Bit ALU 

The schematic diagram of a 1-bit ALU is shown in figure 2[7]. DSCH was used to 
draw its schematic diagram. The layout of ALU was simulated using GDI, CMOS and 
nMOS PTL techniques and the performance characteristics were measured in 45 nm 
technology using BSIM4 model. Layouts using different techniques were simulated at 
temperature of 27 oC, Supply voltage, Vdd of 1.00 V and Clock frequency, fclk of     
100 MHz.                                                             
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Fig. 2. 1- bit Arithmetic Logic Unit 

3.1    Number of Transistors Comparison 

The GDI technique used only 58 numbers of transistors while 148 and 104 numbers 
of transistors were required in CMOS and nMOS PTL techniques respectively to  
design a 1- bit ALU. Among all the design techniques, GDI technique used minimum 
number of transistors because each GDI cell was implemented using only two  
transistors. 

3.2    Delay Comparison 

Total delay of various logic functions of a 1- bit ALU using CMOS, nMOS PTL and 
GDI techniques are shown in Fig. 3. Minimum delay was achieved using GDI tech-
nique because of the use of minimum number of transistors while maximum delay 
was seen using nMOS PTL technique because of the reduction in the drive current at 
lower supply voltage. 

3.3   Power Dissipation Comparison 

Power dissipation of a 1- bit ALU using CMOS, nMOS PTL and GDI techniques of 
various logic operations are shown in Fig. 4. Among all the logic functions, increment 
after addition operation showed the largest power dissipation while logic zero opera-
tion consumed the least power. GDI technique proved to be the most power efficient 
technique. 

3.4    Power - Delay Product Comparison 

The performance characteristic of any logic circuit in terms of power dissipation 
and delay is measured by the power - delay product. The power-delay product of 
various logic functions of a 1-bit ALU are shown   in Fig. 5. GDI technique proved to be 
the best among other techniques in terms of power- delay product.  
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Fig. 3. Delay comparison of a 1-bit ALU 

 
Fig. 4. Power dissipation comparison of a 1-bit ALU 
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Fig. 5. Power - delay product comparison of a 1-bit ALU 

4   Conclusion 

Power dissipation, delay, power delay product and number of transistors of 1-bit ALU 
were compared using CMOS, nMOS PTL and GDI techniques using BSIM4 model in 
45 nm technology. Among all the design techniques, GDI technique proved to be the 
best technique in terms of performance characteristics. It allowed reducing power 
dissipation and delay while maintaining low complexity of logic design. This method 
is suitable for designing fast and low power VLSI circuits using very less number of 
transistors as compared to CMOS, nMOS PTL and other design techniques. This 
technique improves the logic level swing, power dissipation characteristics and also 
allows a simple design of any logic circuit using a small GDI cell. 
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Abstract. In recent years, with the massive growth of web, there is an explo-
sion of information accessible to internet users. The search logic usually tries to 
recover this information by exploiting many text-matching techniques. Also, 
traditional search engines do not have the necessary infrastructure for exploiting 
relation-based information that belongs to the semantic annotations for a web 
page. In the semantic web, each page possesses semantic metadata that record 
additional details concerning the web page itself. Annotations are based on 
classes of concepts and relations among them. We propose that relations among 
concepts embedded into semantic annotations can be effectively exploited to 
define a ranking strategy for semantic based web search engines. This approach 
relies on the knowledge of the user query, the underlying ontology, the hyper-
graph based clustering, and the web pages to be ranked. Thus, it allows us to ef-
fectively manage the search space and to reduce the complexity associated with 
the ranking task. 

Keywords: Hypergraph, Ontology, Semantic Annotations, Text Matching.  

1   Introduction 

With the tremendous growth of information available to end users through the Web, 
search engines come to play more critical role. Most renowned search engines return 
result sets including many pages that are definitely useless for the user. However, 
when the query was send to the search engine logic, the hidden details were lost, 
because of the text matching technique. It also lacks in relation based information 
retrieval. In semantic web based on the relations, semantic annotations are used for 
the effective retrieval of information. The annotation is usually expressed by means of 
an ontology that provides a common understanding of terms within a given domain 
[1]. In this paper, we will prove that the relation based page ranking strategy along 
with hypergraph based clustering [2] which clusters high-dimensional data that re-
trieve the results for semantic based web search engines with better accuracy. 

2   Related Works in Semantic Web Search 

The aim of this paper is to show, how to make use of relations in semantic web page 
in ordering result set, where pages that best fit the user query are displayed first. It 
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relies on graph-based[1] description to reduce the region of interest, but it deals with 
number of graphs. Our approach uses the hypergraph based clustering, for clustering 
the high dimensional data [2] for better accuracy and easy retrieval of data for hetero-
geneous environment. 

3   Overview of Ranking Strategy (Proposed Approach) 

The crawler application collects annotated web pages.OWL parser interprets the 
metadata and stores it in knowledge database. The GUI allows for the definition of a 
query and ordered result generated is presented to the end user. (Fig 1). 
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Fig. 1. Semantic Web Infrastructure 

3.1   Starting Point -- Query Definition Process 

In search engine like Google, a query is specified by giving a set of key words linked 
with logic operators and document type, language etc. But semantic search engines 
are capable of exploiting concepts hidden behind each keyword. 

3.2   Introduction to Relation Based  Ranking 

The traditional search engines, returns pages without considering the information 
provided by the semantic mark. But semantic search engine would keyword concepts 
and would return a page only if they are related to associated concepts.  

4   Basic Idea for Proposed Aproach 

4.1   User Interaction 

User interaction is the process of getting the request from the user. The searching of 
pages is based upon, the keyword for the retrieval of information. The fig.2 is shows 
the process flow. 

 



466 G. Archana, B. Muruganantham, and J. Jayapradha 

 

4.2   Clustering of High Dimensional Data 

The hypergraph based clustering [2] will have number of clusters such that, the items 
in each cluster are highly related with each other. The weight of each link is assigned 
on the basis of support value which is generated from each frequent item. Indexing 
and labeling will be done for the generated clusters for the fast access of the data.  

4.3   Query Processing  

In the query processing the keywords are extracted by eliminating, “is, was, the” etc. 
It starts with mapping between keywords and concepts. The searching is done on the 
basis of ontology, from the related information about the query which has been given 
by the user. After the searching of keyword, the ontology description and design of 
ontology for that particular domain is extracted from semantic annotations and web-
based information. 

4.4   Calculation of Relevance Score for Each Page 

The Spanning Forest Generation technique [1] helps in calculating the relevance score 
for a single page by considering all the pages. It uses hypergraph based clustering 
technique for identifying more related pages and  Spanning Forest Generation tech-
nique is used for effective relation based ranking, with reference to the user query. 
Finally the web pages are ordered with the relevance score as a result set. 

4.5   Example with Stastical Data 

Let the query given by the user be “List the Hotels near Guindy”. The query process-
ing starts by searching the keywords from the query. Here the keywords are ‘Hotels’,  
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Fig. 2. Process flow 
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‘Guindy’ are taken and the web pages related to the keyword are extracted. Then the 
ontology description for particular domain is sent to knowledge base. The hypergraph 
based clustering will dynamically cluster the similar the keywords such as, “hotels 
with rooms, economic hotels, 3-star hotels, 5-star hotels, hotels with party halls, etc” 
as one cluster and  “Guindy railway station, bus stand, commercial area, residential 
area” as another cluster. Now the relations between the keywords are identified from 
clusters. The ranking has to be done with the help of spanning forest generation tech-
nique. The page with high rank on the basis of relations will be displayed to the user 
as response to user. 

5   Conclusions and Future Work 

In this work, we propose a relation based ranking strategy that is capable of providing 
a relevance score for a web page into an annotated result set. Page relevance is meas-
ured through a hypergraph based clustering which also includes user preference  
questionnaires to get more accurate results. By neglecting the contribution of the 
remaining annotated resources, a reduction in the cost of the query answering phase 
could be expected. Further efforts will be requested to foster scalability into future 
semantic web repositories based on multiple ontologies, characterized by billions of 
pages, and possibly altered through next generation “semantic” spam techniques. 
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Abstract. Digital water marking is a promising technology to embed informa-
tion as unperceivable signals in digital contents. Buyer-seller watermarking  
protocols with Discrete Cosine Transform (DCT) integrate multimedia water-
marking and fingerprinting with cryptography, for copyright protection, piracy 
tracing, and privacy protection. It uses the public key encryption schemes. In this 
paper we propose a New Buyer Seller water marking protocol with DCT which 
is secure and flexible and gives more security from previous watermarking pro-
tocols to both buyer and seller. In this we use Public Key Infrastructure (PKI), 
arbitrator and watermarking certificate authority (WCA) for better security.  

Keywords: Copyright Protection; Digital Watermarking; Public key infrastruc-
ture; Discrete Cosign Transform (DCT). 

1   Introduction 

The rapid growth of computer networks increased use of multimedia data via the 
Internet have resulted in fast and convenient exchange of digital information. The first 
known buyer-seller watermark protocol was introduced by Memon et al. [2], and it 
was improved by Ju et al. [3]. Since the first introduction of the concept, several al-
ternative design solutions have been proposed in [1, 6]. In general, a buyer-seller 
watermarking scheme for traitor tracing involves three steps. First, a seller embeds a 
watermark that identifies the buyer into a digital product, such as an image. Second, 
when a pirated copy is found, the seller will detect the watermark of the pirated copy. 
At last, once the watermark of a specific buyer is identified, the seller will take  
the case to a court. Watermarking techniques can be broadly classified into two cate-
gories: such as spatial domain methods and transform domain methods. Spatial do-
main methods are less complex as no transform is used, but are not robust against 
attacks. A complete and sound buyer-seller watermarking protocol is expected to 
solve the following problem: Certification authority obligation problem, the conspir-
acy problem, the customer’s rights problem, the unbinding problem, the anonymity 
problem. 



 A New Buyer-Seller Watermarking Protocol with Discrete Cosine Transform 469 

 

2   Proposed Protocol 

In our proposed protocol we use robust watermark technique proposed by L Qiao [5] 
with the RSA cryptosystem. In our proposed protocol we use DCT to provide more 
security for the buyer and the seller during the transmission of digital content. In the 
rest of paper we defined assumption and two sub protocols which are registration 
protocol and watermarking generation and extraction protocol defined in [4].We 
cover our entire proposed protocol with figure 2 & 3.which explain the transaction in 
proposed protocol. The seller provides the watermark embedding operation and sells 
the watermarked product to the buyer. The WCA device is integrated into the seller’s 
computer system and it will generate the watermark with the help of DCT for the 
buyer. In the proposed protocol we use watermarking embedding with DCT, and 
group signature (GS), arbiter (ARB) and watermarking certificate authority (WCA). 
We considered that all messages are transferred in a secure manner and digital content 
is still image. 

2.1   Watermark Generation and Extraction Protocol with DCT 

The watermark generation and extraction protocol using DCT is defined in fig. 1 (a) 
& (b). 

 
 

Watermark Insertion using DCT- 
 
 
 
 
 

DCT Based Encoder 

Fig. 1(a) 
 

 
Watermark Extraction using DCT- 
 

 
 
 
 

                                                  
                                                
                                                          DCT Based Decoder 

Fig. 1(b) 

2.2   Registration Protocol 

The registration protocol performed between the buyer B and the CA. The watermark 
generation and embedding protocol performed between the Seller S and the buyer B.  
Full description is given in reference [4].      
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2.3   Watermarking Protocol 

Figure 2 shows the proposed new buyer-seller watermarking protocol with DCT, 
which is secure than its predecessors. It contains following terms. 
S→ seller B→ buyer WCA→ watermark certificate authority ARB→ arbiter DCT→ 
discrete cosign transform.  
 

 

  

Fig. 2. New Buyer Seller Watermarking 
protocol with DCT 
 

Fig. 3. Transactions in the proposed water-
marking protocol 
 

 

The figure 3 shows the details of possible transactions in the proposed watermarking            
protocol. Step-by-step procedures of the Transactions are given below: 

1. When B wants to purchase a digital content from S, after negotiation B will place 
the purchase order (PO) by encrypting SB, ESB(PO), along with digitally signing the 
PB using SB, DSSB(PB). 
2. S checks the authenticity by analyzing the digital signature using B’s public key 
and decrypts the PO using PB. S places request for valid digital watermark (WR), 
buyer contact information (BI) such as IP address and other details to CA, along with 
encrypted PB using SS key, ESS(WR+BI+PB), and with digitally signing the PB 
using SS, DSSS(PB). 
3. Forward the request for watermark to the DCT device. 
4. Receiving the request for generating the watermark W from WCA, to DCT will do 
so after checking the digital signature. It generates a watermark with the help of DCT 
which is DCTWID and sends it to a WCA device. 
5. Upon receiving the request for generating the watermark W from S, CA will do so 
after checking the digital signature. Watermark W directly depends on B’s and S’s 
public keys and Product-Copy ID number (PB, PS and PCID). Following conditions 
are satisfied when the watermark W is generated: 

┌ (PB, PS PCID) →W      (1)   f (W, SB) →PS                 (2)   µ(X’Φ (W, PB)) →X’            (3) 
 µ’ (X’© (PB)) →W          (4)   µ’’(X’Ø (SB)) →W’         (5) 

Where ┌, f, µ, µ’, and µ’’ are homomorphism functions to generate or check the digi-
tal content or watermark. This homomorphism binary operator © and function μ’ is 
only known to the WCA. δ (W, SS) _WID-S          (6)   δ’ (WIS-S, SS) _W’     (7)  
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σ (W’, SB)_WID-B        (8)   σ(WID-B, SB)_W         (9) 
              6. Generated watermark, W, is encrypted, EPS(W), by CA is send to S along with 

digitally signing the WID-S and PS, DSSC(WID S+PB). 
7. The encrypted Watermark Identification number for B, EPS (WID-B), and DSSC 
(PB) are sending to B. This will help B to check the originality of the purchased digi-
tal content in a later stage of the transaction. 
8. Upon receiving (EPS (W), DSSC (WID-S+PB)) from CA, S checks the authenticity 
by decrypting the digital signature using PC to get WID-S and PB. The equation (6) is 
applied to generate WID-S to crosscheck, with the one that is received from CA, 
originality of the watermark. S decrypts, DSB (EPS (W)), to get the watermark W, 
which will be embedded using the secrets homomorphism function µ. 
9. Digitally signed PB, DSSS (PB), and encrypted   watermarked digital content, EPB 
(μ (XΦ (W, PB)) or X’, is now forwarded to B. 
10. Upon receiving (EPB (μ (XΦ (W, PB)), DSSS (PB)) from S, B checks the authen-
ticity by analyzing the digital signature. W’ is generated from X¢ and SB from the 
equation (5) and WID-B is from the equation (8) to crosscheck, with the one that is 
received from CA, the originality of the digital content purchased. The briefly de-
scription of these 10 step is defined in reference [6]. 

3   Conclusion 

This paper proposed a Watermarking Protocol solve many problems which are exist-
ing in previous watermarking protocol. This protocol provides a property that the 
seller does not get to know the exact watermarked copy that the buyer receives. This 
is designed for public key crypto system and the operations of watermark insertion are 
performed by the seller rather than the certification authority. The protocol has higher 
efficiency, and it is very secure. The security of this protocol lies on the security and 
robustness of the encryption standard and different group signature, and technique   
used in this protocol, which can further be modified and developed to improve the 
efficiency of the protocol. 
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Abstract. Today surveillance cameras are used in many places like hospitals, 
museums, ATM centres etc for security purpose. Since videos captured by such 
cameras are time consuming, most of them are never watched. Inorder to con-
serve time, an abstract of the video is generated using the Rack-through Me-
thod. In the abstract video, most of the activity of the long video is condensed 
by simultaneously showing several actions, even when they originally occurred 
at different times. The abstract video also gives an index into the original video 
by pointing to the original time of each activity.  

Keywords: Image Processing, Background Subtraction, Object Detection, 
Rack-through Method. 

1   Introduction 

Surveillance has always been playing an important role in the world. Endless videos 
are captured by the surveillance cameras and browsing and retrieval of such videos is 
time consuming. Existing approaches for video abstraction addressed mostly the tem-
poral redundancy by selecting representative key-frames or time intervals. Motion 
segmentation was a major problem in such approaches. In [1], there was a focus on 
the two main visual cues - color and motion. Human visual system has different sensi-
tivity to color and is also very sensitive to the boundary information. The color weight 
was introduced in the Bayesian clustering process. In the final phase, moving region 
was detected by thresholding the magnitude of motion vector. It is difficult to set the 
optimal threshold value. Also, region merging was performed by using only motion 
information. So, some parts of the object were sometimes missed out. In another ap-
proach [2], the motion segmentation problem was considered as an image-labeling 
process in which every pixel in the image was assigned a label describing its motion 
between consecutive frames.  

1.1   Abstract Video 

Consider an example of a video (Fig.1) in which the first man walks from right to left 
and after a period of inactivity, the second man walks in other direction i.e. left to 
right.   



 E
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Abstract. Image Registration is the basic step used for the target tracking in ae-
rial videos. Image Registration is a process, which finds the location where op-
timal matching is obtained by matching a template image called the reference 
image over the searching region of an input image using a suitable similarity 
measures. The method although computationally intensive, is simple, straight-
forward and robust and requires no apriori information about the two images. A 
number of image registration algorithms are studied on images with varying 
size of search space and reference image. All these algorithms are based on 
similarity measure between the reference image and search space. The key is-
sues in image registration are the time required for registration and the accuracy 
of registration viz., measure of how close is the match between sub image in the 
search space and the reference image. 

Keywords: Image registration, Reference image, Search region, Similarity 
measures, Sub image.  

1   Introduction 

In the registration process three types of correlation techniques namely normalized 
area correlation (NC), Sequential Similarity Detection Algorithm (SSDA) and Fre-
quency domain based Fast Fourier Transform (FFT) based approach  are imple-
mented. All these algorithms are based on similarity measure between the reference 
image and search space [1][2][3][4]. The key issues in image registration are the time 
required for registration and the accuracy of registration viz., measure of how close is 
the match between sub image in the search space and the reference image. 

2   Proposed System 

2.1   Accuracy of Registration 

Accuracy of registration is usually calculated using the following formula:  Let R(i,j) 
is the reference image and S(i,j) is the matched sub image in the search space of   
l ×  m. Then the accuracy is calculated as  
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Matching is referred as misregistration, which is the sum of the residual differences at 
the best match point exceeds the specific threshold. 

3   Experimental Results 

3.1   Matching Error Analysis of Image Registration Algorithms  

The accuracy of registration is tested and analyzed for the three algorithms as SSDA, 
Cross Correlation method and FFT based correlation. 

Table 1. (a),(b),(c) and (d) shows the observed values of average Error Analysis 

 
 

(a) (b) 

  
(c) (d) 

 
The accuracy of registration is tested and analyzed for the three algorithms as 

SSDA, Cross Correlation method and FFT based correlation as shown in Fig.1 and 
Fig.2. 

Its clearly shown that  FFT based correlation is very efficient in time for searching 
the target window but it gives less accuracy of registration when compared to the 
SSDA and cross correlation methods. It’s proven that there is a trade off between the 
time taken for registration and error in registration for each correlation algorithm. 
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4   Conclusion 

In cases of tracking along multiple shots, Image Registration algorithms are imple-
mented and tested for aerial videos. Image Registration is a process, which finds the 
location where optimal matching is obtained by matching a template image called the 
reference image over the searching region of an input image using a suitable similar-
ity measures. For an efficient matching Normalized area Correlation, SSDA and FFT 
based correlation methods are used as similarity measures. The method although 
computationally intensives, is simple, straightforward, and robust requires no apriori 
information. In this paper, still there is a scope to improve the efficiency in time and 
matching of objects at the preprocessing stage of registration in real time aerial videos 
where camera is moving along with the target object. 
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Abstract. Component Based Software Development tries to develop a new sys-
tem based on the integration of components designed previously. In performing 
this integration main problem encountered are errors & defects that affect the 
proper functioning of the software. Deriving a quality measure for reusable 
components has proven to be challenging task now a days. The main aim of this 
research is to derive quality metrics for the effective integration of the reusable 
component & thus increasing the quality of the overall developed software and 
thereby reducing cost.  

Keywords: Component Based Software Development, Cost Metrics, Quality 
Metrics. 

1   Introduction 

Shifting to commercial off-the-shelf (COTS) [1], [2] components appears predictable, 
necessitating drastic changes to current software development and business practices. 
New approaches to quality and risk management are needed to handle the growth of 
CBSs. With software development proceeding at extraordinary speed, in-house devel-
opment of all system components may prove too costly in terms of both time and 
money. Large-scale component reuse and COTS component acquirement can gener-
ate savings in development resources, which can then be applied to quality improve-
ment, such as enhancements to reliability, availability, and ease of maintenance. 

Reliability is a foremost choice as without reliability the product is of no use. Re-
liability is hindered when defects occur in the product. So to increase reliability a 
check on defects is to be kept. 

Cost is an obvious choice for the focus group. Time to Market is closely related to 
cost and directly impacts the market viability of the software product. Some of the 
others metric that can be considered [6], [7] are adaptability, complexity, fault profile, 
customer satisfaction etc. 

1.1   Benefits of Reuse on Productivity of Software 

Reuse has been advocated as a means for reducing development cost. It improves 
productivity, because the life cycle now requires less input to obtain the same output 
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or productivity may increase simply because fewer work products are created from 
scratch. In general, reuse improves productivity by reducing the amount of time and 
labor needed to develop and maintain a software product. 

1.2   Benefits of Reuse on Quality of Software 

The accumulated defect fixes result in a higher quality work product because work 
products are used multiple times; Moreover, Reuse prevents and removes defects 
earlier in the life cycle because the cost of prevention and debugging defects can be 
amortized over a greater number of uses. 

2   Proposed Scheme 

2.1   Fault Detection Metric for CBSD 

Implementation of Fault Detection in CBSD. When CBSD Technique is used for 
software development, we define                                                                   1       

where Erri is the number of errors found in the ith component and Erri+1 is the number 
of errors found after integrating i+1th component with the ith component. In this con-
text, to obtain the high quality product, FD for the whole product should approach 1. 
That means finding all errors of each component ensures the ideal value for FDM. 
FDM is calculated before integration of each component. 

Planning a Defect Profile: For each stage of the CBSD, the following parameters are 
calculated, the number of defects likely to be inserted (n), removal efficiency (y), the 
number of defects likely to be added in next stage of component integration. So the 
number of defects likely to be removed is y*n & number of defects remaining will be 
n-(y*n). Finally calculate collective removal efficiency. 

2.2   Cost Estimation Metric for CBSD 

We can categorize the type of reuse in the context of cost estimation as follows: 

Component Reuse without Modification. In this case, the average cost of develop-
ing using reusable components can be formulated as follows: 1              (2) 

Where Costsearch is the cost of performing a search operation, Developnoreuse is the cost 
of developing without reuse and p is the probability that the component is found in the 
component library. It is observed that the reuse option would be preferable only if: 1        (3) 

Component Reuse with Modification. The average cost of developing using reusa-
ble components can be formulated by equation 4.  1             (4) 
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4   Conclusion 

This paper provides metric for cost and fault estimation in using a component at vari-
ous stages of a software development. The reuse orientation provides many advantag-
es, but it also requires systematic approach in design, planning, development,  
support of a more complex maintenance process, and foremost, more consideration 
being given to quality i.e. cost estimation & error density of using components in a 
software.  

So we conclude that using cost metrics the cost of software development is reduced 
considerably but not fully. Using Fault Detection Method the no. of defects that occur 
while integrating the components is detected using the relation provided. 
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Abstract. This paper investigates the effect of process variations on unity gain 
frequency (ft) in 30 nm gate length FinFET by performing extensive 3D TCAD 
simulations. TCAD tools are used to study device sensitivities on process varia-
tions. Sensitivity of ft on five different process parameters is studied. It is found 
that ft is more sensitive to gate length, underlap and corner radius, and less sen-
sitive to hardmask height. Sensitivity of ft to fin width depends upon channel 
doping levels. 

Keywords: ft, FinFET, sensitivity, process variations, TCAD. 

1   Introduction  

The intensive downscaling of CMOS transistors has been the major driving force 
behind the growth of the semiconductor industry for the past 20–30 years [1]. Many 
novel device structures have evolved to overcome the scaling limitations of conven-
tional bulk MOSFETs. The FinFET, in particular, has received tremendous attention 
and is one of the most likely candidates to replace planar-based MOSFET for the sub 
32-nm technology node, because of their quasi-planar structure and the compatibility 
with CMOS. For RF applications, unity gain frequency (ft) is one of the important 
metric and it is given by gm/2ΠCgg, where gm is the transconductance, Cgg is the com-
bination of gate-source capacitance (Cgs), gate-drain capacitance (Cgd) and overlap 
capacitance (Cov).  
    This paper investigates the effect of various process parameters of  FinFET on ft, 
using 3D TCAD simulations. Five different process  parameters are varied over a 
range of values to capture their sensitivity on ft (Refer Table 1). Next section describes 
the simulation environment and the various device structure parameters of interest. 
Section 3 discusses the simulation results. Finally section 4 provides conclusions.  

2   Simulation Environment 

Sentaurus TCAD simulator from Synopsys [2] is used to perform all the simulations. 

• Sentaurus structure editor (SDE): To create the 2D and 3D device struc-
ture, to define doping, to generate mesh and to define contacts. 
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• Sentaurus device simulator (SDEVICE): To perform all DC and AC 
simulations and to extract the device related parameters. 

• Tecplot and Inspect : The former is used to view the structure of the de-
vice and the latter is used to extract the results. 
  

The 3-D device structure generated from SDE is shown in Fig. 1. Figure 2 shows a 
2D cut of the 3-D structure which depicts the fin cross section. Figure 3 is a 2D sche-
matic diagram which shows various parameters of this study. Table 1 gives the di-
mensions of the nominal device and also tells the range of the various parameters 
studied in this paper.  Throughout this study a uniform channel doping of 1x1016/cm3 
and source/drain doping of 1x1020/cm3 are used. The gate electrode work function of 
4.337 eV is used with gate oxide thickness of 1 nm. Device simulator includes the 
appropriate models for band to band tunneling, quantization of inversion layer charge, 
doping dependency of mobility, effect of high and normal electric fields on mobility, 
and velocity saturation. Supply voltage (Vdd) used in this study is 0.8 V. Standard AC 
simulations are done in SDEVICE and ft is extracted from these results. At various 
gate biases ft is calculated and the maximum of them is taken as ft. The simulator was 
calibrated against the published results on FinFETs [3] and [4]. 

   

Fig. 1. 3-D structure of  dual-gate 
FinFET    

Fig. 2. Enlarged portion of 
rounded region   

Fig. 3. Schematic of  
2-D  structure   

Table 1. Dimensions of the device and their range of values 
 

Process parameters Nominal  Value Range of values 

Gate length  (Lg)       30 nm 20 nm - 40 nm 

Fin width (W)       4 nm 3 nm - 10 nm  

Underlap (Lun)       3 nm 1 nm - 8 nm  

Corner radius        1 nm 0 nm - 2 nm 

Hard mask height       10 nm 0 nm- 100 nm 
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3   Results and Discussion 

3.1   Variation in Gate Length 

Figure 4 shows the variation of ft against gate length (Lg). It can be observed from  
Fig. 4 that ft initially increases and then gets decreased. The ratio Cgd/Cgs decreases 
with Lg [5] and this in turn affects ft [6]. This is the cause for the initial increase in ft 
with respect to Lg. As seen earlier, ft is decided by both gm and Cgg. The continuous 
degradation of gm with Lg causes ft to decrease from some point. 

3.2   Variation in Underlap 

Figure 5 depicts the plot between ft and underlap (Lun). As Lun increases from 1 nm to 
8 nm, gm decreases from 48 µ-mho to 26 µ-mho due to increased series resistance 
whereas Cgg decreases from 9.1 aF to 5.5 aF because of fringing capacitance [7]. 
Since, gm is more dominant ft is expected to decrease when Lun gets increased. This 
can be observed from Fig. 5 which gives ft versus Lun plot. 

      

                    Fig. 4. ft versus gate length                     Fig. 5. ft versus underlap       

3.3   Variation in Fin Width 

When fin width (W) is varied we may either face volume inversion or may not, de-
pending upon the channel doping levels. When the channel doping is 1x1016/cm3 
volume inversion is not seen. Therefore, the increase in W results in the increase in 
current and thereby gm and ft [8]. Figure 6 shows this kind of behavior between ft and 
W. For the channel doping around 1.5x1018/cm3, volume inversion effect is seen 
which causes ft to decrease initially and then to increase w.r.t W which is depicted in 
Figure 7.  

3.4   Variation in Corner Radius 

Figure 8 shows variation of ft w.r.t to corner radius. The corner rounding ratio is de-
fined as r/R, where r is the corner radius and R is the center radius (i.e., 2R = W). 
Higher r/R leads to a more circular cross-sectional shape, and r/R = 0 (rectangle), 1 
and 2 (circular) have been used in the simulations. However, r/R should be no less  
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Fig. 6. Variation of ft w.r.t W without volume 
inversion 

Fig. 7. Variation of ft w.r.t W with volume 
inversion 

 

  

Fig. 8. ft versus corner radius Fig. 9. Variation of ft with respect to hard-
mask height 

 
than 75% to obtain fluctuations of ft of less than 10% [9].When the corner is rounded 
with bigger radius the fin has larger amount of gate oxide in those regions. Therefore 
the current and gm are expected to go down and thus decreasing ft.  

3.5   Variation in Hardmask Height 

Figure 9 depicts variation of ft w.r.t hardmask height. As hardmask height increases, 
Cgg gets decreased due to reduced fringing field. This effect can be seen at the initial 
stage. Further increase in hardmask height makes gm and Cgg to become insensitive 
[10] thus making ft to become insensitive w.r.to hardmask height.   

4   Conclusion 

Five different process parameters gate length, underlap, fin width, corner radius, hard 
mask height were considered in this study to find out their effect on ft. It was found 
that gate length, underlap, and corner radius are more sensitive parameters whereas 
hardmask height is less sensitive parameter. Depending on the channel doping levels, 
fin width may be a more or less sensitive parameter.  
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Abstract. Wireless mesh networks (WMNs) are receiving increasing attention 
as an effective means to provide broadband internet. Throughput is a major QoS 
in WMNs keeping in view of their perceived application areas and others being 
connectivity and reliability. WMNs use multiple radios and orthogonal commu-
nication channels to reduce interference and increase throughput and at the 
same time providing path redundancy, reliability and connectivity. In our work 
we propose a cluster based channel assignment scheme for WMNs and assume 
that the wireless radio interfaces are equipped with IEEE 802.11 network inter-
face cards (NICs). We have extensively simulated our work using ns-2 network 
simulator and compared it against well-known channel assignment techniques 
and our result exhibits a significant increase in throughput.  

Keywords:  Multi-Radio wireless mesh networks, algorithm, clustering, chan-
nel assignment, throughput, and simulation. 

1   Introduction 

Wireless Mesh Networks[1,2] are dynamically self-organized and self-configured 
with a high degree of fault tolerance having low deployment and maintenance cost. 
They are an alternative to the traditional Wi-Fi networks, which requires extensive 
infrastructure and suffers from the last mile connectivity problem. WMNs provide a 
platform to integrate various types of networks like WSN, Wi-Max, and Cellular and 
also to provide broadband internet connectivity to mobile nodes or to remote residen-
tial areas. All the perceived applications of WMNs require a high throughput, low 
latency and adequate path redundancy as its major QoS requirements. Multihop wire-
less communication in WMNs is beset with several problems such as high interfer-
ence, increased collisions due hidden/exposed terminals and high levels of congestion 
with all aggregating to produce an extremely low end-to-end throughput. Due to the 
rapid advancement in electronics technology, it is feasible to equip each wireless node 
with multiple radios with each operating simultaneously over different orthogonal 
channels. The resulting network known as multi-radio multi-channel mesh (MR-MC 
WMNs) reduces wireless interference as adjacent radios operate over different or-
thogonal channels and the throughput increases. The mapping between a radio inter-
face and an orthogonal channel is known as the channel assignment problem (CA) 
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[3,7] and is critical to the proper functioning of the MR-MC WMNs. Various formu-
lations for CA have been proposed in literature and it is proved that CA is a NP-Hard 
problem. As such, no deterministic polynomial bounded method exists for CA and we 
have to concentrate on developing heuristic methods. 

2   Related Work 

A number of channel assignment methods are proposed in literature and a good over-
view can be found in [7]. One such method BFS-CA [4], proposed by K. 
Ramachandran et al., models the MR-MC WMNs by Multi-Radio Conflict Graph 
(MCG), in which all the possible edges between radio interfaces are modeled as nodes 
in the MCG. Then a breadth first search is executed to visit and color each node such 
that two adjacent nodes are assigned different colors. It is a centralized approach in 
which all the computations are done by the gateway node. A distributed channel as-
signment approach in WMN proposed by Raniwala and Chiueh called `Hyacinth' 
which jointly performs channel assignment and its associated routing. Here a tree like 
topology is extracted on which the method runs. In both [4, 5] above both network 
connectivity and topology is preserved. Naveed et al. propose an all-in-one scheme 
called the CoMTaC [6] to jointly address the topology control, channel assignment 
and routing.  

3   Proposed Work 

A cluster-based approach is employed in two steps to divide the network into clusters 
and localize the channel assignment problem within each cluster maintaining network 
connectivity. In the first step, the network nodes are grouped into clusters and the 
cluster heads are selected. The second step focuses on the channel assignment. We 
assume that every node has knowledge of its hop distance from its nearest gateway 
node. The function Hopcount (v) is hop distance of node v from its nearest Gateway 
having id GID (v).The clustering algorithm is as follows: 
 
Procedure Cluster: 
 Input: Connectivity Graph (V, E), number of nodes n, set of Gateway nodes VG 

where | VG |= m. 
Output:  Set χ containing cluster set Xi=1, 2, 3…   where Xi   is the ith cluster head. 
Step 1: Initially there are no cluster heads in the network. 
Set    χ=φ, m=|VG| and  p=m   : initial number of clusters. 
 for i = 1 to m do             // initially each gateway node considered as a cluster head. 
  Xi = v i  ,  where vi€ VG and  χ = Xi .  
end for  
Step 2:  Each node joining a cluster with a gateway node as cluster head. 
 for i = 1 to n do          x=GID (vi): vi € V   
                                     Xx = Xx U {vi},  clusterdist (vi) = hopcount (vi)  
                                    CHID (vi) = GID (vi): CHID is cluster head ID 
end for  
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Step 3: The number of Gateway nodes are limited, so the radius of the cluster is large. 
To restrict the size of a cluster to a radius r ≤ 2 procedure ConstructCluster is called.            
Set r=2.        while   clusterdist(x) > r for any x€{X1 U X2 … U Xp}    do 
                     ConstructCluster (χ, p, n, V) 
   end while 
End Procedure Cluster  
Procedure ConstructCluster (χ, p, n, V) 

h =x              such that clusterdist(x) is maximum     
p = p+1 
Xp = {h} 
CHID (h) = h 
XCHID(h) = XCHID(h) \ {h}  
for  i =1 to n       do              if clusterdist(vi) > dist(h, vi)   then 
                                             Xp = Xp U (vi) 
                                             XCHID(vi) = XCHID(vi) \{vi} 
                                             CHID (vi) = h 
                                             end if 
 end for 
end Procedure ConstructCluster 

The cluster radius, r,(maximum hop distance from the cluster) is a design parameter. 
We have set r=2. The cluster head selects other cluster head based on maximum hop 
distance from itself. Then the cluster is constructed around newly selected cluster 
head by adding nodes to 2 hop distances, as our interference range is two hops be-
cause of the protocol interference model as depicted in fig 1. The cluster head then 
checks among its one hop neighbor, who has the maximum neighboring nodes and 
selects them as control nodes (CN). The CN finds its child nodes from its one-hop 
neighbors and these nodes are controlled only by that CN.  

 

Fig. 1. Formation of Cluster 

Procedure Control-Child Node Selection within a Cluster 
Step 1. CH will sends “HELLO” packets to its one hop neighboring nodes (say node   
             A in Fig 1.) 
Step 2. The neighboring nodes (i.e.A’s) send an “ACK” packet to the CH. 
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Step 3. The neighboring nodes (i.e.A’s) will send a “HELLO” packet to its 1-hop  
             neighbors (say node B in Fig 1.). 
Step 4. Two hop neighbors of the CH (i.e.B’s) will send an “ACK” packet to one hop  
             neighbors of CH (i.e.A’s). 
Step 5. One hop nodes (i.e.A’s) Counts the number of “ACK” packets received from  
             two hop neighbors (i.e.B’s) and send it to CH.  
Step 6. The CH selects the Control Nodes from among  its one hop neighbors (i.e.A’s)  
             based  on the basis of maximum number of children (i.e.B’s)  it has. 
Step 7. CH sends a “JOIN” request to those selected Control Nodes. 
Step 8. The selected Control Nodes sends “JOIN” request to its neighboring nodes  
            (i.e.B’s). 
Step 9. On receiving the “JOIN” request, the  nodes (i.e.B’s) will send a “JOIN-ACK”  
             message to the Control Node from which it gets the first “JOIN” request. 
Step 10. Then the Control Node adds that node in its list of Child Node and sends an                 
“ACCEPT” message to the child node.  

 

Fig. 2. Channel assignment to nodes within a cluster 

A proportionate set of mutually orthogonal channels are being allocated to each 
CH based on the number of nodes in that cluster with adjacent clusters being allocated 
mutually non-interfering sets of orthogonal channels. The CH selects its communica-
tion channels to its control nodes and a set of non-interfering channels to each of its 
control nodes to communicate with their children as depicted in fig 2.        

4   Simulation 

A 25-node MR-MC WMN topology operating over twelve orthogonal channels and 
having four gateway nodes is created in NS-2.33 network simulator. Network inter-
face cards (NICs) are divided into two classes: (1) UP-NICs that are used to connect 
to the parent and (2) DOWN-NICs that are used to connect to the children. We have 
assumed that each node runs the DSR routing protocol. We have compared our results 
i.e. scenario 3, with BFS-CA[4] i.e. scenario 2 and the naïve (single channel) ap-
proach i.e. scenario 1.  The packet delivery ratio is of our method is approximately the 
same as BFS-CA[4] as shown in fig 3 but our method outperforms the latter with re-
spect to throughput as shown in fig 4. 
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Fig. 3. Packet Delivery 

 

Fig. 4. System throughput 

5   Conclusion 

Our method does not consider network traffic or interferences from external networks 
working in the similar frequency ranges. A statistical analysis of the network traffic is 
an important pre-requisite prior to channel assignment and after that some soft com-
puting techniques can be applied for channel allocation. Therefore, we shall try to 
make this possible for multiple gateway WMNs scenario and a better performance. 
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Abstract. In this paper, a new secret sharing scheme utilizing the vector space 
is proposed. Initially, the basis vectors of each character of the secret are found 
on the basis of a random partition value, N. Next, the basis vectors of each par-
tition are distributed in separate files and kept well distributed throughout the 
network. Only an authenticated person who knows the location of the shares 
can collect all the shares, distributed throughout the network, remove the re-
dundancy and take original basis vectors to reconstruct the actual secret. The 
scheme is well secured against Brute Force attacks and partial discloser prob-
lem. Malicious behaviors are restricted by assigning dummy shares as long as 
they are not trustworthy. 

Keywords: Secret sharing, vector space, basis vectors, MANET, security, 
cryptosystem. 

1   Introduction 

Secret sharing (threshold cryptography) is used to divide a cryptographic action, such 
as the generation and management of a secret key or the computation using secret 
keys, among several parties, in such a way that the action can be performed if and 
only if at least a certain number of parties collaborate. 

In this paper, a new secret sharing scheme using vector space is proposed. It needs 
less computation and hence is suitable to meet the security requirements [2] of 
MANET [1]. It is more secure against eavesdropping, Brute force attack [8] and par-
tial discloser problem. 

The rest of the paper is organized as follows. In Section 2, background of the pro-
posed scheme is discussed, followed by a brief introduction about vectors and vector 
space in Section 3, and vector space associated with a character in Section 4. In  
Section 5, a new secret sharing scheme is proposed with example. Security of the 
scheme is analyzed in Section 6, followed by concluding remarks in Section 7. 
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2   Background 

In Shamir’s secret sharing scheme [3], a secret (S) is divided into n pieces in such a 
way that it is easily reconstructable from any k pieces, but even complete knowledge 
of k-1 pieces reveals absolutely no information about secret. Here, the main goal is to 
divide S into n pieces S1, ..., Sn in such a way that knowledge of any k or more Si 

pieces of share makes S easily computable. It is not possible to reconstruct S from any 
k-1 or fewer Si pieces. Such a scheme is called a (k, n) threshold scheme [4]. 

Problems with Shamir’s scheme. Shamir’s secret sharing paradigms suffers with the 
following problems: 

• In (k, n), the value of threshold, k is fixed. If the adversary gains the knowl-
edge of ‘any k’ number of secrets out of n, he can easily reconstruct the 
original secret. 

• Secret sharing scheme does not depend on individual character of the secret.  
• The computations are not feasible. 
• The scheme suffers from partial disclosure problem. 

In Shamir’s (k, n) threshold scheme, the value of k was fixed, but in our approach it is 
variable. We have distributed shares depending on the reputation [5] [6] of each node. 
Our scheme is similar to (n, n) secret sharing scheme, although it satisfies the proper-
ties of threshold secret sharing scheme. 

3   Vectors and Vector Space 

A point in a Euclidean plane can be represented by an ordered pair of numbers  
X = (X1, X2) [7]. Point X can also be regarded as a vector emanating from the origin  
O = (0, 0) to the point (X1, X2). In GCF(2), every number can be either 0/1. 

Definition. An n-dimensional vector space over the field F consists of: 

1. A field F (with its element set S and two operations * and • ) 
2. A set W of k-tuples (numbers are taken from F) 
3. A binary operation ‘⊕ ’ called vector sum between the elements of the set W, 

such that W is an abelian group under this operation ⊕  

4. A binary operation ‘⊗ ’  called the scalar multiplication between the elements 

of the set W, such that W is an abelian group under this operation ⊗  

4   Vector Space Associated with a Character 

An ASCII character, C can be represented by 8 tuples, C= (c1, c2, c3, c4, c5, c6, c7, c8), 
such that ci is either 0 or 1[7]. For instance, the character A is represented by 
01000001. Altogether, 28 or 256 such 8 tuples are possible. For example, say J ← C1 

and r ← C2. J is represented as 01001010 and r is represented as 01110010. 
The ring sum C1⊕  C2 is represented by 00111000, which is the ASCII value of 

‘8’.  
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5   Our Proposal of Secret Sharing 

Motivation of our scheme. In the proposed secret sharing scheme, graph theory and 
basis vectors were used for the distribution of shares. Initially, the binary ASCII value 
of each character of the share was found. This binary representation of the secret 
string was then grouped into partitions, depending on a random partition value N, 
such that each partition Pi has N bits. Pi was then broken down into basis vectors. Let 
ki be the number of basis vectors in each Pi. As the number of basis vectors in each Pi 
is variable, hence ki is also variable. The basis vectors of each Pi were used to con-
struct the secret shares. Hence, to reconstruct a secret, each partition, Pi must be re-
stored, for which all the ki basis vectors are needed. Thus, ki is the threshold of each 
Pi. But ki being variable for different partitions, it was more difficult for the adversary 
to guess all the values of ki. Moreover, without knowing the value of N (which is a 
random number known by the dealer only), the adversary could not retrieve the indi-
vidual characters of the secret. Thus Brute Force attack [8] became very difficult to 
achieve. Secondly, to reconstruct the shares into original secret, it needed less compu-
tation because basis vectors were introduced. 

The shares are distributed depending on the reputation [5] [6] of each node. The 
shares which have more number of basis vectors are distributed among the set of 
trustworthy nodes, so that they can reconstruct the secret whenever required. The new 
nodes of the network, whose reputation is, yet to be determined, get the shares with 
more number of redundant vectors. Moreover, we have used partitioning so that mali-
cious users cannot get partial information from his share or other shares.  

Our scheme has the following 3 phases: 

5.1   Initial Phase 

In this phase, the individual characters of the secret were partitioned based on a 
random partition value N and then the basis vectors of each partition were found out. 
It consisted of two functions, partition() and findbvarray(). The function partition() 
takes str as input and divides it into T number of partitions, such that T=str.length. 
The function findbvarray() finds the secret shares (basis vectors along with 
redundancy) of  each partition, P and  stores them in  an array. 

Importance of Partitioning 

• To eliminate partial disclosure problem a partition value was introduced to 
convert each character to an un-known format. So, malicious user cannot get 
partial information from his share or other shares.  

• Maximum number of basis vectors in an ASCII character is only 7. So a 
maximum of 7 shares can be obtained without using the partition technique. 
By introducing the partition mechanism, any number of shares can be obtained 
based on the size of the random partition value. Partition value being random, 
number of shares for the same secret but different partition value is different. 

Input. Suppose the secret string: alo & the partition value, N: 10 
str:= alo. Fig 1 shows each character of str along with its binary ASCII value. 
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Fig. 1. ASCII value of each character of str for str:=alo 

Taking N:=10, we find the partitions P1, P2 and P3. We make the size of P3 equal to 
10 (N) by padding it with extra ‘1’s. Fig 2 shows each partition Pi along with its bi-
nary ASCII value. 
 

 

Fig. 2. ASCII Value of each partition, Pi 

Maximum number of Basis Vectors in P1, P2 and P3 is 10. So, M=10= Number of 
shares. Now we find the basis vectors of each partition. Fig 3 shows the secret shares 
(basis vectors and redundancy vectors) of each partition Pi. 

 

 

Fig. 3. The Secret Shares corresponding to each partition, Pi 

5.2   Distribution Phase  

In this phase, the basis vectors of each partition was distributed in separate files and 
kept well distributed throughout the network. It consisted of the function distribu-
tion(), which takes str as the input and puts the secret shares in files. 

The secret shares are then distributed in 10 various files all over the network. Fig 4 
shows the contents of File1 to File10. 

5.3   Reconstruction Phase 

In this phase, only an authenticated person, knowing the location of the shares and 
having the right authority can collect all the shares, distributed throughout the net-
work, remove the redundancy and take the original basis vectors to reconstruct the  
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Fig. 4. Contents of the Secret Share Files 

 
partitions. He can retrieve the individual characters of the secret using N. This phase 
consisted of two functions, isBasisVector() and reconstruct(). The isBasisVector() 
function takes an integer value and checks whether it is a basis vector or not. If the 
integer is a basis vector, it returns 1, otherwise it returns 0. The reconstruct() function 
reads the basis vectors from the secret files created by the distribution()  function and 
outputs the secret message. 
 
Output. The secret is: alo 

6   Security Analysis 

As the secret is shared between several users, each can get only a single secret key. 
Hence it is hard to attack by Brute Force [8]. Moreover, value of k being variable for 
different partitions, it becomes more difficult for the adversary to guess all the values 
of k. But there is chance of Brute Force attack by acquiring partial information from a 
shared secret. A malicious user can try to get another shared secret with the help of 
his share of secret. To overcome this problem, we have introduced a random partition 
value, N. Without knowing the value of N (which is a random number known by the 
dealer only), the adversary cannot retrieve the individual characters of the secret. 
Thus Brute Force attack is very difficult to achieve. 

The scheme is also secured against partial discloser problem of secret sharing. In-
troduction of the random partition value, N converts each character of the secret string 
to an unknown format. So, malicious users cannot get partial information from his 
share or other shares. Moreover, we can restrict behaviour of malicious users by as-
signing dummy shares as long as they are not trustworthy. 

7   Conclusions 

In this paper, we have introduced a new secured scheme for sharing secrets in the 
network. The secret string was broken down into shares with the help of basis vec-
tors. The sharing technique is well secured against partial discloser problem, as well 
as Brute Force attacks. We have also restricted the behaviour of malicious users by 
assigning dummy shares to them on the basis of multi-degree or weighted entropy, as 
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long as they are not trustworthy. The scheme takes less computation, compared to the 
remaining approaches of secret sharing. Thus, it is very useful in MANET. 
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Abstract. Multicast gives large-scale content distribution by providing an effi-
cient transport mechanism for one-to-many and many-to-many communica-
tions. There are various security issues in multicast communication, related to 
the nature of multicast. Group Diffie-Hellman key exchange protocol is a well 
known protocol for establishing common key on the open channel; however, 
due to middle-man-attack, the confidentiality can be compromised. To remove 
the man-in-middle attack in Group Diffie-Hellman, we propose a secure iden-
tity-based key management scheme, which combines the principles of Group 
Diffie-Hellman and of trusted third party; scheme uses the identity of the nodes 
to establish the common key for a group. 

Keywords: Key Distribution, Key Management, Broadcast, Multicast, Identity 
based cryptography. 

1   Introduction 

Due to exponential growth in the use of Internet technology, life has become easier, 
and we have benefited by the use of this technology; but maintaining the complete 
secrecy of data is an open issue. One critical security requirement is that the commu-
nication channels need to be secured. For providing confidentiality on open channel, 
encryption and decryption are needed. Key management schemes are used for achiev-
ing confidentiality, authentication, non-repudiation etc. Confidentiality ensures that 
no one can read the message except the intended receiver. Integrity ensures that the 
data has not been changed.  Authenticity ensures that the origin of an object is what it 
claims to be. Non-repudiation ensures that the sender cannot deny about sending a 
message later. Considering these security issues, we can not ignore the role of Key 
management and key distribution. Key management implies different services such as 
generation, registration, distribution, installation, storage, retrieval, renewal, revoca-
tion, archiving or destruction of the key. Strength of encryption and decryption is al-
ways dependent on encryption algorithm and key which is used for encryption and 
decryption. Secure keys are needed to be established before applying any crypto-
graphic technique to secure the communication. 

Multicast enables efficient large-scale content distribution, by providing an effi-
cient transport mechanism for one-to-many and many-to-many communications.  
Today, the applications that are of multicast nature have increased (as video confer-
ence, distance learning, pay per view TV, financial stock quote distribution, etc). 
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One of the important tasks for the use of multicast communication is ensuring the 
authenticity. Receiver must be able to verify the identity of sender. First level of func-
tionality for the receiver is to verify that the data is coming from a group member. 
The next level of functionality for the receiver is to verify that it is from an authorized 
sender. Functionality may be précised to determining the exact identity of the sender.  
In case of multicast communication, the authentication is main problem, as it requires 
that a large number of recipients must verify the sender. 

In this paper, we present a scheme for establishing a common key for the group 
and the scheme also eliminates the possibility of man-in-middle attack among the 
communicating parties. Rest of paper is organized as follows: in next section related 
work is presented, in section 3, proposed scheme is given. section 4 concludes the 
paper and references are given in the last section. 

2    Related Work 

Key management is a well known research topic in the cryptographic research com-
munity. A lot of work has already been done in field of key management but still this 
field is not fully saturated.  

Emmanuel Bresson [11] presented multicasting approach for dynamic group. The 
good feature of Emmanuel’s scheme is that it builds group key dynamically, and time 
complexity of the group key generation is linear. If there are ‘n’ number of nodes is in 
the group, then only ‘n’ numbers of transmissions are required. In this scheme first 
node sends some parameters (g, ga) to next node to initiate the process; where ‘g’ is 
the generator of the group and ‘a’ is the secrete parameter of first node.  After getting 
parameters from first node, second node raises the power of its secret number on all 
received parameters. Second node passes all modified parameters and the last parame-
ter of first node to third node. This chain remains continuous up to the second last 
node of the group. After raising the secret number, last node of the group broadcast all 
parameters. From the broadcast values, each node takes its respective part and then 
builds the group key. This scheme provides the linear time complexity but it suffers 
from man-in-middle attack. Any attacker can also participate during the construction 
of group key and attacker can get all confidential information of other members.  

In the paper “one round protocol for tripartite Diffie-Hellman”, Antoine Joux A 
proposed a three participants variation of the Diffie-Hellman protocol [3], based on 
the Weil and Tate pairings on elliptic curves. It facilitated reducing discrete logarithm 
problem on some elliptic curves to the discrete logarithm problem in a finite field.  

Authors [1] presented group key distribution protocol. In this protocol, numbers of 
messages are high, so that the computational time is also high. If any member leaves 
the group then it requires to setup the group key again, otherwise forward secrecy will 
become a problem. Scheme is also vulnerable to man-in-middle attack. The Group 
Key Distribution protocol using Diffie-Hellman (DH)[1] constructs the group key by 
using two stages flow which is called as up flow and down flow.  

In 1984, Adi Shamir, described “Identity-Based Cryptosystems and Signature 
Schemes"[2], where any publicly-known string (e.g. someone’s email address) could 
be used as public key. The Identity-based cryptography uses public-key cryptography 
in a different manner, where the public key of a user gives unique information about 
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the identity of the user. This can use the text name, or domain name, or the physical 
IP address as a key. 

In the paper “Identity-Based Encryption from the Weil Pairing” [5] Dan Boneh and 
Matthew Franklin proposed a fully functional identity-based encryption scheme and 
compared the performance with ElGamal encryption. Scheme has chosen ciphertext 
security in the random oracle model assuming a variant of the computational Diffie-
Hellman problem, and is based on bilinear maps (like Weil pairing on elliptic curves) 
between groups. They proposed the PKG as distributed so that the master-key is never 
available at a single location. 

Our scheme uses concept of Group Deffie-Hellman key exchange and Id based 
cryptography to establish the common key for the group and eliminates the possibility 
of man-in-middle attack. In next section proposed scheme is presented. 

3   Proposed Scheme 

Scheme assumes that there is one centralize server (Private Key Generator) which is 
used to generate the private key for each node. Firstly, PKG generates private key for 
each node by using identity of nodes and the master private key (Private Key of 
PKG). After the generation of private key for each node, the PKG distributes the pri-
vate keys to the corresponding nodes manually. For the future use, PKG can store 
private key of any node in its database or it can generate at run time. To reduce the 
run time overhead, PKG can store private keys of all nodes in its database but in this 
case extra storage is needed.  Any node can generate the public key of any other node 
by using identity of that node and master public key (public key of PKG). 

Let Ida is the identity of node A, Idb is the identity of node B. Mpvt is the master 
private key, Mpub is the master public key. F is a function which is used for generating 
private and public key of any node, p is a large prime number, G is a group of order p, 
g is the generator of the group. 

Generation of Private Key: Let Apvt is the private key of node A. PKG generates 
Apvt by using function F as 

  Apvt = F(Ida, Mpvt)                                                         (1) 

In same way PKG generates Bpvt for node B using 

  Bpvt = F(Idb, Mpvt)                                                         (2) 

Generation of Public Key: Any node can generate public key of any other node by 
using master public key Mpub, function F and Id of corresponding node like- 

 Bpub = F (Idb, Mpub)                                                      (3) 

Generation of Group Key: Let node A  want to establish group key with nodes 
B,C,D then A sends signed  request (message 1) with list of group nodes (B,C,D) to 
PKG  after getting message1 from A, PKG sends a message which includes generator 
g, time stamp t, member list A,B,C,D to A on open channel. A sends message 3 to B, 
B sends message 4 to C, C sends message 5 to D as shown in figure-1. 
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Fig. 1. Key Setup Diagram 

After getting message 5 from C, D computes common key gpvtA.pvtB.pvtC.pvtD and D 
does not broadcast this common key. D broadcasts gpbtB.pvtC.pvtD, gpvtA.pvtC.pvtD, 
gpvtA.pvtB.pvtD, t, l. In broadcast message 6, first value belongs to A, second to B, third to 
C and so on. Each node takes it respective part from broadcast message 6 and applies 
its private key to obtain group key. A applies its private key on first value; B applies 
its private key on second value and so on. A computes group key (gpbtB.pvtC.pvtD)pvtA and 
B computes group key (gpbtA.pvtC.pvtD)pvtB and so on.  

In scheme like [11] PKG is not there so any attacker can also participate in the 
group and he/she can read common messages easily.  

In our proposed solution, PKG takes the first value (which belongs to A) from 
broadcast message and applies the private key of A to obtain group key k1 and then 
computes the group key k2 by using generator g and private keys of all group mem-
bers. After getting k1 and k2, PKG compares these values, if k2 matches with k1 then 
group key is attack free. PKG broadcasts the trueness/falseness of group key through 
message 7. Contents of message 7 are group member list, time stamp, key verification 
information and before broadcasting PKG encrypts message 7 by its private key. 
Through message 7 every node gets the information about trueness of key, if key is 
true then they can use this group key for communication. 

Key Revocation: Any group can revoke its key by sending fresh request to PKG. 
Nodes can use this fresh group key as a long term key or they can also use it only for 
one session. 
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Security Analysis against Man-in-Middle Attack: In our scheme key verification is 
done by PKG, so if an attacker participates in the group, then PKG will catch the at-
tacker through verification mechanism. If key verification is false, then every node 
will get this false status and it will not use the newly generated group key, and a fresh 
request for group key will be sent to the PKG. Time stamp is also associated with 
each message, so that there is no possibility of replay attacks.  

Time Complexity: Time complexity of our scheme is linear. If there are ‘n’ number 
of nodes in the group, then ‘n+2’ number of transmissions are expected. So complex-
ity is O(n). 

4   Conclusion 

Key management is the back bone of the cryptography. For speeding up the encryp-
tion/decryption, symmetric key is a favorable approach. In this paper, first we  
discussed the key management approaches, followed by issues in the available key 
management approaches, like man in middle attack in Group Deffie-Hellman Key 
exchange. The proposed protocol distributes processing among different communica-
tion nodes and provides authentication and security by using the features of ID based 
cryptography. Proposed scheme eliminates the man-in-middle attack in Group Deffie-
Hellman Key Exchange and establishes a secure group key among nodes.  
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Abstract. Software computing is a goal-oriented activity requiring, benefiting 
from, or creating applications for commercial, network communications etc. 
The process of development includes designing, building and testing software 
systems for a wide range of purposes, processing, structuring, and managing 
various kinds of information. To validate the developed one, time and resource 
constraints are taken into account; therefore test suite reduction technique is the 
important stage to be followed to test the developed software. Several test suite 
reduction techniques are present. Our approach is a new type of test suite reduc-
tion heuristic in which we propose an algorithm for test suite reduction based on 
changed condition/coverage criteria (CC/CC) to test the software on satisfying 
complete user’s requirement with less time, cost and more coverage of require-
ments this increases computing efficiency.  

Keywords: CC/CC pair, Software testing, testing constraints, regression  
testing, test suite reduction, computing efficiency. 

1   Introduction 

Software testing is essential in the development of any software system for efficient 
computing. These test objectives vary in granularity. Therefore, it is necessary to 
reduce the test suite to improve computing efficiency and save test cost. A test suite is 
a set of test cases. A test case consists of execution conditions, input data, and ex-
pected results. It requires seven weeks to run all its test cases and costs several hun-
dred thousand dollars to execute them. In order to overcome this problem, it’s better 
to choose test suite minimization ,which,  mainly is used to identify reduced test suite 
that provide same coverage of the test requirements as the original suite. In this paper, 
we present a new approach for test case reduction heuristic based on CC/CC pair 
which deals with both requirement satisfaction and coverage criteria. 
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2   Background 

In the literature, almost all the approaches to test case generation will consider how to 
avoid generating redundant test cases. Typical test suite reduction techniques include 
heuristic approaches and MC/DC criterion is a more rigorous criterion which was 
advanced by Chilenski et. al [2]. It can be used to reduce the size of test suite to 
economize on testing time. If a test suite is said to satisfy MC/DC criterion, all exe-
cuting test cases in the test suite will guarantee that [3]. Although multiple-condition 
coverage (MCC) and MC/DC are both sensitive, the growth rate of the amount of test 
cases is different. In general, n conditions within an expression require n+1 test cases 
but MCC requires 2n test cases for the same Boolean expression [4].The [5] reported 
that the selected test cases are valid for MC/DC against each gate.  

2.1   CC/CC Pair and Test Suite Reduction   

In our proposed method it makes use of the concept of changed condition/coverage 
criteria in which higher weight test case is checked for both MC/DC pair concept and 
for the requirement coverage conditions.  

Definition 
The CC/CC a pair of test cases that must contain at least one input same and the other 
inputs different (replace one by another), but it must always be producing the differ-
ent outputs and also find the requirement coverage of selected test case. 

3   Proposed Test Suite Reduction Technique        

3.1   Objectives  

i) To reduce the number of all test cases: Generally, the larger the input domain, the 
more exhaustive the testing would be. To avoid this problem, a minimum set of test 
cases needs to be created using an algorithm to select a subset that represents the 
entire input domain. 
ii) To find the technique for automatic generation of test cases: To reduce the high 
cost of manual software testing while increasing reliability of the testing processes. 
iii) To keep a minimum number of test runs: The best technique must be able to  
reduce test cases from minimum test oracles in test run. 

4   Experimental Study 

4.1   Subject Programs, Faulty Versions and Test Case Pools 

We experimented with objects that are retrieved from software infrastructure reposi-
tory [1] and the programs developed as an academic project .We examined the types 
of errors introduced in the faulty versions of each subject program and identified six 
distinct categories of seeded errors. For each program there is a test pool which con-
tains test cases developed for different black-box and white-box testing objectives. 
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Fig. 1. SuiteRed Algorithm for test suite reduction 

 

Table 1. Software Infrastructure Repository [1] and Academic Subject Programs 

4.2   Experiment Instrumentation 

The studied test suite reduction techniques were implemented using JDK 1.4. All the 
implemented techniques were executed on a PC with an Intel Pentium Dual CPU 
T3400 @ 2.16 GHz 2.17 GHz CPU and 2 GB memory running the Windows 2000 
Professional operating system. 

5   Experimental Analysis 

We evaluate four characteristics of the reduction algorithm: size reduction of test-
suites, time to perform the reduction, cost reduction of test-suites, and requirement 
coverage. 
 

                               

        Fig. 2. Size of test suites            Fig. 3. Time of test suite      Fig. 4. Coverage  information 
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The results show that HBA is slightly more competent for size reduction than 
MC/DC, and when test-execution cost is taken into account, the ability of CC/CC to 
reduce size is considerably improved. 

6   Conclusion 

In this paper we proposed, a new type of test case reduction for effective computing 
based on CC/CC PAIR with the simple implementation part which indicates that the 
test case reduction factors namely execution time, cost, requirement coverage are 
taken into account. Finally, we empirically evaluated the CC/CC, HBA, and MC/DC 
on suites of different sizes, comparing our reduced suites to those generated HBA 
reduction and MC/DC reduction, respectively.  
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Abstract. Robotic arm is an electro-mechanical system with functions similar 
to that of human arm. The proposed robotic arm is intelligent in the sense that it 
senses the movement of human arm with the help of the sensors attached to the 
hand and then move in accordance with it. Many exoskeletal robotic arms have 
been developed for teleoperation having force reflection. They can measure op-
erator’s arm motion and apply reactive force to the operator as well [1]. The 
movement of robotic arm is basically due to the two main components which 
are servomotor along with microcontroller. Since, this design includes servomo-
tor for the movement of robotic arm, this will give very precise movements. 
Movement of servomotor is based on width of the rectangular pulse generated 
by the combined working of the monostable and astable multivibrator. As the 
pulse width changes servomotor detects the changes in it and then moves  
accordingly. 

1   Introduction 

Robotics is the engineering science and technology of robots, and their design, manu-
facture, application, and structural disposition. Robotics is related to electronics, me-
chanics, and software. Robot is a virtual or mechanical artificial agent. In practice, it 
is usually an electro-mechanical machine which is guided by computer or electronic 
programming, and is thus able to do tasks on its own. Robots are generally classified 
for two main applications, which are industrial robots and service robots. In the past, 
the industrial robot has been extensively applied in industrial manufacturing and con-
struction, such as the steel, automobile, electronic, and semiconductor industries, and 
has been the main focus of research development. Robotic arms were among the first 
robots developed and are by far the most common. Various components of robotic 
arm are structure, actuation, sensing, manipulation, power source etc. The proposed 
wearable robotic arm is designed to have not only high wear-ability, but also simple 
design and operation. 

1.1   Related Work 

Although much work has been done in robotic technology (see [1] [5] [6]), the pro-
posed arm is different from others as the operator has to wear only the sensors and not 
the whole arm. This arm also includes the fingers and their individual movement  
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according to the human fingers. This arm can be used in workplaces where more hu-
man casualties occur. The operator can operate the arm from a distance of 2-3 metres, 
so fewer chances of causalities will be there.  

2   Description of Design 

Intelligent Robotic arm employed one up and down shoulder movement, one up and 
down elbow movement and two wrist movements namely rotate and up-down. It can 
also move its fingers at there base. Servomotors are used for the movement of portion 
of robotic arm from shoulder to wrist and micro DC motors are used for the move-
ment of fingers. Circuit used for driving servomotor is servodriver. This arm is differ-
ent from all other robotic arms that have been so far developed as follows – 1. It 
senses the motion of human hand with the help of sensors in the form of potentiome-
ters attached to it and then moves in accordance with that. 2. Since this design is using 
servomotor, so it can move at angle ranging 0-180degrees and its movement is very 
accurate and precise. 3 It senses the motion of fingers with the help of reed switches 
and then moves accordingly. 

2.1   Servodriver 

Servomotor works on the principle of Pulse Width Modulation (PWM).Circuit used 
for driving servomotor is servodriver which is shown in fig. 1. Servodriver was made 
using few basic components like 555 timer IC, resistors and capacitors. The circuit 
consisted of two parts namely monostable and astable multivibrator. The first part was 
555 timer IC operating in astable multivibrator mode which provides continuous trig-
gering pulses for the second part which was 555 timer IC operating in monostable 
multivibrator mode. The astable multivibrator circuit consists of external resistors R1, 
R2, potentiometer RV1 and external capacitor C3. These resistors, potentiometers and 
capacitors were used to control the pulse width as follows [2] 

                                  W = 0.693*(R1+R2+RV5)*(C1+C2).                                   (1) 

When 5V was applied to the pin number 8 and 4 of the 555 timer IC operating in ast-
able multivibrator mode, it produced continuous triggering pulses from output pin 3. 
This pulse goes to the input of second 555 timer IC operating in monostable mode 
through capacitor C4. Due to C4, only the ac component passed to second 555 timer 
input. R3 acted as a pull up resistor for trigger.The second 555 IC helped in formation 
of Pulse Width Modulation which was controlled by the resistor R3, pot. RV2 and 
capacitor C4 attached to the IC. Hence, a signal which was PWM in nature was gen-
erated and can be used to drive the servomotor. These resistors, potentiometers and 
capacitors were used to control the pulse width as follows [2] 

                        W = 1.1*(R4+ RV2)*(C6).                                           (2)   

RV1, R5 and C5 are used for voltage control. The output of monostable multivibrator 
passes through RV3 and R6 which were used to control the amplitude of the output 
signal. The nature of operation of monostable mode was same as that of astable mode 
except from the fact that it required external trigger for producing PWM. As stated  
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Fig. 1. Circuit diagram used for driving servomotor[2] 

earlier the movement of servomotor depends on the change in the pulse width of trig-
gering pulse. Next, when the value of resistance varied through potentiometer, then 
the pulse width of triggering pulse changed. As a result of this servomotor rotated 
through different angles according to the width of the triggering pulse at that time. 
Rotation of the servomotor depends upon the pulse width as follows – 1.When the 
pulse width is anywhere between 0 and 1.25ms, then there is no rotation in the servo-
motor. Even if the pulse width reached 1.25ms mark, then also there is 0 degrees of 
rotation [4]. 2. When the pulse width is further increased and it reaches the 1.50 ms 
mark, then the servomotor rotates through 90 degrees [4].3. Increasing the pulse width 
of triggering input again beyond the 1.50 ms up to 1.75 ms, then the servomotor ro-
tates through 180 degrees of angle [4]. 

2.2   Finger Driving Circuit 

Servodriver was used to control the movement from shoulder to wrist part of the arm. 
Movement of fingers was done using micro DC motors using circuit as shown in 
fig.2.Movement of fingers was based on the microcontroller and dual H-Bridge IC. 
Since H-bridge is a dual IC, so it can be used to drive 2 micro DC motors at once. 
Output from microcontroller goes to the input of H-Bridge IC which was used to 
move the micro DC motor. The microcontroller uses the program which was stored in 
its internal RAM, so the pin number 29 and 31 were made high through attaching 
them to Vcc.  

The basic working of the circuit depends on the working of the push-to-off reed 
switches which were attached at the base of human fingers. Magnets were attached to 
the upper part of the human finger. When the finger was moved (forward), the reed 
switch was opened, which set the bits of Port 3, which acted as input port for control-
ler. Through port 3, the controller received the input from reed switch and generated a 
pulse from port 2 of microcontroller which acted as a signal for motor driving IC 
L293D.  
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Fig. 2. Circuit diagram for running DC Motor 

2.3   Logic for the Code 

For delay generation, timer 0 has been used in mode 1. Due to push-to-off reed 
switches, initially the bits 3.0-3.4 are reset. In MAIN sub module, bit 3.0 is checked. 
If it is not set then control jumps to bit 3.1 to check it and so on. If any one of the pins 
is set, then the control will be transferred to a subroutine KEY for that particular input 
pin. Subroutines are used to set pin 2 and clear pin 7 of L293D. As a result, the motor 
will move in forward direction. After some delay, the motor will stop. 

It will again go to the MAIN routine and check whether the corresponding bit is 
reset or not. If it is reset, the control will be transferred to a subroutine which makes 
pin 2 clear and pin 7 set of L293D. Now the motor will move in backward direction 
for same time and same speed as it did for the forward movement. Now the control is 
transferred to MAIN subroutine and it will check the next bit. 

2.4   Experimental Results 

Figure 3 shows an experimental result when operator’s movement was not allowed 
and robotic arm was showing no movement as the pulse width is 1.25ms. Figure 4 
shows another experimental result when operator’s movement was allowed. In this 
case, due to the movement of operator’s arm sensor generated a pulse width which 
was more than 1.25ms, hence arm showed a movement. Here, the arm showed maxi-
mum movement as pulse width was 1.75ms. 
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Fig. 3. Sensor driven performance test                   Fig. 4. Sensor driven performance test 
(without input)                                                        (with  input) 

3   Implementation and Result 

The Formation of Intelligent Robotic Arm was done in a number of stages which in-
cludes –1. The Formation of individual frames for holding the servomotor which were 
responsible for arm movement.2. Formation of individual frames for holding the mi-
cro DC motors which were responsible for the movement of fingers. 3. Assembling 
the individual modules thus formed to make a complete robotic arm from shoulder to 
fingers.4. Realizing the finally tested circuit either on general purpose board or 
printed circuit board which will be used finally.5. Placing sensors on hand as well as 
on the base of the fingers so that they can sense the motion of human hand and fingers 
and then moved accordingly.6. Finally assembled robotic arm is as shown in the fig 5. 

In this way the ‘Intelligent Robotic Arm’ was implemented. The design of robotic 
arm can be extended to make it to show all the movements i.e. the movement of each 
and every joint of human hand. Intelligent Robotic Arm can also be extended to work 
in wireless mode instead wired mode using infrared technology which will prove to 
be of great advantage for future use. 

 

 
Fig. 5. Complete robotic arm from shoulder to palm 
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In this arm, servomotor is used which is light in weight as compared to the pneu-
matic cylinder. Also, servomotor expects to see a pulse every 20 milliseconds so they 
are very sensitive for any change in input as compared to other motors and pneumatic 
cylinders.  
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Abstract. This paper introduces the concept of image fusion of filtered noisy 
image for impulse noise reduction. Image fusion is the process of combining 
two or more images into a single image while retaining the important features 
of each image. Multiple image fusion is an important technique used in mili-
tary, remote sensing and medical applications. Five different filtering algo-
rithms are used individually for filtering the image captured from the sensor. 
The filtered images are fused to obtain a high quality image compared to indi-
vidually denoised images. In-order to better appraise the noise cancellation be-
havior of our fusion technique from the point of view of human perception, an 
edge detection is performed using canny filter for the fused image. Experimen-
tal results show that this method is capable of producing better results compared 
to individually denoised images. 

Keywords: Impulse Noise, Image Enhancement, Image Restoration, Image 
Processing, Image Fusion. 

1   Introduction 

Order statistics filters exhibit better performance as compared to linear filters when 
restoring images corrupted by impulse noise. Impulse noises are short duration noises 
which degrade an image. They may occur during image acquisition, due to switching, 
sensor temperature. They may also occur due to interference in the channel and due to 
atmospheric disturbances during image transmission. The goal of the filtering action 
is to cancel noise while preserving the integrity of edge and detail information. In this 
paper, a novel technique for impulse noise reduction is proposed. In our technique, 
first an image in captured by a sensor. The captured image is converted from RGB to 
YIQ domain. The image is filtered in this domain with five different smoothing fil-
ters. The filtering is applied only to the chrominance (I and Q) component of YIQ 
domain and the filtered image is converted from YIQ into RGB domain. The denoised 
images obtained from five different filters are fused them to obtain a high quality im-
age free from impulse noise. 

The rest of the paper is organized as follows. Section 2 presents the conversion of 
color image from RGB to YIQ domain and YIQ to RGB domain, Section 3 presents 
the image fusion technique with five different smoothing filters, Section 4 presents 
the experimental results and finally Section 5 report conclusion. 
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2   Conversion from RGB to YIQ and YIQ to RGB         

The early approaches to color image processing are performed by processing each 
RGB components separately. A disadvantage of these methods is the loss of correla-
tion between the color channels resulting in color shifts [4][5]. That is a substitution 
of a noisy pixel color through a new false color, which does not fit into the local 
neighbourhood. This means that a noisy pixel is replaced by another noisy pixel. In 
our work, the YIQ system is used to process color image. The principle advantage of 
this space in image processing is that the color information components (I and Q) are 
processed leaving the luminance component (Y)  It will be a need to convert RGB to 
YIQ system for this purpose.  

3   Image Fusion Technique 

The process of combining two or more images into a single image while retaining the 
important features of each image is called image fusion. In this paper, the filtered im-
ages from five different smoothing algorithms are fused to obtain a high quality  
denoised image. The block diagram of the process is shown in figure 3. 

 

Fig. 3. Block diagram of image fusion technique 

The five different smoothing algorithms used in our technique are described as fol-
lows: Order-static filters are nonlinear filters whose response is based on the ordering 
(ranking) the pixels contained in the image area encompassed by the filter, and then 
replacing the value of the center pixel with the value determined by the ranking result. 
The best known filter in this category is the median filter, which as the name implies, 
replaces the value of the pixel by the median of the intensity values in the neighbor-
hood of that pixel defined in (3). The pixel with the median magnitude is used to re-
place the pixel in the signal studied.  

MEDIANFILTER(x1,x2,……xN) =  MEDIAN(x1,x2,……xN)                    (3) 

The median filter is more robust with respect to the presence of noise. 
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In the Vector median filter (VMF) [3] for the ordering of the vectors in a particu-
lar kernel or mask a suitable distance measure is chosen. The vector pixels in the win-
dow are ordered on the basis of the sum of the distances between each vector pixel 
and the other vector pixels in the window. The sum of the distances is arranged in the 
ascending order and then the same ordering is associated with the vector pixels. The 
vector pixel with the smallest sum of distances is the vector median pixel. The vector 
median filter is represented as 

 XVMF =  vectormedian (window)                                     (4) 

If δi is the sum of the distances of the ith vector pixel with all the other vectors in the 
kernel, then 

δi = ∆(Xi, Xj)                (5) where (1≤ i ≤ N) and  Xi and Xj  are the vectors, 

N=9. 
∆(Xi, Xj) is the distance measure given by the L1 norm or the city block distance 

which is more suited to non correlated noise. The ordering may be illustrated as 

δ1 ≤ δ2 ≤ δ3 ≤, ...,≤ δ9                                                                            (6)  

and this implies the same ordering to the corresponding vector pixels i.e.   

X(1) ≤ X(2) ≤, ...,≤ X(9)                                                  (7) 

where the subscripts are the ranks. Since the vector pixel with the smallest sum of 
distances is the vector median pixel, it will correspond to rank 1 of the ordered pixels,  

i.e.,   XVMF = X(1)                                                     (8) 

For Basic Vector Directional Filter (BVDF) [6], Let W be the processing window of 
size n, and let xi, i=1,2,…n be the pixels in W. Let also the vector valued image func-
tion at pixel xi is denoted as fi. Let αi correspond to fi.  

 αi = A(fi, fj)                   (9) where A(fi, fj)  denotes the angle between fi and fj.  

An ordering of the  αi‘s               α(1)   ≤   α(2)    ≤ …….. ≤ α(m)  ≤…… α(n)                    (10) 

implies the same ordering to the corresponding fi’s  

f(1)
   ≤   f

(2)
    ≤ …….. ≤ f(m)

  ≤…… f
(n)                               (11) 

The first term in (11) constitutes the output of the BVDF 

BVDF [f1,f2,……fn]  =  f(1)
                                             (12) 

The Spatial median filter (SMF) [4] is a uniform smoothing algorithm with the pur-
pose of removing noise and fine points of image data while maintaining edges around 
larger shapes. The SMF is based on the spatial median quantile function which is a L1 

norm metric that measures the difference between two vectors. The spatial depth be-
tween a point and a set of points is defined by  

∑
=

N

j 1

∑
=

n

j 1
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Sdepth(X,x1,x2,……xN)=1 -  

                                    

(13)

 

 

Let r1,r2,….rN represent x1,x2,…..xN in rank order such that  
 Sdepth(r1,x1,x2,……xN) ≥ Sdepth(r2,x1,x2,……xN)  ≥…  ≥ Sdepth(rN,x1,x2,……xN)        (14) 

and let rc represent the center pixel under the mask . Then 

SMF(x1,x2,……xN )= r1                                                    (15) 

In the Modified Spatial Median Filter (MSMF) [4], we first calculate the spatial 
depth of every point within the mask and then sort these spatial depths in descending 
order. After the spatial depth of each point within the mask is computed, an attempt is 
made to use this information to first decide if the mask’s center point is an uncor-
rupted point. If the determination is made that a point is not corrupted, then the point 
will not be changed. If the point is corrupted, then the point is replaced with the point 
with the largest spatial depth. We can prevent some of the smoothing by looking for 
the position of the center point in the spatial order statistic. Let us consider a parame-
ter P (where 1≤ P ≤ N, where N represents numbers of points in the mask), which 
represents the estimated number of original points under a mask of points. If the posi-
tion of the center mask point appears within the first P ranks of the spatial order statis-
tic, then we can argue that while the center point is not the best representative point of 
the mask, it is likely to be original data and should not be replaced. The MSMF is 
defined by  

                                                    

(16)

 
We generated five denoised images using the above smoothing algorithms. By fusing 
the best features of these five denoised images, a high quality image is obtained. The 
fusion of the filtered images is given by  

F = ∑  ζ Ri   where i= 1,2,3,4,5                                         (17) 
                                             i 
 

R1 is the median filtered image, R2 vector median filtered image, R3 vector directional 
filtered image, R4 spatial median filtered image and R5 modified spatial median fil-
tered image. ζ is the fidelity factor. The fusion criterion depends on the fidelity factor 
of the image. For a heavily noised image the fidelity factor ζ will be smaller compared 
to a lightly noised image and hence we fuse the images, each image contributes to the 
recovered image depending on its noise density. A lightly noised image contributes 
more compared to a heavily noised image. This helps to obtain a high quality fused 
image. We have taken fidelity factor ζ=0.2.  

4   Experimental Results 

This section presents the simulation results illustrating the performance of the proposed 
fusion technique. The test image employed here is the true color image “parrot” with 
290×290 pixels. The salt and pepper noise is added into the image with noise density 
0.4. All filters considered operate using 3×3 processing window shown in figure 4.  

1

1

−N
∑
=

−N

i i

xiX

1 x-X

                                              rc      c  P
MSMF(T,x1,x2,……xN) =  
                                              r1     c > P 
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               (a)                            (b)                         (c)                             (d) 

                       
                           (e)                      (f)                  (g)                      (h) 

Fig. 4. a) original image, b) impulse noise image corrupted by noise density 0.4, c) median 
filter, d) VMF, e) BVDF, f) SMF  g) MSMF  with P=4 and h) Fused image. 

Edges define the boundaries between regions in an image, which helps with seg-
mentation and object recognition. We used canny filter [5]  for detection of edges in 
our “parrot” image shown in figure 5. 

                                                                     
                        (a)  original image                (b) Noise image             (c)Resultant image by our  

                                                                   method 

Fig. 5. Edge detection using canny filter 

5   Conclusion 

We proposed fusion technique for removing impulse noise in digital images. The im-
age captured by the sensor undergoes filtering by different smoothing filters and the 
resultant images are fused to attain high quality image. This restoration of image data 
is very likely to find potential applications in a number of different areas such as elec-
tromagnetic imaging of objects, medical diagnostics, remote sensing, robotics, etc.  
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Abstract. The Arithmetic and Logic Unit (ALU) is a combination circuit that 
performs a number of arithmetic and logical operations. Over the past two dec-
ades, Complementary Metal Oxide Semiconductor (CMOS) technology has 
played important role in designing high performance systems because of the 
advantages that CMOS provides: an exceptionally low power-delay product, the 
ability to accommodate millions of devices on a single chip. To take the bene-
fits of CMOS technology a novel ALU Circuit is proposed in this paper. An 
improved and efficient adder circuit called mirror adder [3] is used which helps 
in decreasing the RC delay.  Also a programmable logic circuit is included to 
configure mirror adder circuit to subtractor circuit depending upon programma-
ble input; this implementation helps in reducing the transistor count and power 
dissipation, decreasing parasitic capacitance hence increasing speed. 

Keywords: ALU, CMOS, VLSI, Circuit. 

1   Introduction 

High performance systems and a variety of real time Digital Signal Processing sys-
tems derive their performance from VLSI solutions. Since fast arithmetic units are 
critical to all such high-performance applications [1]. Delay and power dissipation for 
a circuit also have emerged as the major concerns of designers and depend on the 
number of transistors are used in the circuit. When the number of transistors is more 
the capacitance is more due to which the delay is more so here our aim is to reduce 
the delay and power dissipation [3] [4]. In this paper authors reduced the number of 
transistor using a programmable adder and subtractor [2]. The factors consider in this 
paper: number of gates used, performance in terms of speed, delay and parasitic ca-
pacitance. The section 2 explains the ALU, the section 3 explains how the mirror 
adder can be used as subtractor, section 4 gives proposed ALU operational and selec-
tion circuits, and section 5 discusses on proposed ALU circuit and design techniques 
used in it. Finally section 6 concludes the paper. 

2   Arithmetic and Logical Operations 

The arithmetic logic unit (ALU) is the core of a CPU in a computer. An eight function 
instruction set CMOS ALU Fig.-1 performs Addition, Subtraction, AND, NAND,  
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Fig. 1. Block diagram of an ALU  

OR, NOR, XOR and XNOR. Each of these functions is performed on two 1-bit inputs 
and each of the single bit building blocks can be cascaded together to form a four bit 
ALU [2]. ADDITION operation is performed using mirror adder which depends upon 
a programmable input i.e., P when it is equal to 0. SUBTRACTION operation is per-
formed using the same circuitry i.e., mirror adder when the programmable input P = 
1. Each of the CMOS ALU functions is performed on a single bit input.  

3   Mirror Adder as Subtractor 

Number of transistors used to design a circuit is an important parameter as it influ-
ences overall delay and power dissipation. Also when the number of transistors is 
more the capacitance is more due to which the delay increases further [4]. Therefore, 
in CMOS ALU design addition and subtraction is performed using same circuitry in 
order to reduce the transistor count [3]. The adder block used here is Mirror Adder 
whose operation i.e. addition or subtraction depends upon a programmable input pin 
i.e. P. In Fig.-2, SUM = (B`.P + P`.B) + A + P, where P = Cin, P is programmable 
input. When P=0 then output of adder will be A+B. But when P=1 then output 
A+B`+1 which is equivalent to A-B [3]. In this way we can use the adder in both 
ways thereby saving the extra number of gates. 

 
Fig. 2. Block diagram of a programmable adder 

4   Proposed ALU Circuitry 

Figure 3 shows ALU realization using CMOS gates. Left  upper part of the figure 3 
shows the implementation of various logic gate operations like AND, NAND, OR, 
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NOR, XOR and XNOR whereas left down part shows adder and subtractor implemen-
tation using mirror adder with a XOR gate as programmable logic. Mirror adder per-
forms both addition and subtraction on the basis of the value of programmable logic 
input P [4] [3]. Figure 3 right part shows  the selection circuitry implemented using an 
8x1 MUX with 3 select lines viz. S0, S1 and S2 which help in selecting the operation 
that will be performed by the ALU like AND, NAND, addition etc. The 3 control 
signals S0 (=P), S1 and S2 show the desired output in the order as shown below: 

Operations S2S1S0 Operations S2S1S0 
AND 0  0  0 XOR 1  0  0 

NAND 0  0  1 XNOR 1  0  1 
OR 0  1  0 ADDITION 1  1  0 

NOR 0  1  1 SUBTRACTION 1  1  1 

5   Discussion on Proposed Circuit 

5.1   Progressive Transistor Sizing 

The propagation delay calculated using Elmore Delay Model shows that in the MUX 
circuitry resistance of M96 (R96) in fig. -3 appear 4 times, the resistance of M95 appears 
3 times, etc. Consequently progressive scaling of the transistors is beneficial: 
M96>M95>M94>M93 [3]. This approach reduces the dominant resistance like M96 (R96) 
and thus the delay. Similarly, same approach can be use for other resistances like 
M100, M104 and so on.                                                              

     

  

Fig. 3. ALU Operational circuitry (left) and Selection Circuitry (right) 

5.2   Input Reordering  

In the MUX circuitry, SUBTRACTOR signal is a critical signal as compared to select 
lines input S0, S1 and S2 as it is coming after passing through a number of logic gates 
so there will be delay before it gets stable [4]. Putting the critical path transistors 
closer to the output of the gate can result in a speed up. Therefore, SUBTRACTOR 
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signal is placed closer to the output signal. Similarly other critical signals like AND, 
NAND, OR, NOR etc. are also placed closer to the output to reduce delay [3]. 

5.3   Performance 

With the reduction of number of gates the overall capacitance is reduced. Progressive 
transistor sizing & input reordering helped in reducing delay. Thus, hence improve 
the performance [4] [3]. 

6   Conclusion 

ALU being the core of any processor has been designed using CMOS because it uses 
various flexible design techniques to reduce delay, power, cost and to increase speed. 
Also, CMOS approach helps in accommodating large number of transistors on a sin-
gle chip. All this improves the performance of the ALU. Mirror adder with program-
mable logic circuitry is an efficient method used to reduce the transistor count by 
performing dual function of addition and subtraction using single adder circuitry. 
Design techniques like Progressive transistor sizing and input reordering is used to 
reduce the overall delay which in turn increase the performance. 
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Abstract. Dimensionality reduction is an essential data preprocessing technique 
used for reducing the number of random variables under consideration. Tradi-
tional dimensionality reduction approaches fall under two categories one is Fea-
ture Extraction and Feature Selection. Many data warehouse contain massive 
amount of data, accumulated over long period of time. This is done in order to 
maintain the privacy concerns in which the data are aggregated to a certain lev-
els. Another reason is to maintain a balance between the use of data that 
changes as data age and the size of data, thus avoiding over large data ware-
house. In this paper an enhanced approach for business process has been carried 
out using dimensionality reduction by implementing wavelet transformation, 
which will help us in automated selection of most relevant independent attrib-
utes in a data warehouse. 

Keywords: Dimensionality Reduction, Data Warehouse, Wavelet  
Transformation. 

1   Introduction 

Dimensionality reduction is termed as Data encoding or transformation that can be 
applied so as to obtain a reduced or compressed representation of original data. The 
dimension of data is the number of variables that are measured on each observation. 
High dimensional databases present many mathematical challenges as well as some 
opportunities and are bound to give rise to new theoretical developments. We distin-
guish two major types of dimensionality reduction methods [1, 2, 3]: linear and  
non-linear.  

In this paper we present methodology for automated selection of the most relevant 
independent attributes in a data warehouse. Taking assumptions that in most data 
warehouse projects the process of reducing data warehouse dimensionality can be 
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supported by feature selection procedures. The main advantage of reducing data 
warehouse dimensionality is that most data mining algorithm can be applied to the 
detail data in data warehouse.  

1.1   Popular Techniques for Dimensionality Reduction  

SVD (Singular Value Decomposition) or PCA (Principal Component Analysis) is a 
classic technique for dimension reduction which keeps the Euclidean distance  
between the time series with singular values [4, 5]. SVD is a global transformation 
technique (i.e.) the entire data set is examined to compute the axes. Popular feature 
extraction techniques are DFT (Discrete Fourier Transform) and DWT (Discrete 
Wavelet Transform) where the sequence is projected into the frequency domain 
(DFT) or tiling of the time frequency plane (DWT). 

1.2   Wavelet Transformation 

A wavelet is a little piece of a wave. Where a sinusoidal wave is used by Fourier 
Transforms carries on repeating itself to infinity unless and until a wavelet exists 
within a finite domain and also with a zero-valued. A wavelet transform involves 
convolving the signal against the particular position.  

We have proposed a dimensionality reduction technique called Wavelet transform. 
A wavelet was borne out of a need for further developments from Fourier transforms.  

2   Procedure 

Our main aim is to remove noise and abnormal data using dimensionality reduction. 
So, here we will be considering an approach called Wavelet Transformation [5, 9].  

When we actually perform the discrete wavelet transform, the common approach 
involves using the dyadic scheme. This is where we increase the scale and step spac-
ing between wavelets by a factor of two at each step. e.g., in the first pass, we would 
use wavelets of scale 1 and space them 1 sample apart. Then in the second pass, we'd 
scale them to two samples, and space them apart by two sample points. Everywhere 
you see an x is a point where the convolution is performed at that scale. The smallest 
scale we need to consider is where the wavelet takes up two sample points. In short, 
we treat the wavelet transform as if it is a filter bank.  

3   Implementation 

Wavelets are a mathematical tool for the hierarchical decomposition of functions. 
Wavelets represent a function in terms of a coarse overall shape. To start the wavelet 
decomposition procedure, first we need to choose the wavelet basis functions. Haar 
wavelets are conceptually the simplest wavelet basis functions, and for purposes of 
exposition in this paper, we focus our discussion on Haar wavelets. They are fastest to 
compute and easiest to implement.  

Suppose we have a one-dimensional signal": [2, 2, 7, 11]: We perform a wavelet 
transform on it. We first average the signal values, pairwise, to get the new  
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lower-resolution signal with values [2, 9]. Haar wavelets store the pairwise differ-
ences of the original values as detail coefficients. In the example, the two detail coef-
ficients are 2-2 = 0 and 11-7 = 4.  

 

Fig. 1. Implementation result 

4   Conclusion 

In this paper, we present an I/O-efficient technique based upon a multiresolution 
wavelet decomposition that yields an approximate and space-efficient representation 
of the data cube. We build our compact data cube on the partial sums of the raw data 
values. One drawback of our current approach is that the construction of the wavelet 
decomposition is performed on the dense data cube, which may be very large. Devel-
oping automated approaches to the design of data warehouses requires further investi-
gation of several issues.  
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Abstract. In feature selection, a search problem of finding a subset of features 
from a given set of measurements has been of interest for a long time. This pa-
per proposes an Adaptive Floating Search feature selection method (AFS) based 
on contribution entropy with flexible backtracking capabilities. Experimental 
results show that the proposed method performs well in selecting an optimal 
size of the relevant feature set.  Using common indices such as Rand Index and 
Jaccard Coefficient it is found that the clusters formed with selected features are 
as good as clusters formed with all features.  

Keywords: Data Mining, Unsupervised Feature Selection, Contribution En-
tropy (CE), Adaptive Floating Search (AFS), Clustering. 

1   Introduction 

Unsupervised feature selection is a process of selecting features without referring 
back to the data classification or any other target function [1, 2, 3]. 

An intuitive, efficient and deterministic principle, depending on authentic proper-
ties of the data, which serves as a reliable criterion for feature ranking is based on 
SVD-entropy. Here, a feature is selected according to its Contribution to the Entropy 
(CE) calculated on a leave-one-out basis [4] . It had been demonstrated that this prin-
ciple can be turned into efficient and successful feature selection methods like Simple 
Ranking (SR), Sequential Forward Selection (SFS) and Sequential Backward Elimi-
nation (SBE). 

In this paper, another sequential search method is presented, the Adaptive Floating 
Search Feature Selection (AFS), which attempts to compensate for the weaknesses of 
SFS and SBE with some backtracking capabilities. This method is an extension of the 
LRS algorithm which repeatedly adds L features and removes R features. Rather than 
fixing the values of L and R, the floating search method allows those values to be 
determined from the data [11]. Hence, this method is more favorable for feature selec-
tion than the above mentioned ones. 

The organization of the paper is as follows : Section 2 presents the background. 
The proposed work is presented in section 3. The experimental results and analysis 
are provided in section 4. This paper concludes in section 5. 
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2   Background 

A dataset of n instances and m features A[nxm] = {A1, A2, …, Ai, …, An} is considered, 
where each instance, or observation, Ai is a vector of m measurements or features. 
The objective is to obtain a subset of features of size mc < m, that best represents the 
data.  

According to Alter et al., [8], the contribution of the ith  feature to the entropy (CEi) 
is defined by a leave-one-out comparison and is given by 

CEi = E (A[nXm]) – E (A[nX(m-1)])                                            (1) 

where the ith feature was removed in A[nX(m-1)]. The average of all CE is represented  
by c.  

Entropy maximization had been implemented in three different ways [4]. 

i) Simple Ranking (SR): mc features are selected according   to the highest ranking 
order of their   CE values. 

ii) Sequential Forward Selection (SFS): Two implementations are considered here.  
a) SFS1: The first feature is chosen according to the highest  CE. Then among all 

other features the one which, together with the first feature, produces a 2-
feature set with highest entropy is selected. The iteration is continued  over  all  
m - 2 features to choose the third according to maximal entropy and so on, un-
til mc features are selected. 

b) SFS2: The first feature is chosen as before. The CE values of the  remaining set 
of size m - 1 is recalculated and the second feature is selected according to the  
highest CE value. This is continued until  mc features are selected. 

iii) Sequential Backward Elimination (SBE): The feature with  the lowest  CE value. 
Is eliminated. The CE values are recalculated and the lowest one is iteratively 
eliminated until mc features remain. 

3   Proposed Work 

The LRS algorithm is a generalization of SFS and SBE. 
If L > R, LRS starts from the empty set and repeatedly adds L features and re-

moves R features. 
If L < R, LRS starts from the full set and repeatedly removes R features followed 

by L feature additions. 
The main limitation of LRS is the lack of a theory to help predict the optimal val-

ues of L and R. The proposed AFS method is an extension of LRS since there is no 
need to specify any parameters such as L and R. The number of forward(adding) or 
backward(removing) steps is determined dynamically during the method’s run so as 
to maximize the criterion function. 

In this paper two inequalities are proposed based on which the number of features 
to be added and removed can be determined respectively.  

The first inequality is as follows: 

Max CE – Average CE  ≤  CE(m) ≤ Max CE                                 (2) 
 



528 D. Devakumari and K. Thangavel 

Each feature m which satisfies inequality (2) will be selected in one step.  

The second inequality is as follows: 

Min CE ≤ CE(m) ≤ Min CE + Average CE                                         (3) 

If any feature m which satisfies inequality (3) has been included in the selected list, it 
is removed. Both set of selected and removed features are eliminated from the full set 
of features. CE values are calculated for the remaining features and the process is 
repeated till mc features are selected. 

AFS method can be implemented in any one of the following ways: 

i) AFS1: It starts from the empty set and performs forward selection. After each 
forward step, it performs backward steps as long as the objective function  
increases. 

ii) AFS2:  It starts from the full set and performs backward selection. After each 
backward step, it performs forward steps as long as the objective function  
decreases. 

In this paper, the AFS1 method is experimented and the pseudo code is given below: 

 

Pseudo code for Adaptive Floating Search Method 

 
Step 1 : Start with MAFS  =   ɸ and  

                     M′PLUS = M′MINUS =M. 
Step 2 : Calculate the CE score of each element in M     using equation (1) 
Step 3 : Select each element m from M′PLUS which   satisfies the inequality (2)  
Step 4 : Remove it from  M′PLUS  and insert into MAFS. 
Step 5 : Select each element m from M′MINUS which satisfies the inequality (3) 
Step 6 : Remove it from  M′MINUS  and also from MAFS (if it is already included in MAFS). 

   Step 7 : While size of MAFS  <  mc  
a) For each element m in M′PLUS and M′MINUS  ( that is not included in MAFS ) 

recalculate its CE score.  
b) Go to step  (3). 

   Step 8 : End. 
 

4   Experimental Results and Analysis 

The AFS1 method of feature selection is experimented with five different benchmark 
data sets obtained from the UCI machine learning repository [www.archive.ics.uci.edu], 
namely ionosphere, lung cancer, SPEC TF heart, sonar and web log data. Experiments 
show that the AFS1 method eliminates some of the features selected by SFS2, thus 
reducing the number of features. The results are tabulated in Table 1: 
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Table 1. Features selected by the SR, FS2 and AFS1 methods using contribution entropy for 
different datasets 

Number of Features Selected Data set Total Number 
of Features SR SFS2 AFS1 

Ionosphere 34 16 16 16 
Lung Cancer 56 24 24 23 

SPEC TF Heart 44 17 17 9 
Sonar 60 32 32 18 

Web Log Data 145 113 113 96 

The quality of the clusters constructed with all features and with selected features 
are assessed using some common indices like Rand Index and Jaccard Coefficient. 

Since AFS1 is an unsupervised feature selection method, the class labels that were 
originally present in the datasets are omitted. Now, for the purpose of cluster valida-
tion, the classification details are considered. Clustering results are compared with 
actual classification to check the reliability of the clusters.  

The following figure presents the graphical representation of cluster validations us-
ing Jaccard Coefficient for chosen datasets. 
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Fig. 1. Graphical representation of Jaccard Coefficient values for clusters formed with all fea-
tures and features selected with SR and AFS1 methods 

It is illustrated that, an optimal set of features selected using AFS1 method is suffi-
cient to maintain the quality of clusters equivalent to those clusters formed with all 
the features. Hence, it is concluded that the proposed method effectively reduces the 
number of features while at the same time preserving the classification accuracy. 

5   Conclusions 

Based on the principle of Contribution Entropy, four feature selection methods had 
already been implemented. This paper had proposed the adaptive floating search fea-
ture selection method which is an extension of the LRS algorithms. Rather than fixing 
the values of L and R, the floating search method allows those values to be deter-
mined from the data. The proposed method was experimented and proved to select 
fewer and better features as compared with the other existing methods. 
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Abstract. the graph coloring problem is an optimization problem which finds 
application in diverse fields, like register allocation, frequency assignment in 
mobile communication etc. Various algorithms [3] have been implemented to 
solve this problem.  Greedy algorithm is one of them. The existing architectures 
for greedy algorithm, uses parallel processors. In this paper a novel VLSI archi-
tecture for graph color allocation with chromatic number is proposed based on 
reconfigurable hardware - FPGA.  

Keywords: FPGA; Graph coloring; VLSI; Algorithm. 

1   Introduction 

Graph coloring problem involves assigning colors to vertices of a graph in such a way 
that adjacent vertices have distinct colors. Graph coloring problem arises when limited 
numbers of resources are available and multiple users are in need of these resources at 
the same time. For example, register allocation problem, which involves assigning 
variables to a limited number of hardware registers during program execution. A sim-
ple solution is to create a graph where the nodes represent variables and an edge repre-
sents conflict between its nodes. A coloring is then a conflict-free assignment.  

Greedy method is the most widely used algorithm for the graph coloring problem 
[2]. In this paper a novel architecture is discussed to implement the Greedy algorithm. 

2   Operation of the Architecture 

The approach presented here to implement greedy algorithm consists of performing the 
simple bit wise AND operation between two matrices- one containing information  
regarding the connectivity of a node to other nodes (DV) and the other matrix  
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containing the color assignment information(CV). The steps involved in this algorithm 
are as follows: 

i. Store the information of graph G (V,E) in a square matrix ‘DV’.  
ii. Initialize a color square matrix ‘CV’ to zero. 

iii. Take the 1st row of DV matrix i.e. di where i=1. 
iv. Lj = di & cj, where j ε I+ [1, V]. 
v. The lowest j which makes Li= [0 0 0 0 ….. 0] is taken and the ith bit of cj is set  

to 1. 
vi. i=i+1; and repeat step iv, v and vi till i=V. 

vii. χ(G) is equal to the number of non zero rows of CV matrix 

Rows of DV matrix corresponds to the nodes 1 to V of the graph and the columns cor-
responds to the nodes V to 1 and the binary elements give connection information of 
the nodes (1 for   connection and 0 for no connection).  The above method is ex-
plained for coloring of graph shown in fig 1(a). Initially no color is assigned to any 
node. 
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Fig. 1. (a) Graph G(4,4) with 4 nodes and 4 edges, (b) The connection matrix DV , (c) Initial 
color matrix CV   

The graph shown in fig 1(a) can be colored using above method in four iterations. 
Initially no color is assigned to any node. The color matrix gets modified at each it-
eration and different colors are assigned accordingly. The contents of each matrix and 
finally the colored matrix obtained from above method are shown in figure 2. 

 
        Color1 
    
 
                                                                                                     Color2 
      

(a)      
                       

 (b)  

                                                                                                     Color3 
 

 
                                                                                                     Color4 

 

0000
0000
0000
1000

0000
0000
0100
1000

0000
0000
0100
1010

0000
0001
0100
1010 4

2
1 3

 

             (c)                   (d)                                                 (e) 

Fig. 2. (a)CV  after 1st iteration, (b)CV  after 2nd iteration, (c)CV after 3rd iteration, (d)CV  after 
4th iteration, (e)Graph G(4,4) after coloring and chromatic number is 3 
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3   Proposed Hardware Architecture 

The hardware architecture for the algorithm explained in the section 2 is shown in  
Figure 3.  
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Fig. 3. Hardware Architecture of Graph G(4,4) Coloring Problem 

The entire operation for this problem of four nodes takes place in eight clock  
cycles. In the first 4 clocks the RAM is loaded with the connection matrix DV and the 
color assignment takes place in next 4 clock cycles.  

The operations that are performed in these last four clock cycles is as follows - In 
each cycle counter points towards the  RAM location from where data is AND-NORed 
with all the color registers. Then the four outputs of the AND-NOR blocks are applied 
to the input of the priority encoder. The priority encoder generates the address corre-
sponding to the lowest activated input. This in turn activates the load input of the ap-
propriate color register and the appropriate bit of the color register from the left is set 
based on the value of the address generated by the counter in that clock cycle. 

Clock event 1:  The reset signal sets all the color registers to zero. The counter is set 
to 00. The first bit from the left of color1 register is set to 1. 

Clock event 2: Counter increments to 01. The 2nd bit of the color2 register from the 
left is set to 1.  

Clock event 3: Counter increments to 10. The 3rd bit of the color1 register from the 
left is set to 1 based on the value of the address generated by the counter in this clock 
cycle. 
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Clock event 4:  Counter increments to 11. The 4th bit of the color3 register from the 
left is set to 1 based on the value of the address generated by the counter in that clock 
cycle.  

4   Simulation and Synthesis Results 

The RTL simulation (using Verilog HDL) and synthesis (using Xilinx ISE 8.2i with 
Xilinx Spartan technology) results are shown in Figure 4 and Table 1 respectively. 

 
(a)                                                                             (b)                 

Fig. 4. Simulation results (a) for G(4,4) after loading of RAM; (b) for G(11,20) graph 

Table 1. The device utilization summary obtained after synthesis  

Logic Utilization Used Available 

Number of Slices 170 14752 

Number of Slice Flip 
Flops 

201 29504 

Number of 4 input LUTs 290 29504 

Number of GCLKs 1 24 
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Abstract. IP spoofing has been exploited by Distributed Denial of Service 
(DDoS) attacks[2] to conceal flooding sources and localities in flooding traffic, 
and coax legitimate hosts into becoming reflectors, redirecting and amplifying 
flooding traffic. Although any field in the IP header can be forged, one cannot 
falsify the number of hops an IP packet takes to reach its destination. This hop-
count[1] information can be inferred from the Time-to-Live (TTL)[3] value in 
the IP header. Base on this observation, we present a novel filtering technique 
that is immediately deployable to weed out spoofed IP packets. Through analy-
sis using network measurement data, we show that Hop-Count Filtering (HCF) 
can identify close to 90% of spoofed IP packets, and then discard them with lit-
tle collateral damage. 

Keywords: DDoS, TTL, HOP-COUNT. 

1   Introduction 

1.1   Hop Count 

In computer networking, a hop represents one portion of the path between source and 
destination. When communicating over the Internet, for example, data passes through 
a number of intermediate devices (like routers) rather than flowing directly over a 
single wire. Each such device causes data to "hop" between network connection. 
Network utilities like ping[4] can be used to determine the hop count to a specific 
destination. Ping generates packets that include a field for the hop count. Each time a 
device receives these packets, that device modifies the packet, incrementing the hop 
count by one. Both routers and bridges can managing hop counts, but intermediate 
devices (like hubs) cannot.  

1.2   TTL (Time to Live ) 

TTL stands for "Time To Live". This is a piece of data in a network packet that speci-
fies how many routers the packet can pass through before the packet expires and is  
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Fig. 1. Hop in Networks 

thrown away. Every router that the packet travels through subtracts one from the TTL 
counter. When it reaches zero, the packet expires. The router will drop the packet that 
has expired. We can configured one or more routers such that a packet may circulate 
between three routers. Without the TTL counter, this packet  would circulate end-
lessly, taking up bandwidth until someone fixes the routing. 

1.3   TTL Based HopCount Computation 

Since hop-count information is not directly stored in the IP header, one has to  
compute it based on the TTL field. TTL is an 8-bit field in the IP header. Each inter-
mediate router decrements the TTL value of an in-transit IP packet by one before 
forwarding it to the next-hop. The final TTL value when a packet reaches its destina-
tion is therefore the initial TTL subtracted by the number of intermediate hops.  

Since our filter starts to discard packets only upon detection of a DDoS attack, 
such end-systems would suffer only during an actual DDoS attack. The study shows 
that the OSs that use “odd” initial TTLs are older OSs. Thus, the benefit of deploying 
HCF should out-weight the risk of denying service to those end-hosts during attacks. 

2   Related Work 

Researchers have used the distribution of TTL values seen at servers to detect abnor-
mal load spikes due to DDoS traffic . The Razor team at Bindview built Despoof, 
which is a command-line antispoofing utility. Despoof compares the TTL of a re-
ceived packet that is considered “suspicious,” with the actual TTL of a test packet 
sent to the source IP address, for verification. However, Despoof requires the admin-
istrator to choose packet, and to manually verify. Thus, the per-packet processing 
overhead is prohibitively high for weeding out spoofed traffic in real time. 

3   Feasibility of Hop Count Filtering 

The feasibility of HCF hinges on three factors: (1) stability of hop-counts, (2) diver-
sity of hop-count distribution. In this section, we first examine the stability of hop-
counts. Then, we assess if valid hop-counts to a server are diverse enough, so that 
matching the hop-count with the source IP address of each packet suffices to recog-
nize spoofed packets with high probability. 

RETRACTED C
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3.1   Hop Count Stability 

The stability in hop-counts between an Internet server and its clients is crucial for 
HCF to work correctly and effectively. Frequent changes in the hop-count between 
the server and each of its clients not only lead to excessive mapping updates, but also 
greatly reduce filtering accuracy when an out-of-date mapping is in use during  
attacks. According to the study of end-to-end routing stability in, the Internet paths 
were found to be dominated by a few prevalent routes, and about two thirds of the 
Internet paths studied were observed to have routes persisting for either days or week. 

3.2   Diversity of Hop Count Distribution 

Because HCF cannot recognize forged packets whose source IP addresses have the 
same hop-count value as that of a zombie, a diverse hop-count distribution is critical 
to effective filtering. It is necessary to examine hop-count distributions at various 
locations in the Internet to ensure that hop-counts are not concentrated around a single 
value. If 90% of client IP addresses are ten hops away from a server, one would not 
be able to distinguish many spoofed packets from legitimate ones using HCF alone. 

Table 1. Diversity of traceroute gateway locations 

Type Sample Number 
Commercial site 11 

           Educational site 4 
Non profit site 2 

Foreign site 18 
.net site 12 

4   Staying “Alert” to Drdos Attacks 

In DRDoS attacks, an attacker forges IP packets that contain legitimate requests, such 
as DNS queries, by setting the source IP addresses of these spoofed packets to the 
actual victim’s IP address. The attacker sends these spoofed packets to number of 
reflectors. The usual intrusion detection methods based on the ongoing traffic volume 
or access patterns may not be sensitive enough to detect such spoofed traffic. In con-
trast, HCF specifically looks for IP spoofing. 

4.1   Blocking Bandwidth Attacks 

To protect server resources such as CPU and memory, HCF can be installed at a 
server itself or at any network device near the servers, i.e., inside the ‘last-mile’ re-
gion, such as the firewall of an organization.This is not effective against DDoS  
attacks that target the bandwidth of a network to/from the server. 

HCF at the web server will notice this sudden rise of spoofed traffic and inform the 
network administrator via an authenticated channel. The administrator can have the 
ISP install a packet filter in the ISP’s edge router, based on the HCF tableOnce the  
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HCF table is enabled at the ISP’s edge router, most spoofed packets will be inter-
cepted, and only a very small percentage that slip through HCF, will consume band-
width. In this case, having two separable states is crucial since routers usually cannot 
observe established TCP connections and use the safe update procedure. 

 

Fig. 2. Packet Filtering at a router to  protect bandwidth 

5   Conclusion 

Thus Hop Count Filtering is a very effective method to monitor traffic, analyze by 
analyzing the packets and has proved to be very effective as even by effective means 
no one can alter the Hop counts for a packet. thus it is a very effective security along-
side the network traffic.  
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Abstract. This paper introduces a new class of filter for the removal of impulse 
noise in images using mathematical morphology. Basic mathematical morpho-
logical theory and operations are introduced at first, and then the self adaptive 
median morphological filter is proposed for the removal of impulse noise. The 
noise density (ND) is calculated for the image, which is used as the estimation 
function to select the size of the structuring element unit [SEU]. The subsequent 
algorithm for edge detection based on morphology is designed to better appraise 
the noise cancellation behavior of our filter from the point of view of human 
perception. Simulation results show that the proposed filter can effectively re-
solve the gap between detail-preserving and noise removing. 

Keywords: Mathematical Morphology, Image Noise Reduction, Noise Density, 
Structuring Element Unit, Edge Detection. 

1   Introduction 

Image noise is the random variation of brightness or color information in images pro-
duced by the sensor and circuitry of a scanner or digital camera. The development of 
techniques for noise removal is of paramount importance for image-based measure-
ment systems [1]. In-order to smooth out from noise many filtering architectures have 
been proposed in the literature [2]. Indeed, noise can significantly decrease the accu-
racy of very critical operations such as feature extraction and object recognition. The 
goal of the filtering action is to cancel noise while preserving the integrity of edge and 
detail information, non-linear approaches generally provide more satisfactory results 
than linear techniques. The mathematical morphological filter is an important nonli-
near filter for signal processing. Recently people introduced number of morphological 
algorithms. In this paper, the self adaptive median morphological filter is proposed 
which overcomes the weakness of conventional morphology and maintains details  
of the original image when removing image noise. The paper is organized as follows: 
The basic mathematical morphological operations are presented in section 2,  
Noise density (ND) calculation is presented in section 3, self adaptive median mor-
phological filter is presented in section 4, morphological edge detection method in 
section 5, Experimental results are presented in section 6 and finally section 7 reports  
conclusion. 
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2   Basic Morphological Operations 

In morphology, basic operations include erosion, dilation, opening and closing. The 
erosion of an image I by a flat structuring element (SE) b at any location (x,y) is  
defined as the minimum value of the image in the region coincident with b when the 
origin of b is at (x,y). In equation form, the erosion at (x,y) of an image I by a struc-
turing element b is given by 

[ I Ɵ b] (x,y) = min   { I(x + s, y + t) }                                          (1) 
                                                     (s,t)∈  

The dilation of an image I by a flat structuring element (SE) b at any location (x,y) is 
defined as the maximum value of the image in the window outlined by  when the 
origin of    is at (x,y). In equation form, the erosion at (x,y) of an image I by a struc-
turing element b is given by 

[ I  b] (x,y) = max   { I(x - s, y - t) }                                     (2) 
                                                          (s,t)∈  

The opening of image I by structuring element b, denoted I о b is  

I о b = ( I Ɵ b)  b                                                       (3) 

Similarly, the closing of I by b, denoted        I • b, is 

I • b = ( I  b) Ɵ b                                                      (4) 

Usually the opening and closing operations are used to the morphological filter. They 
smooth the signal with different behaviors.  

3   Noise Density (ND) Calculation 

Algorithm I 

Step 1: Let I be the noisy image of size NXN of an object or scene captured by sensor    
Step 2: The noise boundaries of noisy image I are computed by spike detection tech-
nique [7][9]. Let L1 and L2 be the lower and upper  noise boundaries for the noisy 
image  
Step 3: The binary map(BM) of the noisy image is developed using the noise bounda-
ries L1 and L2. If the image pixel ‘y’ lies within the noise boundaries, then it is uncor-
rupted and represented by a ‘0’ in the binary map. The corrupted pixel is represented 
by a ‘1’in binary map. 

                                      (7) 

 

                 ‘0’ if L1< y<L2            
BM     =  
                  ‘1’  if  y<L1  or  y>L2 



 Impulse Noise Reduction Using Mathematical Morphology 541 

step 4: Compute the noise density ND of the noisy image.  

        ND =                                                           (8)  

The value of ND ranges from 0 to 1. 

4   Self Adaptive Median Morphological Filter 

In morphology, the erosion operation is a basic operation that removes the image cha-
racteristic value which enlarged by noise, but retains the image characteristic value 
which reduced by noise. Analogously, the dilation, an inverse of erosion. In the con-
ventional morphological filtering, the noisy image is processed sequentially by an 
opening operation and two erosion operations. However, the residual noise of the im-
age remains obviously. Therefore, extreme value operation in conventional morphol-
ogy restricts the application of morphology in image noise reduction. In this paper, 
the extreme value operation is changed to the median operation in the erosion and 
dilation according to the median principle, and builds the SEU based on the zero 
square matrix.  

The median erosion and median dilation of image signals with structuring element 
b can be expressed as  

 Median Erosion: 

[ I Ɵ b] (x,y) = Median  { I(x + s, y + t) }                              (9) 
                                                            (s,t)∈  
Median Dilation: 

[ I  b] (x,y) = Median { I(x - s, y - t) }                            (10) 
                                                             (s,t)∈  

where Median denotes median operation of image signals. Median morphological 
operations are built on a combination of median erosion and median dilation opera-
tions. The structuring element unit (SEU) is built based on the zero square matrix us-
ing Algorithm II. If the SEU size is too big, image noises can be removed, but image 
details will lose seriously. Inversely if the size is too small, image noise cannot be 
removed efficiently. The ND of image is looked as the estimation function to select 
the size of SEU. 

Algorithm II 

Step 1: Initialize the variable, and make n=0; 
Step 2: Using the SEU based  on the zero square matrix to implement median erosion 
and median dilation for the image, get the output image In, calculate the NDn of In ; 
and make n=n+1; 
Step 3: Implement the median erosion and median dilation for the image again, and 
get the new output image In+1. Calculate NDn+1 of In+1; and make n=n+1 again; 
Step 4: If NDn > NDn+1, then make the SEU size equal to n ; if not, jump to step 3 and 
continue to calculation. 

N*N

BMin   s'1' of sum
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Step 5: Using the SEU based on n orders zero square matrix to implement median 
erosion operation and median dilation operation for the image, get the output image 
Iout . 

5   Edge Detection Algorithm 

Edge detector is one of the most important tools in computer vision. The edge detec-
tion process serves to simplify the analysis of images by drastically reducing the 
amount of data to be processed, while at the same time preserving useful structural 
information about object boundaries [8].  Morphological edge detection algorithm 
selects appropriate structuring element of the processed image and makes use of the 
basic theory of morphology including erosion, dilation, opening and closing operation 
and the synthesization operations of them to get clear image edge.  

In this paper, a mathematical morphology edge detection algorithm is proposed.  
First, smooth the image by first closing and then dilation. The perfect image edge will 
be got by performing the difference between the processed image by above process 
and the image before dilation. The following is our algorithm: 

( M • b)  b  - M • b                                                            (14) 

where M= ( I • b) о b 

6   Experimental Results 

This section presents the simulation results illustrating the performance of the pro-
posed filter. The test image employed here is the lungs CT scan image  with 351×294 
pixels. The salt and pepper noise is added into the image with noise density 0.4. The 
noise model was computer simulated.  Figure 1 shows the results of filtering the lungs 
CT scan image which is corrupted by impulse noise.  Edges define the boundaries 
between regions in an image, which helps with segmentation and object recognition. 
In order to better appraise the noise cancellation behavior of our filter from the point 
of view of human perception, we perform edge detection mechanism for the filtered 
image by using the algorithm described in section 4. Figure 2 shows that our method 
significantly reduces impulse noise and the image details have been satisfactorily  
preserved. 

   

                      (a)                            (b)                          (c) 

Fig. 1. (a) original image   (b) conventional morphological filter (c) filtering by our method 
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                                                   (a)                                    (b) 

Fig. 2. a) edge detection on conventional morphological filtered image. b) edge detection on 
our proposed filtered image. 

7   Conclusion 

Based on median operation in erosion and dilation, a new technique for the restoration 
of  images corrupted by impulse noise has been presented. The proposed filtering ap-
proach maintains the characters of morphological operations and the flexibility of 
structuring element, overcomes the weakness of information missing in the conven-
tional morphological image noise reduction. The structuring element unit (SEU) is 
built based on the zero square matrix. The ND of image is used as the estimation 
function to select the size of SEU. A method for edge detection is also presented to 
better appraise the noise cancellation behavior of our filtering models. This restora-
tion of image data is very likely to find potential applications in a number of different 
areas such as electromagnetic imaging of objects, medical diagnostics, remote sens-
ing, robotics, etc. Experimental results show that the proposed method yields very 
satisfactory results.  
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Abstract. Quality of Service support for Mobile Ad-hoc Networks is a chal-
lenging task due to dynamic topology and limited resource. In this paper  
initially systematic performance study of two routing protocol for ad hoc net-
works Ad hoc On Demand Distance Vector (AODV)[1], Ad hoc On Demand 
Multipath Distance Vector (AOMDV)[2] based on QoS parameters through-
put, delay, packet delivery ratio is made. Then a novel QoS routing algo-
rithm called Quality of Service  – Ad hoc On-demand  Multipath Distance 
Vector Routing (QoS-AOMDV) based on Adhoc On-demand Multipath Dis-
tance Vector Routing (AOMDV)  is proposed to support QoS constraints. 

Keywords: Mobile Ad hoc Networks (MANETs), Quality of Service (QoS), 
Ad-hoc On demand Distance Vector (AODV), Ad-hoc On demand Multipath 
Distance Vector (AOMDV). 

1   Introduction 

In recent years, on-demand routing protocols have attained more attention in  
mobile ad hoc networks as compared to other routing schemes due to their abilities 
and efficiency. There exist many on- demand routing protocols for mobile ad hoc 
networks (MANETS). Most of the protocols, however, use a single route and do 
not utilize multiple alternate paths. Multipath routing allows the establishment of 
multiple paths between a single source and single destination node and when a path 
breaks an alternate path is used instead of initiating a new route discovery. QoS is 
very important especially in the case of multimedia traffic. Our goal is to carry out 
a systematic performance study of two routing protocol for ad hoc networks Ad 
hoc On Demand Distance Vector (AODV)[1], Ad hoc On Demand Multipath Dis-
tance Vector (AOMDV)[2] Algorithms based on QoS parameters and the idea is to 
improve these QoS parameters for these routing protocols. 

2   Unipath and Multipath Routing in MANETs 

Two main classes of ad hoc routing protocols are table-based and on-demand  
protocols [3]. In table-based protocols [4] [5], each node maintains a routing table 
containing routes to all nodes in the network. In on-demand protocols [6] [7], nodes 
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only compute routes when they are needed.  Multipath routing consists of finding 
multiple routes between a source and destination node[8].  

3   Simulation 

The performances of 2 on-demand routing protocols , ie. AODV and AOMDV are 
compared using NS-2 simulation. The following 2 metrics are used to compare the 
performances  of 2 routing protocols: 

i.  Packet Delivery Ratio (PDR)  ii. Delay 

(i) Delay vs. number of nodes  

Delay vs. number of nodes
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Fig. 1. Delay versus number of nodes 

 (ii) PDR vs. number of nodes 
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Fig. 2. PDR versus number of nodes 

4   Method to Improve AOMDV 

Step (i): The source node first checks its routing table to find a route to the destina-
tion. If route (or routes) found, it selects route according to fresh routes or the op-
timal multiple metrics’ values and sends the data to the destination.  

Step (ii): If no route exists, it initiates a route discovery process. The source con-
structs a RREQ packet with the destination node.  

Step (iii): If the intermediate node has a route entry, it will send a route reply 
RREP packet back to the source along the current metrics values based on the  
following outcomes: 
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a) If multiple entries to the same destination are found, it will select the 
route based on the QoS metrics. 
b) If it doesn’t have a route entry then it will rebroadcast the RREQ packet 
into the network. 

Step (iv): After receiving one Route Request packet, the destination node will con-
struct a Route Reply packet by appending the additional fields of RREP packet i.e., 
Delay and PDR values.  

Step (v): Each intermediate node along the forward path to the source will update 
the multiple metrics fields of RREP packet by comparing the multiple metrics 
value on the link on which the RREP was received The source node waits for a 
timeout period to receive multiple route replies. Storing all the routes in the buffer. 
Subsequently, it selects the best path based on the multiple metrics’ values. 

5   Conclusion and Future Work 

Using NS-2 the performance of various most commonly used routing protocols 
AODV and AOMDV are compared. Compared to AODV the overall performance 
of AOMDV is better in all the aspects. In future, we implement this algorithm to 
compute the multipath route to reach to the destination which meets the QoS  
metrics. 
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Abstract. A common task in bioinformatics is the comparison of biological se-
quences to probabilistic models in order to evaluate their similarity. In the pro-
posed work we have made an attempt to classify the given query promoter  
sequence by comparing with the set of promoter sequences belonging to differ-
ent pathways. The promoter sequences are extracted from NCBI database and 
converted to motif (TFBS) sequences by using ‘TF SEARCH’ tool. A probabil-
istic model is developed for each motif sequence of the pathways considered 
and a database is created. Given query motif sequence is compared with all the 
sequences in the database and classified based on the log probability score  
obtained. 

Keywords: Database, Expectation Maximization, Hidden markov model, max-
imum likelihood, promoter sequence.  

1   Introduction 

Bioinformatics is the science of managing, mining, and interpreting information from 
observations of biological processes. Various genome projects have contributed to an 
exponential growth in DNA and protein sequence databases. This growth has prompt-
ed scientists to develop faster and more sophisticated algorithms to keep pace with the 
increasing size of the databases [1].  Software improvements combined with state-of-
the-art hardware have allowed computational biologists to enter a new era of compar-
ative genomics [2], [3], [4]. 

Gene consists of a sequence of nucleotides from which RNAs (Ribo Nucleic Acid) 
can be transcribed to give either non-coding regulatory RNAs or m RNAs or rRNAs. 
The temporal, spatial and quantitative expression of RNA from genes is decided by 
the sequence existing before the sequence of a gene. This region is the promoter re-
gion. Conserved sequences in promoter regions (non coding regions) are called motifs 
[5]. Transcriptional factors are enzymes that bind to specific sequences (motifs or 
TFBS) in the promoter and regulate expression of the gene. Promoter regions of genes 
with similar expression patterns may not show sequence similarity, even though they 
may be regulated by similar configurations of TFs. As a result, similar functions are 
frequently encoded by diverse sequences [6]. It is assumed that genes exhibiting  
                                                           
* Corresponding author. 
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similar expression patterns would also share similar configurations of TFs in their 
promoter. Comparison of promoter sequences may give insight into finding evolutio-
nary distance and gene order [7].   

A common task in bioinformatics is the comparison of biological sequences to 
probabilistic models in order to evaluate their similarity. Hidden Markov Models 
(HMMs) are one of the most popular models for analysis of sequential processes 
taking place in a random way, where “randomness” may also be an abstraction cover-
ing the fact that a detailed analytical model for the internal matters are unavailable. 
Such a sequential process can be observed from outside by its emission sequence 
(letters, sounds, measures of features, all kinds of signals) produced over time, and a 
HMM postulates a hypothesis about the internal machinery in terms of a finite state 
automaton equipped with probabilities for the different state transitions and single 
emissions. Decoding or prediction for a given observed sequence means to compute 
the most probable state transitions that the HMM can go through to produce the se-
quence, and thus this represents a best hypothesis for the internal structure or “con-
tent” of the sequence. HMMs are widely used in speech recognition and biological 
sequence analysis. Usually, for decoding Viterbi algorithm is used. The original Vi-
terbi algorithm involves multiplications with probabilities. One way to avoid this is to 
take the logarithm of the model parameters, thus replacing the multiplications with 
additions. This is called Fast Viterbi or alternate Viterbi. 

In the present work, we have developed a method for finding similarity between 
the query motif sequence and the database consisting of motif sequences of metabolic 
pathways using maximum likelihood procedure. 

2   Methodology 

The promoter sequences are extracted from NCBI database and converted to motif 
(TFBS) sequences using ‘TF SEARCH’ tool. As a case study we have considered 
promoter sequences of two metabolic pathways namely, Central Metabolic Pathway 
(CMP) and amino acid pathway. 

Step 1: Motif sequences are converted into numerical sequences. 
We have assumed  N=Number of states in the model=5 

Step 2: Initially model λ=(A,B,π) is assumed. 
A=aij is state transition matrix 
B is output/ Observation / emission matrix. 
Π is initial state distribution matrix. 
Initially, we assume 0.2 0.2 0.2 0.2 0.20.2 0.2 0.2 0.2 0.20.2 0.2 0.2 0.2 0.20.2 0.2 0.2 0.2 0.20.2 0.2 0.2 0.2 0.2    { NXN  ie. 5X5} 
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             π

10000    {NX1 ie. 5X1} 

   

B=
5/210 5/2105/210 5/210    

{ NXM  ie. 5X210} 
Where M=210(for example), is the number of observables (motifs) in the given motif 
sequence. 

Step 3: Using Equation 1 1 ,     1 .          (1)                                             
the initial value of forward variable α1, is calculated α 1(i)=(1)(5/210)=5/210 
Then we obtain forward variable αt(i), (probability of partial observation of sequence) 
using Equation 
 1 1 a , 1  (2) 

 

Step 4: The backward variable βt (i) (the probability of being in state Si, given the par-
tial observation ot+1,…,oT) is calculated using equation 
 β 1 i a 1 , 1  (3) 

   1 … .  

e.g. β1 (1 )=  a1,1  *  b1(O2)  * β2(1)      [ at i=1,j=1,t=1 ] = (0.2)(5/210)(1)=1.0/210 

Step 5: Using an initial parameter instantiation λ=(A,B,π), the  Baum-welch algorithm 
or Expectation Maximisation[8] [9] (EM method)  re-estimates three parameters πi, ai,j 
and bi(ot) where      πi = initial state distribution 
                   ai,j =Transition probabilities  
                   bi(ot)=Emission probabilities  
Here we re-estimate1) Transition Probabilities: 

  is the probability of being in state si at time t and going to state sj, given the 

current model and parameters 

               ,      , 1   | ,   .                               (4)      , 1   | ,          
│

 

                1 1∑ ∑ 1 1  

 

),( jitξ
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                    ∑ ,∑ .                                                                 (5) 

         
∑ ∑  

2) Emission  probabilities  bi(k) =         i              

^ 
bj(k)=∑ ,  / ∑  bi(k) .                (6) 

Where , 1    0
      

 

and  (state probability),  the probability of being in state si, given the complete 
observation o1………oT. 

3) Initial distribution probability 1  

The Updated Model is 

λ' =( , , ) by the following update rules:  
∑ ,∑    

i(k)=∑ ,  / ∑   
 1  Where ∑  ,  .                                                  

For each values of updated model λ,  P(o/ λ) is calculated and above step is repeated 
until P(o/ λ) reaches local maxima. 

Step 6: Testing the motif sequence (query sequence): Using Viterbi algorithm, we 
find P(o│λ) for optimal sequence.  

1.  Initialization 
 1   1 ,    1    

  max 1   
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2.Induct

 

                               1         
                      P* = max 1 ,           1                                                                
The probability value is generated for all models. 

3   Result and Discussion 

The query promoter sequence which is in the form of motif sequence is compared 
with all the sequences in the database and the log probability score with each  
sequence is displayed. The sequence in the database which has highest similarity with 
the query sequence is highlighted (in blue and underlined). Here, a section of the 
result has been shown.  

 pathway- CMP(citrate synthase)and Organism - BOS-5:     -2571.002094 
 pathway- CMP(citrate synthase) and Organism - BOS-10:  -2604.309499 
 pathway-CMP(citrate synthase)and Organism - Can-10: -3319.908145 
 pathway- CMP(citrate synthase)and Organism - HS-19: -1365.157139  
 pathway -CMP(citrate synthase)and Organism - HS-12: -4079.434347 
 pathway- CMP(citrate synthase)and Organism - HS-2:        -2743.449172 
 pathway- CMP(citrate synthase)and Organism - HS-3:        -2527.987613 

Genes coding for proteins is a very important pattern recognition problem in bioinfor-
matics. Promoters, the upstream sequences of gene coding regions, are one of the keys 
to understanding the underlying hypotheses of gene expression and regulation which is 
mainly controlled by transcription factors (TFs), i.e., proteins that bind to promoter 
regions at specific sites (TFBSs) and regulate the process of transcription initiation.  

Hidden Markov models (HMMs) are a well-developed technology for classifica-
tion of multivariate data that have been used extensively in speech recognition, 
handwriting recognition and even sign recognition. HMMs have been used widely for 
classification such as protein structures[10], autonomous terrain mapping and Classi-
fication [11], etc.  In the present work, we have made an attempt to classify the given 
query motif sequence by comparison with the given set of motif sequence database 
using maximum likelihood procedure. Each comparison gives a score reflecting the 
degree of similarity between query and the motif sequence in the database. Higher the 
score, greater is the degree of similarity. 
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Abstract. THC and its metabolites are detectable in body fluids and could be 
used to detect marijuana use. This research work reveals the possibility of using 
a carbon nano tube (CNT) based enzyme sensor for the detection of 9-carboxy 
tetrahydrocannabinol (9 THC-COOH) in urine using a cysteine protease ob-
tained from papaya plant called papain. A comparative study of armchair and 
zigzag conformation of CNTs with the protein was carried out and the suitable 
conformer of CNT has been identified. The electrostatic energy variations and 
the thermodynamic energy differences of CNTs have been computed. A charac-
teristic gradient in electrostatic potential has been identified for the  
CNT-protein complexes which could be effectively sensed using electrochemi-
cal sensors. The computational analysis of CNT-papain interaction supports the 
possibility of developing a biosensor using papain coated carbon nano tubes for 
the detection of THC-COOH in urine of the suspected marijuana consumed per-
sons.  A comparative analysis of the interaction energies of arm-chair and zig-
zag conformations of carbon nano tubes with the cysteine protease enzyme  
papain has been carried out. The arm chair conformation with configuration in-
dex 18, 18 (m, n) has been identified as keeping the highest interaction energy 
of 45.218 kcal/mol. With this conformer designing of an electrochemical sensor 
has been suggested. 

Keywords: Carbon Nanotube, Electrochemical Sensor, MD simulation.  

1   Introduction 

The main active chemical in marijuana is delta-9-tetrahydrocannabinol (THC) [1]. 
THC or its metabolites 9-carboxy THC stays in body fluids as markers for detection of 
cannabis consumption. Marijuana testing in the work-place has been adopted widely 
by employers in the United States to determine the use of drug by the employee and to 
ensure workplace safety, monitor medication compliance and to promote 'drug-free' 
work-places [2]. Studies show that the acute effects of smoking cannabis impair per-
formance for a period of about 4 hours. Cannabis detection is also made mandatory for 
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athletics, defense and also driving personals [3, 4]. Prevailing commercially available   
cannabis detecting kits like quick screen and rapid check utilizes the method of gas 
chromatography and HPLC techniques [5, 6], which are highly expensive. 

Carbon nanotubes (CNTs) have many distinct properties for the development of 
next generation of sensors [7]. The application of CNTs in next-generation of sensors 
has the potential of revolutionizing the sensor industry due to its inherent properties 
such as small size, high strength, high electrical and thermal conductivity, and high 
specific surface area [8]. High sensitivity and low power consumption make CNT 
based sensors suitable, especially, for high accuracy and battery-powered applications. 
The purified CNTs have very large surface area and extremely high conductivity [9]. 
Thus, the sensors using CNT composite as sensing materials have higher sensitivity 
[10].Papain is a cysteine hydrolase that is stable and active under a wide range of con-
ditions like at elevated temperatures. Papain has been reported to have a degradative 
effect in the   inactive metabolite of the active component THC in marijuana, the 9-
carboxy THC. In an experiment conducted checking the possibility of papain as a 
potential adulterant in the urine test for detection of cannabis use, it was reported that 
there was a direct pH, temperature, and time-dependent correlation between the in-
crease in papain concentration and the decrease in THC-COOH concentration from the 
untreated control groups. 

This research paper   includes the possibility of using papain coated carbon nano 
tubes as biosensors for the detection of marijuana consumption using computational 
techniques. Although the use of CNT leads into a great revolution in the sensor devel-
opment, certain challenges keep the progress under a slow pace. The challenges in-
clude the high cost for obtaining pure and uncontaminated nanotubes, lack of detailed 
understanding of the growth mechanism of carbon nano tubes and also the difficulties 
in growing defect-free nanotubes continuously to macroscopic length. Computational 
methods could be a better substitute for the prevailing scenario of carbon nano tubes 
research ensuring a reduced cost, time and effort in the research and providing an 
initial screening and designing step. Another major reason for the adoption of compu-
tational method is due to the unavailability of Marijuana for experimental research, 
being an illicit hallucinogen. 

2   Computational Methodology 

The structure of 9-caarboxy tetrahydrocannabinol (THC-COOH) was obtained from 
pubchem and was subjected to geometrical optimization. 36 different single walled 
carbon nano tubes were designed using Material studio [11] with varying m and n 
values and were subjected to modeling in the quantum mechanical level. Materials 
Studio is a flexible client-server software environment that brings some of the most 
advanced material simulation and modeling technology. Materials Studio makes it 
easy for creating and studying models of molecular structures, exploiting stunning 
graphics capabilities to present the results. Materials Studio draws on well-validated 
and widely applied simulation methods from the leader in high quality materials 
simulation software. Protein molecule, papain was collected from the repository Pro-
tein Data Bank (PDB) [12] and was subjected to computational modeling.  All the 
modeling and simulations was performed using Accelrys Discovery studio with 
‘smart minimiser’ algorithm and CHARMm force field [13]. The input for the model-
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ing was the PDB file collected from the repository Protein Data Bank. The collected 
protein structures were subjected to geometry optimization and the corresponding 
minimum interactional potential energy, RMS gradient, van der Waals energy, elec-
trostatic energy and kinetic energy values were computed. Most of the structures 
attained convergence at about 2000 steps of iteration. Using the cdocker tool [14] in 
the Discovery studio the CNT-papain interaction analysis was carried out and the best 
interaction results were selected based on the cdocker score. The interaction analysis 
between the papain and 9-carboxy tetrahydrocannabinol and CNT-papain complex 
with tetrahydrocannabinol was also found out using cdocker tool. The electrostatic 
potential energy of papain and papain-CNT with THC-COOH was calculated using 
the MGL tool [15]. 

3   Results and Discussions 

The carbon nanotube structures have been subjected to quantum mechanical modeling 
and molecular dynamic simulation. The enthalpy values for all the nanoparticles are 
found to be negative indicating them as exothermic compounds and explains the 
thermodynamic stability of nanoparticles. The interactional potential energy and the 
van der Waals energy of the papain proteins have been found to be negative. The 
RMS gradient value was very close to zero indicating them to be in stable state. The 
docking results, obtained for various poses have been analyzed based on the interac-
tional energies. An interaction is thermodynamically feasible if and only if the reac-
tion is exothermic. From the results of the docking analysis done using the cdocker 
algorithm, the armchair conformation and the papain protein complex has been found 
to be showing high interactions with the THC-COOH.  

Table 1. Interaction Energy of Sensor Components with THC-COOH 

Components Involved Interaction Energy 
Papain  35.826 

CNT-Papain Complex  45.218 

Arm chair CNT with m and n configuration of 18, 18and the papain protein showed 
the maximum interaction with THC-COOH with an energy of 45.218 kcal/mol.  
Results from the MGL tool indicates the difference in the electrostatic potential energy 
of papain and papain with THC-COOH, which predicts the possibility of potential 
difference that could be measured using an electrochemical sensor.  

Table 2. Result of Electrostatic Analysis 

Components
  

Electrostatic energy 

Papain -32.82 

Papain With   
THC-COOH 

-47.35 
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4   Conclusion 

The computational analysis results of CNT-papain interaction strengthen the possibil-
ity of a biosensor using papain coated carbon nano tubes for the detection of THC-
COOH in urine which indicates the marijuana consumption.  A comparative  study of 
the interaction energy of  arm-chair and zig-zag conformations of carbon nano tubes  
which show metallic and semiconducting properties respectively were done with the 
cysteine protease enzyme papain and the arm chair conformation with 18,18(m, n) 
was identified with the highest stable interactional potential energy. The selected 
CNT also showed a lesser total energy which indicates a stable combination of papain 
with 18, 18 CNT and also higher interaction energy with THC-COOH. The electro-
static potential energy analysis suggests the possibility of using electrochemical sen-
sors which when applied with required voltage produces current proportional to the 
concentration of the substrate. 
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Abstract. With ever increasing digital data in form of files, there is a need of 
efficient text searching algorithms with their applications. This paper describes 
an algorithm for searching any sentence in the given pool of files. The effi-
ciency of the algorithm depends on the fact about sentences in any language 
that, there can be no such condition where a sentence may be a part of some 
similar sentence (as in case of patterns). Keeping this property of the languages 
in mind, we are presenting a linear order search algorithm for sentences with no 
preprocessing time.  

Keywords: text search, sentence searching, pattern, searching in files  
application.  

1   Introduction 

In this computerized world, data is increasing at a rate of fifty percent per annum. 
Therefore, it is quite common that a firm may add up a terabyte of data per year. As the 
size of data is increasing at such a tremendous rate, we should focus on some efficient 
searching algorithms so to fulfill our purpose of storing data. 

At present, the existing text searching algorithms search the pattern/words in some 
text. Brute-force search, otherwise known as naïve algorithms, use the simplest 
method of the searching through the search space. Other than the Brute-Force tech-
nique, all other pattern-searching algorithms have some preprocessing time over the 
pattern to reduce the searching time. The most common searching technique employed 
by text editors or some other searches is the Boyre-Moore string-searching algorithm. 

The major challenge of today’s world is the type of search i.e. the search can be for 
a sentence, a paragraph, a pattern etc and it was observed that the time required of all 
the three searches using a common search algorithm is not the best in all cases. For 
e.g. KMP and Boyre-Moore algorithms are efficient for searching a pattern while in 
case of searching for paragraph or sentence their efficiency may be increased or some 
other techniques can be used with efficient search times. Considering this, we use 
different search algorithms for different types of search. 

2   Related Work 

Amongst the several text-searching algorithms designed until now, the simplest one is 
the Naive or Brute-Force Algorithm. Rabin-Karp is another searching technique that 
makes use of elementary number-theoretic notations such as equivalence of two  
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numbers modulo a third number. Other algorithm is the Knuth-Morris—Pratt algo-
rithm that is a linear time string-matching algorithm [2]. This algorithm uses a prefix 
function π that encapsulates knowledge about how the pattern matches against shifts or 
itself. Now the most commonly used text-searching algorithm is the Boyre-Moore 
Algorithm that takes a sub-linear searching time [1]. It uses two functions i.e. a bad 
character and a good prefix functions that require certain preprocessing. Let m be the 
length of the sentence and let n be the length of the search space (file). The Table-1 
gives the comparison of the asymptotic time analysis of various text searching  
algorithms. 

Table 1. Comparative asymptotic time analysis 

Algorithm Preprocessing time Matching time 

Naïve String Search 
Algorithm 

0(no preprocessing) Θ((n-m+1) m) 

Rabin-Karp string 
search algorithm 

Θ(m) average Θ(n+m), 
worst Θ((n-m+1) m) 

Finite state automaton 
based  

Θ(m |Σ|) Θ(n) 

KMP algorithm Θ(m) Θ(n) 
Boyer–Moore search 
Algorithm 

Θ(m + |Σ|) Ω(n/m), O(n) 

Our Algorithm 0(no preprocessing) Θ(n) 
   

3   Semantic Differences between Pattern and Sentences/Paragraph 

Searching for a pattern or word is quite different from searching a sentence or a para-
graph in a text or a file. This difference is due to the grammatical construct of the Eng-
lish language. We can explain it better with an example. 

For searching pattern/word: 
Pattern: abbabb 

In case of patterns, there may be symmetry or there may be a case where in text a pat-
tern may contain a pattern. Consider a case if text is abbabbabb, in this case the text 
contains a pattern twice where one is the part of other pattern. 

While in case of sentences, there is no such condition where a pattern might have 
symmetry or a case where one sentence may be a part of similar sentence. 

Second drawback of employing pattern search for searching sentences or paragraph 
is the length of the sentence/paragraph. Both the searching techniques i.e. KMP and 
Boyre-Moore algorithm have Θ(m) and Θ(m + |Σ|) preprocessing times respectively. In 
case the length of sentence increases, the preprocessing time also increases while all 
the preprocessing would go in vain due to the grammar construct. 

The algorithm presented as a solution does not have any preprocessing time while 
the running time is Θ(n). Under all cases i.e. the best, average and worst case, the run-
ning time remains invariant. Whether the sentence is present in the file or not, we need 
to traverse the text till the end, character by character. 
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4   Algorithm 

We now specify the algorithm. The search for a sentence in a pool of files includes 
reading of the given set of files. Initially we had implemented this algorithm using C-
Compiler. 

Not considering the way of reading files at present, we may specify our algorithm as 
follows: 

1. While(!EndOfFile) 
2.  Do read a single character from file, x 
3.  pos←pos+1 
4.  If sentence[i]=x then 
5.  i←i+1 
6.  Else 
7.    i←0 
8.    If sentence[i]=x then 
9.     i←i+1 
10.   If i = LengthOfSentence then 
11     c←c+1 
12     i←0 
13 Return c 

The above algorithm returns ‘c’, i.e. the number of times the sentence to be searched 
occurs in a single file. It can scan more than one file; one by one and thus help in dis-
tinguishing between the set of files that contain a sentence or paragraph and the ones 
that do not contain it.  

The above algorithm works by scanning the file character by character and compar-
ing each character of the file with the ones in the sentence to we wish to search.  We 
may see the algorithm in two phases as described in the following lines. 

(a) Initially, we compare the first character of the file is with the first character of the 
sentence to be searched. If there is a match, we increment i else we set the pointer 
again to 0 and check for the first character of the sentence.  

(b) We now check the value of ‘i’ if it is equal to length of the sentence or not. Value 
of ‘i’ will be equal to the length of sentence only in a condition if the sentence is found 
thus we increment the value of ‘c’  

5   Theoretical Analysis 

Considering the illustrated algorithm, we can see that the complete complexity of 
searching a sentence in a file is equal to Θ(n) without having any pre-processing time 
where n is the number of characters in the file. 

Lines 1-12 show that this particular loop continues until the end of file i.e. iterates 
‘n’ (no. of characters in file) times. Line 2 reads a single character at a time thus having 
O(1) complexity. Similarly, line 3 also executes once in a loop. Lines 4-9 check 
whether the character read from file is present in the sentence or not and accordingly, 
the respective lines execute. In case we find a mismatch, we check it for the first  
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character of the sentence we are searching. Lines 10-12 check if the sentence is found 
in the file and accordingly increment the counter of the number of sentences by 1. 
Finally, line 13 returns the number of times the sentence is present in the file. 

This clearly shows that there is a single loop iterating ‘n’ times. Thus, the complex-
ity of the algorithm is Θ(n), under all circumstances as the loop continues till the last 
character of the file whether or not the sentence is present in the file. 

6   Implementation 

To demonstrate our algorithm we implemented it using C-Compiler and tested the time 
of execution using a text file (e-book of Harry Potter). We used a text file for testing 
instead of .pdf or .doc as it is easier to read a text file in C with respect to other  
formats. We were even able to search a sentence in multiple files simultaneously and 
display the result accordingly (Fig 1). The same algorithm has been implemented using 
C#.NET to render an interactive interface for the user. 

 

 

 

 

 

Fig. 1. Result of the search 

7   Conclusion and Future Scope 

At a tremendous rate of increase in digital files, there is a need of application that can 
help in searching those files for required data that too at an efficient rate.  We are thus 
providing such application with an efficient sentence-searching algorithm for the 
above purpose. The theoretical complexity of our algorithm is Θ(n) with no preproc-
essing 

Some of the extra features that can be included in our application are 

Normal Searching: 
Normal Searching allows the use of the question mark (?) and asterisk (*) to match 
one and one or more characters respectively. All white space is treated the same and 
multiple white space characters are treated as one. 

Search a drive, path or multiple drives and paths: 
Such as C:\ | \\Corp-backup\C\Accounting 
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Abstract. Ad hoc mobile networks are composed of mobile nodes communicat-
ing through wireless medium, without any fixed backbone infrastructure. In 
these networks, congestion occurs in any intermediate node when data packets 
travel from source to destination incurring high packet loss and long delay, 
which cause the performance degradation of a network. This paper presents an 
early detection of congestion and self cure routing protocol for wireless Ad-hoc 
networks called as EDCSCAODV. All the primary path nodes periodically cal-
culate its queue_status at node level. While using early congestion detection 
technique, node detects congestion that is likely to happen and send warning 
message to its neighbors. All neighbors listen to the node’s warning message 
and apply automatic cure algorithm to get alternate path to it, if and when a 
non-congested local alternate path is available for transmitting data.  Thus, 
EDCSCAODV improves performance in terms of reducing delay, routing over-
head and increases packet delivery ratio without incurring any significant addi-
tional cost. The performance of EDCSCAODV was compared with AODV us-
ing the Ns-2 simulator. The result reveals that EDCSCAODV has significant 
improvement over conventional AODV routing schemes. 

Keywords: Ad hoc Networks, Congestion, AODV, EDCSCAODV. 

1   Introduction 

Ad-hoc wireless networks are usually defined as an autonomous system of nodes 
connected by wireless links communicating in a multi-hop fashion [11], [12]. One of 
the fundamental tasks that an ad hoc network should perform is congestion control 
and its main objective is to limit the delay and buffer overflow caused by network 
congestion and provide better performance of the network. In wireline networks, 
congestion control is implemented at the transport layer and is often designed sepa-
rately from functions of other layers [1], [2].  However, these results do not apply 
directly to wireless networks because, ad hoc networks result in large amount of 
packet loss, high delay, unfair scenarios and low throughputs [1],[3]. A new perspec-
tive on this problem might be to realize congestion control in the MAC or network 
layer [1], [3]. The Ad Hoc On-Demand Distance Vector (AODV) routing protocol is 
an adaptation of the DSDV protocol for dynamic link conditions [8], [9], [10]. Since 
AODV has no congestion control mechanisms, it may also lead to the following  
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problems (i) Long delay (ii) Many packet losses (iii) Low throughput [1]. Our motiva-
tion is to clear that congestion which is a dominant cause for packet loss in MANETs. 
Typically, reducing packet loss involves congestion control running on top of a mo-
bility and failure adaptive routing protocol at the network layer [1]. We use early 
detection techniques to detect the congestion well in advance [Section 2.1]. We pre-
sent a method to find an alternate path to control the congestion [Section 2.2]. Ns2 
simulation is used to analyze the results and prove the performance [Section 3.0]. 

2   Early Detection of Congestion and Self Cure Routing Protocol 

2.1   Early Congestion Detection Techniques 

Early detection of congestion and self cure routing protocol (EDCSCAODV) is a uni-
cast routing protocol for MANET.  The source discovers the route to the destination, 
it broadcasts an RREQ packet toward the destination, the destination responds to the 
first arrived RREQ and sends back an RREP packet.  The RREP will travel back in 
the path the RREQ previously travelled and adds a new entry in its routing table. 
Congestion in a network may occur at any interval, if the load on the network is 
greater than the capacity of the network, the node becomes congested and starts losing 
packets.   Congestion metric can be used at a node to detect the congestion well in 
advance otherwise it may be harmful when the buffer is almost full.  We used base 
design of Random Early Detection queue model for constructing buffer [6], [7]. The 
expression (1) and (2) are used to set the Minimum threshold and Maximum threshold 
values  

Minth  25%buffer _ size                               =
               (1) 

Maxth 3* Minth                            =
                                      (2) 

To detect the congestion well in advance, compute the average queue size as 

( )Avgque  1 w * Avgque Inst _ Que * wq q        = − +
                      

(3)
 

Where wq, the queue weight is a constant parameter (wq=0.002 from RED queue 
experimental result [11]) and Inst_Que is an instantaneous queue size. 

In our early detection model, we introduce Queue_status of actual queue size over 
average queue size given by Equation (4), which reflects the heaviness of the incom-
ing traffic.   Based on the Queue_status, the mobile node can get useful information 
about the incoming traffic. If the Queue_status value is large, the incoming traffic 
becomes bursty. The continuous growth of the Queue_status indicates that the incom-
ing heavy traffic is beyond the mobile node’s buffer capacity and buffer overflow is 
imminent. 

Queue _ status Inst _ que –  Avgque                =
                   (4)

 

If Queue_status < minimum threshold, the incoming traffic is low and queue is in safe 
zone.  If Queue_status > minimum threshold and Inst_Que < maximum threshold, the 
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incoming is above average and queue is in likely to be in congested zone.  If Inst_Que 
> maximum threshold, the incoming traffic is heavy and queue is in congested zone.  

2.2    Self Cure Routing 

A primary path of a node predicts its congestion status and periodically broadcasts a 
congestion status packet (CSP) with TTL = 1.  The CSP packet P contains the node’s 
congestion status and a set of parameters (Source S, Destination D, Hop Count hop, 
Sequence Number Seq, Congestion Status Cong and Neighbors information N_list), 
each for a destination appearing in the routing table. S-D (P) is used to represent the 
source-destination pair of the flow that the packet belongs to a routing table main-
tained at each node.  When the neighbors receive a CSP packet from its primary path 
node X regarding destination Dst, Neighbors will be aware of the congestion status of 
X. When neighbor overhears (CSP) a packet P, it checks its source and destination 
information in their routing table. If P belongs to a flow that has not been recorded by 
this node, a new entry is added in its table. Else let E be the existing routing table 
entry representing the flow, we use Src(E),Dst(E), Seq_no(E), and Neighbors_list(E) 
are used to represent  four fields such as  the source, destination, sequence number 
and Neighbors list. The Neighbors_list(E) only collects packets of the flow carrying 
the same sequence number as Seq_no(E), if Seq(P) is less than Seq_no(E) then the 
packet P is ignored.  If Seq(P) is greater than Seq_no(E) then  Seq_no(E) is updated to 
Seq(P) and reset Neighbors_list(E). Now the neighboring nodes are used to identify 
the a 2-Step alternate sub-path [4], [5].the Neighbors_list(E) now had three entries (A, 
B, C) meeting  conditions The current node’s congestion status <= the minimum level 
of the congestion status of A, B and C. If condition is met, then activates the sub-path 
and deletes entry E from the Neighbors table, then it has found a better sub-path. The 
neighboring node is used to identify Upstream Node of a 3-Step alternate sub-path 
[4],[5].If Neighbors_list (E) now had two entries A and B, meeting condition The 
current node’s congestion status <= the minimum level of the congestion status of A 
and at least two times less than the congestion status of B, If condition is met, then it 
adds node B to the Waiting Indicator list, and then it may be able to seek a better sub-
path with a downstream node. Now the neighbor node is used to Identify Downstream 
Node of a 3-Step alternate sub-path [4], [5]. If Neighbors_list (e) now had two entries 
B and C, meeting special condition the current node’s congestion status is at least two 
times less than the congestion status of B and less than the congestion status of C, 
then it may be able to seek a better sub-path with an upstream node. If condition is 
met, then the current node broadcasts a special hello message with the information 
(node B is a candidate for a 3-Step Alternate Sub-path). When cooperating node re-
ceives the special hello message, it checks special hello message fields with an entry 
in the current node’s Waiting Indicator list, both do not math then ignore it. Other-
wise, special hello message does match a Waiting Indicator entry, so a better sub-path 
has been found.  Activate the new sub-path.  

3   Performance Study 

A comparison of EDCSCAODV’s performance to AODV routing protocols in 
MANET is made using the Network Simulator (Ns2.33) [13].  
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3.1   Simulation Configuration and Performance Metrics 

The network consisted of 100 nodes in a 1,400m *1400 m rectangular field. The 
MAC layer was based on IEEE 802.11 DCF. The channel propagation model we used 
combines 2-ray ground reflection models. A routing buffer at the network layer could 
store up to 50 data packets.  Each simulation ran 600 seconds.  

3.2   Varying Number of Connections  

In this simulation, the number of connection (source and destination) was varied from 
10 to 50, CBR sending rate 4 packets per second, maximum node speed 10 m/s and 
pause time 30s.  Fig.1 (a) and Fig.1 (b) had shown the packet delivery ratio, the End-
to-End delay for EDCSCAODV and AODV respectively. When the numbers of flows 
were less than 20, EDCSCAODV did not show much improvement over AODV.   
When the number of flows increases from 20 to 50, the packet delivery ratio of 
AODV had a sudden fall from 87% to 14 %.   When compared with the above packet 
delivery ratio, the figures of the EDCSCAODV fall only a gradual fall from 91% to 
59% as shown in Fig.1 (a). One observed that the End-to-End delay between AODV 
and EDCSCAODV as shown in Fig.1 (b), when the number of flows increased from 
20 to 50.  The End-to-End delay had increased from 0.7 seconds to 7.9 seconds. The 
corresponding variation for EDCSCAODV was from 0.5 to 4.7.  
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Fig. 1. Performance when no of Connection change (source and destination) 
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3.3   Varying CBR Load 

In this simulation, the number of connection (different source and different destina-
tion) was kept at 20.  The CBR sources sent data packets to the destinations at differ-
ent rates, varying from 4 packets/s to 16 packets/s. Fig.2 (a) and Fig.2 (b) had shown 
the packet delivery ratio, the End-to-End delay between EDCSCAODV and AODV 
respectively. When the data packet-sending rate was greater than 4 packets per sec-
onds, the packet delivery ratio of AODV had a sudden fall from 55% to 10 %.  When 
compared with the above packet delivery ratio, the figures of the EDCSCAODV was 
fallen only a gradual fall from 85% to 34% as shown in Fig.2 (a). The End-to-End 
delay between AODV and EDCSCAODV was shown in Fig.2 (b).  When the data 
packet-sending rate was greater than 4 packets per seconds, the End to End delay was 
increased from 1.58 seconds to 5.2 seconds the corresponding variation for 
EDCSCAODV was from 0.9 to 3.5.  
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Fig. 2. Performance when CBR load changes 

4   Conclusion and Future Work 

Thus the proposed EDCSCAODV is early congestion detection and self cure routing 
protocol in MANETs. EDCSCAODV has lost fewer packets than general AODV. This 
is because EDCSCAODV tries to detect congestion in advance from occurring in the 
first place, rather than dealing with it reactively. A key in EDCSCAODV design is to 
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cure congestion using local alternate path concept.  This concept tries to find out non-
congested alternate path automatically and tries to avoid congestion in the network. 
The ns-2-based simulation was confirmed that the advantages of EDCSCAODV and 
demonstrated a significant improvement End-to-End delay and packet delivery ratio 
over AODV. As future work we will be extended to other networks like WMN and 
WSN and study its performance. 
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Abstract. Cellular networks and mobile phone use continues to grow at a rapid 
pace around the world. To satisfy ever-increasing demands for higher data rates, 
as well as to allow more users to simultaneously access the network, an 
interface known as wideband code division multiple access (WCDMA) is  
used. In this paper, we discuss the basic characteristics of WCDMA that make 
them attractive for high data rate transmission over wireless and mobile 
channels. This paper also presents the wide-band code-division multiple-access 
(WCDMA) radio interface chosen by ETSI as the basic radio-access technology 
for the universal mobile telecommunications system (UMTS). A detailed 
description of the physical layer of ETSI WCDMA is given together with an 
overview of the higher layers of the WCDMA radio interface. 

Keywords: IMT-2000, radio access, UMTS, WCDMA, cdma2000, 3G PP.  

1   Introduction 

The systems that go under the ITU name of IMT-2000 and within ETSI as the universal 
mobile telecommunications system (UMTS) extend the services provided by current 
second-generation systems (GSM, PDC, IS-136, and IS-95) with high-rate data 
capabilities. The main application for these high-rate data services is wireless packet 
transfer, e.g., for wireless access to the Internet. However, UMTS will also support 
high-rate circuit-switched services such as video. Wide-band code-division multiple-
access (WCDMA) has been chosen as the basic radio access technology for 
UMTS/IMT-2000. Compared to second-generation narrow-band CDMA, the WCDMA 
radio interface offers significant improvements, in addition to the support of higher rate 
services. These include: improved coverage and capacity due to a higher bandwidth and 
coherent uplink detection; support of interfrequency handover necessary for high-
capacity hierarchical cell structures (HCS’s); support for capacity-improving 
technologies such as adaptive antennas and multiuser detection; and a fast and efficient 
packet-access protocol. 
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2   Parameters of WCDMA 

WCDMA has two modes characterized by the duplex method: FDD (frequency 
division duplex) and TDD (time division duplex), for operating with paired and 
unpaired bands, respectively [1]. The chip rate of the system is 3.84 Mcps. The frame 
length is 10 ms and each frame is divided into 15 slots (2560 chip/slot at the chip rate 
3.84 Mcps). Spreading factors range from 256 to 4 in the uplink and from 512 to 4 in 
the downlink. Thus, the respective modulation symbol rates vary from 960 k 
symbols/s to 15 k symbols/s (7.5 k symbols/s) for FDD uplink. For separating 
channels from the same source, orthogonal variable spreading factor (OVSF) 
channelization codes are used. In the downlink, Gold codes with a 10-ms period 
(38400 chips at 3.84 Mcps) are used to separate different cells, with the actual code 
itself length 218-1 chips. In the uplink, Gold codes with a 10- ms period, or 
alternatively short codes with a 256-chip period, are used to separate the different 
users. For the channel coding three options are supported: convolutional coding, turbo 
coding, or no channel coding. Channel coding selection is indicated by upper layers. 
The modulation scheme is QPSK. The carrier spacing has a raster of 200 kHz and can 
vary from 4.2 to 5.4 MHz. [2] [3]. 

3   Protocol Architecture 

The protocol architecture is similar to the current ITU-R protocol architecture, ITU-R 
M.1035. The air interface is layered into three protocol layers: 

• The physical layer (layer 1, L1); 
• The data link layer (layer 2, L2); 
• Network layer (layer 3, L3). 

The physical layer interfaces the medium access control (MAC) sublayer of  
layer 2 and the radio resource control (RRC) layer of layer 3. The physical layer 
offers different transport channels to MAC. A transport channel is characterized by 
how the information is transferred over the radio interface. Transport channels are 
channel coded and then mapped to the physical channels specified in the physical 
layer. MAC offers different logical channels to the radio link control (RLC) sublayer 
of layer 2.  

3.1   Logical Channels 

The MAC layer provides data transfer services on logical channels. A set of logical 
channel types is defined for different kinds of data transfer services as offered by 
MAC. Each logical channel type is defined by the type of information that is 
transferred. Logical channels are classified into two groups: (Table 1) 

Control channels for the transfer of control plane information (Table 2) Traffic 
channels for the transfer of user plane information (Table 3). 
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Table 1. Logical Channel Structure  

Channel Name Subchannels 
Control channel (CCH)       1.Broadcast control channel (BCCH) 

      2.Paging control channel (PCCH) 
      3.Dedicated control channel (DCCH) 
      4.Common control channel (CCCH) 
      5.Shared channel control channel 

(SHCCH) 
      6.ODMA dedicated control channel 

(ODCCH) 
          7.ODMA common control channel 
(OCCCH) 

Traffic channel (TCH)      1.Dedicated traffic channel (DTCH) 
     2.ODMA dedicated traffic channel 

(ODTCH) 
          3.Common traffic channel (CTCH) 

  

Table 2.  Logical Control Channels  

Channel Name Function 

Broadcast channel 
(BCH) 

Downlink transport channel that is used to 
broadcast system- and cell-specific information. 
The BCH is always transmitted over the entire 
cell with a low fixed bit rate. 

Paging control channel 
(PCCH) 

Downlink channel that transfers paging 
information and is used when: Network does not 
know the location cell of the mobile station;  

The mobile station is in the cell connected 
state (utilizing sleep mode procedures). 

Common control channel 
(CCCH) 

Bidirectional channel that transfers control 
information between network and mobile stations. 
This channel is used: By the mobile stations 
having no RRC connection with the network; 
    By the mobile stations using common transport 
channels when accessing a new cell after cell 
reselection. 

Dedicated control 
channel (DCCH) 

Point-to-point bidirectional channel that 
transmits dedicated control information between a 
mobile station and the network. This channel is 
established through RRC connection setup 
procedure. 

ODMA common control 
channel(OCCCH) 

Bidirectional channel for transmitting control 
information between mobile stations. 

ODMA dedicated control 
channel 
(ODCCH) 

Point-to-point bidirectional channel that transmits 
dedicated control information between mobile 
stations. This channel is established through RRC 
connection setup procedure. 
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Table 3. Traffic Channels 

Channel Name Function 
Dedicated traffic 
channel (DTCH) 

Point-to-point channel, dedicated to one mobile 
station, for the transfer of user information. A 
DTCH can exist in both uplink and downlink. 

ODMA dedicated 
traffic channel 
(ODTCH) 

Point-to-point channel, dedicated to one mobile 
station, for the transfer of user information 
between mobile stations. An ODTCH exists in 
relay link. A point-to-multipoint unidirectional 
channel for transfer of dedicated user information 
for all or a group of specified mobile stations 

  

3.2   Transport Channels 

A transport channel is defined by how and with what characteristics data is transferred 
over the air interface. There exist two types of transport channels: 

• Dedicated channels; 

There is one dedicated transport channel, the dedicated channel (DCH), which is a 
downlink or uplink transport channel.  

3.3   Physical Channels 

The transport channels are channel coded and matched to the data rate offered by 
physical channels. Thereafter, the transport channels are mapped on the physical 
channels. Physical channels consist of radio frames and time slots. The length of a 
radio frame is 10 ms and one frame consists of 15 time slots. A time slot is a unit, 
which consists of fields containing bits. The number of bits per time slot depends on 
the physical channel. Depending on the symbol rate of the physical channel, the 
configuration of radio frames or time slots varies. The basic physical resource is the 
code/frequency plane. In addition, on the uplink, different information streams may 
be transmitted on the I and Q branch. Consequently, a physical channel corresponds 
to a specific carrier frequency, code, and, on the uplink, relative phase (0 or p/2).  

• Uplink Physical Channels 

There are two uplink dedicated physical and two common physical channels: The 
uplink dedicated physical data channel (uplink DPDCH) and the uplink dedicated 
physical control channel (uplink DPCCH). The physical random access channel 
(PRACH) and physical common packet channel (PCPCH).  The uplink DPDCH is 
used to carry dedicated data generated at layer 2 and above (i.e., the dedicated 
transport channel (DCH)). The uplink DPCCH is used to carry control information 
generated at layer 1. Control information consists of known pilot bits to support 
channel estimation for coherent detection, transmit power-control (TPC) commands, 
feedback information (FBI), and an optional transport-format combination indicator 
(TFCI). [4] 
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Figure 1 show the principle frame structure of the uplink dedicated physical 
channels. Each frame of length 10 ms is split into 15 slots, each of length Tslot = 2560 
chips, corresponding to one power-control period. The parameter k in Figure 1 
determines the number of bits per uplink DPDCH/DPCCH slot. It is related to the 
spreading factor (SF) of the physical channel as SF = 256/2k. The DPDCH spreading 
factor may thus range from 256 down to 4.  

 

Fig. 1. Frame structure for uplink DPDCH/DPCCH 

• Downlink Physical Channels 

There is one downlink dedicated physical channel, one shared and five common 
control channels: 

• Downlink dedicated physical channel (DPCH); 
• Physical downlink shared channel (DSCH); 
• Primary and secondary common pilot channels (CPICH); 
• Primary and secondary common control physical channels (CCPCH); 
• Synchronization channel (SCH). 
 

Figure 2 shows the frame structure of the DPCH. On the DPCH, the dedicated 
transport channel is transmitted time multiplexed with control information generated 
at layer 1 (known pilot bits, power-control commands, and an optional transport-
format combination indicator). DPCH can contain several simultaneous services when 
TFCI is transmitted or a fixed rate service when TFCI is not transmitted. The network 
determines if a TFCI should be transmitted. The PCPCH is used to carry the CPCH 
transport channel. The CPCH transmission is based on DSMA-CD approach with fast 
acquisition indication. The mobile station can start transmission at a number of well-
defined time-offsets, relative to the frame boundary of the received BCH of the 
current cell. The CPCH random-access transmission consists of one or several access 
preambles of length 4096 chips, one collision detection preamble (CD-P) of length 
4096 chips, a DPCCH power control preamble (PC-P) (which is either 0 slots or 8 
slots in length), and a message of variable length Nx10 ms. 

 

 
Fig. 2. Frame structure for downlink DPCH 
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Common pilot channel (CPICH) is a fixed-rate (30 Kbps, SF=256) downlink 
physical channel that carries a predefined bit/symbol sequence. There are two types of 
common pilot channels, the primary and secondary CPICH. The primary CCPCH is a 
fixed-rate (30 Kbps, SF=256) downlink physical channels used to carry the BCH. 
Common control physical channels are not inner-loop power controlled.  

The page indicator channel (PICH) is a fixed-rate (SF=256) physical channel used 
to carry the page indicators.  

4   Summary and Proposed Simulation 

In this paper, a discussion of some of the essential features of WCDMA has been 
presented. The WCDMA radio interface chosen by ETSI as the basic radio-access 
technology for UMTS extends the services of second-generation systems with wide-
area coverage of high-rate data transmission and efficient packet access. Especially, 
compared to second-generation narrowband CDMA, the WCDMA technology 
provides improved capacity and coverage due to wider bandwidth and coherent 
uplink. In this paper, a detailed description of the physical layer of ETSI WCDMA 
has been given together with an overview of the structure of the higher layers of the 
WCDMA radio interface (layers 2 and 3). Proposed simulation for the WCDMA 
system will be based on the performance analysis of various channels and 
synchronization aspects between base station and mobile station. 
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Abstract. Image registration is the process of determining the transformation 
which best matches, according to some similarity measure, two images or more 
of the same scene taken at different times or from different viewpoints so that 
corresponding pixels in the two images correspond to the same physical region 
of the scene being imaged. It is an essential step for a great variety of 
applications such as computer vision, stereo navigation, medical image 
analysis, pattern recognition etc. In this paper, an algorithm is proposed which 
consists of Feature point extraction, based on scale-interaction of Mexican-hat 
wavelets, Feature correspondence between the extracted features points using 
invariant Zernike moments of neighborhoods centered on feature points, and 
transformation parameter estimation and mapping. 

Keywords: Image Registration, Mexican-hat wavelet, Zernike Moment. 

1   Introduction 

Given two or more different images to be registered, image registration estimates the 
parameters of the geometrical transformation model that maps the sensed images back 
to its reference image [1]. In image registration, robustness of the algorithm is the 
main and required goal. But due to diversification of images acquired their contents 
and purpose of their alignment, it is almost impossible to design universal method for 
image registration that fulfill all requirements and suits all types of applications [2]. 

Many of the image registration techniques have been reviewed [1] [2] [3]. Image 
registration techniques broadly classified as Intensity and feature based [14].  

The proposed algorithm utilizes the new approach, which exploits a Mexican Hat 
Wavelet (MHW), to extract significant image features from reference and sensed 
image. Then correspondence is established using Zernike moment-based similarity 
measure [5] [9]. Experimental results show that the proposed algorithm leads to 
acceptable accuracy and robustness against several image deformations and image 
processing operations. Wavelet analysis allows the use of long time intervals where 
more precise low-frequency information, and shorter regions where high-frequency 
information. So, the resolution is the main issue for using Wavelet Transform [12] 
[13]. 
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2   Feature Point Extraction Using Scale Interaction of MHW 

Extracted feature points must have to fulfill some basic objectives like invariant to 
various geometrical deformations, robust enough to some level of variations in scale, 
etc. The proposed method satisfies all the above objectives, which is based on finding 
the local maxima of the response of a feature detection operation, which involves 
convolving the image with the Mexican-hat wavelets. Feature point extraction using 
scale interaction of Gabor wavelets was proposed in [6]. The Mexican hat is a 
Laplacian of a Gaussian and its isotropic property makes it insensitive to orientation 
and a good choice for feature extraction [7]. A Mexican-hat wavelet has the shape of 
a signal with a positive peak in a negative dish. Mexican hat based feature extraction 
methods such as the ones in [8] and its further development in [9]. For feature point 
extraction convolve the image with the Mexican-hat wavelet. It is given by below 
equation [10]  
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(1) 

First of all reference image is taken as input, we call it im_ref(x,y). After taking its 
Fourier transform, its convolution is done with the Mexican hat wavelet. This 
represented in the equation form as 

R( ) = im_ref (x, y) MHW( )fS S⊗  (2) 

Next step is to get the scale interaction output or absolute difference between the 
obtained responses. It is given as   

1 2 1 2R( , ) =  | R( ) - R( ) |S S S S  (3) 

The response R (S1, S2) can be obtained in the frequency domain using:  

 = |IFFT {
f 1im_ref(x, y) ×MHW( )S }-{

f 2im_ref(x, y) ×MHW( )S }| (4) 

Where im_ref(x, y)f denotes the Fourier transform of im_ref (x, y). FFT and IFFT 
represent the Fourier transform and its inverse respectively [4] [11]. The second stage 
of the feature extraction process localizes the feature points of the image by finding 
the local maxima of the response R (S1, S2). A local maximum is a point with 
maximum value that is greater than a specified threshold Tn in a disk shaped 
neighborhood of radius rn.  

3   A Proposed Registration Algorithm  

The main objective of the proposed algorithm is accurately registering images which 
are geometrically distorted and may have undergone various degradations. The 
proposed algorithm consists of three main steps: (i) Feature point extraction: In this 
proposed algorithm scale interaction Mexican hat Wavelet is used for the feature 
point extraction from reference and sensed image. (ii) Obtaining the correspondence: 
To find the correspondence between the feature points of both images, invariant 
Zernike moments of neighborhoods centered on the feature points is used. 
(iii)Transformation parameter estimation: To estimate the transformation parameters 
between the two images using an iterative weighted least squares algorithm. (iv) 
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Resampling and Registration: After successful estimation of the transformation 
parameters, resample the sensed image and register it with the reference image. 

4   Experimental Results 

Here an 8-bit gray level ‘living room’ image is taken as a reference image. Some 
parameters were manually adjusted. Scales S1 and S2 taken 2 and 4, respectively,  
Tn= 55, ln=32, rn= 16. Feature points which give best correlation marked as control 
points (red circle) as shown in Fig. 1 (a) and (b). Then after apply transformation to 
the sensed image to register it on the reference image. The registered image is shown 
in Fig.1 (c) & 1 (d). Fig.2 shows the registered image with rotated by 3300 and scaled 
up to 3. Fig.3 shows Gaussian noise as a distortion and register that sensed image with 
reference. 

           

        (a)                            (b)                              (c)                               (d) 

Fig. 1. (a) Correspondence between feature points in the reference (b) Sensed image  (Rotated 
by 1400) (c) Registered image (d) Registered image overlaid on Reference image 

               

      (a)                               (b)               (c)                             (d) 

Fig. 2. (a) Reference image (b) Sensed image (rotated by 3300 Scaled by 3) (c) Registered  
image (d) Registered image overlaid on Reference image 

                

       (a)                          (b)                                (c)                               (d) 

Fig. 3. (a) Reference image (b) Sensed image (rotated by 2400 with Gaussian noise, mean 0  
and variance 0.02)  (c) Registered image (d) Registered image overlaid  on Reference image 



 Image Registration Using Mexican-Hat Wavelets and Invariant Moments 577 

5   Conclusion 

Performance of the proposed algorithm was evaluated and found to be robust against 
rotation, image compression and expansion, noise contamination as well as other 
geometric transformations. The experimental results clearly indicate that the 
registration accuracy and robustness is very acceptable. This confirms the success of 
the proposed feature based algorithm for image registration.  
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Abstract. Wireless Local Area Networks (WLAN) have proliferated within the 
enterprise. Implementation of WLAN started with standalone AP or independent 
AP. The independent AP is configured individually by administrator. But with 
growing scenario of enterprise management of individual AP become difficult. 
The central management of AP solves management problem of individual AP. 
There are various approach proposed for central management of WLAN. This 
paper discusses the central management of WLAN of leading enterprises such as 
Intel, Cisco, Meraki enterprises. The paper concludes with comparative analysis 
of these approaches of central management use in enterprises and proposed hybrid 
approach for WLAN management.  

Keywords: 802.11, FAT AP, Thin AP, Centralized Management. 

1   Introduction 

The WLAN technologies offer benefits of flexibility, reduced installation time, and 
reduced cost. WLAN implementation step consists of prepare, plan, design, 
implement, operate and optimize [1]. WLANs typically consist of Access Points 
(APs) distributed across the enterprise. Initially, the implementation of WLAN is 
achieved with individual AP, also called as FAT AP. Each Access Point operates as 
an independent device. These APs often provide high speed wireless connectivity but 
access the Internet via independent, relatively low-speed DSL or cable modem links 
[2]. The independent AP architecture suffers from scalability and management 
problem. With thousands of access points, it simply isn't possible to configure and 
alone manage such a large wireless network. On the other hand, the scarcity of APs in 
conventional enterprise WLANs limits their performance in a variety of ways [3]. 
Managing scalability and managerial issues of independent AP is first step to 
centralized management of WLAN. This centralized approach is also called as Thin 
AP or dependent AP architecture. A thin or controller-based access point is usually 
part of a centrally managed enterprise WLAN network.  

The paper is organized as follows section 2 discuses centralized management 
approaches of three leading enterprises such as Intel, Meraki Enterprise and Cisco. In 
section 3 we have done comparative analysis of discussed centralized approach.  
                                                           
* Corresponding author. 
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2   Centralized Approaches for WLAN 

Enterprise WLANs have made a dramatic shift towards centralized architectures in 
the recent past [4]. Easy management and better control are reasons behind this shift.  
The Thin AP architecture studied in literature to meet the challenges of its 
implementation [5, 6].  

2.1   WLAN Network Management Server by Intel 

Intel IT developed a new management and support structure for wireless LANs 
(WLANs) [7]. Intel IT team found traditional WLAN management approach is time 
consuming and labor intensive. Intel IT has implemented a distributed wireless 
infrastructure that uses multiple designs and suppliers. The idea behind this 
infrastructure is to focus management of WLAN as service rather than collection of 
disparate component. Intel’s central WLAN management system uses a main console 
and management server clusters to monitor and control enterprise WLAN.  

Central Manager handles administrative issues of regional network engineer, 
global service desk engineer, end users.  

2.2   Meraki Enterprise Cloud Controller 

In the Meraki architecture, there is only one hardware component: the access points. 
All control, configuration, optimization, and mobility control is centralized and 
delivered as service by the Meraki Cloud Controller (MCC) from Meraki’s data 
centers [8]. By eliminating separate controllers, and moving intelligence into the 
cloud, hosted wireless LANs reduce deployment time and complexity while enabling 
multi-site, scalable wireless LANs. In this configuration administrator logs into the 
controller system through web browser and provide access to wireless network of his 
account. All management is done remotely through a Web browser. The bottleneck 
due to centralized approach is avoided in case of Meraki Cloud Controller. Meraki’s 
cloud-based architecture provides significant advantages over legacy hardware-based 
solutions. This configuration provides opportunity for cost reduction for WLAN 
management.  

2.3   Cisco WLAN Controller 

The Cisco Wireless LAN Controller Modules allow small and medium-sized 
businesses (SMBs) and enterprise branch offices to cost-effectively deploy and 
manage secure wireless LANs. Cisco WLAN controller is responsible for system 
wide security, scalability, control and reliability that is required to build  
secure enterprise level wireless network. The Cisco Wireless LAN Solution is 
designed to provide 802.11 wireless networking solutions for enterprises and service 
providers [9]. Cisco controller has advantages of simple deployment and 
management.   
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3   Analysis of Centralized Approaches for WLAN 

Recently the centralized model, commonly known as the thin AP or centralized AP 
architecture, has gained popularity. As discussed earlier most of the enterprises have 
their own approach for centralization of WLAN. The following table evaluates Intel, 
Meraki Enterprise and Cisco for their centralized WLAN management approach. Intel 
model uses network management server. This server manages administrator console to 
control and maintain different WLAN sites. With this cost factor for Intel centralized 
management of WLAN is manageable factor. Whereas Meraki enterprise consider 
centralized approach as software service rather than hardware implementation. This 
addresses scalability issue of access point effectively. The bottleneck due to centralized 
approach is avoided in case of Meraki Cloud Controller. Cisco uses innovative 
clustering technology between wireless LAN controllers to help ensure mobility across 
an entire wireless network. Cisco approach minimize need for operational support and 
increase security of WLAN.   

This analysis concludes that above discussed approaches addressess individual 
organization need as per its own requirement, but there is need to have globally 
accepted solution for centralized management for WLAN environment.  

4   Conclusion 

Dense deployment of individual AP in the enterprise environment has necessitated the 
introduction of thin Access Points controlled by a central wireless controller. This 
central controller can be implanted with different approaches in different enterprises. 
In this paper we discuss such three approach adapted by leading enterprise and give 
comparative evaluation of these approach.  
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Abstract. The sensor nodes in a Wireless Sensor Network (WSN) have to work 
with limited energy and a major issue in designing such kind of network is energy 
efficiency. In existing cluster based routing protocols such as LEACH, cluster 
heads are selected randomly which may cause unbalanced distribution of energy 
among nodes and would shorten the life time of the network. In the scheme 
proposed here, cluster heads are selected on the basis of a weighted energy-
distance metric instead of selecting them randomly. Computer simulation shows 
that the proposed scheme improves life time of a network to a large extend. 

Keywords: WSN, Cluster-head, Energy efficiency, Network lifetime. 

1   Introduction 

Wireless sensor networks (WSN) consists of large number of low cost, limited 
energy, application specific sensor nodes distributed in an ad-hoc manner [2], with a 
specific base station (BS) for involved in the node to node transmission with wireless 
communication. Sensor nodes are small in size and hold small amount of power- 
hence energy consumption is an important issue in designing such networks. Since 
wireless communications consume significant amounts of battery power, it is apparent 
that sensor nodes should expend as little energy as possible for receiving and 
transmitting data. Any conventional technique like direct communication of data from 
one node to another has to be avoided because the energy loss incurred can be large 
and this factor is also dependent on the location of the sensor node relative to the base 
station (BS). It is necessary for communication protocols to maximize nodes’ 
lifetimes [1], reduce bandwidth consumption by using local collaboration among the 
nodes, and tolerate node failures.  
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A large number of papers address the issue of energy-aware routing from different 
angles. For example, use of conventional multi-hop routing protocols such as 
Minimum Transmission Energy protocol (MTE) [3]  results in an undesirable effect - 
nodes closest to the base station will rapidly drain their energy resource and may 
ultimately become dead, as, they are involved in relaying continuously a large number 
of messages to the base station. To overcome this problem, clustering techniques have 
been proposed to reduce the energy consumption and consequently the network 
lifetime is improved. According to this methodology, a set of cluster heads are 
selected at regular intervals and rest of the regular nodes act as member nodes. 
Member nodes are clustered around the head and send their data to head - the head 
nodes aggregate the data with its own data and send the aggregated packet directly to 
base station.  

There exists several cluster based routing protocols [4, 5] for minimizing energy 
consumption. Clustering of nodes is an elegant solution - clusters are formed to fuse 
data before transmitting to the base station. Using data fusion the amount of data 
transmitted between sensor nodes and the BS can be reduced. A designated node in 
each cluster collects and fuses data from nodes in its cluster and transmits the result to 
the BS. LEACH [4] is a classic hierarchical cluster based routing protocol where 
cluster heads are selected using randomization in each round. However, it may lead to 
uneven energy consumption and can shorten network life time. HEED [6] elects 
cluster heads based on residual energy and node connectivity. PEGASIS [7] use chain 
topology with data fusion to reduce energy consumption. However, for such kind of 
networks, nodes far away from the base station exhaust their energy rapidly and 
would die soon.   

In this paper a new method for cluster head selection is proposed - they are not 
selected randomly as done earlier. Instead, a cost function based on ‘weighted 
energy–distance’ metric is used for such selection. Computer simulation reveals that 
the proposed scheme extends the life time of the network by a large amount. 

2   System Model 

A sensor network consisting of N homogeneous nodes randomly deployed over a 
terrain to monitor continuously the targeted environment. The sensor node set is 
denoted as S = {s1, s2,…, sN} where |S|=N and each node has an unique ID. The base 
station (BS) is assumed to be located far from the sensing field - BS and all sensors 
nodes remain static after deployment and the links are considered to be symmetric. A 
sensor is also capable of adjusting its transmission power using the distance from the 
receiver. 

A model shown in [4] is used in this work for the communication energy 
dissipation. Both the free space (d2 power loss) and the multi-path fading (d4 power 
loss) channel models are used, depending on the distance between the transmitter and 
receiver. The energy spent for transmission of an l-bit packet over distance d is 

 

ETx (l, d) = lEelec +l dα = lEelec + l  d2, d < do   = lEelec+lεampd
4, d≥ do          (1) 

 

The electronics energy, Eelec, depends on factors such as the digital coding, and 
modulation, whereas the amplifier energy εampd

4 or d2, depends on the transmission 
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distance and the acceptable bit-error rate. We have do = ampfs εε /
 
To receive this 

message, the radio expends energy amounting to: 
 

             ERx(l,d)=lEelec.                                                   (2) 

3    The Proposed Scheme 

In this section, the proposed scheme for two level cluster based sensor network is 
presented. Sensor nodes collect topological information of the network through 
localized interactions, which is then transferred to the base station during the network 
initialization phase. The subsequent cycle of data collection is defined as a round and 
each round consists of three phases: (1) cluster head selection (2) cluster formation (3) 
data transmission and cluster head rotation. Here, each cluster head compresses the 
data received from all the nodes within its cluster and relays the compressed data to 
the base station for further processing. In designing the routing protocol, the essential 
primary goal is to improve the life time of the network. In order to achieve this, 
energy consumption of the nodes need to be well balanced so that no node drains its 
battery power rapidly. In the scheme proposed, the cluster heads are selected based on 
three parameters viz.,  

(i) Node Residual Energy: Selected nodes must have a high residual energy 
because cluster heads are involved in high energy consumption operations. 

(ii) Centrality: The node centrality defines the node’s   importance based on how 
central the  node is to the cluster. It is the sum of squad distance d(si,sj) from 
node si to other nodes sj in cluster of si and distance from si to base station 
d(si,BS)  

     Centrality=d(si,BS)
2 +∑

=

)(

1

),(
sin

j

sjsid 2,                                (3) 

Where n(si) is number of all live nodes in cluster of si. A low centrality  
value is desired. 

(iii) Cluster head (CH) frequency: A record of the number of times each node 
served as cluster head is kept to avoid electing the same nodes repeatedly. 

The algorithm ensures that the selected cluster heads have high residual 
energy, low centrality and low cluster Head Frequency.  

3.1   Initialization Phase  

During the time of initialization, BS sends initialization message to all the nodes. 
After receiving this, each node sends its distance from neighbor nodes, amount of 
residual energy available and the ID to BS.  

3.2   Cluster Head Selection 

In every round a node decides whether it will become the cluster head for the current 
round or not. The cluster head selection probability (CHPsi)  
 

 CHPsi = p(γRE.si/Eo.si + (1-γ)(1/(d1+d2)+1/FQ.si))                                 (4) 
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is calculated using the three factors such as node residual energy, centrality and 
cluster head frequency. A node then generates a random number T where T= [0,1] as 
mentioned  in [4]. If CHPsi is less than T then that node is selected as cluster head. 

Here, RE.si is residual energy of si, Eo.si is initial energy at the time of deployment 

FQ.si  is cluster head frequency, d1= ∑
=

)(

1

),(
sin

j

sjsid  2 where d(si,sj) is distance from si 

to other nodes sj in cluster of si and n(si) is number of all live nodes in cluster of si ; 
d2=d(si,BS)

2. γ (0≤ γ≤1 ) is the weighing parameter and  p is initial clustering probability  
and its value is 5%[4].  

In this proposed scheme, cluster head selection probability of nodes per round 
decreases or increases with regard to (i) residual energy of node, (ii) distance of node 
with neighbors as well as (iii) cluster head selection frequency. 

3.3   Cluster Formation 

In most of the algorithms, nodes choose the cluster heads based on the Received 
Signal Strength (RSS) to reduce their energy consumption. However, as discussed in 
[8], this approach may result in cluster heads exhausting their energy rapidly during 
data transmission (since nodes further away from the base station consume higher 
level of energy). 

1. Cost function based on Distance-Energy Metric (DEM) 
To overcome this problem stated above, a new cost function based on a distance-
energy metric (DEM) is introduced.  
 

Cost(si,CHj)=f(si,CHj)-RECHj                                                   (5) 
 

Here, f(si,CHj)= d2
si,CHj / df_max  +d2

CHj,BS/gtotal_dis ; df_max=max (dsi,CHj);  

gtotal_dis= =∑
=

N

j

BSsid
1

),(  

RECHj is residual energy of jth cluster head, d(CHj,BS) and d(si,BS) denote distances from 
cluster head CHj to base station BS and node si to BS respectively and, d(si,CHj) is 
distance between node si and cluster head CHj. Each node then selects the cluster head 
with minimum cost and sends the ‘JOIN’ message containing its ID and residual 
energy to that cluster head.  

4   Performance Evaluation 

The scheme described was implemented in MATLAB simulator. Simulation work  
was undertaken with 100 nodes distributed over 100m * 100 m area and the base station 
is located at (50,175). The data packet size is 4000 bits and control packet size is  
200 bits. Initial energy of each node is 0.5 joules while Eele=50nJ/bit,εfs=10pJ/bit/m2, 
εamp=0.001pJ/bit/m4and do=87m. 

A   Performance Metrics 

Three important performance metrics are selected to analyze the performance of the 
proposed algorithm against LEACH [4] and Direct Communication: 
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1. Network Life Time i.e., First Node Die (FND): The number of rounds that have 
elapsed before energy content of the first node is exhausted. 

2. Standard deviation of Total Energy Consumption: This metric reflects how 
uniform energy consumption between the nodes. Lower value of this metric 
means better energy distribution among the nodes. It can be calculated using 
the following equation:      

Ecost=√∑ =
−N

i N EEsi
1

1 )( α 2, Ea=E[Esi] 

where Esi= Total energy consumption of the node si , ; N =  total number of  
operational  nodes 

3. Packet delivery ratio (PDR): It is the fraction of the successfully delivered data 
packets to the base station divided by those generated and transmitted by 
sensor nodes before first node dead.  

 
 
 
 
 
 

 
 

 
 

Fig. 1. Live nodes comparison between routing protocols   Fig. 2. PDR vs. Number of nodes 

Figure 1 shows number of live nodes as rounds proceed for three schemes. In [4], 
same node may have the probability of being selected as the cluster head again even 
through its residual energy has become low. Consequently, it would drain its energy 
very fast and become dead. In the proposed scheme, as the weighted energy-distance 
metric is considered for head selection, lifetime of the nodes is improved considerably 
and energy becomes distributed evenly. 

 

 
 
 

 
 

 
 

 
    
 
     

Fig. 3. Number of nodes vs. number of clusters   Fig. 4. Number of nodes vs. transmission cost 
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From fig. 2 it can be seen that as number of nodes increases linearly PDR increases 
at a much higher rate in the proposed method than [4] and direct method. In fig 3, In 
case of number of clusters parameter, it is much lower in proposed one than the 
others. It implies that clustering overhead is much lower in the proposed scheme and 
thus life time improves significantly. In fig.4 as the number of nodes increases, total 
energy consumption of the nodes increases extensively. As number of nodes increase, 
small numbers of clusters are formed which subsequently increases total energy 
consumption as well as number of clusters.  

5   Conclusion and Future Work 

In this paper, for solving the problem of unbalance in energy consumption of the 
sensor nodes, a hierarchical cluster based weighted energy- distance routing protocol 
has been introduced. It has been shown through simulation that its performance, in 
terms of network life time, is much better than other well known approaches. Here, 
maximum hop count is restricted to 2. Work is being carried out for extending our 
model for multi hop communication to improve life of the sensor network. 
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Abstract. The increasing volume of data generated by imaging modalities 
which justifies the use of different compression techniques. To decrease the 
storage space and efficiency of transfer the images over network for access to 
electronic record. In this paper, method for feature level image for images in 
second-generation wavelet domain is proposed. The proposed algorithm yield 
feature extraction method to produce the optimum features with high 
confidence in producing best results of compression. 

Keywords: Entropy function, Feature Extraction, Wavelet-Domain.  

1   Introduction 

Image compression plays a fundamental role for the efficient and cost-effective use of 
digital medical imaging technology and applications. Image compression reduces the 
storage space required by an Image and the bandwidth needed when streaming that 
image across network [1]. Image compression algorithms can be divided into two 
groups: algorithms, which compress images without data loss and an exact reproduction 
of the original image from the compressed file. However, this lossless compression 
scheme achieves relatively low compression rates of about the ratio of 3:1. The other 
algorithm, which compress images with data loss by eliminating the redundant and high 
frequency data from an image, which is usually outside the range of human visual 
perception. This lossy compression results in much higher compression ratio, typically 
20:1 or greater, but with irretrievable data loss. 

The compressed image has two implications: fidelity and intelligibility. Fidelity 
describes how the reconstructed image differs from the original one. Intelligibility 
shows the ability through which the image can offer information to people with 
classification accuracy [2].  

The basic idea of the Discrete Wavelet-Domain (DWT) is that of successive 
approximation, together with that of “added detail”. At each stage, the input signal is 
decomposed into a coarse approximation signal (which can be considered a low pass 
version of the input) and an “added detail” signal (which can be considered a high 
pass version). In the wavelet domain, by comparing the energies of different wavelet 
transform levels of the different pixels with a varying in frequency. This transform 
technique currently provides the most promising approach to high-quality image 
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compression, which is essential for tele-radiology. Wavelet coders for images have 
been implemented both with scalar quantization [3] and vector quantization [4]. 

In this paper, we investigate the image compression in the wavelet-domain for 
encoding along with the optimum features of an image with minimum entropy to 
achieve better compression to save memory and bandwidth. The proposed method 
performs two level wavelet decomposition then the root pixels are chosen to apply the 
extraction of high confidence features, with that optimum set of features to increase in 
compression ratio and storage space significantly. 

2   Proposed Method 

In the proposed algorithm, a standard test image is decomposed with 2-level DWT 
and applying the entropy functions to the root subband that is corresponds to the 
approximation image. By applying DWT, the image is actually divided i.e., 
decomposed into four subbands and critically sub sampled as shown in Fig.1. These 
four subbands arise from separable applications of vertical and horizontal filter. The 
subbands labeled (H,L), (H,H) and (L,H) represent the finest scale wavelet 
coefficients, i.e., detail images while the subband (L,L) corresponds to coarse  
level coefficients, i.e., approximation image. To obtain the next coarse level wavelet 
coefficients, the subband (L,L) alone is further decomposed and critically sampled. 
This results in two-level wavelet decomposition as shown in Fig. 2.  

After analyzing the transformed pixels, most of the root level pixels (LL subband) 
found to be significant and most of the pixels lie at the bottom of the pyramid found 
to be insignificant. The region or sets, henceforth referred to as (LL,LL) can be  
varying dimensions. The dimension of a set (LL,LL) depends on the dimension of the 
original image and the subband level of the pyramidal structure at which the set lie. 
The root level pixels are only considered for features extraction to further applying 
the compression. The feature extraction with Minimum Entropy method involves in 
choosing minimum of entropy functions representing the population entropy of 
classification classes. The confidence of the compression result is an important issue 
in image compression that lies in feature extracted from raw input data. The simple 
way to quantify the confidence of the features is to calculate the entropy of the 
predictions using equation (4). H is called as entropy of the predictions using 
uncertainty in the system. A large entropy measure (very uncertain) is produced by a 
system where the probabilities are equal. 

 
 
 
 
 
 

          Fig. 1. One Level Decomposition     Fig. 2. Two Level Decomposition 

The eigen vectors (column vectors) having repeated data will give maximum 
entropy value which is not useful in representing the unwanted pixels. The larger the 
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entropy (H), the smaller the confidence. Hence, eigen vectors having minimum 
entropy value is chosen as feature vectors. The steps involved in the proposed 
algorithm is as follows: 

Procedure Process (LL, LL) 

1. Initialization 
 Partition the image into different subbands by two level decomposing. 
 Set I = root 
2. If I is (LL, LL) subband 
   Load the Input pixel elements x. 
  

Calculate the mean with  

                  
     

3. Compute the covariance matrix 

 

4. For each covariance matrix compute eigen values and eigen vectors. 

5. Form feature matrix. Arrange Eigen values by their Eigen values from highest to 
lowest.  

Feature Vector = [evect1, evect2, ...., evectn]                       (3)
   

6. Compute entropy. For each column of feature vector matrix and rearrange the 
matrix according to their entropy value from minimum to maximum.  

 

7 Choose only first d eigen vectors as principle components in such a way that d<n. 

8 If (d<n) Step 2. Else search for the subband (LL, LL). 

After the selection of features (symbols) are coded in a bit stream using any 
compression algorithm the compressed data can be obtained. 

3   Simulation Results  

For evaluation standard test image Lenna is used. By using the proposed algorithm, 
the main feature of an image has been obtained. The wavelet-domain transformation 
is applied to the image with the features. The proposed algorithm yield high 
confidence measure for features by computing entropy-using equation (4) of each 
column of Feature Vector. The Feature Vector matrix has been rearranged according 
to their entropy value from minimum to maximum [5]. This algorithm has reduced 
data by choosing the first d minimum entropy's eigenvectors as principle components. 
The final data set is derived by using equation (5). 
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The average entropy H  for the entries feature data set can be calculated as  
 

 
 

 

 

Fig. 3. Compression and Decompression of Standard Test Image 

4   Conclusion  

It is observed that the proposed algorithm produce the high confidence features which 
can achieve better compression ratio that can save memory and bandwidth in wavelet 
domain decomposition. This may also helps in medical field to handle, store and 
transmit the medical images such as Magnetic resonance imaging (MRI), Computer 
Tomography (CT), Positron Emission Tomography (PET) and Signal Photon 
Emission Computed Tomography (SPECT) effectively. 
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Abstract. In this paper, a shot boundary detection method based on color 
texture moments is proposed. Here we apply the Local Feature Transform 
(LFT) on each frame of a video data for feature extraction purpose. Then the 
first and second moments are computed for each channel of the color space and 
the feature vector is formed. The dissimilarity measure higher than a predefined 
threshold indicates the presence of a shot cut. Experiments have been conducted 
on the standard TRECVID video database to evaluate the effectiveness of the 
proposed method.  

1   Introduction 

A sequence of frames captured by one camera with continuous action in time and 
space is referred to as a video shot. A video shot boundary detection, the first step in 
the process of indexing, aims to detect the boundaries by computing and comparing 
the similarity or difference between adjacent frames. The various approaches differ 
concerning the used features. However, it is quite difficult to give a precise definition 
of a video shot transition since many factors such as camera motions may change the 
video content significantly.  

We have seen several models which were developed based upon statistical 
properties of pixels [3], edge differences [9] or Histogram differences [10] etc. Zhang 
et al. [10] used Histogram differences method with two thresholds in order to detect 
gradual transitions. Audio and motion features were used to improve shot boundary 
detection. Saraceno et al. [6] classify audio according to silence, speech, music, or 
noise and use this information to verify shot boundaries hypothesized by image-based 
features.  

The proposed model uses color texture moments as features introduced by Hui et al. 
[2] in the frequency domain. In the proposed work, we compute the color texture 
moments in the (SVcos(H), SVsin(H), V) color space to overcome some short comings 
of the HSV color space. The rest of the paper is organized as follows. Section 2  
presents the proposed model. Experimental results and comparative analysis are shown 
in section 3. Conclusion is given in section 4. 



592 B.H. Shekar, M. Sharmila Kumari, and R. Holla 

2   Proposed Methodology 

This section presents the proposed model developed using color texture moments. 
Given a video containing many frames, we compute the color texture moments for 
each frame and the Euclidean distance measure is used to measure the similarity 
between the frames. A shot boundary is said to be detected when the dissimilarity 
measure between the frames exceeds the threshold. 

The proposed model is based on Local Fourier Transform (LFT) developed for 
image segmentation by [1]. As suggested in [1], to overcome soft color changes 
between red and magenta in HSV space, modified color space defined below is used 
to extract features. 

x = ( x1,x2,,x3 ) 
(1) 

Where, 

                                                     x1 = S*V*cos(H) 

                                                     x2 = S*V*sin(H) 

                                                     x3  = V 

(2) 

Let {I(x,y) |x=0,..,L-1, y=0,…,M-1} denote the image  of dimension LxM obtained 
from the video frame. The 8-neighbourhood of pixel (x, y) is {P0 P1 P2 P3 P4 P5 P6 
P7} in anti-clockwise order. Assuming it is a periodic sequence with a period of 8, we 
denote it as I(x, y, n) = Pn, 0 ≤ n ≤ 7. Intuitively, similar local parts of texture have 
similar series of I (x, y, n) and their Fourier transform coefficients in frequency field 
are similar correspondingly. Hence, the LFT can be represented by 8 unique templates 
operating on the image respectively. We utilize the eight templates defined in [1] to 
extract the local Fourier coefficients directly. Then the eight characteristic maps can 
be obtained as follows: 

FI(K) = { F(x,y,k)| x = 0,…,L-1, y=0,…,M-1, 0 ≤ k ≤ 7} 

where F(x,y,k) = ∑
=
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So, FI(k) represents the co-occurrence of gray levels and their spatial distribution.  
From the probability theory, we know that a probability distribution is uniquely 

characterized by its moments. If we interpret the color distribution of a characteristic 
map as a probability distribution, then the color distribution can be characterized by 
its moments [4]. We compute the first and second moments of each characteristic map 
FI(k) for feature extraction. The moments are calculated independently in each of the 
eight maps for every color channel. Then, we obtain a 16-dimensional feature vector 
for each channel to form 48-dimensional feature vector for every frame. The feature 
vector for frame j is given by: 
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where FIx
 i(k) represents  ith moment computed for the kth characteristic map for the 

color space x . 
Then the difference between the frames fi and fj-1  is computed as follows: 

D = d(Fj – Fj-1) – d(Fj-1 – Fj-2) (5) 

where, 

( ) ∑
=

−− −=
48

1h

2
1jj1jj )h(F)h(FF,Fd  (6) 

When q is set to 2, d(i, j) is the Euclidean distance between the frame i and frame j. 
The value of D indicates the change tendency of consecutive frames. If |D| > T1, then 
a cut is detected, where T1 is the cut threshold. 

3   Experimental Results 

This section presents the results of the experiments conducted to corroborate the 
success of the proposed model. We have conducted experimentation on TRECVID 
video database.  

The performance of the proposed model is evaluated using precision and recall as 
evaluation metrics. The precision and recall data obtained for the proposed model on 
three different video segments along with recently proposed Local histogram based 
algorithm [8] is reported in Table 1. 

Table 1. Precision and Recall metrics for TRECVID video segments 

Video 
Segment 

Metrics 
Proposed Model 

( T1 = 0.24 ) 
Local histogram based model[8] 

(T1 = 4 x 104) 

Precision 1.00 0.917 
Recall 0.9286 0.846 BOR03 
Combined measure 0.963 0.880 
Precision 0.69 0.330 
Recall 0.9 0.700 BOR08 
Combined measure 0.7826 0.452 
Precision 1.00 1.000 
Recall 1.00 1.000 SENSES111 
Combined measure 1.00 1.000 

In order to exhibit the computational efficiency, computing time taken by the 
proposed model for feature extraction for any single frame is given in Table 2 along 
with the other algorithms proposed for shot detection. One can notice here that the 
proposed model consume less time when compared to any other model for feature 
extraction purpose. 
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Table 2. Comparison of feature extraction time of the proposed model with other methods 

Shot detection method 
Per frame feature extraction 

time (sec.) 

Temporal slices analysis [5] 0.878 

Color-SIFT [7] 0.836 

Local Histogram [8] 0.288 

Colour Texture Moments based model  (Proposed model) 0.277 

4   Conclusion 

We have presented an efficient texture features based model for identifying shot 
boundaries of a video segment. We have developed colour texture moments based 
model for accurate detection of cuts in a shot. Experimental results on standard 
TRECVID video database reveal that the proposed model best suits for shot detection 
purpose. 
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Abstract. The rapid evolution of the Internet makes the transmission of digital 
multimedia content such as text, audio, images, and video easier. Digital media 
can be accessed or distributed through the network. As the communication over 
internet is easier and convenient, the security is the main concern. And one of the 
issues is authenticity of contents. There are two different approaches to achieve 
security and authenticity. One of the approaches for secured transmission is 
steganography in which secrete message is hidden behind the image. For 
authenticity, digital watermarking is a technique which embeds a digital signature 
or digital watermark that asserts the ownership or intellectual property rights of 
the media creator or owner, in the digital media such as text, audio, image, and 
video. In this paper a hybrid approach is being proposed, in which watermarking 
and steganography techniques have been combined, which exploits the 
advantages of both techniques resulting more robustness against different types of 
attacks. 

Keywords: Information Hiding, Payload, Opacity, Watermarked-steganographic 
Image. 

1   Introduction 

For redundancy, copying is simple with no loss of fidelity, that is, the copy of a digital 
medium is identical to the original one. An unlimited number of identical copies of 
digital media can be illegally produced; this is a serious threat to the copyright of the 
media owner. Therefore, to protect and enforce intellectual property rights of the 
media owner is an important issue in the digital world [1]. The digital watermarking 
technique embeds a digital signature or digital watermark, which asserts the 
ownership or intellectual property rights of the media creator or owner, in the digital 
media such as text, audio, image, and video. The watermark can then be extracted 
from the watermarked media to identify the author or distributor of the media. The 
main objective of Steganography is to hide the information under a cover media so 
that the outsiders may not discover the information contained in the said media. This 
is the major distinction between Steganography and other methods of hidden 
exchange of information [2]. Information hiding, steganography, and watermarking 
are three closely related fields that have a great deal of overlap and share many 



596 S.P. Sahu and S. Verma 

technical approaches as shown in figure 1. The techniques involved in such 
applications are collectively referred to as information hiding [3]. The key difference 
between steganography and watermarking is the absence (in steganography) of an 
active adversary mainly because usually no value is associated with the act of 
removing the information hidden in the host content. Nevertheless, steganography 
may need to be robust against accidental or common distortion like compressions or 
color adjustment (in this case we will talk about active steganography) [4].   

 

Fig. 1. Relationship between Steganography, watermarking and related fields 

All steganographic and watermarking algorithms have to comply with a few basic 
requirements. The most important requirement is that an algorithm has to be imper- 
ceptible. These requirements are analyzed as [5], [6], [7]-Security, Imperceptibility, 
Capacity and Robustness. 

2   Proposed Work 

In this section, the combined approach has been proposed by the use of Watermark & 
Steganographic technique as illustrated in figure 2(a) at sender end. The final output is 
watermarked-steganographic image. Now the final image (watermarked-stegano- 
graphic image) can be used for the secured communication over the non-secure 
network. At the receiving end, the extraction of secrete message is carried as illustrated 
in figure 2(b). The implementation of work can be carried out by following tasks: 

  
 
 

  
     

 

 

Fig. 2. (a) Embedding of watermark and message, (b) Extraction of secrete message 
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2.1   Watermark Embedding 

1.   Because watermark is visible, so first it is needed to set the transparency of the 
watermark. 

2.   The embedding of the watermark in cover image is done by changing the RGB 
components of the cover image. Here we make use of opacity factor.  

Let, C(x, y) - pixel of cover image, W (x’, y’) - is the pixel of watermark, CW 
(x, y) - is the pixel of watermarked image and OF- is opacity factor. 

The pixel of watermarked image: 

CW = C × (100 – OF) / 100 + W × OF/100 

2.2   Message Embedding with Encryption  

1. Before employing steganography, message is encrypted with a key. For the 
encryption message is XORed with the key.                    

2. The embedding is done in following manner: 
i. Read the RGB (color) value of the pixel. 

ii. If the color value of the pixel is odd then 
a) If bit of the message is 0,  

Then increment the color value of the pixel by 1. 
b) If bit of the message is 1, 

Then leave the color value of the pixel as it is. 
iii. If the color value of the pixel is even, then 

a) If the bit of the message is 0, 
Then leave the color value of the pixel as it is. 

b) If bit of the message is 1, 
Then increment the color value of the pixel by 1. 

2.3   Message Extraction with Decryption 

1. For the extraction of message from watermarked image is done in following 
manner: 

i. Read the RGB color value of the pixel. 
ii. If the color value of the pixel is odd then interpret 1 for the character bit. 
iii. If the color value of the pixel is even then interpret 0 for the character bit. 

2. For the decryption of extracted message, the private key is XORed with the 
extracted message. 

3   Experimental Results 

The images used in the experiment were color images. A typical result for Lena image 
of size 256x256 is given in Figure 3. The original, watermarked and watermarked-
steganographic image is shown in Figure 3(a), (b) & (c) respectively. This final image 
figure 3(c) is having message of size 53 words. And similarly the work is also tested 
for other images with varying the size of image & message and opacity. 
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                    (a)                                  (b)                                   (c) 

 

Fig. 3. (a) Original     (b) Watermarked   (c) Watermarked-Steganographic 

3.1   Perceptibility 

Perceptibility expresses amount of distortion caused by watermark embedding. In 
other words, it indicates how visible the watermark is. It is measured by peak signal-
to-noise ratio (PSNR). The less the value of PSNR is the more perceptible the 
watermark is.  10 log ∑ ∑ ,∑ ∑ , ,  

Next table gives the PSNR between original image and watermarked-steganographic 
image. 

 

S.No Image Image Size Opacity 
Length of message 

(no of words)   PSNR 
1 Leena 256x256 50% 53 44.8982 
2 Baby 650x643 50% 589 62.6175 
3 Tree 1176x1256 75% 921 52.7571 
4 Zebra 600x401 25% 645 46.5895 
5 Tiger 690x461 100% 3264 53.6662 
6 Teddy 412x467 10% 276 50.2488 

3.2   Robustness 

Experiment shows that the approach is robust against some geometrical 
transformations. If rotation or scaling is done in the watermarked-steganographic 
image and then the contents of secrete message remains unaltered (in some cases it is 
extracted in jumbled form), in order to get the exact message, it is required to set the 
original position of the image at receiver end. If an image is rotated by an angle Ө 
then the pixels of rotated image will be 

X’ = X*COS(Ө) − Y*SIN(Ө) & Y’ = X*SIN(Ө) + Y*COS(Ө) 

Where (X, Y) is the pixel of watermarked-steganographic image & (X’, Y’) is the 
pixel of rotated image. 

And if the image is vertically flipped then the pixel of the flipped image is given by 

                             X’ = −X , Y’ = Y; 
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3.3   Editing 

If some editing is done in the watermarked-steganographic image, then also it is 
possible to extract the original secrete message. In experiments, images are modified 
& edited and the message had been successfully extracted. 

4   Conclusions 

In this paper, the different aspects & issues of these techniques such as security, 
imperceptibility, payload capacity and robustness are studied. Subsequently a combined 
approach of watermarking and steganography had been proposed. The work had been 
implemented for a textual secrete message with the help of watermark embedder & 
steganography embedder using encryption with secret key. The watermarked-
steganographic image is then communicated over the non secure network. And similarly 
at receiver end, the extraction of secrete message has been achieved by steganograph 
detector using decryption technique. It has been observed that, by this approach, not 
only the secured & authentic mode of transmission for textual message is achieved but 
also the robustness against general geometric transformation attacks is shown. The 
method has been exposed to several simulation tests checking up their resistance to 
various types of attacks. It can further be extended for the invisible watermark 
containing the secrete message and also for the different file & image formats.  
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Abstract. The Ball and Plate system is a ball balancing system which uses a 
closed loop control system. The ball balancing system is used for laboratorial 
purposes and also in automation systems. The closed loop control which is used 
is a digital Proportional Integral Derivative (PID) control. The ball and plate 
system will be used as an illustration to understand the basic concepts and 
principles of control system and algorithm for beginner students.  

Keywords: Ball and plate, Control System, PID Controller, ball balancing. 

1   Introduction 

Balancing is a challenging topic and can be used effectively to ilustrate the role of 
control system, especially in mechatronics application. The ball and plate system 
consist of a number of parts which interact and support one another. This paper is 
concerned with the overall and detail functions of these parts and products. The touch 
screen panel senses where the ball is and where it is moving to, while the servo motor 
acts  as the actuator which tilts the table to move the ball. A PID controller performs 
its controlling function to archieve the desired balancing objective.  

2   Ball and Plate System 

2.1   Mechanical Part Design 

The mechanical design of the ball and plate system is to physically place all the 
different components of the system as efficiently as possible so as to be able to get a 
working system of the Ball and Plate system. The mechanical parts drawn in this 
project are the base plate, table plate, servo holders & shafts, ball joints as given in 
Figure 1. 

The various parts; the touchscreen sensor, the servo motors, were measured to fit in 
the mechanical design.  
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Fig. 1. Mechanical Part Design 

2.2   Electrical and Control Parts 

2.2.1   Touch Screen Panel and Controller 
The touchscreen technology is used in a wide variety of applications, for example in 
room automation or touch buttons on control panels. There are several types of 
touchscreen technology available to be used, such as infrared touchscreen, resistive 
touchscreen, and capacitive touchscreen. In this project the author uses resistive 
touchscreen panel. In this project, a resistive touchscreen is used, since it works in a 
very simple way by using two very thin layers of electrically conductive material, 
sometimes transparent.  

 

Fig. 2. Touchscreen panel on the table 

As can be seen on Figure 2, the touchscreen is placed to fit on the table. The 
touchscreen detects the position of the ball which is on the table. Once the ball is 
placed on the table, the touchscreen directly sends the position of the ball to the 
computer through a touchscreen controller. And wherever the ball slides to, the 
change of position will be sent to the computer.  

The touch screen technology is very efficient but it is only able to calculate one 
point at a time. If two points on the screen are touched, the sensor will not able to 
know which input to calculate. It will create an error on sensing positions. 

The touchscreen has four wires, two of which are for the power. It is supplied with 
a 5V DC voltage. This power is obtained from the touchscreen controller as shown in 
Figure 3, which is connected to a personal computer through its USB serial port. The 
oter two wires from the touchscreen are for each layer for position signals. 
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Fig. 3. Touchscreen controller and its four wire connection 

2.2.2   DT Basic Servo Controller 
The DT Basic BS2sx is used in this project as a servo controller and not as the main 
program processor. The DT Basic is supplied with a 5V or 9V DC voltage which can be 
from a battery. The basic stamp is then connected to the computer through a serial port 
RS 232 for controlling and program downloading. The PBASIC library already includes 
one to control parallax servo motors easily, hence making it suitable for this project. 

2.2.3   Servo Motor 
The parallax servo motor consists of three wires, one is connected to the power,  
5V-dc (red cable), one is connected to ground (black), and the final one is the control 
wire (white). The controller gives the desired angle of the motor through this white 
wire, shown in Figure 4. 

 

Fig. 4. Pins of servo motor and connection to the Basic Stamp 

The angle of the motor rotation is determined by the duration of a pulse with an 
amplitude of 5V-dc that is applied to the control wire. This is called pulse width 
modulation. The servo expects a pulse every 20ms, and it is the length of that pulse 
that the servo motor gets which will determine to what angle the motor rotates. So, for 
every 20ms the PWM will be set to 1 or high for as long as the input value, and to 0 
or low until the rest of the 20ms.  

2.2.4   Servo Motor Calibration 
The PWM of the servo motor needs an ON value of 0.4ms to 2.4ms to get from 0o to 
210o. The basic stamp BS2sx uses its own units of duration in its program. Each unit 
equals to 0.8µs. So to get the value of 0.4ms for the servo motor to get to the extreme 
left position it needs 500 pulses and to get the servo to be at the position of the 
extreme right is needs 3000 pulses. 
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2.3   Programming 

2.3.1   Serial Communication Programming 
The main processor for the system will be in the computer using application Visual 
Basic. After the main program gets its input from the sensors, it processes the input 
and gives the output to the servo controller. The output is given to the servo controller 
through serial communication.  

On the servo controller side (basic stamp BS2sx) it is asked to input data from the 
serial port with 9600 baud rate, 8 data bits and no parity bit. After setting the baud 
rate, the command is to get two decimal values; each value is for each position of the 
servo motors.  

2.3.2   Programming and Algorithm 
The main program gets its input from the touchscreen sensor as a position of the 
mouse. To detect the X and Y coordinate of where the ball is the mouse move event is 
used. Once the X and Y coordinate of the ball is known, wherever the ball rolls to, the 
PID controler in the main program will calculate how much the servo needs to tilt. 
See Figure 5 and 6 for detail. 

 

Fig. 5. Flowchart of Visual Basic program 

Figure 6a is the initialization process includes defining several variables which will 
be later used in the program. And also opening and choosing the serial portsare also 
part of it. 

Figure 6b explains that after the control system does its calculation, a positioning 
calibration like stated earlier is needed to send the right value for the servo motors. 
And after this process, the value will be sent to the servo controller, thus changing the 
angle of the servo motor arm and the position of the ball. 
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               (a)                (b) 

Fig. 6. (a) Flowchart of initialization; (b) Flowchart of control system 

2.3.3   PID Control System Programming 
The PID control system is a closed loop system which means it continuously needs a 
feedback from some sort of sensor. Every time an input is given to the system, the 
control system calculates it and gives the output for the system dynamics to act based 
on it.  

 

Fig. 7. Main program display form 

Figure 7 shows text boxes, command buttons, and labels, which are often called 
events, that is used in the program.  

3   Testing, Result and Discussion 

3.1   Servo Motor and DT Basic Servo Controller Testing 

The angle of the servo motor was measured with a protractor from SGU’s workshop 
with a tolerance of ±1°. The extreme left of the servo position is regarded as 0° and 
adding the angle would mean rotating it to the right. The measurements were the same 
for both servo motors. 
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Table 1. Servo motor testing 

Value given to the 
servo(n) 

Value of PWM 
(µs) 

Actual angle of 
servo (°) 

Theoretical Angle of 
servo(°) 

500 400 0.00 0 
1000 800 41.00 42.01 
2000 1600 125.00 126.05 
3000 2400 209.00 210.08 

 
From table 1, we can see that the servo motors are rotating with the right 

calibration as in the theory with a small amount of error.  
The last testing was to confirm whether the servo motors have enough torque to tilt 

the table with the ball above them. The ball was placed on every corner of the table 
and then the servo motor tilted the table to the opposite direction or holds it steady on 
the position. The testing showed that the ball could roll freely to every direction. This 
means the servo motors do have enough torque for the system. Figure 8 shows the 
actual ball on the plate of touchscreen. 

 

Fig. 8. Billiard ball on the table plate 

3.2   Control System Testing and Discussion 

The PID control system was tested both by individual terms and by combining the 
terms. The control system was tested whilst the system was fully operational. The 
purpose of this testing was to see if the PID control is sufficient to control a ball to be 
immobile on the desired positions on a plate. The testing will also show that a close 
loop control is required for the Ball and Plate system. The testing was divided into 
four sections; first three terms would be done by individual terms and their effect of 
the system. And the last testing would test the PID altogether. 

3.2.1   Proportional Control Testing and Discussion 
The first testing was done with a Kp value of 1 both for X and Y axis. Figure 9 shows 
the response of the ball with that value of Kp. The upper graph is the response in the 
X axis, and the lower graph is for the Y axis. The red line is the set point given to  
the system. And the blue line shows the position of the ball. The text box underneath 
the graphs shows the PID constant value. A 59g ±1g ball was placed on one of  
the corners of the table every time the program runs. 
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Fig. 9. Ball position response with Kp = 1 

When the Kp value is then increased to 2 for both axes, the response is faster than 
when the Kp was 1. 

3.2.2   Integral Control Testing and Discussion 
The integral term is used to eliminate steady state error. The problem with this control 
term is that it increases overshoot. For the reason of the integral control having not 
much effect when applied by itself, the next testing were done by combining the 
integral control with the proportional control. 

3.2.3   Derivative Control Testing and Discussion 
The derivative term testing started with a small value of the derivative constant (Kd) 
until the desired value was obtained. Individual testing of the derivative term was not 
done because it did not have an effect to the output when the ball is immobile. 

 

Fig. 10. Ball position response with Kd = 40 

The Kd value was set to 40 (Figure 10).The graph shows that finally the ball was 
able to rest immobile in the set point although it was not exactly in the set point; there 
is a steady state error. 

It is seen that the overshooting that was caused by the proportional term is finally 
reduced. The overshooting, which was the system’s primary problem can now be 
reduced with the right Kd value. The time of the testing was doubled to 20 seconds in 
this graph and the coming graphs. 
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3.2.4   PID Control Testing and Discussion 
The next testing was to combine all three control terms as a whole system. The Kp 
and Kd which is used for this testing were obtained from earlier testing in the 
derivative control. These constant are KpX = 9, KpY = 8, KdX = 40, and KdY = 35. 
The controller to be added to this system is the integral term. Because the integral 
term did not show much response on its individual testing, a random value of Ki = 0.3 
was used on the first testing.  

 

Fig. 11. Ball position response with KpX, Y = 9, 8, KdX, Y = 40, 35, Ki = 0.3 

The result of this first testing is shown in Figure 11. It is seen that because of the 
Ki, the ball does not stop when it nearly reached the set point at the 11th second. It 
moved around a little and finally reached the set point. This proofs that the Ki has an 
effect to the system, it tries to eliminate the steady state error. 

The overshooting of the ball response was much betters when KiX value of 0.15 
and KiY = 0.13 show that the overshooting was much better than of Ki = 0.3. See 
Figure 12. 

 

Fig. 12. Chosen PID constant with steady state disturbance 

When testing the derivative controller, the Ball and Plate system was again tested 
to deal with a steady state disturbance. The new control where the Integral term was 
added was given the same disturbance. The base plate was tilted to the same degree as 
before. Figure 12 shows that after the ball has reached the set point, the base plate was 
tilted on the 9th second. And it is seen, the ball tries to make its way back to the set 
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point. And on the 24th second, the ball reached the set point. This proofs that the 
steady state error was indeed eliminated by the integral term.  

3.3   Conclusion and Recommendation 

In conclusion, the overall project objective was achieved. The control system was 
able to stabilize the ball in any given point on the table plate. The PID control system 
enables the ball to reach the given point with a fast speed yet still being smooth. Some 
problem might occur due to the mechanical shortcomings of the table rotating in the 
yaw axis.  

For future works, the Ball and Plate system might do trajectory planning, where the 
ball is not only asked to stay immobile at a point, but the ball is to follow a path, for 
example, to turn in the same circles. 

The Ball and Plate system is also to be implemented using auto tuning PID, where 
the constants for the control system are obtained automatically by the system itself. 
The Ball and Plate system is also to be controlled by a more exact controller which 
requires the system dynamics to be modeled. This could reduce a lot of error and 
creates a much more stable system. 
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Abstract. Combinatorial design theory is an area of combinatorics that is 
devoted to studying the problem of selecting subsets of object from a larger set 
of objects such that certain relationships between these subsets are satisfied. 
BIBD pattern is useful in vast areas like agriculture, education, and consumer 
product evaluation experiment, error control coding, digital finger-printing, 
water-marking and also they are used in organ metallic and biological field too. 
Very-large-scale integration (VLSI) is the process of creating integrated circuits 
by combining thousands of transistor-based circuits into a single chip, which 
involves packing more and more logic devices into smaller and smaller areas. 
This chip gives relax to the software by minimizing a part of execution of 
software. Here VLSI design methodology is used to fit a circuit for balanced 
incomplete block design (BIBD). Our proposed scheme generates and simulates 
a BIBD patterns.  

Keywords: Combinatorics, Balanced incomplete block design, VLSI, Verilog. 

1   Introduction 

Combinatorial design theory is an area of combinatorics that is devoted to studying 
the problem of selecting subsets of object from a larger set of objects such that certain 
relationships between these subsets are satisfied. The theory of combinatorial designs 
is a field of mathematics that has found application to a variety of applied fields, 
ranging from the construction digital finger-printing [1], water-marking [2] and also 
they are used in organ metallic and biological field, error-correcting codes [12] to the 
design of statistical experiments. Design of bigger valued balance incomplete block 
design takes a large complexity of computation. 

VLSI has been around for a long time, there is nothing new about it but as a side 
effect of advances in the world of computers, there has been a dramatic proliferation 
of tools that can be used to design VLSI circuits [3]. Alongside, obeying Moore's law, 
the capability of an IC has increased exponentially over the years, in terms of 
computation power, utilization of available area. The combined effect of these two 
advances is that people can now put diverse functionality into the IC's, opening up 
new frontiers. Examples are embedded systems, where intelligent devices are put 
inside everyday objects, and ubiquitous computing where small computing devices 
proliferate to such an extent that even the shoes you wear may actually do something 
useful like monitoring your heartbeats. These two fields are kind a related and getting 
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into their description can easily lead to another article. Digital VLSI circuits are 
predominantly CMOS based. The way normal blocks like latches and gates are 
implemented is different from what students have seen so far, but the behavior 
remains the same. All the miniaturization involves new things to consider. A lot of 
thought has to go into actual implementations as well as design. Let us look at some 
of the factors involved:  

Circuit Delays: Large complicated circuits running at very high frequencies have one 
big problem to tackle - the problem of delays in propagation of signals through gates 
and wires. The operation speed is so large that as the delays add up, they can actually 
become comparable to the clock speeds.  

Power: Another effect of high operation frequencies is increased consumption of 
power. This has two-fold effect - devices consume batteries faster, and heat 
dissipation increases. 

Layout: Laying out the circuit components is task common to all branches of 
electronics. What’s so special in our case is that there are many possible ways to do 
this; there can be multiple layers of different materials on the same silicon, there can 
be different arrangements of the smaller parts for the same component and so on. 

2   Combinatorial Design 

A (v, k, λ) balanced incomplete block design (BIBD) [4] is a pair (X, A), where A is a 
collection of k-element subsets (blocks) of a v-element set X, such that each pair of 
elements of X occurs together in exactly λ blocks. The main two properties of BIBD 
are discussed as follows 

Property 1: Each object will belong to the same amount of blocks as any other object. 
Therefore, if r is the amount of blocks that an arbitrary object belongs to then at the 
same time, n would be the amount of blocks that would form for a (v, k, λ)-BIBD. The 
relationship between v, k, r, and n is given by equation 1. 

vr = nk                                                           (1) 

That is if the repetitions are counted, as each of the v objects belongs to r blocks, a 
total of vr objects are there. Similarly, by observing that each of the n blocks have k 
objects in it, i.e. a total of nk objects. 

Property 2: It deals with another relationship between r, k, v, and λ.  For a particular 
object y contained by block B along with another object. When defined in pairs the  
(x, B) corresponds to blocks B containing an object x ≠ y. There are (v – 1) ways, we 
can select an x ∈  X such that x ≠ y. Thus each of these x appears in λ blocks, giving a 
total of λ (v −1) pairs (x, B). Starting with the block B, there are r ways to choose a 
block B with y contained in B. For this block, there are (k – 1) ways to choose x 
different from y, giving a total of r(k − 1) pairs (x, B). Thus these can be set equal to 
get the relationship λ(v − 1) = r(k − 1). With these two relationships, r can be solved 
as in equations 2 and 3.  

r = λ(v − 1)/(k − 1)                                                    (2) 

n = λ(v2 − v)/(k2 − k)                                                 (3) 



 A VLSI Based Scheme for Implementation of BIBD 611 

These relationships indicate the possibility for a particular (v, k, λ)-BIBD to exist. As 
r and n should necessarily be integers, the above equations can be used to check 
whether for a certain existing (v, k, λ)-BIBD, r and n result to an integer on 
calculation. But the most tough problem to be solved is devising a systematic method 
in combinatorial design to determine the existence of a (v, k, λ)-BIBD precisely. 
Moreover there are a number of constructions for generating infinite families of 
BIBDs with different (v, k, λ) values. 

A simple example: We consider a set X containing seven objects: 

X = {1, 2, 3, 4, 5, 6, 7} 

Now, if we choose a subset of three of them at a time, there are a total of { }7
3 = 21 

different ways to select these subsets. So far, we have not required any incidence 
relationships. Now, suppose that we impose a constraint that any pair of objects must 
appear only once. For instance, if the combination of (1, 2, 3) has been selected, then 
we do not allow (1, 2, 4) to be selected as the pair (1, 2) has already been used. The 
triplet (3, 4, 5), however, is still possible since it does not contain any pair of objects 
already appearing in (1, 2, 3).With this constraint, the number of different valid 
combinations is reduced to seven. The selection is not unique, though. One possible 
set of combinations is 

{123, 145, 246, 167, 347, 257, 356}; 

And another possible set of combinations is 

{124, 136, 157, 235, 267, 347, 456}. 

⎥
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⎥
⎥
⎥
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⎥
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⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
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⎢

⎣

⎡

0110100

1010010

1001100

1100001

0101010

0011001

0000111

 

Either of them satisfies the rule laid out above, so we consider the second one and 
denote it by A. What we have obtained is known as a balanced incomplete block 
design (BIBD), and is typically referred to as a (7, 3, 1)-BIBD. Here, the 7 refers to 
the total number of objects, while the 3 refers to the number of objects that we are 
allowed to choose at a time, and 1 indicates that each pair of objects is allowed to 
appear once. For a BIBD (v,k, λ)  total number of blocks n= λ(v2-v)/(k2-k) 

3   VLSI Design Process 

A typical digital design flow [5, 6] is as follows: Specification, Architecture, RTL 
Coding, RTL Verification, Synthesis and Backend. All modern digital designs start 
with a designer writing a hardware description of the IC (using HDL or Hardware 
Description Language) in Verilog/VHDL. A Verilog or VHDL program essentially 
describes the hardware (logic gates, Flip-Flops, counters etc) and the interconnection 
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of the circuit blocks and the functionality. Various CAD tools are available to 
synthesize a circuit based on HDL. Without going into details, we can say that the 
VHDL, can be called as the "C" of the VLSI industry. VHDL stands for "VHSIC 
Hardware Definition Language", where VHSIC stands for "Very High Speed 
Integrated Circuit". This language is used to design the circuits at a high-level, in two 
ways. It can either be a behavioral description, which describes what the circuit is 
supposed to do, or a structural description, which describes what the circuit is made 
of. There are other languages for describing circuits, such as Verilog, which work in a 
similar fashion. 

Both forms of description are then used to generate a very low-level description 
that actually spells out how all this is to be fabricated on the silicon chips. This will 
result in the manufacture of the intended IC. There are a number of directions a 
person can take in VLSI, and they are all closely related to each other. Together, these 
developments are going to make possible the visions of embedded systems and 
ubiquitous computing. 

Reconfigurable computing 
Reconfigurable computing is a very interesting and pretty recent development in 
microelectronics. Reconfigurable computing involves specially fabricated devices 
called FPGA's, that when programmed act just like normal electronic circuits. They 
are so designed that by changing or "reprogramming" the connections between 
numerous sub-modules, the FPGA's can be made to behave like any circuit we wish.  

This fantastic ability to create modifiable circuits again opens up new possibilities 
in microelectronics. Consider for example, microprocessors which are partly 
reconfigurable. We know that running complex programs can benefit greatly if 
support was built into the hardware itself. We could have a microprocessor that could 
optimize itself for every task that it tackled! Or then consider a system that is too big 
to implement on hardware that may be limited by cost, or other constraints. If we use 
a reconfigurable platform, we could design the system so that parts of it are mapped 
onto the same hardware, at different times. One could think of many such 
applications, not the least of which is prototyping - using an FPGA to try out a new 
design before it is actually fabricated. This can drastically reduce development cycles, 
and also save some money that would have been spent in fabricating prototype IC's. 

Software Engineers taking over hardware design 
ASIC's provide the path to creating miniature devices that can do a lot of diverse 
functions. But with the impending boom in this kind of technology, what we need is a 
large number of people who can design these IC's. This is where we realize that we 
cross the threshold between a chip designer and a systems designer at a higher level. 

The need for the hardware compilers 
Before we go further let us look at why we need this kind of technology that can 
convert high-level languages into hardware definitions. Silicon compiler [7] is a 
software, that takes user’s requirement and specification and automatically generates 
an integrated circuit(IC). It converts hardware-description language such as Verilog or 
VHDL into logic called “netlist” and places equivalent logic gates on the IC. 
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4   Algorithm and Flow of the Design 

The algorithm for BIBD(7,3,1) design is as follows. 

Step 1: Input a words in registers of size 7-bit each having 1’s count=3 
Step 2: From k = 0, Calculate numbers of 1’s in each word up to k = 127 
Step 3: Put the words in look-up table having number of 1’s count = 3 
Step 4: Take the 1st entry of look-up table as first input 
Step 5: Assign the input word as 1st output register 
Step 6: xor it with each entry of look-up table and check for the xor sequence having 
1’s count= 4 
Step 7: If found, assign the entry as 2nd output register 
Step 8: Repeat step 6 for remaining entries and then check it for 1’s count=4 for each 
of previous outputs 
Step 9: If success then assign as next output registers else moves to next entry 
Flow Chart is shown in figure1 

Start 

7-bit word 
Count 1’s=3 

000000

Increment by 1 

+ 

Bit_count
= 4 

NO 

Store it in  
lookup table 

Fetch 
one entry 

Bit_count
= 4 

Fetch other 
entry from 
lookup table  

No= Delete from look up table 

Store in 7x7 register 
 

Fig. 1. Flow Chart 

5   Experimental Results 

The implementation of VLSI based scheme for BIBD(7,3,1) was successfully 
implemented using XILINX ISE-10.1 using the language VERILOG keeping in mind 



614 R.R. Ranjan et al. 

the requirement of the required patterns needed to be generated. Experiment is done for 
various 35 possible input sequences. Figure 2 shows the result of register content when 
input sequence 1110000 is set as input. Output patterns are the patterns of other BIBD 
block patterns. 

 

Fig. 2. Output BIBD patterns 

6   Conclusion 

The project has been a great learning experience about VLSI systems and Verilog. 
This has no direct application but can be used very efficiently in different fields as 
mentioned earlier. There exist other methods for implementing a BIBD patterns. Our 
discussed method is pettarn generation for BIBD(7,3,1) which can be generalized for 
a BIBD(n,k,λ). In our future work, we plan to use these generated patterns to 
hardware watermarking. 
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Abstract. 3D streaming over peer to peer networks is gaining great importance 
with increase in internet advancements. After a huge success in linear streaming 
over peer to peer networks, many nonlinear media streaming solutions has been 
proposed recently. In this work, we first give brief survey on some proposed 
techniques in the domain of Non Linear Multimedia content streaming. Secondly, 
analysis on key challenges like scalability, content authenticity etc. and their 
proposed solutions for 3D streaming over P2P channel is made. The major 
objective is to give a broad picture about the current scenario of P2P 3D streaming 
models in order to guide and motivate the ongoing research in a better direction.  

Keywords: 3D streaming, Multimedia, Peer-to-Peer, Non Linear Streaming. 

1   Introduction 

There has been enormous research work going on in the field of streaming media for 
the past two decades. The streaming models have witnessed huge success. Earlier 
media streaming was limited to linear streaming (2D streaming) but quite recently non-
linear streaming (3D streaming) has become popular such as virtual environments and 
video games. In addition to the 2D uses, the 3D users can have different transmission 
sequence and calculations depending on their users and their interests or visibility.  

This paper is organized broadly in two sections as - In section 2, an overview about 
3D streaming types and the conceptual model. In section 3, major emphasis is done 
on key challenges and their proposed solutions, to finally conclude. 

2   Non-Linear (3D) Streaming Techniques 

3D streaming refers to the continuous and real-time delivery of 3D content (e.g., 
meshes, textures, animations, etc.) over networks to allow user interactions without a 
prior download [20]-[21]. 3D streaming techniques can mainly be categorized into 
four main types: single 3D object streaming, scene streaming, visualization streaming, 
and image-based streaming [3]. 

FLoD [4] formulated a conceptual model for P2P-based 3D scene streaming by 
identifying its main tasks and presented the first related framework where a P2P-VE 
overlay is used to discover neighbors for content exchange.  
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Extending the work done in [15] on navigation over 3D cities in real time J. Royan 
et. al. proposed another design for P2P based 3D streaming [16], where primary focus 
was on client server architecture models and incremental level-of-detail (LOD) 
models Botev et al. [23] proposed HyperVerse design, where Clients are notified 
directly by the servers for both object and source discoveries. 

3   Key Challenges and Proposed Solutions 

There were several challenges prior to formulation of FLoD framework; like 
Distributed visibility determination, Dynamic group management, Peer and piece 
selection piece and peer selection. In order to deal with the challenges, FLoD [4] 
separated the main client side into two layers i.e. the graphics layer and the networking 
layer. But then a problem was identified in case of FLoD [4] that neighbor relationship 
was purely based on logical relationship but without the knowledge of physical 
networks. DPN [10] (Discovery of Physical Neighbor) technique was proposed in 
order to deal with the issue, according to which groups peers with physical proximity 
together, reduces the latencies among peer communications.  

The server bottleneck problem in case of client/server framework was another 
important issue. This issue was solved by building a peer to peer connected 
architecture to become decentralized, making every client a service receiver and 
meanwhile a provider [17]. Another proposed solution was to use central server 
architecture to deliver the important base layer content to each peer [18].  

Building streaming frameworks based on P2P creates security concerns for 
commercial vendors [7]. In applications such as online shopping, Integrity verification 
and authentication has become imperative [8]. One Solution to this issue can be 
generating a message authentication code (MAC), taking the contents to be verified as 
and a secret key known only to the content owner and receiver as inputs. The Content 
and the MAC are sent together. The receiver can recalculate the MAC with the content 
received and the secret key and verify it with the MAC received. Only the intended 
recipients who possess the key can verify the MAC. Another method of content 
authentication is use of Digital Signature (DS) which is a piece of information based 
on both the content and the owner’s private key. The receiver can use the owner’s 
public key for verification of the content. Since the public key is publicly accessible so 
it is useful for public authentication [6]. 

4   Conclusion 

Recently multimedia streaming has gained greater importance with the ever-increasing 
needs for video conferences, video programs, long-distance learning, on-line games and 
entertainment etc. Despite of great achievement in the domain of 2D streaming over 
P2P networks, 3D streaming over P2P networks is more complex. 

After a brief introduction about 3D streaming techniques, the key challenges and 
their proposed solutions in the domain of 3D streaming over P2P networks were 
summarized in this paper with an objective to guide the ongoing research in a better 
direction. Our future work will focus on the broadcasting technologies with an 
extension towards how IPTV will be able to cope up with 3D content streaming.  
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Abstract. Diffie-Hellman key exchange protocol is a well known protocol for 
establishing the key on the open channel but due to man-in-middle attack 
confidentiality of the message might be compromised. Public Key 
Infrastructure (PKI) requires a central authority or trusted third party to provide 
fundamental security services. To address above issues like trustiness in PKI 
and man-in-middle attack in Diffie-Hellman, we propose a secure identity-
based key management scheme which combines the principles of Diffie-
Hellman, third party and uses the identity of the receiver to establish the 
common key between two nodes. 

Keywords: Key Distribution, Key Management, Session Key, Deffie-Hellman, 
Man-in-Middle, Key Exchange. 

1   Introduction 

Due to exponential growth in the use of Internet technology, life has become easier. It 
is true that we have benefited by the use of this technology but we have failed to 
maintain complete secrecy of our data. One critical security requirement is that 
communication channels need to be secured. For providing confidentiality on open 
channel, encryption and decryption is needed. Key management schemes are used for 
Confidentiality, Authentication, Non-repudiation etc. Confidentiality ensures that no 
one can read the message except the intended receiver. Integrity will ensure that data 
has not been changed. Authenticity ensures that the origin of an object is what it 
claims to be. Non-repudiation proves that the sender cannot deny about sending a 
message later. Availability is the ability to use the information or resources when it is 
desired. After considering security issues of confidentiality, authentication and 
integrity of data we can not ignore role of Key management and key distribution. Key 
management implies different services such as generation, registration, distribution, 
installation, storage, retrieval, renewal, revocation, archiving or destruction of the 
key. Strength of encryption and decryption is dependent on encryption algorithm and 
key which is used for encryption and decryption. Secure keys need to be established 
before cryptographic techniques can be used to secure the communication.  

There are two areas of key management: Asymmetric key management and 
symmetric key management. In asymmetric key management, public and private key 
pair is used. In symmetric key management secret key between two or more than two 
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parties is used. Main hurdle in symmetric key management is the distribution of secret 
key between the communicating parties. Symmetric key can be distributed manually 
at each party but in this case trustiness is the issue. Symmetric key can be also 
established at both communicating partiers by exchanging some parameters on open 
channel.  Deffie-Hellman is the one of the approach which establishes the symmetric 
key at both ends by sending some parameter on the open channel. But in Deffie-
Hellman key exchange an attacker can play role of middle man between two 
communicating parties.  

In this paper we establish the symmetric key between two parties and also our 
scheme eliminates the possibility of man-in-middle attack between the communicating 
parties. 

Rest of paper is organized as follows: in next section related work is presented. In 
section 3, proposed scheme is given. Section 4 concludes the paper and in last 
reference section is given. 

2   Related Work 

Key management is a well known research topic in the cryptographic research 
community. A lot of work has already been done in field of key management but still 
this field is not fully saturated.  

Michael Steiner Gene Tsudik Michael Waidne [12] presented three new group 
Deffie-Hellman key distribution protocols.  In each protocol, number of messages is 
more, so the computational time is high. If any member leaves the group then there is 
the need to setup the group key again otherwise forward secrecy will be problem. 
Schemes are also vulnerable to man-in-middle attack. 

Emmanuel Bresson [7] presented multicasting approach for dynamic group. The 
good feature of Emmanuel’s scheme is that it builds group key dynamically, and time 
complexity of the group key generation is linear. If there are ‘n’ number of nodes is in 
the group, then only ‘n’ numbers of transmissions are required. In this scheme first 
node sends some parameters (g, ga) to next node to initiate the process; where ‘g’ is 
the generator of the group and ‘a’ is the secrete parameter of first node.  After getting 
parameters from first node, second node raises the power of its secret number on all 
received parameters. Second node passes all modified parameters and the last 
parameter of first node to third node. This chain remains continuous up to the second 
last node of the group. After raising the secret number, last node of the group 
broadcast all parameters. From the broadcast values, each node takes its respective 
part and then builds the group key. This scheme provides the linear time complexity 
but it suffers from man-in-middle attack. Any attacker can also participate during the 
construction of group key and attacker can get all confidential information of other 
members.  

In the paper “Performance and Security Assessment of a PKC Based Key 
Management Scheme for Hierarchical Sensor Networks” [8], Ayesha Naureen, Attiya 
Akram, Rabia Riaz, Ki-Hyung Kim, and H. Farooq Ahmed, presented a public key 
cryptography based key management scheme where cluster based architecture is used, 
in which the base station serves as the key distribution centre and maintains public 
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keys for all the nodes in the network. In all the nodes, the private keys are pre-
installed and the public key exchanges are done via broadcasts.     

In 1984, Adi Shamir, described “Identity-Based Cryptosystems and Signature 
Schemes"[11], where any publicly-known string (e.g. someone’s email address) could 
be used as public key. The Identity-based cryptography uses public-key cryptography 
in a different manner, where the public key of a user gives unique information about 
the identity of the user. This can use the text name, or domain name, or the physical 
IP address as a key. 

Our scheme uses concept of Deffie-Hellman key exchange and Id based 
cryptography to establish the common key between two parties and eliminates the 
possibility of man-in-middle attack. In next section proposed scheme is presented. 

2.1   Man-in-Middle Attack in Deffie-Hellman Key Exchange 

Let Alice and Bob are two 
parties who want to communi- 
cate with each other. Let ‘a’ is 
the secret of Alice, ‘b’ is the 
secret of Bob, ‘g’ is a generator 
of the group G, ‘p’ is the order 
of the group. Both ‘g’ and ‘p’ 
are open parameters. There is a 
man-in-middle, say Eave.  

In presence of Eave, two 
keys (K and K’) are estab- 
lished. By using key K, Eave 
can communicate with Alice 
and by using K’, he can 
communicate with Bob; and 
both Alice and Bob are not 
aware about the presence of 
Eave. Alice thinks that she is 
talking to Bob but in actual she 
is talking to Eave. 

3    Proposed Scheme 

Scheme assumes that there is one centralize server (Partial Key Generator) which is 
used to generate the partial key for communicating pairs.  

First PKG generates secret key of any node by using the identity of that node and 
the master key (secret key of PKG). Generated secret key is the common key between 
PKG and node for which this secret key is generated. After generation of secret key 
for each node, it distributes the secret keys to corresponding nodes manually. 

Each node stores its secret key for communication with PKG. PKG never stores 
any secret key of any node. In case of need of secret key of any node, PKG calculates 
the secret key at run time by using identity of node and its master key.  Partial key of 

 
 

      Fig. 1. Key setup in the presence of Eave 
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any node is the random number (r) which is sent by PKG for common key generation. 
PKG encrypts the partial key by secret key of receiving node before transmitting. 

Let Ida is the identity of node A, Idb is the identity of node B. M is the master key 
(secret key) of PKG. F is a one way function which is used for generating secret key 
Mi of any node i, p is a large prime number, G is a group of order p, g is the generator 
of the group, a is a secret parameter of node A, b is a secret parameter of node B. 

Generation of Secret Key: Let Ma is the secret key of node A. PKG generates Ma by 
using function F as 

                                              Ma = F(Ida, M)                                                  (1) 

Similarly PKG generates Mb for node B by using function F as 

                                               Mb = F(Idb, M)                                                 (2) 

After establishment of secret key with PKG, any node can get partial key from PKG 
for generating common key with any other node. 

Generation of Common Key: Let node A and node B want to generate a common 
key then it will be generated in this way- 

Request to PKG for partial key: Let A wants to communicate with B then A will 
request to PKG for partial key (random number). After getting request from A, PKG 
will send common partial key (r) to A and B by using secrets key Ma of A and secret 
key Mb of B. Now both nodes have common partial key of PKG and they can use it 
for common key generation. 

Creation of partial key of A  
Let K1 is partial key of node A then   K1 = ga mod p  

Now A transmits K1 to node B 

Creation of partial key of B  
Let K2 is partial key of node B then   K2 = gb mod p  
Now B transmits K2 to node A 
 
Generation of common key for A and B: Now both nodes A and B have values K1, 
K2 and ‘r’, where ‘r’ is a partial key of PKG for node A and B. 

A will generate the common key by using 

                                    K = (K2)
ar mod p                                                       (3) 

B generates common key by using 

                                   K = (K1)
br mod p                                                      (4) 

Now both parties have common key, hence they can communicate with each other. 
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Key Revocation: Any pair of nodes can revoke their key by sending fresh request to 
PKG for obtaining partial key of PKG. By using partial key of PKG they can 
construct a fresh common 
key. Nodes can use this 
new key as a long term 
key or as a session key. 

Security Analysis against 
Man –in- Middle Attack: 
As scheme assumes secret 
‘r’ is transferred from 
PKG to any node by using 
the secret key of 
respective node. Only 
parameters ‘g’, K1 and K2 
passes on open channel so 
attacker can only get these parameters. Partial key (r) of PKG is secret from attacker 
so attacker will not be able to drive the common key of nodes A and B. Hence man-
in-middle attack is not possible in the proposed scheme. 

4    Conclusion  

Key management is the back bone of the cryptography. For speeding up the 
encryption/decryption, symmetric key is the favorable approach. In this paper first we 
discussed the some key management approaches, followed by issues in key 
management approaches like man in middle attack in Deffie-Hellman Key exchange. 
Finally we proposed our solution which eliminates the man-in-middle attack in 
Deffie-Hellman Key Exchange and establishes a secure common key between any 
two nodes. In the proposed scheme node stores secret key with PKG only and on 
demand basis, node establishes common key with any other node of the network. If 
there is very large number of nodes in the network, it is not feasible for any node to 
store a common key for each node. Hence the presented solution is an appropriate 
solution for establishing a common key on demand basis. 
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Abstract. Purpose of this paper is to provide reliable data transmission in group 
communication. We here combine RSA and Threshold Cryptosystem to 
securely deliver messages in group. As long as the all receivers receive secure 
data, it can recover the original message. We worked on RSA for secure data 
forwarding; we consider both splitting plaintext before encryption, and splitting 
ciphertext after encryption. Also we suggest exchanging keys between a Diffie-
Hellman by which group communication is more secure. 

Keywords: Threshold Cryptography, Group Communication, Attacks, 
Cryptanalyst, Diffie Hellman. 

1   Introduction 

A number of processes which cooperate to provide a services and an abstract identity 
to name a collection of processes for coordination among processes of a group. 
Scenario may be out of n users in a network, some t (t<<n) of them would like to 
discuss on a common concern. These t parties termed privileged users must 
communicate themselves and others must not be able to listen to the conversation 
between these t parties. Hence, there is a need to find new technology for such 
confidential communication termed as Secure Group Communication [3]. A solution 
is to have a shared key between every pair of users, which leads to storing (n−1) keys 
with each user. Also, to send a message, sender must encrypt the message to each user 
in the group separately. Hence, the general goal of Secure Group Communication is to 
establish a common secret key, also called Secure Group key among privileged users 
for confidential communication. In any secure group communication scenario, since 
all the group members can send and receive messages, the sender of a message must 
be able to indicate his identity and the receivers must be able to verify the authenticity 
of the message [4]. A group of users, termed malicious parties may collude with each 
other and try to derive the common group key. The security of the group key 
management scheme is based on number of colluding parties. Scheme is termed as k 

                                                           
* Corresponding author. 



 RSA Based Threshold Cryptography for Secure Routing 625 

secure, if it is not possible to derive the common key even after k non-group (non-
privileged) members collude with each other, where k is termed as threshold. 

2   Threshold Cryptography 

Threshold cryptography allows a party of say n people to share the ability of 
performing a cryptographic operation. Any t parties (t < n) can perform this operation 
jointly. This t is calling the threshold. If is infeasible for nay t-1 parties to do so, even 
by collusion. Also the secret cannot be recovered by any subset of parties [1]. 

However, key management in group communication has to be distributed service 
as there is no fixed infrastructure to provide centralized service. Another major 
challenge is to deliver reliable data transmission when some nodes may be 
compromised. Attackers can disrupt data transmission and incur significant data loss 
by tampering with, fraudulently redirecting, or even dropping data traffic. 

3   RSA Algorithm 

Rivest-Shamir-Adleman (RSA) scheme has become the most widely accepted and 
implemented general-purpose approach to public-key encryption. The RSA scheme is 
a block cipher. Each plaintext block is an integer between 0 and n − 1 for some n, 
which leads to a block size ≤ log2 (n). The typical block size for RSA is 1024 bits. 
Steps of this algorithm are as: 

Key Generation: Pick two large prime numbers p and q, p ≠ q; 
Calculate n = p × q    Calculate    Φ (n) = (p − 1) (q − 1) 
Pick e, so that gcd (e, Φ (n)) = 1, 1 < e < Φ (n) 
Calculate, so that d. e mod Φ (n) = 1, d is the multiplicative inverse of e in mod Φ (n) 
Get public key as PUK = {e, n}   Get private key as PRK = {d, n} 
Encryption: For plaintext block M < n, its ciphertext C = Me mod n. 
Decryption: For ciphertext block C, its plaintext is M = Cd mod n. 

3.1   Why RSA Works 

As we have seen from the RSA design, RSA algorithm uses modular exponentiation 
operation. For n = p ・ q, e which is relatively prime to Φ (n), has exponential inverse 
in mod n. Its exponential inverse d can be calculated as the multiplicative inverse of e 
in mod Φ (n). The reason is illustrated as follows. Based on Euler’s theorem, for y 
which satisfies 

y mod Φ (n) = 1, the following equation holds. 
 xy mod Φ (n) = x mod n 

As d .e mod Φ (n) = 1, we have that Med ≡ M mod n. So the correctness of RSA 
cryptosystem is shown as follows. 

Encryption:   C = Me mod n; 
Decryption:   M = Cd mod n = (Me) d mod n = Med mod n  = M mod n = M. 
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The premise behind RSA’s security is the assumption that factoring a big number 
(n into p, and q) is hard. And thus it is difficult to determine Φ (n). Without the 
knowledge of Φ (n), it would be hard to derive d based on the knowledge of e. 
However factoring n is not the only way to break RSA.  

4   Diffie Hellman Key Exchange Algorithms 

Diffie–Hellman establishes a shared secret that can be used for secret communications 
by exchanging data over a public network [6]. Here is explanation the encryption's 
mathematics: 

All users agree on global parameters: 
Large prime integer or polynomial q,  α a primitive root mod q 
Each user (A) generates their key. Here let us take: 
Public Key d as = xA    , Private Key e as = yB and  secret key (number): xA  
Compute their public key: yA = αxA mod q 

Each user (B) generates their key :  secret key (number): yB  
Compute their public key: yB =   αxB  mod q 
Shared session key for users A & B is KAB:  
KAB = αxA.xB mod q      = yA

xB mod q (which B can compute)     
         = yB

xA mod q (which A can compute)  

RSA is known algorithm so it is easily decoded. In RSA if d is compromised then p, 
q, n, e and d must be regenerated and another deficiency is to select e (public key) for 
the individual. Diffie-Hellman key Exchange algorithm does not protect against 
replay attacks and another deficiency is to man-in-the-middle-attack. This concept 
work in group communication with threshold cryptography gives more secure key 
exchange and date security.  In the group communication all member belong to group 
exchange key using the threshold concept all are these combination initially secure 
with RSA and after that Diffie Hellman work [2]. 

5   Examples for New Concept 

Example 1:      P =7, q = 11, n = 77, Φ (n) = 60 
The factors of 60 is 2, 2, 3, and 5.Therefore, our public key e must not have a factor 
of 2, 3, and 5.Let us choose the public key value of e as 13. Then select the private 
key d such that d.e mod Φ (n) =1.Let us choose d as 37, because we can see that 
(13*37) mod 60= 481 mod 60=1, which satisfies our condition. 

Now, RSA  for encryption,   C = 513  mod 77 = 26 
RSA For decryption,             M =  2637  mod 77 = 5 
But we are taking     Public Key d as = xA     Private Key e as = xB 

We use a prime number n=77 and base α =5. We assumes XA is 37  then calculate yA 
= αxA mod q  i.e    yA = 537 mod 77 = 47 
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Then we assumes XB is 13 then calculate yB =   αxB  mod q and yB=513 mod 77 = 26 
Shared session key for users A & B is KAB:  KAB = αxA.xB mod q that is 513*37mod 

77= 5 and  yA
xB mod q  is 4713 mod 77= 5and yB

xA mod q is 2637mod 77=5 

Example 2:   P =7, q = 17, n = 119, Φ (n) = 96 
The factors of 96 is 2,22,2,2, and 3.Therefore , our public key e must not have a factor 
of 2,and 3.Let us choose the public key value of e as 5. 

Then select the private key d such that d.e mod Φ (n) =1.Let us choose d as 77, 
because we can see that (5*77) mod 96= 385 mod 96=1,which satisfies our condition. 
Now, RSA for encryption,   C = 105  mod 119 = 40 
For RSA decryption,  M =  4077  mod 119 = 10 
But we are taking  Public Key d as = xA      Private Key e as = xB 

We use a prime number n=119 and base α =10. We assumes XA is 77  then calculate 
yA = αxA mod q , yA = 1077 mod 119 = 96 

Then we assumes XB is 5 then calculate yB =   αxB  mod q, yB=105 mod 119 = 40 

Shared session key for users A & B is KAB:  

KAB = αxA.xB mod q that is, 1077*5 mod 119 = 10 and  yA
xB mod q  is 965 mod 119= 10  

and yB
xA mod q is 4077mod 119 =10  

Above all examples, all the answers are same as follow diffi-hellman concept. But 
here we provide this new algorithm is more security than RSA and Diffi-Hellmna 
because public key of Diffi Hellman from RSA’s public and private key.  
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Abstract. We propose a cooperative caching scheme, called global cluster co-
operation (GCC) in mobile ad hoc networks. In this scheme information regard-
ing the contents of all the mobile nodes (MNs) within a cluster, is maintained at 
each node. Simulation experiments show that the GCC caching mechanism 
achieves significant improvements in average query latency and reduces the 
cache management overheads in comparison with other caching strategies. 

Keywords: Ad hoc networks, cooperative caching, cluster, consistency. 

1   Introduction 

Caching is one of the most attractive techniques that improve data retrieval perform-
ance in wireless mobile environment [2, 3]. With caching, the data access delay is 
reduced since data access requests can be served from the local cache, thereby obviat-
ing the need for data transmission over the scarce wireless links. However, caching 
techniques used in one-hop mobile environment may not be applicable to multi-hop 
ad hoc environment since the data or request may need to go through multiple hops. 
Variable data size, frequent data updates, limited client resources, insufficient wire-
less bandwidth and clients’ mobility make cache management a challenging task in 
mobile ad hoc networks. As mobile nodes in ad hoc networks may have similar tasks 
and share common interest, cooperative caching, which allows the sharing and coor-
dination of cached data among multiple nodes, can be used to reduce the bandwidth 
and power consumption. In this paper, we investigate the data retrieval challenge of 
mobile ad hoc networks and propose a novel scheme, called global cluster coopera-
tion (GCC) for caching. 

2   System Model 

In GCC, when a client suffers from a cache miss (called local cache miss), the client 
will look up the required data item from the cluster members. Only when the client 
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cannot find the data item in the cluster members’ caches (called cluster cache miss), it 
will request the CSN which keeps the global cache state (GCS) and maintains the 
information about the node in the network which has copy of desired data item. If a 
cluster other than requesting nodes’ cluster has the requested data (called remote 
cache hit), then it can serve the request without forwarding it further towards the 
server. Otherwise, the request will be satisfied by the server. 

Based on the above idea, we propose a cache discovery algorithm to determine the 
data access path to a node having the requested cached data or to the data source. 
Assume that MHi denotes mobile node/client i. In Figure 1, let us assume MHi sends a 
request for a data item dx and MHk is located along the path through which the request 
travels to the data source MHs, where k∈{a, c, d}.  

 

Fig. 1. Request packet from client MHi is forwarded to the data source MHs 

3    Simulation Results 

3.1   Effects of Cache Size 

Figure 2 shows the effect of cache size on message overhead by varying the cache 
size from 200 KB to 1400 KB. It shows that GCC performs much better than NC  
(No Cooperation) and CacheData [1] in terms of message overhead.  
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Fig. 2. Effects of cache size on message overhead 

3.2   Effects of Transmission Range 

Figure 3 shows that increase in transmission range increases the expected progress of 
the packet towards its final destination but at the expense of a higher energy con-
sumption per transmission. 
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Fig. 3. Effects of transmission range on average query latency 
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Abstract. The color images generally contain data which may be corrupted by 
noise, and the subject under study is normally blurred because of improper fo-
cusing during image acquisition. Thus, this paper, proposes the use of fourth 
order Partial Differential Equation and some enhancement parameter to remove 
this problem. Our purposed method makes the use of information of different 
intensity from normal image and noisy images, so that, the performance of our 
proposed method is better than that of existing color image enhancement algo-
rithms. Various experiments are used to evaluate and analysis the performance 
of our proposed algorithm. Experimental results tested from a large data set of 
image have demonstrated that the proposed method is effective and practical. 
Some parameters like as PSNR are analyzed for both existing and proposed me-
thod to determine the success and limitation of our method. 

Keywords: Fourth Order Partial Differential Equations, Image Enhancement, S 
type transform, PSNR. 

1   Introduction 

Color image enhancement develops very fast and plays an important role in the pres-
entation of an image in recent years. Because of wide application of color image en-
hancement peoples are more attracted to this process, for example, in multimedia, 
biomedical science and internet etc. field. The generalization of these techniques to 
color images is not straight forward. Unlike grey scale images, there are some factors 
in color images like hue, saturation, intensity, which need to be properly taken care of 
for image enhancement. Hue is the attribute of the color which defines what kind of 
color it is i.e. blue or an brown. 

Various algorithms are available for contrast enhancement in grey scale images, 
which change the grey values of pixels depending on the criteria for enhancement. 
George et al. [1] Color image enhancement and denoising operation is performed by 
using an optimized set of filters. Scaling and shifting are two hue preserving  
techniques which are proposed by Yang et al. [7] for the processing of luminance and 
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saturation components. Strickland et al. [6] proposed an enhancement technique 
which is based on the fact that objects can exhibit variation in color saturation with 
little or no corresponding luminance variation. Various distinct methods for color 
contrast enhancement are proposed in [8, 9] using 3-D histogram of colored images. 

In particular, mathematical frameworks define a powerful tool of partial differen-
tial equations and functional analysis has been extensively studied to provide the fun-
damental answer in image processing. The PDE models can be widely used in a broad 
range of image restoration tasks like as denoising, image enhancement [10,11] and 
color image processing [12,13]. 

In this paper we focused on Enhancement of Color Image using Forth order Partial 
Differential Equation. The paper is characterized in following sections: Section 2 
gives the theoretical foundation, Section 3 gives the proposed model, section 4 gives 
result and analysis and section 5 gives conclusions respectively. 

2   Paper Preparation 

Our proposed model for color medical image enhancement using fourth order PDE 
(Partial Differential Equation) consists of four stages and which is shown in block 
diagram in figure 1. It is a task in which the value of a set of pixel of one image is 
transformed to a new value of a set of pixel so that the produce new image is visually 
pleasing and is also more suitable for analysis. The block diagram of proposed me-
thod describe below. 

 

Fig. 1. Block Diagram of Proposed Method 

2.1   Fourth Order PDE 

One of the most commonly used PDE based denoising technique is introduced by the 
Perona-Malik method. The Perona - Malik equation for an image u is given by  

du/dt= div[c (∇u) ∇u], u(x, y) │t=0 = u0 (x, y)                             (1) 

Where ∇u is the gradient of the image u, div is the divergence operator and c is the 
diffusion coefficient. The diffusion coefficient c is a non decreasing function and dif-
fuses more on plateaus and less on edges and thus edges are preserved. Two such dif-
fusion coefficients suggested by Perona and Malik [3] are    

                                 C(s) =1⁄ (1+(s/k) 2 )                                                (2)       

And                                               C(s) = exp [-(s/k)2                                                  (3)  
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In this work we implemented and tested the fourth order PDEs proposed by You and 
Kaveh . You and Kaveh [14] proposed an L2 – curvature gradient flow method which 
is given as 

                                 du/dt = ‒∇2[c (∇2u) ∇2u]                                         (4) 

Where ∇2u is the Laplacian of the image u.The discrete form of non-linear fourth or-
der PDE described in equation (4) 

                                   un+1
i, j = un

i, j ‒ Δt ∇2gn
i,j                                         (5) 

2.2   Normalized the RGB Value 

In general, a pixel in a color image has a color vector with three components R, G, 
and B and the color images are saved and viewed using RGB color space. The process 
of an image enhancement in any of the above mentioned spaces (i.e., CMY, etc.), the 
image require to be transformed to that space. The transformations involved in trans-
forming the color image from RGB space to other mentioned spaces and again the 
inverse coordinate transformation has to be implemented for displaying the images.  

2.3   S-Type Enhancement 

S-type enhancement technique is generally and widely used contrast enhancement 
technique for grey scale images. The methodologies of S-type enhancement techniques 
can be found in the enhancement theory. Generally the grey scale contrast enhance-
ment techniques is used to enhance the intensity of the color image and they are hue 
preserving. Hue is that attribute of a color which defines what kind of color it is, i.e., a 
yellow or a green. The main objective is to keep the transformed values within the 
range of the RGB space, i.e., the transformations should be free from gamut problem. 

2.4   Enhance the Color Level Linearly 

At last the image is recovered by enhance the color level linearity and this is possible 
by contrast enhancement of gray scale images by performing the same operation on 
the RGB plane changes the hue of the pixel values of the image. This enhances the 
image without affecting the hue of the pixels. But, over enhancement of certain pixels 
leads to gamut problem when the image is transformed back to RGB plane. So by 
using this above method, we can avoid this problem. 

3   Proposed Algorithm 

Step-1 Numerate the Laplacian of the image intensity function as:            ∇2 u n
i, j = u

 n
i+1, j +  u n

i‒1, j + u n
i ,j+1 +  u n

i, j‒1 ‒ 4 u n
i, j                                  (6) 

Step-2 Numerate the value of the following function: 

                     g(∇2u) =f ′(│∇2u│) [∇2u ⁄ (│∇2u│)] =c(│∇2u│) ∇2u                (7) 

As                                                gn
i, j = g (∇2un

i, j)                                                        (8) 
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Step-3 Numerate the Lapcaian of,  gn
i, j :                     ∇2gn

i, j  = g
n
i+1, j  + gn

i‒1, j  + gn
i, j+1  + gn

i, j‒1 ‒ 4 gn
i, j                  (9) 

Step-4 Numerate the: un+1
i, j : 

                                       un+1
i, j = un

i, j ‒ Δt ∇2gn
i, j                                    (10) 

Step-5 Transform the RGB color vector of image to CMY :                              ′ = (α x1+β, α x2+β, α x3+β)                                          (11) 

Where  ′ represent a transformation which is combination of scaling and shifting, α 
is a scaling factor and β is a shifting factor. In this equation x1, x2, x3 are the norma-
lized red, green and blue pixel values respectively. 
Step-6 Perform the transform in the CMY space : 

A generalized transformation changing   to  ′ is given as 

                      x’k=  α (xk)xk + β(xk),  for  ∈ u,  k=1,2,3                        (12) 

where xk is define the value of pixels , k = 1,2,3 for red, green and blue respectively. 
If taking the shifting function β (xk) to be zero, the transform would be- 

                             x’k=  α (xk)xk ,  for  ∈ I,  k=1,2,3                             (13) 

Step-7 Revert back to the RGB space : 
The above equation modifies the three components of the color vector by three dif-

ferent scales. This condition leads to change in hue of the color vector, which is 
against our aim. So the objective solution to this is to transform the color vector to 
CMY space and process it there. This will be dealt with in two separate cases. 

Case I )  α (l )  1,  where l = (x1+ x2+ x3).  And   x’k=  α (lx’)xk ,      for   k=1,2,3                 
Case II ) α (l ) > 1 

i) Transform the RGB color vector   to CMY color vector  by  = (y1+ y2+ y3) 
where yk= 1-xk, k=1, , 2, 3.,   ii) Find l  = (y1+ y2+ y3) =3- l . ,  iii) Find g(l )=3-
f(l ), α(l )= g(l ) / (l ).,   iv) y’k= α(l ) yk  for k=1,2,3. ,  v) Back to RGB space by 
the transformation-   ’= (1-y’1, 1-y’2, 1-y’3)   

4   Result and Analysis 

Figure (6) show the comparing between the enhanced image and original image. After 
comparison, it is show that the detail information of enhance image is more accurate 
and resolving power is increased in the modified image. For further analyzing and 
diagnosing purpose, the enhancement processing is very effective and important prep-
aration. The test set for this evaluation experiment randomly selected from the inter-
net with 256*256 and 512*512 sizes. Matlab 7.0 software platform is use to perform 
the experiment. The PC for experiment is equipped with an Intel P4 2.4GHz Personal 
laptop and 2GB memory. Figure 2, 3,4,5,6, show that our proposed method for image 
enhancement has excellent performance with wide variety of set of images. So that 
we can say our proposed method has a strong and impressive approach to images en-
hancement in normal and noisy environment. 
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                 (a)                           (b)                          (c)                          (d) 

Fig. 2. Lena noisy Image (a) Original image (b)Enhanced from Mukherjee method (c) En-
hanced from Murtaza method (d) Enhanced from Proposed method 

 

                  (a)                          (b)                           (c)                         (d) 

Fig. 3. Watch Image (a) Original image (b)Enhanced from Mukherjee method (c) Enhanced 
from Murtaza method (d) Enhanced from Proposed method 

Table 1. 

 
Images 

PSNR 
Proposed Method Mukherjee et al.[2] Murtaza et al. [3] 

Lena noisy 13.41 13.16 3.27 
Watch 17.90 14.20 7.43 

Table 1 show the comparison of performance of our proposed method for en-
hancement with various existing method, where our proposed method has a better 
performance in contrast enhancement and peak signal to noise ratio (PSNR).  

5   Conclusion 

Color image denoising and image enhancement is performed by using our proposed 
method. This research represents an image enhancement processes which was per-
form by image filtering process and enhancement process. From the results, the forth 
order Partial differential equation is use for filtering with and enhancement parameter 
performed the most accurate result of all the processes. This was proved by the value 
of signal to noise ratio which was considered a great amount of value. Experiments 
show that our proposed method obtains better enhancement result, and it is more ef-
fective for color image enhancement in normal and noisy environment. 
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Abstract. The article proposes a recovery protocol for applications in mobile 
computing environment by combining movement based checkpointing with 
message logging. The focus of the scheme is to have a low overhead to the 
normal application execution due to the recovery scheme. The cost to locate the 
mobile host, the number of messages exchanged over the wireless media, and 
the size of recovery related data stored with a mobile host, have been reduced. 
We also include the correctness proof and performance analysis of our protocol 
in the presentation. 

Keywords: checkpointing; message logging; mobile host. 

1   Introduction and System Model 

We consider a typical mobile computing environment consisting of mobile hosts 
(MH) and a wired network of some fixed computers, which may be regular hosts or 
Base Transceiver Stations (BTS). The MHs and the wired network communicate 
through the BTSs. A BTS manages the MHs within its cell. Mobile hosts may move 
between cells, thus, necessitating a transfer of control from one BTS to another. A 
single switch Mobile Switching Centre (MSC) controls a number of BTSs in a region.  

The recovery algorithms for mobile hosts need to consider additional constraints 
than those for fixed hosts. The recovery procedure needs to be aware of the location 
of the mobile device to reduce the search cost [2]. Also, the recovery of the applica-
tion should not be affected by the unavailability of some nodes. The data storage on 
the mobile hosts is limited, so usually the storage at Base Transceiver Station (BTS) is 
used for storing the message logs. But the bandwidth of the wireless link between the 
Mobile Host (MH) and the BTS is constrained than that of fixed links in the static 
network. A recovery protocol that reduces the size of messages stored on the MHs or 
decreases the number of messages passed over the wireless media will be efficient 
[2].   
                                                           
* Corresponding author. 
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Considerable work has been done in the past to achieve an efficient scheme for re-
covery of applications in the mobile computing systems. Some of the work involves 
only checkpoints [1][4], while others employ message logging[3][5] [7]. In our work, 
we employ movement based checkpointing and message logging for recovery. A 
fixed host keeps track of the mobile hosts in a region to reduce the cost to locate any 
mobile device. We utilize the storage at a BTS to store the message logs and tentative 
checkpoints of the mobile hosts. However, the number of messages exchanged over 
the wireless media is low. The concept of a region is defined and used. 

2   Proposed Scheme 

A fixed host is introduced as the regional coordinator system (RCS) for a region. This 
RCS may be a MSC or any other fixed host specifically designated for this purpose. A 
region will have a number of BTSs. A MH entering the cell of a BTS is registered 
with that BTS. However, the BTS with which the mobile host first registers when it 
enters a region is designated as the InitialBTS (IBTS). The IBTS will   manage the 
message log of the MH till the MH is in the same region. 

The RCS maintains a list of the mobile hosts in the region at any given time by us-
ing a data structure, CURRENT_REGISTRATIONS; of the form < MH, current BTS 
of the MH>.This data structure has to be updated by a BTS when a MH registers with 
it. A  MH identifies itself to any BTS with <own MH id, id of its initial BTS of the 
region, id of its previous BTS>. This information is stored by the BTS. The size of 
this data stored at the MH is less than storage required at the MH in protocols like [3, 
7] where the entire log set, containing a list of all the previous BTSs after the last 
checkpoint, is stored at the MH.   

2.1   Message Logging 

• When a MH enters a network for the first time  

MH registers with a BTS and updates its own data structure with the id of the current 
BTS as the IBTS. The IBTS updates the CURRENT_REGISTRATIONS data struc-
ture at the RCS to inform the location of MH. Further messages being sent by the MH 
are logged at the IBTS.   

 

•  When there is a handoff from the IBTS to another BTS within the same region 

The MH updates its own data structure to show the id of the previous BTS, which is 
the IBTS in this case. A tentative checkpoint is taken at the IBTS. The current BTS 
updates the entry at the RCS to show that the MH is now registered with it. Further 
messages sent by the MH are logged at its current BTS using sender based logging.  

 

•  When there is a handoff from any BTS to another BTS within the same region 

The MH moves from BTSj to BTSk  in the same region 

IBTS → BTSi → BTSj → BTSk 
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The current BTS, BTSk, updates the CURRENT_REGISTRATIONS at the RCS to 
inform the presence of the MH with it. Once BTSj knows that the MH is with BTSk, it 
sends a delete_log message to the BTSi which will then append its log for the MH to 
IBTS and delete its own copy of the log. 

In case, the next BTS with which a mobile host is registering is the same as its pre-
vious BTS, the present log is appended to previous’ log and then own copy is deleted. 
Thus, whatever be the movement pattern of a MH within a region, only the message 
log at the current and previous BTS may not be available at the IBTS at a given in-
stant. This handles the storage management issue at the BTS.   

• When there is a handoff from a BTS in one region to a BTS outside the region 

The first BTS with which it registers becomes the initial BTS. The MH updates its 
data structure to show that the id of the IBTS for the region. Previous BTS is set to 
null. A tentative checkpoint is taken at this BTS and this stores further messages. The 
current IBTS stores the record of this MH at the RCS of this region. The previous 
IBTS deletes its tentative checkpoint for the MH and the RCS of the previous region 
deletes the record of this MH in its CURRENT_REGISTRATIONS. 

Hence, at any time at most one tentative checkpoint is maintained for a MH.   

• On disconnection of a MH from the current BTS 

When a MH disconnects or switches off voluntarily, it sends a disconnect message to 
its BTS which sets the status of the MH as disconnected.  If the MH reconnects with 
the same BTS later, the BTS changes its status to connected. Further messages are 
appended to the previous message log. If later the MH connects with a different BTS 
in the same region, the RCS has the required information about the MH. But if the 
MH reconnects in a different region, the RCS of this region sends a locate_ MH mes-
sage to the other RCSs. The RCS with the latest record of the MH informs the current 
RCS. In both cases, the respective handoff procedure from the previous to current 
BTS takes place. The previous BTS deletes the record of the MH after the log unifica-
tion at the new BTS. Further log is maintained by the new BTS. While the MH is 
disconnected, if a checkpoint request reaches the BTS, it participates in the message 
log unification for the MH irrespective of the fact that the MH is currently  
disconnected. 

2.2   Global Checkpoint 

A global checkpoint is taken in a coordinated fashion and can be initiated by any 
RCS. A RCS sends a checkpoint request to all the other RCSs and fixed hosts F1…Fn  
Fixed hosts take tentative local checkpoints and return a message to inform the initia-
tor RCS. Every RCS sends a message to its BTSs. The current BTS of the MH sends a 
message to previous BTS of the MH to append the log for this MH at the initial BTS 
of the MH. The present BTS also unifies its own message log at the initial BTS. A 
reply is then sent back to the initiator RCS. The RCS asks the hosts to finalize the 
checkpoints which then make their checkpoints permanent. 
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3   Recovery 

If the MH recovers in the same region in which it crashed, the RCS of the region has a 
record of the MH and its BTS before the crash in its region. In case, a MH recovers in 
a region different from the one in which it crashed, then the RCS of the current region 
sends a locate_MH message to other RCSs. The RCS with the latest record of the MH 
informs the current RCS using a message over the fixed media for the recovery proc-
ess. The log at that BTS and its previous BTS are unified at the IBTS of the MH in 
the region. The MH can recover by using the tentative checkpoint at its IBTS along 
with the unified log at the IBTS. 

4   Evaluation  

To evaluate the overhead caused to the application execution because of the recovery 
protocol, we define two parameters. Checkpoint Expense (Chk_exp) is the increase in 
execution expense of a process due to a single checkpoint taken at a BTS. Control 
Expense is the increase in execution expense of a process due to the control messages 
exchanged during the checkpointing process. 

Calculation of Chk_exp 
A tentative checkpoint is taken at the IBTS when there is a handoff from the IBTS to 
another BTS in the same region or if the MH moves to a new region 

The expense for taking a single tentative checkpoint 

 = 1*Ew  ;where Ew is the expense of sending a message on the wireless media 
from a MH to its BTS 

The expense for unification of log at the IBTS by the any other BTS =1*Ef ; where 
Ef is the cost of sending a message across a fixed network 

      Hence, for a single MH in one region, say Rx 

Chk_exp = Ew +(Nx-1)*Ef                                             (1) 

where Nx is the number of registrations for a MH in the region Rx  

Calculation of Con_exp 
The following messages contribute to the Con_exp   

• The updating of current BTS of a MH at the RCS = N in a region  

• Delete_log messages passed = N - 3 in a region 

• control messages from the RCS to the BTSs in the region to take a global 
checkpoint = N in a region 

• The message passed from the current to previous BTS in a region for the unifi-
cation of log at the IBTS at the time of global checkpoint = 1  

• The search by a RCS of the last RCS of a MH at the time of recovery = (num-
ber of RCSs - 1)* Ef  
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If k is the number of regions in which the MH moves, then 

Con_Exp=
1

k

x=
∑ ((3Nx-2)*Ef )+(no.of RCSs-1)*Ef                           (2) 

We observe that, due to the recovery procedure, only one additional wireless message 
is passed that too only at the time of taking a tentative checkpoint at a BTS i.e. is O(k) 
where k is the number of regions in which the MH moves. This number is much less 
than the number of checkpoints if the checkpoints are taken periodically [7] or if 
checkpoints are taken based on mobility rates [3] or if a checkpoint is taken each time 
a MH moves out of a cell   [1]. 

5   Proof of Correctness 

Theorem 1: No orphan messages can be generated by the system. 

Proof: For the nondeterministic event e, of the receipt of a message at the process p, 
define the following sets: 

Depend(e) consists of p, and any process whose state depends on the event e according 
to Lamport’s happened before relation [9]. 

Log(e) is the set of processes that have logged a copy of e’s determinant in their vola-
tile memory. 

Stable(e), is true if e’s determinant is logged on stable storage. 

A process p becomes an orphan when p itself does not fail and p’s state depends on 
the execution of a nondeterministic event e whose determinant cannot be recovered 
from stable storage or from the volatile memory of a surviving process. Formally, 

∀ e : ¬ Stable (e) ⇒ Depend(e) ⊆ Log(e).  
This property is called the always-no-orphans consistency condition [6]. In our 
scheme, if a BTSj has logged the receipt of a message for a MH registered with it, 
then some BTSi must have logged the message content and send event in its stable 
storage. This is because sender based pessimistic logging is utilized is utilized along 
with the communication protocol itself. Hence, the determinant of a nondeterministic 
event is always available upon recovery. Thus, our protocol satisfies the always-no-
orphans condition.  

 
Theorem 2: The recovery of a mobile host is consistent assuming reliable BTSs. 

Proof:  A MH can recover in the same region as it crashed or in a different region. In 
both cases, the record of the latest BTS when the MH crashed can be found with the 
RCS of the corresponding region. This BTS will have the record of the IBTS and the 
previous BTS in the region for the MH. Assuming reliable BTSs, every message,   
that has been delivered to the MH, after the last checkpoint, is logged at the corre-
sponding BTS. The message logging scheme ensures that the message log gets unified 
at the IBTS of the MH in the correct sequence as per the handoff pattern of the MH   
The latest checkpoint for the MH at the IBTS can be retrieved on the recovery of MH. 
All messages can be replayed in the correct sequence according to the unified log 
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after restoring the latest checkpoint. Hence, the MH can reconstruct the same sequence 
of state intervals as before the failure and the lost state interval becomes empty. 
Therefore, there can be no orphan state interval and the recovery of MH is consistent 
among reliable BTSs.  

6   Conclusion 

In this paper, we have proposed a recovery protocol for the mobile computing envi-
ronment which incurs very low overhead in the normal application execution. A MH 
can be located by passing messages only to the fixed RCSs, which are fewer in num-
ber than the MHs, over the fixed media. A checkpoint can be taken only by initially 
passing message to the current BTS of the MH. A small number of messages are 
passed over the wireless media and the size of recovery related data stored at the MH 
is lower than in many other contemporary protocols. At any given time, only one 
tentative checkpoint is kept for a MH. Therefore, the presented protocol implies a low 
overhead due to recovery process. 
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Abstract. The paper describes the implementation of Manchester Encoder and 
Decoder modules that is suitable for RF communication systems. The architec-
ture has been designed for low power which is an important parameter for im-
plantable devices. The PLL based clock recovery circuitry presented here can 
be used to decode data of frequency 2 MHz to 500 MHz. It can decode the data 
correctly even in the presence of jitter upto  ¼ T.  The encoder – decoder mod-
ules use no analog parts which make it less sensitive to process variations. 
Since the design is digital, it is insensitive to fluctuations in the process parame-
ters, power supply etc. 

Keywords: Implants, Manchester encoding, clock recovery, digital PLL. 

1   Introduction 

Technological advances are making it possible for communication links to carry more 
and faster signals. Biomedical implants utilize short distance wireless communication 
to avoid the infection associated with long wires connected between the implant and 
the external controller[1]. An example of the nature of data communication between 
external controller and the implant may include information about patterns for micro-
stimulation and feedback for deep brain stimulation etc.  

Implantable devices can be programmed by means of wireless digital communica-
tions. For synchronization, data and clock are combined at the transmitter and are sent 
to the implant. A technique that has received considerable acceptance is called Man-
chester coding[2]. This coding provides strong timing information by providing a 
transition for every bit, whether it be a one or a zero. It also eliminates the residual 
DC problem, regardless of the message sequence, by providing both a positive and 
negative polarity for every bit[3]. 

Phase Locked Loops can be used to regenerate the desired clock at the receiver and 
to synchronize it to the rate of the received bit stream. One of the key advantages of 
digital PLLs over their analog counterparts is that they remove the need for large 
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capacitors within the loop filter by utilizing digital circuits to achieve the desired 
filtering function[4]. 

2   Manchester Encoder 

Manchester data encoding is the process of a logical combining of the serial data to be 
encoded and the clock used to establish the bit rate. Fig 1 shows the block diagram of  
a Manchester encoder. 

 

Fig. 1. Manchester Encoder 

3   PLL Based Manchester Decoder 

A serial data stream contains a series of 1's and 0's. In the case of Manchester 
Encoding, the clock has to be recovered from data at the receiver. In the hardware 
clock recovery method, Phase-Locked Loops are used to regenerate the desired clock, 
and synchronize it to the rate of the received bit stream. Block diagram of the 
proposed DPLL based Manchester Decoder is shown in Fig 2. It consists mainly of a 
frequency generator (the digital controlled oscillator), a phase-frequency comparator, 
and a filter interconnected.   

 

Fig. 2. Digital PLL based clock recovery circuit 

The DCO frequency divided by an integer P is compared with the incoming Man-
chester encoded data. Assuming a proper design, the feedback mechanism converges 
and the DCO output frequency reaches steady state, where  

                                       fDCO =   P * fMED                                                                                   (1) 
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The actual search for the value of K that directs the system to an “in frequency-phase 
window” state is performed by a low-pass filter which consists of a successive ap-
proximation register (SAR). The SAR provides a value of K at the input of the accu-
mulator type DCO after each frequency-phase comparison. At the first iteration, the 
SAR proposes the integer 2N-1 to the accumulator, and waits for the Loop Filter in 
order to propose to the accumulator either a larger value of K (if fDCO is too slow) or a 
smaller value of K (if  fDCO  is too fast). This iterative search for a K solution proceeds 
until the locked conditions are met by the system. 

3.1   Digitally Controlled Oscillator (DCO) 

An accumulator-type Digital Controlled Oscillator (DCO) proposes a DPLL architec-
ture where faster locking can be attained [5]. Compared to the conventional digital 
PLL, overall hardware complexity can be decreased for a given high jitter perform-
ance and timing resolution. With the accumulator-type DCO, the DCO output is gen-
erated by successively adding the value of an integer K to itself at the high frequency 
rate fs, of a system clock as indicated in Fig. 3. The DCO output is given by the most 
significant bit of the output of the latch, so that the DCO output frequency is given by 
the formula 

         fDCO  = K  (  fs / 2N  ) .                                                   (2) 

The oscillator  for the digital PLL can be implemented with a  ring oscillator with one 
inverter replaced by a NAND gate for shutting down the ring oscillator during idle 
mode.  

 

Fig. 3. Accumulator Type DCO 

3.2   Phase Detector 

This module monitors the phase difference between the clocks. A sequential-logic 
PFD is shown in Figure 4. This PFD produces UP and DOWN signals depending on 
the phase difference between incoming Manchester encoded data, fMED  and feedback 
clock,  fDCO 

 

 

Fig. 4. Flip Flop Phase Detector Fig. 5. Loop Filter 
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3.3   Loop Filter 

The Successive Approximation Register (SAR) and its controller (Fig.5) serve as a 
low pass filter supplying the DCO with frequency and phase correction data [5].  The 
SAR provides a value of K at the input of the accumulator-type DCO after each fre-
quency-phase comparison. For an N-bit accumulator-type DCO, it is sufficient to 
choose an N-bit SAR since the DCO output frequencies that can be generated by such 
an arrangement require that the corresponding K values, which define fDCO , to be less 
than 2N . 

4   Implementation Results 

The modeling of Manchester encoder-decoder modules are done using VHDL. The 
simulation results for the encoder module is given in Fig 6. ‘md’ is the data that has to 
be encoded. ‘med’ is the Manchester encoded data obtained. 

 

Fig. 6. Simulation Results for Manchester Encoder 

Fig 7 shows the simulation result for PLL based Manchester decoder. First a 
stream of preamble bits is send for the PLL to get locked. In the locked condition, the 
up and down signals of the phase detector will be zero indicating zero phase error. 
After recovering the clock using the PLL, the data can be decoded using this clock.  
‘rxc’ is the recovered clock and rxd is the recovered data. The recovered clock, ‘rxc’ 
can be used as the clock for the receiver part. 

 

Fig. 7. Simulation Results for PLL based Manchester Decoder 

Verification is done by implementing the encoder and decoder modules in Spartan 
Xc3s400 FPGA. Netlist and custom layout of each blocks were obtained using Alliance 
digital design tool[8]. The standard cell library used was sxlib which is based on 0.13nm 
technology. The custom processor implementation details  are given in Table 1.  
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Table 1. Custom Processor implementation details of Manchester encoder-decoder modules 

 

5   Conclusion 

Encoder – decoder modules for a low power, self clocked encoding scheme (Man-
chester), that is suitable for RF communication systems has been successfully de-
signed and implemented. The traditional analog loop filter and VCO in a PLL are 
replaced by their digital counterparts. The PLL based clock recovery circuitry  
presented here can be used to decode data of frequency 2 MHz to 500 MHz. It can 
decode the data correctly even in  the presence of jitter upto  ¼ T where T is the bit 
period. Layout for encoder and decoder are done using 130 nm process technology. 
The encoder module dissipates 448.36 nW power. Decoder module implemented 
using PLL based clock recovery module dissipates 2.01 µW power. PLL based 
method is superior to oversampling method [7] since it can decode data in a wide 
range of frequencies. The encoder – decoder modules use no analog part which makes 
it less sensitive to process variations.  

The Manchester encoding presented here can be extended for multiple channels 
and also for 2 way communication. As a future enhancement in the PLL, further im-
provements can be done to reduce the capture time and to improve the resolution of 
the oscillator. 
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Abstract. Peer-to-Peer (P2P) overlay systems offer a substrate for the construc-
tion of large scale and distributed applications. P2P applications are differenti-
ated in to two major forms, structured P2P and unstructured P2P. Unlike  
structured P2P, unstructured P2P does not maintain any technique to keep track 
of the other peers in the network. Communications between the peers are car-
ried out by either flooding or random walk mechanism. But these mechanisms 
consume lot of bandwidth during communication. In this paper, we propose a 
novel message routing mechanism which uses the CIS and Ant algorithm to 
provide efficient communication between peers. 

Keywords: Peer-to-Peer, Structured P2P, Unstructured P2P, Ant Search algo-
rithm, CIS algorithm, Message Routing. 

1   Introduction 

A peer-to-peer, commonly abbreviated to P2P, is any distributed network architecture 
composed of participants that make a portion of their resources (such as processing 
power, disk storage or network bandwidth) directly available to other network partici-
pants, without the need for central coordination instances (such as servers or stable 
hosts).Since Peers in Unstructured P2P is unaware of the other peer’s information in 
the network, the messages have to be flooded in the network. I.e. the sender peer has 
to flood the message in the network to communicate with the designated peer. Since 
there is no correlation between a peer and the content managed by it, there is no guar-
antee that flooding will find the desired peer in the network. Flooding also causes a 
high amount of signaling traffic in the network and hence such networks typically 
have very poor efficiency [4][5][6]. 

To overcome this, an efficient routing mechanism has to be introduced. In this paper 
we propose a novel routing mechanism which combines the advantages of Cluster based 
Intelligent Search algorithm (CIS) and Ant Search algorithm [3] which communicates 
between peers efficiently. i.e. Peers in the Unstructured P2P are clustered and each clus-
ter is assigned with a cluster head. The cluster head consist of information about the 
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peers in its cluster. The messages are routed through the cluster heads. The route infor-
mation is stored in the intermediate peers as in ant search algorithm.  

2   Related Works 

In [7] it is proposed that the peers maintains routing table to keep track of the infor-
mation about the searched files and the information about peer that has the file. The 
information about the peer refers to the peer id associated with the peer. 

In [8] we find that to cluster a certain group of peers there used a peer’s interest 
identical table which gives information about the peers of specific cluster. 

In [2] we find an efficient message routing technique implemented in structured 
Peer-to-Peer which can be used in our proposal. 

3   Proposed Methodology 

The proposed message routing methodology can be illustrated in the Fig.1. There are 
three major steps to be introduced in the proposed method. They are, 1. Assign Ids for 
Each Peers in the network. It can be done by using a CA as in [9].  2. Divides the 
network into disjoint clusters. 3. Assign Cluster heads and gateways as in [1] and 
route the messages through the cluster head. 

In unstructured peer to peer information about one peer is unknown to the other. 
i.e. to enable communication between the peers, the peers in the network should know 
some information about the other peer in the network. To enable this we assign peer 
ids to each peer that enters the network. i.e. as in [9] we use a CA which assigns the 
ids for each peer.  

 

Fig. 1. An Overview of Cluster based intelligent search 

The peer ids are unique and it helps the peers to communicate with each other. 
Usage of CA in the routing mechanism has two advantages: 

1. Used in Assigning Peer ID (unique) to each peer in the network. 
2. Used to Provide Secure communication between the peers [9] 

After assigning the peer ids network is divided into number of disjoint clusters. Each 
cluster has an elected cluster head (CH). CHs communicate with their neighbor CHs 
via Gateways. Two CHs are neighbors of each other if their distance is at most 3 
hops. The cluster head consist of information about the other peers in its own cluster. 
i.e. the peer ids of each peer in the cluster are placed in its cluster head.  
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The communication is carried out through the cluster head. When a non cluster 
head node initiates message communication, the cluster head process the transaction 
of message between the sender and receiver. Sender uses the peer id of the receiver to 
send message. The cluster head look up for the peer id in the information stored in it. 
If it is available in it then it identifies that the peer is in its own cluster and forwards it 
to the peer. Else it forward it to the neighbor cluster heads. When the receiver receives 
the message it sends acknowledgement to the sender.  

During the acknowledgement process the intermediate cluster heads are updated 
with information of the receiver’s id. i.e. the id of the receiver is updated in the 
intermediate cluster heads along with a parameter called hit ratio as used in ant 
search. The peer id of the receiver and its hit ratio are updated in the route path table 
that we update in the intermediate cluster head. The hit ratio is incremented when the 
acknowledgement received to the intermediate cluster. The hit ratio is used to make 
the cluster head intelligently forward message to the cluster heads that takes it to the 
designated destination. 

For example: From Figure 1 we try to send message to peer D1 from peer A1. Peer 
A1 send message to its cluster head A. The cluster head check the information of peer 
ids stored in it. The peer id D1 is not present in A. Hence it forwards the Packet to B 
and C. Still the peer is not in cluster B and C which are given in the cluster heads B 
and C. hence they forward the message to their neighbor cluster. Now the cluster head 
D receives the message. The cluster head D checks its information and finds that the 
peer is in its cluster and forwards the message to the peer. 

After receiving the message the peer sends acknowledgement through its cluster 
head. During acknowledgement the intermediate cluster head B update the route path 
table which saves the information about the peer id (D1) and increments the hit ratio 
value of it. This is updated to make cluster intelligently forward message to 
designated neighbor cluster heads. I.e. during the next communication the cluster 
head forwards the message to the cluster head which has the positive hit ratio. For 
example if the message is again transferred between A1 and D1, the route path 
selected will be B. The cluster head C will not have any positive value for D1. Hence 
message is not forwarded through it 

Also to avoid any failure in the intermediate peer communication we use the tracer 
routing mechanism as shown in [2]. The message is forwarded and acknowledgement 
is send back immediate to the former cluster head. So that the former cluster heads 
assumes that the next cluster head have received the message.To improve security in 
our routing mechanism we follow the same mechanism that is used in [9]. 
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4   Conclusion 

Peers in Unstructured Peer-to-Peer are unaware of the information about the other 
peers in the network. Hence communication between them is carried out by flooding 
the messages in the network. But this mechanism is inefficient. In this paper we pro-
pose a novel routing mechanism which uses the CIS and Ant search algorithm to in-
telligently transfer message between the peers. Our approach partitions the entire 
network into disjoint clusters with one cluster head (CH) per cluster. CHs form a MIS 
and are connected through gateway nodes. Each node takes one role, a CH, a gate-
way, or an ordinary node. The CH consists of information (peer id) about the other 
peers in its cluster. Using the information the CH intelligently forward message to the 
next CH until the desired peer reached. Our method significantly reduces the paths 
used for communication. i.e. it uses only a fewer routing path for communication 
when compared with other existing techniques. The result is compared and shown in 
Fig.2. 
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Abstract. In this paper we propose image fusion framework, which includes 
image registration, demonstration of different image fusion techniques, and a 
new quality metrics to evaluate the performance of different fusion algorithms. 
Image fusion is a process of combining two or more images of same scene to 
get the more informative image. Registration, the coordinate transformation of 
one image with respect to other is the preprocessing step for the fusion process, 
we propose an algorithm for automatic registration of two images which are re-
lated by affine motion model in a computationally efficient manner using nor-
malized mutual information (NMI). Registered images are fused using fusion 
algorithms like pyramid, wavelet and principle component analysis (PCA). We 
propose new quality metrics and analyze the performance of fusion algorithms 
for variety of dataset.  

Keywords: Image Registration, image fusion, quality analysis.  

1   Introduction 

Image fusion is a process of generating a single fused image using a set of input im-
ages. The input images must be registered, we propose an algorithm for automatic 
registration using iterative hierarchical frame work with NMI as a similarity metric. 
Registered images from proposed robust registration method are fused using different 
algorithms. We propose new common quality metric for multi modal and multisensor 
images and separate metric for multi focal image. 

2   Image Registration Using NMI 

There have been several different approaches to image registration. The authors in [1] 
propose a hierarchical framework for motion estimation. The main criterion for 
choosing the hierarchical framework is to improve the computational efficiency, how-
ever they use sum of square difference (SSD) as similarity metric. Authors in [2], [3] 
give the transformation that aligns  reference image and target image by maximizing 
mutual information, however mutual information is much sensitive to the variation in 
correlation and entropy. Most of the above methods do not use hierarchical model in 
the registration process. We use iterative hierarchical model with NMI as a similarity 
metric as it is almost invariant to the changing of entropy. 
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The steps involved in the proposed robust registration algorithm are 

1) Construct the image pyramid for each input, initialize the transformation ma-
trix P (we use identity matrix as the initial estimates of P). 

2) For each resolution level of pyramid: 

a) warp the target image towards the reference image using the current   
transformation parameters, S1'=warp(S2:P), where S1 is reference image 
S2 is target image, S1' is estimated image. 

b) refine P according to the residual misalignment between reference image 
and warped image. 

c) measure the similarity between the reference and the estimated image us-
ing NMI as the similarity metric. 

d) steps (a) to (c) if difference in the NMI in the previous and current itera-
tions is above threshold θ (we use θ = 0.001) 

3) Propagate P to the next pyramid level and repeat steps (a) to (d) till all levels 
of pyramids are completed. 

4) Warp the target image towards the reference image using estimates of P 
Results of proposed registration are shown in Fig 1. 

   

                   (a)                     (b)                     (c) 

Fig. 1. Image registration. Images are taken from Visible Human Project data set, National 
library of medicine, USA (a) MRI image. (b) CT image. (c) Registered CT image, using pro-
posed method. (Algorithm stopped after 4 iterations at L3 with 0.6789 NMI, at L2 it stopped 
after 5 iterations with 0.5479 NMI, at L1 it stopped after 2 iterations with 0.1569 NMI. 

We demonstrate proposed registration algorithm for different synthetic and real data-
set and the results are shown in Table 1. 

Table 1. Number of Iteration and NMI at different levels of proposed hierarchical model for 
registration 

Images Levels NMI Error 
L1 L2 L3 L3 L2 L1 

CT and MRI 4 5 2 0.6789 0.5479 0.1569 - 
Real  7 3 3 0.5977 0.5764 0.3104 6.730 
Synthetic-1 17 3 2 0.7381 0.6962 0.3780 2.733 
Synthetic-2 7 3 2 0.7345 0.6897 0.3496 3.181 
Synthetic-3 11 3 3 0.7247 0.6090 0.3808 2.524 
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2.1   Image Fusion 

Several fusion algorithms starting from simple pixel based to sophisticated wavelets 
and PCA based are available [4], [5]. Table 2 shows the different fusion algorithms 
for different dataset. 

Table 2. Image fusion using different fusion algorithms 

2.2   Quality Analysis of Image Fusion 

There is an increasing need for performance or quality assessment tools in order to 
compare the results obtained with different image fusion algorithms. We used spatial 
frequency (SF), entropy (ENTR), standard deviation (SD), cross entropy (CE), fusion 
mutual information (FMI) and structural similarity index (SSIM) for the analysis of 
fusion algorithms [6].  

Proposed quality metrics: Existing quality parameters are not sufficient to analyze the 
performance of fusion algorithms, we propose new common quality metric QM1 for 
multi sensor and multi modal images and QM2 separate metric for multi focal images             (1)             (2) 
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Where α, β, γ, θ  are tuning parameters. The first term of QM1
 depends on FMI, CE 

and SSIM. We assign exponential function for this term to increase the value since 
mutual information and cross entropy have small values. SF has relatively large value 
compared to other metric so it is minimized by applying logarithmic function.  Sum of 
SD and VI has relatively large value than others, so we apply logarithmic compres-
sion to the sum of SD and VI. For multi focal images we reduce VI and SD by apply-
ing separate logarithmic in QM2. Table 3 shows the analysis using existing quality 
parameters and proposed quality parameters  

(QM1, α=0.6, β = γ = 1. QM2, α=0.6, β = θ = 1, γ=1.5) 

Table 3. Quality analysis of different fusion algorithms 

Input 
images 

Fusion algorithms 
 

Quality metrics 
SD SSIM VI SF MI CE QM1 

 
QM2 

Multi 
modal 

PCA 
Pyramid 
Wavelet 

38.5 
34.27 
36.28 
 

0.88 
0.91 
0.89 

11710.6 
12801.1 
11134.7 

10.22 
5.00 
7.05 

4.87 
4.06 
4.24 

0.33 
0.9 
0.59 

51.46 
46.84 
44.03 

58.47 
53.18 
50.64 

Multi 
sensor 

PCA 
Pyramid 
Wavelet 

52.23 
51.12 
56.56 

0.46 
0.92 
0.61 

611.28 
571.40 
539.83 

3.46 
4.02 
5.75 

4.72 
5.71 
5.61 

0.40 
0.7 
0.65 

38.94 
91.52 
71.87 

43.38 
96.10 
76.76 

Multi 
focal 

PCA 
Pyramid 
Wavelet 

46.85 
41.67 
46.98 

0.88 
0.59 
0.83 

682 
585.87 
11134.7 

10.34 
9.70 
9.88 

0.07 
0.37 
0.21 

0.01 
0.16 
0.04 

12.18 
12.08 
15.09 

17.74 
17.52 
22.03 

3   Conclusion 

We proposed image fusion framework including registration, demonstration of fusion 
algorithms and new quality metrics to analyze the performance of fusion algorithms. 
Registration is computationally efficient with hierarchical model and NMI as similari-
ty metric. RMS error is used to compare the target image and the warped image.  
Registered images are fused and quality analysis is done for the different fusion algo-
rithms. Analysis shows that PCA works better for multi modal dataset, we can use 
pyramid for multi sensor and wavelet fusion is better for multi focal images. 
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Abstract. Protein–protein interactions play a key role in various aspects of the 
structural and functional organization of the cell. Automatically extracting pro-
tein–protein interaction information from increasing biomedical literature can 
help to build protein relation network, predict protein function and design new 
drugs. This paper adds an improvement to the protein-protein extraction system 
BioPPISVMExtractor. This system applies a new SVM based method called 
multi dimensional support vector machines (MD-SVMs) that generates multiple 
orthogonal axes, which correspond to decision functions, from high dimen-
sional space based on margin between two classes. The multiple orthogonal 
axes approach of MD-SVM is efficient and useful for both the visualization and 
class prediction. The system improves the precision with an acceptable recall. 

Keywords: protein-protein interactions, conditional random fields, multi  
dimensional support vector machines (MD-SVM). 

1   Introduction 

Protein–protein interactions (PPI) play a key role in various aspects of the structural 
and functional organization of the cell. However most of this information are hidden 
in different articles. To date, more than 16 million citations of such articles are avail-
able in the MEDLINE database [1]. Many hand-curated databases, such as DIP [2], 
BIND [3], IntAct [4] and STRING [5], have been built to store PPI information. 
Manually retrieving such information is very complex due to the lack of formal struc-
ture in the natural language narrative in these documents. Thus, automatically extrac-
tion of protein interaction information from biomedical literature has become an  
important research area. 

Existing PPI extraction works can be roughly divided into three categories: manual 
pattern engineering approaches, grammar engineering approaches and machine learn-
ing approaches. Machine learning approaches such as Maximum entropy[7], HVS[8], 
SVM[6] have gained interest for extracting protein interaction information. BioPPIS-
VMExtractor[9] is a SVM based fully automated PPI extraction system. This system 
achieves a recall of 71.83% and precision of 49.28%. However SVMs predict a class 
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of test samples by a decision function. As a result, information loss of original data is 
enormous. 

The main purpose of this paper is to boost the classification accuracy of the classi-
fier by introducing multidimensional SVM(MD-SVM)[10].This approach overcomes 
the shortcomings of SVM by introducing multiple orthogonal axes for better visuali-
zation and class prediction. Our experimental results show that by introducing  
MD-SVM the precision of extraction system can substantially be increased with an 
acceptable recall. 

2   Methods 

The system architecture of MD-SVM based extraction system is shown in Fig. 1. The 
trained MD-SVM classifier is used to identify which protein pairs in a sentence have 
a biologically relevant relationship between them. MD-SVM based extraction system 
consists of the following processing stages to extract interaction information: pronoun 
resolution, protein name recognition, features extraction and MD-SVM classification. 
The details are described in the following sections. 

2.1   Pronoun Resolution 

In our pronoun resolution module, noun and noun phrase in text are identified using 
GENIA Tagger which is specifically tuned for biomedical text such as MEDLINE 
abstracts and achieves an F-score of 98.20% on GENIA corpus [12,13].  

2.2   Protein Name Recognition 

Conditional Random Fields(CRF) based method is applied to find gene and protein 
mentions with promising early results [14].  

 

Fig. 1. System architecture of MD-SVM based extraction system 
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2.3   MD-SVM Model 

MD-SVM model is trained to recognize protein protein interactions by generating 
more than one decision functions. It gives multiple optimal solution sets (ωk,bk,ξk), 
k=1,2,......l with l<=n so that all the directions ωk  are orthogonal to each other. 

For a set of training data (xi,yi) i=1,2....n xi  Є Rn  yiЄ{-1,+1}.xi is a feature vector 
of ith training example and yi is class label associated with ith training example. The 
decision function of kth step is of the form: 

                          
Here we have chosen k=1,2,3 to simplify our experiment. We have taken linear kernel 
K(xi,xj) = xi.xj  for classification. In our experiment, the SVM-light package [15] was 
used. The penalty parameter C in setting the SVM is a very important parameter since 
it controls the trade off between the training error and the margin.  

2.4   Feature Selection 

In our experiments the words (words from protein names, words between and sur-
rounding protein names), protein name distance, key word, link path features are used 
for MD- SVM classification. 

3   Experiment and Discussion 

3.1   Corpus 

The training and test set in our experiments is the same dataset that was used for the 
BioPPISVMExtractor evaluation so that the results are comparable. i.e. The Interac-
tion Extraction Performance  Assessment (IEPA) corpus[11] is used as training set 
and for evaluation, 394 interactions were identified from the DIP database. All protein 
names have been tagged correctly in the IEPA corpus. 

3.2   Evaluation and Results 

MD-SVM can generate multiple axes, up to the number of features. Here we have 
taken three axes, k=3 in our experiment. In our experiment we performed the hold-out 
validation because cross validation changes the decision functions every time the data 
set is split. We also compare the result with that of BioPPISVMExtractor.1982 candi-
date interactions were extracted by MD-SVM based extraction system. It is compared 
with source DIP record to measure the recall and precision. We also evaluated the 
Fscores. The performance comparison with respect to recall and precision of MD-
SVM based system with that of BioPPISVMExtractor is shown in Table 1. By im-
plementing the MD-SVM based extraction system, high precision of 70.79% is 
achieved with the recall of 67.26%.In practice it has been found that recall and preci-
sion are inversely related to each other.Fig:2 shows the relationship between precision 
and recall for MD-SVM based Extraction system.  

 

f k(x)=sign (∑αi
kyiK(xi,x)) +bk  for  i=1...m. 
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Table 1. Recall and Precision comparison of MD-SVM based extraction system with BIioP-
PISVMExtractor 

Recall 
results 

MD-SVM based 
extraction system 

BioPPISVMExtractor Precision 
results 

MD-SVM based 
extraction system 

BioPPISVMExtractor 

cases percentage cases percentage cases percentage cases percentage 
Match 265 67.26 283 71.83  Correct 1403 70.79 894 49.28 
no 
match 

129 32.74 111 28.17 Incorrect  579 29.21 920 50.72 

Total 394 100 394 100 Total 1982 100 1814 100  

 

Fig. 2. Relationship between precision and recall 

4   Conclusion 

The purpose of our work is to further enhance the precision performance of the SVM 
based PPI extraction system. In this paper we have presented a MD-SVM based PPI 
extraction system. Experimental evaluation of MD-SVM based PPI extraction system 
with SVM based system-BioPPISVMExtractor shows that our system achieves a 
higher precision with a permissible recall. Also it as found that MD-SVMs are useful 
for outlier detection. 
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Abstract. We have developed a Zigbee network in real time using Zigbee 
nodes. Discussed Wireless Sensor Network (WSN), Zigbee Technology, and its 
Applications. Derived results from the network created. Characteristics and 
network parameters such as data rate, packet delay, Received Signal Strength 
Indication and packet loss are derived. It is found that this Zigbee network is 
more suitable for industrial monitoring and control Applications.  

Keywords: Industrial Monitoring, Wireless Sensor Network, Zigbee Technol-
ogy, Received Signal Strength Indicator (RSSI), Packet Delay.  

1   Introduction 

Wireless Sensor Networks have emerged as a growing research area where most re-
search scholars and industrialists focus on. Many people believe Wireless Sensor 
Network would become more important than internet in future. WSN consists of 
small nodes with sensing, computation, and wireless communications capabilities.  
WSN can also be defined as a network of devices, which can sense the environment 
and communicate the information gathered from the monitored field through wireless 
communications.  

A typical sensor node consists of the following components: Sensing Element,  
Battery, Processor, Memory, and Communication Equipment. Sensor is a device 
which converts a physical phenomenon into an electrical signal. Sensors act as  
the interface between the physical world and the world of electrical devices, such as 
computers. Actuators represent the other part of the interface, which convert electrical 
signals into physical phenomena. [1] Sensing Material may be physical, chemical  
and biological. Physical sensing material consists of Magnetic, Light, Sound and so 
on. Battery represents the heart of the sensor unit as it decides the lifetime of  
the system. Processor used in the sensor node performs several important functions  
such as memory management, maintaining the resources of the system, handling  
the interrupts, turning off communication equipment when not in use to save  
power. 
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Fig. 1. Components of a Sensor Node 

2   Zigbee Technology 

Zigbee is the global wireless technology connecting dramatically various devices to 
work together and enhance everyday life. Zigbee was introduced by IEEE and the 
Zigbee Alliance provides the standards for various applications. Zigbee Alliance in-
cludes companies such as Texas Instruments, Free scale, Philips, Cisco, Digi, Hon-
eywell, Intel, Siemens, Sony, Ember, Emerson, Reliant Energy, Itron, Kroger [2].  

Zigbee is a low power, low cost, low data rate wireless standard for WPAN fea-
tured with security, reliability, large network capacity, easily deployed, short delay, 
long transmission range. Zigbee protocol stack defines four layer namely PHY layer, 
MAC layer, Network layer, Application layer. Zigbee defines Application & Network 
layer whereas PHY & MAC layer are defined by IEEE 802.15.4. Zigbee found appli-
cations in variety of fields such as Smart energy, Home automation, Health care, 
Remote control and monitoring, Telecommunication services, Retail services, Build-
ing automation, Environmental monitoring, Industrial sensing and diagnostics,  
Agriculture, Military applications and so on. 

3   Experimental Details 

Our design adopts the mesh topological network structure. Before deploying the node 
on to the network, the hardware component is tested using X-CTU software provided 
by Digi. Range test has been performed for various distances in our campus. The 
experiments were carried out in our lab without any noise interference. To analyse the 
network characteristics Zigbee Dongle (sniffer) is a simple, plug and play device 
connected to computer via USB port or USB extension cable. The IEEE 802.15.4 
USB Dongle from Integration provides a complete 802.15.4 interface that can be 
quickly and easily connected to a host computer. The dongle provides a simple 
method of integrating 802.15.4 or Zigbee into computers, gateways or bridge devices.  

Wireless Protocol Analyser (WPA) is s graphical protocol analyser which scans a 
channel over the network and displays the various statistics, packet information and 
etc. WPA provides real time 802.15.4 packet sniffer with sub microsecond  
timestamps, essential tool for application debug [4].  X-CTU is windows-based  
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application provided by Digi. This program is designed to interact with the firmware 
files on Digi’s RF products and to provide a simple-to-use graphical user interface to 
them [5].  

The Zigbee node can be configured based on the function set required for the net-
work. We have proposed a simple model, where three Zigbee nodes have been used 
with different function performing namely Zigbee End device, Zigbee Router and 
Zigbee Coordinator. Various physical phenomena such as temperature, pressure, 
noise, light, humidity, gas, oil, water level, Chemical substances can be monitoring in 
an industrial environment using this model. There have been many wired system 
proposed in literatures both theoretically and practically. We have developed these 
using Zigbee Technology. The sensing unit consists of sensor and power supply 
which may be either external supply or battery operated. The sensing unit consists of 
sensor and power supply which may be either external supply or battery operated. The 
sensed data from the sensor is fed to the processing unit where the controller proc-
esses the data which is then passed to the node for transmission over wireless net-
work. The Zigbee node receives the data and scan for available node to transmit the 
data to the coordinator node. The coordinator receives the data, process it and transmit 
over wired media to monitor and control the system. In our experiment we calculated 
the propagation delay, data rate and throughput by capturing the packets using Wire-
less Protocol Analyser.  

4   Conclusion 

We have given overview about Zigbee technology, developed a Zigbee network in 
real time with Zigbee nodes. Network parameters such as packet delay and received 
signal strength indication are derived. It is found that increase in distance range would 
affect the overall performance of the network.  It is observed that Zigbee technology 
would be a better one to be implemented in monitoring and control application.  
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