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Preface

The 2010 Asian Conference on Computer Vision took place in the southern
hemisphere, in “The Land of the Long White Cloud” in Maori language, also
known as New Zealand, in the beautiful town of Queenstown. If we try to segment
the world we realize that New Zealand does not belong officially to any continent.
Similarly, in computer vision we often try to define outliers while attempting
to segment images, separate them to well-defined “continents” we refer to as
objects. Thus, the ACCV Steering Committee consciously chose this remote
and pretty island as a perfect location for ACCV2010, to host the computer
vision conference of the most populated and largest continent, Asia. Here, on
South Island we studied and exchanged ideas about the most recent advances in
image understanding and processing sciences.

Scientists from all well-defined continents (as well as ill-defined ones) sub-
mitted high-quality papers on subjects ranging from algorithms that attempt
to automatically understand the content of images, optical methods coupled
with computational techniques that enhance and improve images, and capturing
and analyzing the world’s geometry while preparing for higher-level image and
shape understanding. Novel geometry techniques, statistical-learning methods,
and modern algebraic procedures rapidly propagate their way into this fascinat-
ing field as we witness in many of the papers one can find in this collection.

For this 2010 issue of ACCV, we had to select a relatively small part of
all the submissions and did our best to solve the impossible ranking problem
in the process. We had three keynote speakers (Sing Bing Kang lecturing on
modeling of plants and trees, Sebastian Sylwan talking about computer vision
in production of visual effects, and Tim Cootes lecturing about modelling de-
formable object), eight workshops (Computational Photography and Esthetics,
Computer Vision in Vehicle Technology, e-Heritage, Gaze Sensing and Inter-
actions, Subspace, Video Event Categorization, Tagging and Retrieval, Visual
Surveillance, and Application of Computer Vision for Mixed and Augmented
Reality), and four tutorials. Three Program Chairs and 38 Area Chairs finalized
the decision about the selection of 35 oral presentations and 171 posters that
were voted for out of 739, so far the highest number of ACCV, submissions.
During the reviewing process we made sure that each paper was reviewed by
at least three reviewers, we added a rebuttal phase for the first time in ACCV,
and held a three-day AC meeting in Tokyo to finalize the non-trivial acceptance
decision-making process.

Our sponsors were the Asian Federation of Computer Vision Societies
(AFCV), NextWindow–Touch-Screen Technology, NICTA–Australia’s Infor-
mation and Communications Technology (ICT), Microsoft Research Asia,
Areograph–Interactive Computer Graphics, Adept Electronic Solutions, and 4D
View Solutions.



VI Preface

Finally, the International Journal of Computer Vision (IJCV) sponsored the
Best Student Paper Award.

We wish to acknowledge a number of people for their invaluable help in
putting this conference together. Many thanks to the Organizing Committee for
their excellent logistical management, the Area Chairs for their rigorous evalu-
ation of papers, the Program Committee members as well as external reviewers
for their considerable time and effort, and the authors for their outstanding
contributions.

We also wish to acknowledge the following individuals for their tremendous
service: Yoshihiko Mochizuki for support in Tokyo (especially also for the Area
Chair meeting), Gisela Klette, Konstantin Schauwecker, and Simon Hermann
for processing the 200+ Latex submissions for these proceedings, Kaye Saunders
for running the conference office at Otago University, and the volunteer students
during the conference from Otago University and the .enpeda.. group at The
University of Auckland. We also thank all the colleagues listed on the following
pages who contributed to this conference in their specified roles, led by Brendan
McCane who took the main responsibilities.

ACCV2010 was a very enjoyable conference. We hope that the next ACCV
meetings will attract even more high-quality submissions.

November 2010 Ron Kimmel
Reinhard Klette

Akihiro Sugimoto
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Abstract. The two view triangulation problem with Gaussian errors,
aka optimal triangulation, has an optimal solution that requires finding
the roots of a 6th degree polynomial. This is computationally quite de-
manding for a basic building block of many reconstruction algorithms.
We consider two faster triangulation methods. The first is a closed form
approximate solution that comes with intuitive and tight error bounds
that also describe cases where the optimal method is needed. The second
is an iterative method based on local sequential quadratic programming
(SQP). In simulations, triangulation errors of the approximate method
are on par with the optimal method in most cases of practical interest
and the triangulation errors of the SQP method are on par with the op-
timal method in practically all cases. The SQP method is faster of the
two and about two orders of magnitude faster than the optimal method.

1 Introduction

Triangulation, finding the point in space that projects to given target points in
images of known cameras, is a fundamental operation in 3D reconstruction. Usu-
ally the target points are inaccurate measurements. Because of this inaccuracy,
the backprojection rays from the cameras will not intersect exactly and the point
has to be chosen according to some criterion. There are many variations on the
theme, such as triangulation with different error metrics [1], triangulation for
special camera configurations, such as the three view case [2], and triangulation
by tensor approximations [3]. Our concern here is two view triangulation, which
is the most basic case. As such, it has many solutions. For example, the direct
linear transform method finds the point by minimizing algebraic error for the
projection equations and the midpoint method finds the midpoint of the shortest
segment between the backprojection rays. [4]

Maximum likelihood triangulation finds the point most likely to generate the
observations with a given error model. For zero-mean isotropic Gaussian errors,
this is the point for which the sum of squared projection errors to the observa-
tions is minimized. Hartley’s and Sturm’s [5] optimal method solves this problem
in the two view case. The method requires finding the roots of a 6th order poly-
nomial, but there are special cases, such as pure translational motion between
the cameras, where finding the roots of a lower degree polynomial or even a
linear equation suffices. One may wonder if solving a 6th degree polynomial is
really necessary in the general case. Unfortunately, it is [6].

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 1–14, 2011.
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2 T. Tossavainen

Root finding for high order polynomials is a relatively expensive operation
considering the ubiquity of two view triangulation. In principle, a good approx-
imate or iterative solution can be much faster than the optimal solution while
retaining optimal or near-optimal accuracy in situations of practical interest.
In this paper, we consider two novel methods. The approximate method solves
a local approximation of the optimal triangulation problem in closed form and
the local SQP method is an iterative method based on sequential quadratic pro-
gramming. Both methods perform as well as the optimal method in most cases
of practical interest while being substantially faster. We also analyze the cases
where the optimal method gives better results.

2 Optimal Triangulation

We start by discussing the optimal triangulation method. Our treatment here
differs slightly from the original [5], but it leads to an equivalent method in fewer
steps. The resulting method resembles the approximate method more closely,
which helps in comparing the two. We assume that the reader is familiar with
the relevant background, e.g. [5] or chapters 9 and 12 of [4], and we also try to
follow the notation of the references as closely as possible.

In the optimal triangulation problem we have two cameras and two observed
projections of an unknown point and the goal is to find the point whose projec-
tions minimizes the squared distances to the observations. One way to approach
this problem is to try to find the point directly in space. However, the solution
is easier using the epipolar constraint. Consider the case of two cameras and one
point in space. The camera centers and the point define a plane, called an epipo-
lar plane. All epipolar planes form a pencil around the axis connecting the two
camera centers. The planes cut the camera images on a pair of corresponding
lines, called epipolar lines. The projections of all points on an epipolar plane
fall on these lines. Thus, only image points on corresponding epipolar lines have
coplanar backprojection rays that intersect in space.

As is well known, the epipolar constraint can be expressed algebraically in
terms of the image points x = (x1, x2, x3) in the first image and x′ = (x′1, x

′
2, x

′
3)

in the second image in homogeneous coordinates as

x′T Fx = 0 (1)

where F ∈ R
3×3 is the fundamental matrix between the images. [7] From here

on, we will denote analogous objects in the two views with the same symbol
except with an apostrophe marking objects related to the second view. If x is
a point in the first image, then Fx is the corresponding epipolar line in the
second image, and analogously for x′ and FT x′. The matrix F is of rank 2 and
its right null space corresponds to the projection of the second camera center
in the first image and the left null space analogously to the the projection of
the first camera center in the second image. The null spaces considered as image
points are called epipoles and are denoted by e and e′. All epipolar lines contain
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the epipoles. The epipolar line corresponding to x in the same image is given by
[e]×x and analogously for the second image.

In terms of the epipolar constraint, the optimum triangulation problem is
to find the closest exactly triangulable image points x̂ and x̂′ to the observed
projections x and x′, i.e.

min d(x, x̂)2 + d(x′, x̂′)2 subject to x̂′T Fx̂ = 0 (2)

where d is the Euclidean distance. The resulting minimum is the projection error
of the triangulated point. The points x̂ and x̂′ can be thought of as optimal
corrections to x and x′ so that they can be triangulated exactly. [8] We will not
discuss the linear triangulation procedure to compute the final 3D point, see e.g.
[5], but concentrate instead on the correction procedure before the triangulation.

The closest point on an epipolar line to an observation determines the min-
imum error for all points on that line. To find the nearest points, it suffices to
find the pair of corresponding epipolar lines that minimizes the sum of squared
distances to the observations. This can be done by finding an expression for
the error in terms of an epipolar line, parameterizing the epipolar lines, and
minimizing the error using this parameterization.

Suppose we have a line l = (l1, l2, l3) and a point x in homogeneous form. The
distance between l and x is |xT l| when l21 + l22 = 1 and x3 = 1. For general lines
and points the distance is |xT l|/‖x3Ĩl‖, where Ĩ = diag(1, 1, 0), and

lTxxT l
lT (x2

3Ĩ)l
(3)

is the squared distance. A point p in the first image specifies the pair of epipolar
lines [e]×p and Fp. The error for these lines is

e2(p) =
pT [e]T×xxT [e]×p

pT [e]T×(x2
3Ĩ)[e]×p

+
pT FT x′x′T Fp
pT FT (x′23 Ĩ)Fp

=
pT Ap
pT Bp

+
pT Cp
pT Dp

(4)

The parameterization by a point in the first image is not that useful for opti-
mization, because all points on an epipolar line give the same error. Choosing
just one point on each epipolar line by letting p = x+ td, where d is a direction
perpendicular to the epipolar line corresponding to x, results in

e2(x + td) =
xT Ax + 2tdT Ax + t2dT Ad
xT Bx + 2tdT Bx + t2dT Bd

+
xT Cx + 2tdT Cx + t2dT Cd
xT Dx + 2tdT Dx + t2dT Dd

(5)

The minima of (5), a sum of two quadratic rational functions, can be found by
differentation. Note, that due to the special choice of d some of the terms vanish,
yielding the final form (8). The global minimum of (5) occurs at one of the real-
valued zeros of a 6th degree polynomial or at t = ∞. The polynomial can be
obtained easily from (5) using a symbolic mathematics package. The error at
infinity is e2(d). Once the minimizing t is found, the closest points x̂ and x̂′ to x
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and x′ on the corresponding epipolar lines [e]×(x+ td) and F(x+ td) (or [e]×d
and Fd for the minimum at infinity case) are the globally optimal solution to
(2). Finally the pair x̂, x̂′ can be triangulated exactly using the linear method.
In summary, we have the following procedure.

Correction Procedure for Optimal Triangulation. Given observed points x and x′

in two views and the fundamental matrix F between the views together with the
epipole e in the first view, find points x̂ and x̂′ that minimize d(x, x̂)2+d(x′, x̂′)2

subject to x̂′T Fx̂ = 0.

1. Let

A = [e]T×xxT [e]× B = [e]T×(x2
3Ĩ)[e]× d =

Ĩ[e]×x

‖Ĩ[e]×x‖
(6)

C = FT x′x′T F D = FT (x′23 Ĩ)F (7)

2. Find the finite t that minimizes

e2(x + td) =
t2dT Ad

xT Bx + t2dT Bd
+

xT Cx + 2tdT Cx + t2dT Cd
xT Dx + 2tdTDx + t2dT Dd

(8)

by solving a 6th order polynomial and checking the values at real roots.
3. If

e2(x + td) <
dT Ad
dT Bd

+
dT Cd
dT Dd

(9)

set x̂ and x̂’ to the nearest points to x and x′ on the lines [e]×(x + td) and
F(x + d), respectively. Otherwise, use the lines [e]×d and Fd instead.

3 Approximate Triangulation

The optimal solution is quite demanding from a computational point of view.
One option is to simplify the problem and to solve a closely related easier prob-
lem instead. For example, most numerical iterative processes repeatedly solve
locally linearized versions of nonlinear problems. Here we consider an approxi-
mate method that solves a related easier problem. First, consider the geometry
of optimal triangulation. In every optimal solution, the optimal point must be
the closest point to the observation on an epipolar line. The segment connecting
the closest point on a line to a point is perpendicular to that line, so the closest
point x̂, the observed point x and the epipole e form a right-angled triangle. By
Euclid III.21, the locus of points x̂ that produce a right-angled triangle together
with e and x is the circle with the segment from e to x as a diameter (Fig. 1).

The circle containing the optimal solution can be approximated by its tangent
through x in the neighborhood of x. The distance along the tangent is a good ap-
proximation to the actual distance when e is relatively farther from x than x̂ is.
The approximate method minimizes the squared distances along the tangents. Let
d and d′ be unit length direction vectors of the circles’ tangents through x and x′.
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x + td
b

t

x

e

a

de

Fig. 1. Left: Locus of solutions to the optimal triangulation problem in one image. In
the other image the situation is analogous. All solutions lie on a circle connecting the
observation and the epipole. Right: Geometric relationship between the true error e
and the approximate error t minimized in the approximate method.

Normalize the points so that x3 = x′3 = 1. Now, x + td is t units away from x,
x′ + t′d′ is t′ units away from x′, and the epipolar constraint is satisfied, iff

(x′ + t′d′)T F(x + td) = 0 ⇐⇒ t′ = −x′T Fx + tx′T Fd
d′T Fx + td′T Fd

(10)

For given values of t and t′, the approximate error is t2 + t′2. The minimum
approximate error for points on the tangents is the global minimum of

t2 + t′2 = t2 +

(
x′T Fx + tx′T Fd
d′T Fx + td′T Fd

)2

(11)

which can be found at one of the real roots of a 4th degree polynomial. These
roots have closed form expressions and can be found with the approximately the
same amount of computation in all cases. Picking the nearest points to x and x′

on the epipolar lines corresponding to the minimum further decreases the error.
This gives the following procedure.

Approximate Correction Procedure for Triangulation. Given observed points x
and x′ in two views and the fundamental matrix F between the views together
with the epipoles e and e′, find points x̂ and x̂′ that approximately minimize
d(x, x̂)2 + d(x′, x̂′)2 subject to x̂′T Fx̂ = 0.

1. Normalize x and x′ so that x3 = x′3 = 1 and let

d =
Ĩ[e]×x
‖Ĩ[e]×x‖

d′ =
Ĩ[e′]×x′

‖Ĩ[e′]×x′‖
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2. Find t that minimizes

t2 +

(
x′T Fx + tx′T Fd
d′T Fx + td′T Fd

)2

The minimum occurs at one of the real roots of

d3t4 + 3cd2t3 + 3c2dt2 + (c3 + b2c− abd)t+ abc− a2d

where a = x′T Fx, b = x′T Fd, c = d′T Fx, and d = d′T Fd.
3. Set x̂ and x̂’ to the nearest points to x and x′ on the lines [e]×(x + td) and

F(x + td), respectively.

3.1 Theoretical Performance Bounds

For an approximate method to be useful it must have some guarantee on the
quality of approximation. First, consider the method in the limit as the approxi-
mation gets closer to the actual error. Denote by d the distance from x to e and
by e the distance from x to the epipolar line through x + td. Connect x+ td by
a segment to e. Divide the segment into two parts by a perpendicular line to x
and let a and b be the lengths of the parts (Fig. 1). By equality of areas and by
the Pythagorean theorem e(a+ b) = dt and d2 + t2 = (a+ b)2. We have

e2 =
t2

1 + (t/d)2
e′2 =

t′2

1 + (t′/d′)2
(12)

Now e2 → t2 as d→∞. The optimal method minimizes

e2 + e′2 =
t2

1 + (t/d)2
+

t′2

1 + (t′/d′)2
→ t2 + t′2 (13)

as min(d, d′) → ∞. The approximate method converges to the optimal method
when both epipoles move to infinity. Epipoles at infinity is a typical case that
occurs with parallel, non-convergent cameras, for example.

Next, we consider approximation bounds. Denote by t̃ and t̃′ the case with
minimum approximate error, by ẽ and ẽ′ the resulting final error, and by ê, ê′

the optimal error. The approximate error corresponding to the optimal solution
bounds the minimum approximate error from above, so that

t̃2 + t̃′2 ≤ ê2

1 − (ê/d)2
+

ê′2

1 − (ê′/d′)2
≤ ê2 + ê′2

1 − (ê2 + ê′2)/min(d, d′)2
= B (14)

where the latter bound is valid, when ê2 + ê′2 ≤ min(d, d′)2. The approximate
error quickly converges to the optimal error, when the maximum error in the
images decreases or the minimum distance to an epipole increases.
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Picking closest points on the epipolar lines also decreases the error and makes
the method more accurate. The maximum error attainable given ê2 + ê′2 bounds
the final error from above for any particular case. Thus,

ẽ2 + ẽ′2 ≤ max
t2+t′2≤B

t2

1 + (t/d)2
+

t′2

1 + (t′/d′)2
=

B

1 +B/(d2 + d′2)
(15)

=
ê2 + ê′2

1 +

(
1

d2 + d′2
−

1
min(d, d′)2

)
(ê2 + ê′2)

(16)

The maximization in (15) requires a bit of calculus. The effect of picking closest
points on epipolar lines is most prominent in symmetric cases, where the epipoles
are outside the images at approximately the same distance. In these cases it
increases the effect of increasing the distance to epipoles by a factor of

√
2. As

an example, a pair of slightly convergent cameras is such a symmetric case.
In summary, the approximate method is close to optimal when the optimal

error is small compared to the distances from the observed points to the epipoles
and performs best, when the observations are almost equidistant from epipoles.
The worst case bound is (16). Worst cases occur when the error is concentrated
in one image in the optimal solution. Intuitively this is not very likely.

4 Local SQP Correction

The two previous methods were tailored specifically for the optimal triangulation
problem, but it can also be tackled fairly easily using standard numerical tools.
We consider a local sequential quadratic programming (SQP) solution to (2). In
short, we solve [

∇(d(x̂,x)2 + d(x̂′,x′)2 − λx̂′T Fx̂)
x̂′T Fx̂

]
= 0 (17)

for x̂, x̂′, and λ using Newton’s method. The gradient is taken with respect to
x̂ and x̂′, of course. The SQP method converges quickly when the iterations are
started near a solution or when the problem is otherwise sufficiently simple. For
more details on SQP, see e.g. Chapter 18 of [9]. In practical cases of two view
triangulation the optimal triangulation error should be small, so the original
observed points provide a good starting point for the iterations. Normalizing
input points so that x3 = x′3 = 1 and optimizing over the first two coordinates
gives the method below.

SQP Correction Procedure for Triangulation. Given observed points x and x′

(with x3 = x′3 = 1) in two views and the fundamental matrix F between the views,
find points x̂ and x̂′ that minimize d(x, x̂)2 + d(x′, x̂′)2 subject to x̂′T Fx̂ = 0.
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1. Let x̂1 = x, x̂′
1 = x′, λ1 = 0.

2. Repeat for k = 1, 2, . . . : Solve the SQP step from⎡⎣ 2I −λkFT −FT x̂′
k

−λkF 2I −Fx̂k

x̂′T
k F x̂T

k FT 0

⎤⎦⎡⎣Δx̂k

Δx̂′
k

λk+1

⎤⎦ = −

⎡⎣2(x̂k − x)
2(x̂′

k − x′)
x̂′T

k Fx̂k

⎤⎦ (18)

where all non-scalar component expressions are finally truncated to 2 × 2
matrices or 2-vectors (to remove the constant homogeneous part). Set

x̂k+1 = x̂k +Δx̂k x̂′
k+1 = x̂′

k +Δx̂′
k (19)

Stop, when d(x̂k+1, x̂k)2 + d(x̂′
k+1, x̂

′
k)2 < ε.

3. The corrected points are x̂k+1 and x̂′
k+1.

The SQP method requires solving a 5 × 5 linear system. For a practical im-
plementation, the solution of (18) can be obtained symbolically with a block
LDU-decomposition of the matrix. Multiplication by the inverse of this decom-
position is easy to turn into code, as the decomposition leaves one non-trivial
2×2 matrix and 1 scalar on the diagonal and the rest of the factors are very easy
to invert. A practical implementation should also have safeguards against singu-
lar systems for the step, e.g. at the epipoles, and slow convergence, though both
of these occur extremely rarely in practice. In empirical tests, we used ε = 10−6

for the stopping criterion.

5 Empirical Performance Evaluation

We ran simulations comparing the optimal, approximate and SQP methods on
the exact same data to determine their performance differences in practice. It is
of course impossible to cover all possible cases in simulation, so we focused on
three types of situations with varying parameters. The first is turntable motion
(A), where the cameras converge on an object from a circle surrounding it, the
second is translation (B), where the camera centers are not coplanar, and the
third is an asymmetric situation (C), where the camera centers are coplanar and
the second camera is rotated toward the first camera. In situation (C) one of
the epipoles is at infinity. Finally we tested the methods on real world data to
validate the simulation results.

5.1 Simulation Setup

We implemented the methods in MATLAB and in C/C++ using the MEX
interface and tested their performance on simulated data. In test set (A) two
normalized cameras observe the unit ball from a circle of radius 2. The cameras
converge on the origin and there are five different positions of the second camera.
The camera centers are situated on the circle 11.25◦ (A1), 22.5◦ (A2), 45◦ (A3),
90◦ (A4), and 180◦ (A5) degrees apart. In set (B), the second camera is two units
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Fig. 2. The test setup for empirical performance evaluation as seen from above. The
cameras observe points picked at random in the unit ball with a random observation
error. The reference camera (filled) stays in the same place and the position of the
second camera varies. The test sets consist of turntable motion (A), pure translation
(non-coplanar) (B), and an asymmetric case (C).

behind the first camera and displaced by 0 (B1), 1 (B2), and 2 (B3) units to the
side. In test set (C), the second camera is 4 units to the side and pointed at the
first camera. Fig. 2 depicts the situation from above. In addition, we tested cases
where the camera centers are coplanar and the principal directions are parallel
to check that the methods are identical in the case when epipoles are at infinity.
This proved to be the case, so these results are not reported.

For the observations, we generatedN = 100000 points at random from an uni-
form distribution on the unit ball using rejection sampling: Pick a point at uni-
form random over the cube [−1, 1]3 and discard it if it is outside the unit ball. The
cameras then observe the 3D points with zero-mean isotropic Gaussian noise of de-
viation σ from 0 to 0.2 added to the projections. The range is quite extreme as in
typical application casesσ ≤ 0.01,but the results will show where the approximate
method breaks. Theoretically the total squared displacement in the test cases is a
χ2 random variablewith 4 degrees of freedom scaled by σ2. The total mean squared
displacement of an observation pair is 4σ2 and in a single image the mean squared
displacement is 2σ2.

In the tests, we then used the optimal, approximate and SQP algorithms to cor-
rect the noisy observations using the exact same data and observed the triangula-
tion error, the sum squared distances to the projections, and the estimation error,
the sum of squared distances to the error-free projections.
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Fig. 3. Triangulation error vs. noise level. Cases A1-A5 are shown on the left with the
approximate method dashed. Case A5 has the smallest error. Cases B1-B3 and C are
shown on the right. Case B1 has the smallest error. In case C, the optimal result is dotted
and approximate result dash-dotted.

5.2 Simulation Results

The mean triangulation and estimation errors of the methods were very close in
cases with small observation errors. The local SQP method’s average triangula-
tion errors were≤ 1.0002 times the corresponding optimal method’s triangulation
error in all cases, so there is little point in presenting the results separately. Fig.
3 contains the mean triangulation errors of the optimal and approximate meth-
ods for the test sets. The final triangulation error of the optimal method is about
1/4 of the theoretical mean displacement, and the mean estimation error of the
optimal method was about 3/4 of the theoretical mean displacement. There is a
much smaller difference in estimation errors than in the triangulation errors (Fig.
4). The approximate method is more accurate than the optimal method in cases
A1-A5, worse in cases B1-B3, and worst in case C.

Fig. 5 depicts ratios of mean triangulation errors of the approximate and the op-
timal method for the test sets. When observation errors are small, σ ∈ [0, 0.005],
the approximate method’s errors are ≤ 1.001 times optimal, with cases A5 and
B1 clearly the worst. These cases have epipoles right in the middle of the image
points. In the other cases the errors were much closer to optimal. The ratios in-
crease differently depending on the situation as the observation error increases. In
the case of estimation errors the ratios fluctuate from 0.98 to 1.03.

5.3 Computational Efficiency

Computational efficiency was one of the motivations for the methods, so we com-
pared the efficiency of the methods on the test sets. A rigorous comparison of the
methods is difficult, because, for example, the efficiency of the optimal method de-
pends on the polynomial root finder and its efficiency on the particular test cases.
All methods were implemented in C++ with about an equal amount of manual
tuning. The abstract descriptions do not give the most efficient ways to implement
the methods, e.g. the ordering of matrix multiplications matters and some of the
multiplications are cross and dot products.
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Fig. 4. Estimation error vs. noise level. Cases A1-A5 are shown on the left with the
approximate method dashed. Case A1 has the smallest error. Cases B1-B3 and C are
shown on the right. Case B3 has the smallest error. In case C, the optimal result is
dotted and approximate result dash-dotted.

We tested two different polynomial root finders for the optimal method. The
first method finds the eigenvalues of the polynomial’s companion matrix. Our
implementation used LAPACK’s DGEES subroutine called directly from C++.
The second polynomial solver used was gsl poly complex solve from the GNU
Scientific Library (GSL). For the approximate method, we used the closed form
Ferrari’s method to find the roots of the quartic. The optimal and approximate
methods required a test for the order of the polynomial to be solved. In special
cases the higher order polynomial coefficients that should have been zero were
very small due to roundoff error, which caused havoc in the polynomial solver.

We measured the clock cycles taken by each method on the test sets using
the rdtsc instruction on a Intel Core 2 Quad processor. The SQP method was
the fastest with its speed inversely related to the amount of noise added to the
observations; larger optimal errors required more SQP iterations until conver-
gence. The camera configuration also had an effect. In cases (A) and (B) the
approximate method was 2.8-5 times slower than SQP and the optimal method
with GSL was about 100-150 times slower and with DGEES about 200-400 times
slower. In test set (C) the optimal method with GSL was 50 times slower than
SQP; the optimal method needed to find the roots of a simpler 5th degree poly-
nomial instead of a 6th degree polynomial. In the special case of parallel cameras
the polynomial in the optimal solution is of 1st degree, and the optimal method
is only about 1.5 times slower than SQP.

5.4 Validation with Real World Data

Simulation results should be validated with real world data. To obtain suitable
data, we reconstructed the Leuven castle image sequence [10] from SIFT[11] fea-
tures and recorded all two view triangulations that occurred during the
reconstruction process. The resulting reconstruction shown in Fig. 6 consists
of 28 cameras, 8651 points, and 66611 projections giving 7.7 projections per
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Fig. 5. Ratios of mean triangulation error of the approximate and the optimal error vs.
noise level. Cases A1-A5 on the left in increasing order (cases A1-A3 indistinguishable)
and cases B1-B3 in decreasing order on the right with case C dashed.

point and 2379 projections per camera on the average. In the final result, the
median projection error in the images is 0.17 pixels. Our reconstruction pipeline
performed 73091 two view triangulations during the reconstruction process.

We repeated the recorded triangulations using the optimal, approximate, and
SQP algorithms and observed the triangulation errors. The optimal and SQP
methods produced nearly identical results: All SQP triangulation errors were
smaller than 1.00003 times optimal. SQP took typically 2–3 iterations and at
most 6 iterations to converge. Almost all, 99.96%, of the approximate method’s

Fig. 6. A sparse metric reconstruction of the Leuven castle data set from SIFT features.
Two view triangulations that occurred during the reconstruction process were used to
evaluate the triangulation methods.
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triangulation errors were smaller than 1.0001 times optimal, and only 4 cases
were larger than 1.01 times optimal with a maximum of 1.9 times optimal.

In the reconstruction pipeline we used the correction procedure to check if a
feature match is an inlier for a given F while estimating F for the first image pair
using RANSAC. The difficult cases had large optimal triangulation errors and
originated from this stage of the process: Either F was wrong or the match was
incorrect. A different inlier criterion, for example the matching points’ distances
to each other’s epipolar lines, could be used to avoid these cases. The results on
this data set agree with the simulation results.

6 Conclusions and Discussion

We presented two novel methods for two view triangulation. The approximate
method minimizes a local approximation to the optimal triangulation problem.
The SQP method solves the optimal triangulation problem iteratively using se-
quential quadratic programming. Finally, we tested the triangulation methods
using simulations and real world data obtained from a reconstruction process.

The test results for the approximate method are in line with the theoretical
bounds: The triangulation errors are very close to optimal in cases with small
observation error. The cases with the largest differences correspond to situations
where the epipoles are near the object’s images and the observation error is large.
For most cases of practical interest the methods give almost identical results. For
example, in reconstruction from SIFT[11] or SURF[12] feature points extracted
from photographs taken with the same camera, the final error of an observation is
usually on the order of one pixel. This corresponds to errors with approximately
σ = 0.0005 for 3072 × 2304 images, for example, given that the mean residual
error is somewhat smaller than the actual error.

While the approximate method produces slightly larger triangulation errors
than the optimal method, it was in cases slightly more accurate in the sense of
estimating the true projections. The reason may be bias. Considering the locus
of solutions in Fig. 1 it seems probable that the optimal method produces cor-
rections that are very slightly biased toward the epipoles, because when epipoles
are finite every non-zero correction is closer to the epipoles than the original
observations. If this geometric reasoning is valid, then the method should be un-
biased when the epipoles are at infinity and the bias should decrease when the
observation error decreases and the distance to epipoles increases. A plausible
bias correction would be to pick closest points on some other curves, perhaps on
circles centered on the epipoles containing the observations. The benefit is likely
to be negligible in most practical cases.

The local SQP method seems to be the fastest and produces results that are
as good as the optimal method, at least on the average. In some rare cases the
method finds a suboptimal solution. These occur when the epipoles are inside
the images and the observation errors can substantially change the projections
relative to the epipoles, e.g. to the other side of the epipole. In these cases the
optimal method will find the global optimum, but the optimum is still wildly
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inaccurate as an estimate. The method in [8] can be obtained by ignoring the
cross terms −λkFT and −λkF in the Hessian of the Lagrangian in (18), which
simplifies the iterations, but changes the convergence properties; a theoretical
comparison of the two methods would be interesting.

In summary, the approximate method is a reasonable alternative for the op-
timal method, especially if the observation errors are known to be small and
constant computation time is desired. It is a closed form approximation to the
optimal method that works well when the optimal solution is near the obser-
vations and the observations are far from the epipoles. In terms of estimation
accuracy, the optimal and approximate methods are about equal. It seems that
the optimal method is most useful near the epipoles when the optimal error is
relatively large, but the triangulation results in these cases are of limited value
in practical applications. Given the simulation results, the local SQP method is
in our opinion the best choice of the three for most applications. It should also
generalize fairly easily to more than two views.

Acknowledgement. This work was partially funded by Tivit (DIEM/MMR
project) and by the TKK MIDE programme (UI-ART project).
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Abstract. Many motion segmentation algorithms based on manifold
clustering rely on a accurate rank estimation of the trajectory matrix
and on a meaningful affinity measure between the estimated manifolds.
While it is known that rank estimation is a difficult task, we also point
out the problems that can be induced by an affinity measure that neglects
the distribution of the principal angles. In this paper we suggest a new
interpretation of the rank of the trajectory matrix and a new affinity
measure. The rank estimation is performed by analysing which rank leads
to a configuration where small and large angles are best separated. The
affinity measure is a new function automatically parametrized so that it
is able to adapt to the actual configuration of the principal angles. Our
technique has one of lowest misclassification rates on the Hopkins155
database and has good performances also on synthetic sequences with
up to 5 motions and variable noise level.

1 Introduction

Given a cloud of features tracked throughout a video sequence, the motion seg-
mentation problem consists of clustering together features that follow the same
movement. Such a problem is a fundamental step for many computer vision
tasks like robotics, inspection, video surveillance, and many other applications.
Motion segmentation has become even more important after the introduction
of the structure from motion algorithms, which can mostly deal with only one
motion at a time [8].

A 3D cloud of P points that belong to N independent and rigid motions can
be mapped onto the video sequence through affine projection. The 2D position
of each point at each frame can be stored into a trajectory matrix W ∈ R

2F×P ,
where F is the total number of frames of the input sequence. Assuming no
noise and no outliers, most of the rigid motion segmentation algorithms based
on manifold clustering rely on a simple assumption: each independent motion
generates a local subspace of size at most 4, therefore the union of the local
subspaces generates a global subspace of size at most 4N , size that corresponds
to the rank of W.

Two main ideas distinguish the majority of motion segmentation algorithms
based on manifold clustering that can be found in the literature: the first is

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 15–26, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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how they estimate the manifold generated by each trajectory, the second is how
they group them through the selection of suitable common properties.

Related Works on Motion Segmentation via Manifold Clustering. In [10]
the authors use the Generalized Principal Component Analysis (GPCA) in or-
der to fit a polynomial of degree N to the data, where N is the number of
subspaces. Then, they estimate the basis of the subspaces using the derivatives
of the polynomial and they build a similarity matrix based on the cos2 func-
tion of the principal angles (PAs) between the subspaces. Another way for the
subspace estimation is via the singular value decomposition (SVD) of W, like
in the Local Subspace Affinity [11] framework (LSA). LSA also uses the PAs
between subspaces in order to build the affinity matrix, however, LSA adopts
a different similarity function. An Enhanced LSA (ELSA) is proposed in [12]
where one of the improvements is a more robust model selection for the estima-
tion of the global subspace size. Also in [6] the dimension of the global subspace
is at the center of the study, they suggest lower and upper bounds together with
a data-driven procedure for choosing the optimal ambient dimension. In [3], a
new way for describing the subspaces called Sparse Subspace Clustering (SSC) is
presented. The authors exploit the fact that each point (in the global subspace)
can be described with a sparse representation (obtained by an �1 optimization)
with respect to the dictionary composed by all of the points. The final similarity
matrix is built using the coefficients of the sparse representation. Another idea
is used in [4], where the authors propose a subspace segmentation algorithm
based on a Grassmannian minimization approach. The estimation of the sub-
spaces is performed via the Maximum Consensus Subspace (MCS) criteria. The
same framework is further extended by using the Normalized Subspace Inclusion
(NSI) similarity measure [5] between the PAs of the estimated subspaces. The
Agglomerative Lossy Compression (ALC) algorithm [7] differs from the previous
methods in that it does not require a similarity matrix. ALC is an agglomerative
strategy that consists of minimizing the segmentation coding length in order to
find the shortest coding length which is theoretically the optimal.

All of these techniques rely on the ability of the algorithms to estimate the sub-
spaces and then to compare them (with exception of ALC). As shown in [9, 12]
the size estimation of the global subspace (when required) is a critical and very
difficult step. Moreover, the similarity measures used until now are rigid as they
always assume that the features between similar and different subspaces are
well separated. However, we show in section 2.4 that such an assumption is
not always verified.

Our Contribution. In this work we provide two main contributions: a new
interpretation of the global subspace size estimation and a new similarity mea-
sure between subspaces. Our new subspace size estimation does not depend on
any sensitive parameter, and it is able to select the dimension of the global sub-
space where the distribution of the PAs is the most suited for the clustering step.
Moreover, our similarity measure is able to dynamically adapt to the distribution
of the PAs.
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The results of these two contributions are evaluated on the LSA framework.
We compared our model with some state of the art techniques [3, 5, 7, 9, 11, 12]
on the Hopkins155 database [9], showing that our proposal outperforms all of
the LSA-based algorithms, providing one of the lowest misclassification rate in
the literature. Our method will be also applied on synthetic sequences from 2
to 5 motions with a controlled noise level in order to test the robustness against
noise and the behaviour with more than 3 motions. Matlab source code of our
algorithm can be found at: http://eia.udg.es/∼zappella.

2 Our Proposal

In this section we present a new rank estimation for W based on the cluster-
ization level of the principal angles and a new adaptive similarity measure for
principal angles. We apply these two techniques to the LSA framework as it
is theoretically able to deal with different types of motion: independent, artic-
ulated, rigid, non-rigid, degenerate and non-degenerate. Before going into the
detail of our proposal we introduce a convenient notation and we discuss some
issues regarding the principal angles.

2.1 Notation

Given a collection of N subspaces, the PAs between two subspaces Sj and Sl,
for j, l = 1, . . . , N , are defined recursively as a series of angles 0 ≤ θ1 ≤ . . . ≤
θi ≤ . . . ≤ θM ≤ π/2, where M = min{rank(Sj), rank(Sl)}:

cos(θ1) = max
u∈Sj ,v∈Sl

uT v = uT
1 v1

cos(θi) = max
u∈Sj ,v∈Sl

uT v = uT
i vi, ∀i = 2, . . .M (1)

such that: ‖u‖ = ‖v‖ = 1, uTuj = 0, vT vj = 0, ∀j = 1, . . . , i − 1. The vectors
u1, . . . , ui and v1, . . . , vi are the principal vectors (u and v being two generic
principal vectors). We denote with:

θr
i (Sj , Sl) (2)

the ith PA between the subspaces Sj and Sl computed when the estimated size
of the global subspace is r. As j and l vary we define the set:

Θr
i = {θr

i (Sj , Sl), j, l = 1, . . . , P} (3)

Finally, we define:

Θi =
rmax⋃
r=1

Θr
i (4)

where rmax is the upper bound of the global subspace size. For an at-a-glance
overview of our notation refer to Fig. 1a.



18 L. Zappella et al.

(a) Interpolated PAs (b) Original PAs

Fig. 1. Small random subset of the PAs of ΘM (largest PAs) of the sequence 1R2RCT A
taken from the Hopkins155 database. PA between similar subspaces are represented
with blue squares, PAs between different subspaces are represented with red asterisks.

2.2 Issues Regarding the Behaviour of Principal Angles

PAs between two subspaces are an efficient measure of orthogonality when the
exact subspace bases are known. However, when the bases are estimated there are
some issues that should be taken into account, especially when the exact size of
the global subspace is unknown. In [12] the behaviour of PAs, computed following
the LSA algorihtm, when the estimated rank r of the global subspace changes is
studied. The authors explain that the trend of PAs, going from an underestimation
to an overestimation of r, is overall increasing typically starting from 0 radians and
ending in π/2 radians, as in Fig. 1. In the same study it is explained that despite
the overall increasing trend, the PAs may have oscillations, as in Fig. 1b, due to
the fact that when the rank is underestimated the bases are not well defined, while
when the rank is overestimated the extra components introduced act like noise.

In order to reduce the influence of these oscillations we propose a polynomial
interpolation of the PAs across the different ranks. We avoid the trivially useless
interpolation of order 1. The interpolation of order 2 is decreasing after its maxi-
mum, this does not fit with the increasing behaviour of the PAs. The interpolation
of order 3 is able to smoothly follow the PAs trend, as shown in Fig. 1a. Interpo-
lation of higher degrees would adhere too much to the data making the interpo-
lation not effective. We conducted different tests on synthetic and real sequences
that confirm the PAs behavior and the reliability of the interpolation of order 3.

2.3 Rank Selection via Principal Angles Clusterization (PAC)

One of the most recognized weaknesses of LSA is the lack of robustness of the
Model Selection (MS) procedure for the estimation of the rank r:

r = argmin
r

(
λ2

r+1∑r
i=1 λ

2
i

+ kr

)
(5)
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λi being the ith singular value of W, and k a parameter that depends on the
noise of the tracked point positions. Eq. (5), is extremely sensitive to changes
of the parameter k. On the other hand, k is necessary in order to deal with
sequences with different amounts of noise and number of motions. In [9] the
authors decided to avoid the use of MS due to the difficult task of finding a
value of k that could cope with all of the sequences of the Hopkins155 database.
Therefore, they fixed the global subspace size to 4N . Fixing the global subspace
size to 4N implies that the motions are all rigid and fully independent. Such an
assumption reduces the efficiency of LSA. In order to solve this problem in [12]
the authors present an algorithm named ELSA with an Enhanced Model Selec-
tion (EMS+). EMS+ consists of computing different affinity matrices, by using
different k values with the MS formula, and selecting the affinity matrix with the
maximum entropy. This technique allows homogeneous affinity matrices (which
correspond to over- or underestimation of the rank) to be discarded, and to use
an affinity matrix with the highest content of information. ELSA with EMS+
performs better than LSA with MS. Nevertheless, as the authors explain, EMS+
tends to underestimate the rank and it fails in the ideal case when the affinity
matrix is binary.

The problem of the rank estimation in real cases, with noise and dependent
motions, is challenging because the eigenvalue spectrum of W tends to become
smooth and the selection of a threshold becomes a difficult task. Therefore, we
decided to renounce the computation of the rank in the traditional way and
we studied the distribution of the PAs in each Θi. The fundamental idea on
which our proposal is based is that the rank r should be selected, for each fixed
i, as the one that maximizes the clusterization level of the PAs in the set Θi.
By clusterization we mean that the angles between similar and different local
subspaces are well separated. In the ideal case (no noise and perfectly orthogonal
local subspaces) the PAs would cluster around 0 and π/2. In real cases the PAs
are not perfectly clustered, however, it is possible to evaluate the clusterization
level for eachΘr

i and select the one with the highest clusterization level for each i.
We propose to measure the clusterization of each Θr

i by using a function inspired
by the Linear Discriminant Analysis, we call it Principal Angles Clusterization
(PAC):

PAC(Θr
i ) =

(μa − μPAC)2 + (μb − μPAC)2

σ
γ(σa)
a + σ

γ(σb)
b

(6)

where μPAC is the center of Θr
i computed as the mean of the P largest and

smallest angles, μa, σa and μb, σb are the arithmetic means and the standard
deviations of the PAs that are above and below μPAC, respectively. Our tests
have shown that P = 25% of the Θr

i gives a μPAC that is robust with respect
to the presence of outliers (due to oscillations of the PAs). Note that μPAC is
not computed as the mean of all the PAs to avoid biases due to the unbalanced
number of representatives of one or the other class. In our experiments r goes
from 2 to 8N .
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Fig. 2. γ(σ) function used in the PAC formula

An important component of the formula is the functional exponent γ(σ). If we
used γ(σ) ≡ 2, as in the LDA formulation, the maximum of the PAC function
would always be in the extremes of its domain. In fact, it was explained in
section 2.2 that when r � 2 the PAs tend to cluster around 0, hence the tiny
values of the σ’s that appear in the denominator of Eq. (6) would boost the PAC
value, despite the fact that the μ’s are very close to each other. At the other
extreme, when r � rmax, the μ’s increase and become well separated even though
the two classes partially overlap. However, as the σ’s remain smaller than 1, the
global effect would be a magnification of the numerator, boosting again the PAC
value. Hence, it is necessary to use a variable exponent that takes small values
at the extremes while approaching to 2 for middle values.

A simple function that complies with these requirements is the following:

γ(σ) =

{
a1σ

2 + a2σ if σ ≤ π/8
0.1 if σ > π/8

(7)

The numerical coefficients a1 and a2 are not chosen after a tuning procedure but
are determined through the following reasoning. Assuming an average case with
PAs uniformly distributed, μPAC = π/4, μa = 3π/8 while μb = π/8. Therefore,
the upper bound of σa, σb < π/8. The numerical coefficients a1 = −50.63 and
a2 = 20.13 define a function that fulfills the previous request making the parabola
passing through the pointsA ≡ (0, 0),B ≡ (π/16, 2) andC ≡ (π/8, 0.1), as shown
in Fig. 2. When σ’s> π/8 the angles are excessively spread and the two classes are
likely to overlap. For this reason we maintain γ(σ) ≡ 0.1.

Summarizing, we select for the next step the set of angles in the Θr
i with

the highest PAC value for each i. Note that the selected rank may be different
for each Θi. This is a new interpretation of the size of the global subspace: we
are not estimating the rank of W, but we are identifying the “most expressive”
dimension for each set Θi in terms of clusterization level. An example of the
PAC function applied to a Θi can be seen in Fig. 3b.
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(a) cos2 functions (black) (b) CbA functions (black)

Fig. 3. Example of a random subset of the PAs of ΘM (largest PAs, 3 rigid independent
motions, hence maximum rank 12). PAs between similar subspaces are represented with
blue squares, PAs between different subspaces are represented with red asterisks. The
affinity functions computed at the rank r = 6, 10, 16, appear in black. In Fig. 3a the
inflection point of the function is denoted with a magenta cross. In Fig. 3b the magenta
dotted line is μPAC (which for every r it is also the inflection point of the CbA function),
the green line-dot-line is the value of the PAC function.

2.4 Sum of Clusterization-Based Affinity (SCbA)

Another fundamental step of manifold clustering based algorithms is to compare
subspaces through an affinity measure (as a measure of (dis)similarity). In the
literature it is possible to find many affinity measures with different character-
istics. A discussion of different affinity measures can be found in [5].

All affinity measures applied to PAs share a common assumption: the angles
between similar subspaces are always close to zero, and the angles between dif-
ferent subspaces are always close to π/2. None of them takes into account that
the recursive definition of the PAs tends to force the angle between two sub-
spaces to increase as we move from Θr

i to Θr
i+1. Moreover, none of them takes

into account that the angles in a given Θi tend to increase when r increases, as
explained in section 2.2.

In the example of Fig. 3a we have randomly plotted some PAs of ΘM of the
sequence 1R2RCR (Hopkins155 database). In black it is possible to see the cos2

function. The cos2 function always has the same shape and the inflection point
(magenta cross) is always in the same position, regardless of the rank to which
it is applied. As a consequence of this rigidity, if the estimated rank is r = 6 all
of the PAs have an affinity value that falls before the inflection point. Opposite
cases are when r = 10 and r = 16, in which most of the PAs have an affinity
value after the inflection point. Therefore, the cos2 function, as well as any other
rigid function, is very sensitive to the rank estimation.

The affinity measure that we propose is able to adapt itself to the distribu-
tion of the PAs in Θr

i , so that it minimizes the negative effects of a wrong rank
estimation and it emphasizes the difference between similar and different sub-
spaces. We define the not normalized Clustering-based Affinity (CbA) between
two generic subspaces Sj , Sl, for j, l = 1, . . . , P , for a given Θr

i as the function
CbA : Θr

i → R
+,
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CbA(θr
i (Sj , Sl)) = exp

(
−β − 1

β

(
θr

i (Sj , Sl)
α

)β
)

(8)

where θr
i is the ith principal angle computed at the rank r. α and β are the two

positive parameters (α > 0, β ≥ 2) that allow the function to change in relation
to the distribution of the PAs. We can now define the normalized Clustering-
based Affinity (CbA) as follows:

CbA(θr
i (Sj , Sl)) =

CbA(θr
i (Sj , Sl)) −min(CbA)

max(CbA)−min(CbA)
(9)

The arrangement of the parameters of Eq. (8) has been chosen so that CbA
has a negative first derivative over all its domain, while its second derivative is
negative for θ < α, positive for θ > α and equal to zero for θ = α. We propose
to set α = μPAC so that the inflexion point occurs at the estimated center of the
distribution. In this way the function is always stretched or compressed in order
to fit the distribution of the PAs. The β parameter is used in order to emphasize
the differences between similar and different subspaces in an automatic fashion.
In fact, β controls the slope of the function: the higher the β the steeper the
slope. We would like an affinity function with a steep slope when the PAs are
well clustered and a more gentle slope when the clusterization is not clear. A
natural candidate for β is β = PAC(Θr

i )·F , as the PAC function gives a measure
of how well clustered the two groups are and how far away the two centroids
are. F is a constant, a boosting factor, that we use in order to give more or
less importance to β. In all of our experiments we have used F = 5 which has
empirically shown to be a suitable factor.

In Fig. 3b we plot three CbA functions applied to different ranks r within the
set ΘM . In this picture it is possible to appreciate that, thanks to the param-
eter α, the inflection point changes so that it always corresponds to the μPAC

value, hence minimizing the effect of possible errors in the choice of the rank r.
Moreover, thanks to the parameter β the slope of CbA changes depending on
how well the small angles are separated from the large angles.

The final affinity between two subspaces is defined as the normalized weighted
Sum of CbA (SCbA):

SCbA(Sj , Sl) =
∑M

i=1 CbA(θr
i (Sj , Sl))PAC(Θr

i )∑M
i=1 PAC(Θr

i )
(10)

M being the minimum size between subspaces Sj and Sl. In this work we have
not investigated the estimation of the local subspace size which was fixed to
4. Note that by weighting the CbA values by the PAC function we give more
importance to Θr

i where the angles between similar and different subspaces are
well separated.
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SCbA respects the axioms of an affinity function proposed in [5]:

– symmetry: from Eq. (10) we see that SCbA(Sj , Sl) = SCbA(Sl, Sj);
– orthogonality consistency: given that

Sj ⊥ Sl ⇐⇒ θr
i (Sj , Sl) = π/2 (11)

∀i = 1, . . . ,M , from Eq. (9) and (10) it follows that:

SCbA(Sj , Sl) = 0 (12)

– inclusion consistency: given that

Sj ⊆ Sl ⇐⇒ θr
i (Sj , Sl) = 0 (13)

∀i = 1, . . . ,M , from Eq. (10) it follows that:

SCbA(Sj , Sl) = 1 (14)

2.5 Summary of Our Proposal

In this section we summarize our proposal: LSA+PAC+SCbA.

1. Build a trajectory matrix W;
2. for r = 2 to rmax (in our tests rmax = 8N)

(a) project every trajectory, which can be seen as a vector in R2F , onto an
Rr unit sphere by singular value decomposition (SVD) and truncation
to the first r components of the right singular vectors;

(b) exploiting the fact that in the new space (global subspace) most points
and their closest neighbours lie in the same subspace, compute by SVD
the local subspaces generated by each trajectory and its nearest neigh-
bours (NNs);

(c) compute PAs between all of the subspaces;
3. smooth the PAs;
4. apply PAC to find the best r for each Θi (i = 1 . . .M);
5. apply SCbA to build the affinity matrix A;
6. cluster A by K-means in order to have the final motion segmentation.

More details can be found in the source code available at: http://eia.udg.es/
∼zappella.

3 Experiments

We tested our proposal on the 155 real sequences of the Hopkins155 database
and we compared our performances with: LSA + MS (with k = 10−7.5, best
k value as explained in [12]), ELSA EMS+ (results extracted using available
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Table 1. State of the art comparison. Misclassification rates on the Hopkins155
database. In brackets the number of sequences for each type of video. NA stands for
value not available.

2 Motions Checkboards(78) Articulated(11) Traffic(31) All types(120)
Method % Avg % Std % Avg % Std % Avg % Std % Avg % Std

LSA + MS 5.15 9.61 3.65 4.29 4.95 8.66 4.96 8.96
LSA 4N 2.57 6.79 4.10 6.47 5.43 11.17 3.45 8.14
ELSA EMS+ 2.20 7.19 2.32 3.87 5.58 10.89 3.08 8.17
ALC 1.49 4.58 10.70 15.00 1.75 1.83 2.40 6.35
MCS + NSI 3.75 7.89 8.05 8.51 1.69 7.00 3.61 7.84
SSC 1.12 NA 0.62 NA 0.02 NA 0.82 NA
Our Proposal 1.00 5.64 1.75 3.13 0.57 1.06 0.96 4.67

3 Motions Checkboards(26) Articulated(2) Traffic(7) All types(35)
Method % Avg % Std % Avg % Std % Avg % Std % Avg % Std

LSA + MS 19.09 13.02 9.57 13.54 16.06 5.72 17.94 11.91
LSA 4N 5.70 10.89 7.25 9.30 25.30 19.05 9.71 14.71
ELSA EMS+ 8.76 15.18 6.38 9.03 6.354 12.36 8.15 14.14
ALC 5.00 9.14 21.08 28.87 8.86 13.16 6.69 11.48
MCS+NSI 2.29 5.73 6.38 9.03 1.67 1.51 2.87 5.28
SSC 2.97 NA 1.42 NA 0.58 NA 2.45 NA
Our Proposal 2.41 8.05 3.72 5.26 1.11 1.87 2.22 7.03

code [12]), LSA 4N (results taken from [5]), MSC+NSI (results taken from [5]),
ALC (results taken from [5]), and SSC (results taken from [3]).

Table 1 shows the average misclassification rates and the standard deviations
of each method. The misclassification rates are presented for each type of video
sequence (checkboards, articulated and traffic). Firstly, it is possible to see that
our proposal outperforms every LSA-based technique proving that our method
improves the weaknesses of LSA. Also when the other techniques are taken into
account, our proposal has, together with SSC, the lowest misclassification rates
both with 2 and 3 motions (the average misclassification rate of our proposal on
the whole Hopkins155 database is of 1.25%). However, we would like to remark
that for our algorithm the only two free parameters, (P and F) were fixed for the
whole database whereas it is not clear from [3] whether the results of SSC where
obtained with a fixed set of parameters or each sequence required a different set.

In Fig. 4 the histogram of the misclassification rates of our proposal is pre-
sented. The majority of the sequences, 134, has a misclassification rate smaller
than 1%, and the total number of sequences with a misclassification rate below
5% is 145. The median misclassification of every group is always 0% with the
exception of the articulated with 3 motions group where the median is equal to
the mean (due to the presence in this group of only 2 sequences).
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Fig. 4. Histogram of the misclassification rate of our proposal

As far as the computational time is concerned, the bottle neck or our method
is the interpolation process of all the PAs. In fact, on the whole Hopkins155
database our proposal required 147600 seconds, of which 143775 were spent for
the interpolation (Matlab implementation on Quad-Core AMD @ 2.4GHz, with
16 GB RAM).

In order to verify how our proposal performs on a different database, we tested
it on synthetic sequences with 2, 3, 4 and 5 rigid and independent motions
(10 different sequences for each number of motions) and an increasing noise
level. Specifically, each sequence is composed of 50 frames, with rigidly rotating
and translating cubes. Each cube has 56 tracked features. Then we created 2
additional databases adding noise with standard deviations of 0.5 and 1 pixel
to the tracked feature positions. In total we used 150 synthetic sequences. The
misclassification rates are shown in table 2. All the misclassification rates are
smaller than 1%. For a given number of motions the misclassification remains
rather stable even when the noise level increases. Moreover, the behaviour of our
proposal even with 4 and 5 motions (more than the motions in the Hopkins155
database) is very satisfactory.

Table 2. Misclassification rates on synthetic sequences with 2, 3, 4 and 5 motions and
increasing noise level. In brackets the number of sequences for each type of video.

Motions 2(10) 3(10) 4(10) 5(10)
Our Proposal % Avg % Std % Avg % Std % Avg % Std % Avg % Std
σnoise = 0 0 0.0 0.24 0.31 0.36 0.35 0.68 0.39
σnoise = 0.5 0.09 0.28 0.12 0.25 0.31 0.22 0.75 0.43
σnoise = 1 0.27 0.60 0.24 0.31 0.31 0.22 0.75 0.36

4 Conclusions and Perspectives

We presented two improvements for motion segmentation based on manifold
clustering. The first improvement is a new way of selecting the global subspace
size based on the analysis of the principal angles clusterization, such that the
selected size is the one where the principal angles between similar and different
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subspaces are best separated. The second improvement is a new affinity measure
that is automatically able to adapt itself in order to fit the distribution of the
principal angles. The major achievement of this measure is that it can deal with
every distribution of principal angles minimizing the effect of an erroneous rank
estimation of W while maximising the distance between similar and different
local subspaces. The results of our experiments show that, even without changing
the value of the only two free parameters that we have, the misclassification rates
of our proposal are among the lowest in the literature.

Future works should aim to reduce the computational time of the algorithm
by adopting other ways for reducing the principal angles oscillations. Moreover,
better segmentations could be achieved by extending our algorithm to the esti-
mation of the local subspaces size.
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Real-Time Detection of Small Surface Objects
Using Weather Effects
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Abstract. Small surface objects, usually containing important informa-
tion, are difficult to be identified under realistic atmospheric conditions
because of weather degraded image features. This paper describes a novel
algorithm to overcome the problem, using depth-aware analysis. Because
objects-participating local patches always contain low intensities in at
least one color channel, we detect suspicious small surface objects using
the dark channel prior. Then, we estimate the approximate depth map of
maritime scenes from a single image, based on the theory of perspective
projection. Finally, using the estimated depth map and the atmospheric
scattering model, we design spatial-variant thresholds to identify small
surface objects from noisy backgrounds, without contrast enhancement.
Experiments show that the proposed method has real-time implementa-
tion, and it can outperform the state-of-the-art algorithms on the detec-
tion of distant small surface objects with only a few pixels.

1 Introduction

Small surface objects always contain important information. Radar system, how-
ever, is ineffective against small objects close to the vessel [6]. In addition, for
objects without hot parts present (e.g., buoys, surface rocks), near infrared im-
ages get unsuitable for detection either [16]. Therefore, detecting small surface
objects from visual images is highly desired.

There has been growing interest in surface targets identification, as most stan-
dard computer vision algorithms for traffic scene are ineffective for maritime
conditions [2, 16]. To avoid collisions of surface vessels, Sanderson et al. have
proposed some maritime targets identification algorithms [16,17], using statisti-
cal characteristics of the sea and motions of the targets. Sullivan et al. [18] use
an optimal trade-off MACH filter to detect vessels from maritime surveillance
videos. But the mach filter for various targets needs to be trained beforehand.
Gupta et al. [6] provides an approach for maritime objects recognition through
case-based statistical relational learning.

Algorithms, described above, require robust detection of image features. Un-
der realistic atmospheric conditions, however, images of outdoor scenes are usu-
ally affected by scattering medium [11,12] (e.g., small aerosols, water-droplets).
The affection, usually leading to contrast lost or color infidelity, increases expo-
nentially with the distances of scene points from the sensor [13]. To eliminate
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the depth-dependent degradation, many haze removal algorithms are provided
to preprocess the hazy images [4, 7, 13, 19], which may lead to time-consuming
detection algorithms. Thus, we intent to use the spatial-variant weather effects
for surface objects detection without preprocessing hazy images.

In this paper, we describe an algorithm for small surface objects detection, us-
ing depth-aware analysis of image features by the atmospheric scattering model.
Our purpose is giving early warning sources of information to avoid collisions or
terrorist attacks. The main contributions of the paper are as follows. Firstly, we
locate suspicious small surface objects with the dark channel prior, proposed by
He et al. [7] from the statistics of hazy free outdoor images. The prior is based on
the observation that objects-participating local patches have very low intensities
in at least on color channel because of shadows, high-colored or dark objects.
Secondly, we detect the horizon with dyadic cubic spline wavelet transforms [10],
and estimate the scaled depth map of the sea surface based on the theory of per-
spective projection [5]. Lastly, using the atmospheric scattering model and the
estimated depth map, we obtain spatial-variant thresholds and real-time detec-
tion of small surface objects, without hazy removal manipulations beforehand.
Note that, our algorithm can distinguish objects from moving waves effectively,
and it can outperform the state-of-the-art techniques [1,9,15] for detecting small
objects with only a few pixels. In addition, when sequential information is used
for the estimation of the depth map, the computational complexity for detecting
objects from an m×n RGB image is 7mn times comparisons.

Our approach does have limitations. It becomes invalid for objects that are in-
herently similar to the sea surface and without any shadows casted on. However,
we believe that the techniques used in this paper (e.g., designing depth-aware
thresholds according to the weather effects, detecting small objects by local fil-
ters) can provide useful indications for other computer vision algorithms.

2 Weather Effects on Vision

In participating medium, light reflected from an object gets scattered by atmo-
spheric particles that have significant size and concentration, leading to weather
degraded images [19]. As the atmosphere on the sea always has high quantities
of hygroscopic particles (e.g., sea salt), weather effects must be considered on
surface objects detection under realistic weather conditions.

2.1 Atmospheric Scattering Model

In computer vision, the widely used model to describe scattering effects is:

E(x) = R(x)t(x) + E∞ [1 − t(x)] (1)

where x is the scene point, E is its observed intensity, R is its scene radiance,
E∞ is the horizon brightness, and t is its transmission describing the percent of
the light reaching the observer. For homogenous medium, the transmission can
be expressed as:

t(x) = e−βd(x) (2)
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Here, d is the depth of the scene point from the observer. β is the scattering
coefficient, related to the meteorology visibility V as β= 3.912

V for homogeneous
medium. Generally, the first term on the right hand side of Eq. (1) is called
attenuation, and the second term is called airlight, denoted as A in the paper.

2.2 Degradation Analysis

According to Eq. (1), the observed contrast for two adjacent points i and j is:∣∣∣∣Ei − Ej

Ei + Ej

∣∣∣∣ = |Ri − Rj |
(Ri + Rj) + 2E∞(eβd − 1)

(3)

This means that the differences of foreground and background degrade exponen-
tially with the depths of scene points. Thus, many haze removal algorithms have
been proposed recently for robust detection of image features [4,7,12,13,14,19].

Real-time vision systems always require single image based contrast enhance-
ment techniques. As depth estimation from a single image is an ill-posed problem,
many algorithms estimate the airlight based on some kind of prior first and then
obtain the depth map [4, 7, 19]. The dark channel prior [7] indicates that the
dark channel Rdark tends to be zero for most object-participating local patches,

Rdark(x) = min
x∈Ω(x)

(
min

c∈{r,g,b}
(Rc(x))

)
(4)

whereΩ(x) is the local patch of x. If we assume the airlight of the points in a local
patch to be identical, it can be estimated by A=min

Ω

(
min

c
(Ec)
)
−t(x)Rdark. In

addition, the scaled depths of the objects-participating patches can be estimated
according to Eq. (1) and Eq. (4) as:

βd = − ln t = − ln
(

1−min
Ω

(
min

c

Ec

Ec∞

))
(5)

That is, we can estimate the degradation of hazy images and the 3D structure
of the scene using the dark channel prior.

3 Detection Using Weather Effects

3.1 Dark Channel Prior for Surface Objects

The rationality of the dark channel prior has been verified by He et al. [7], based
on the statistical analysis of large numbers of haze-free outdoor images. The prior
has made great success in haze removal [7] as well as the 3D structure estimation
from a single image [3,7]. However, the prior becomes invalid for maritime scenes
which have large regions similar to the atmospheric light. Therefore, we directly
detect surface objects without applying haze removal algorithms.

Figure 1 shows an example of the dark channel image of a sea surface image,
obtained by local minimum filters with 5 × 5 rectangular kernels [8]. Note that,
the dark channel image has the following characteristics. First, small surface
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Fig. 1. Left: input image. Right: the dark channel image with 5×5 rectangular kernels.

objects with only a few pixels are enhanced and enlarged in the dark channel
image. Second, for moving waves, only those near the sensor have low intensity,
which may interfere with distant small objects detection. However, weather ef-
fects analysis can help us remove those waves as they are not dark enough if
considering the additive airlight. Last, because the mountains are farther than
surface objects, the dark channel of the mountains is with higher intensities
according to Eq. (1). The observation can distinguish surface objects from the
mountains far away.

In the rest of the paper, we first estimate the depth map of the sea surface. And
then, we compute the scattering effects by the estimated depth map, followed
by surface objects detection with spatial-variant thresholds.

3.2 Depth Map from a Single Image

Our purpose here is estimating each pixel’s rough depth with respect to (w.r.t.)
its row index. Based on the theory of the perspective projection, we have the
following results.

Proposition 1. Denote the pixel’s row index as v. Assuming pixels in the same
row with an identical depth d, then the depths of other pixels can be obtained by:

d = d0
v0 − c

v0 − h
· v − h

v − c
(6)

here, c is the horizon, v �= c, h is the height of the image, and d0 is the depth of
a special pixel with v=v0.

Proof. According to the theory of the perspective projection, the homogeneous
coordinate of a point Uimg = (u, v, 1)T in image plane can be expressed with:

Z · Uimg = M3×4Xw (7)

where Xw = (xw, yw, zw)T is the homogeneous coordinate in world, and M3×4 is
the projection matrix. We only consider the depth map in the horizontal plane,
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and assume the pixels in the same row have the same depth. Then, xw =0 and
yw =0 in Eq. (7). A scene point’s depth w.r.t. its row index can be derived as:

v =
a

zw + b
+ c′ (8)

where a = m24
m33

−m23m34
m2

33
, b = m34

m33
, and c′ = m23

m33
. We assume the size of the image

is h× w. The parameters in Eq. (8) are estimated as follows.

(1) Let zw = ∞, then v = c′. That is, c′ is the vanishing line or the horizon of
the maritime images, denoted as c in the following.

(2) Assuming the row index h having the minimum depth dmin, we obtain h=
a

dmin+b + c. Thus, a = (h− c)(dmin + b).

Assume that we have estimated the depth z2 of some pixel, then the depths of
other pixels can be derived from Eq. (8) as:

z1
z2

=
v2 − c

v1 − c
· a− b(v1 − c)
a− b(v2 − c)

(9)

Substituting estimated a into Eq. (9) and assuming dmin ≈ 0, we obtain

z1
z2

=
v2 − c

v1 − c
· v1 − h

v2 − h
(10)

Denote the depth as d instead of z in Eq. (10), we finally get

d = d0
v0 − c

v0 − h
· v − h

v − c
(11)

where v and d are the row index and the depth of a scene point respectively, c
is the horizon, and d0 is the depth of a reference point. Equation (6) indicates
that once the horizon is estimated, the depth map of the maritime scenes can
be computed from a reference pixel with known depth. ��

Corollary 1. When misestimate of c occurs, images with smaller c have more
robust estimations of depths.

Proof. Assume the estimated horizon to be c′=c+ε. According to Eq. (11), the
estimated error is: ∣∣∣∣d′d − 1

∣∣∣∣ = ∣∣∣∣ ε(v0 − v)
(v − c− ε)(v0 − c)

∣∣∣∣ (12)

Note that, the points of the sea surface usually satisfy v>c in the image plane.
When the detection error ε of the horizon cannot be avoided, Equation (12)
shows that larger |v0−c| implies more robust estimation of d. As the reference
point v0 is on the sea surface, larger |v0−c| indicates smaller c. ��
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Fig. 2. Detection of the horizon. Topleft: detection results of the horizon. Topright: de-
tection of the horizontal edges. Bottomleft: the number of detected horizontal edges for
each row and its corresponding wavelet coefficients at level 3. Bottomright: histogram
of the absolute detection error and its corresponding cumulative distributions.

3.3 Detecting the Horizon

Note that, estimating the depth map needs detection of the horizon. Additionally,
surface objects are usually around the horizon due to the perspective projection.
Therefore, this subsection mainly discuss how to detect the horizon.

To obtain robust detection, we apply the wavelet transforms based singularity
analysis techniques. The wavelet we used is the orthogonal cubic dyadic spline
wavelet transforms, whose coefficients for decomposition are given in Table 1.
The advantage of the method is that it can detect various types of edges through
multi-resolution analysis [10]. Additionally, the wavelet is translation invariant.
If the low-pass filters and the high-pass filters for decomposition are {hm} and
{gm} respectively, the wavelet coefficients at level j for input signal a0 are:

dj
n = (aj−1 ∗ gj−1)n =

∑
m

gma
j−1
n−2j−1m (13)

aj
n = (aj−1 ∗ hj−1)n =

∑
m

hma
j−1
n−2j−1m (14)

For an input image, we detect the horizontal edges by labeling pixels with larger
magnitudes of wavelet coefficients than some threshold. Then, we compute each
row’s number of edges and construct a 1D vector. Moving waves, shown as the
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Table 1. Coefficients of orthogonal cubic dyadic spline wavelet. hn, gn are the low-pass
filters and the high-pass filters respectively for decomposition, where h−n =hn, g−n =
−gn for n ≤ 4, and hn =0, gn =0 for |n| > 4.

n 0 1 2 3 4

hn/
√

2 0.3750 0.2500 0.0625 0 0
gn/

√
2 0 0.59261 0.10872 0.01643 0.00008

top right of Fig.2, are hindrances to the horizon detection. However, we discover
that there is a peak around the horizon and the horizontal edges of waves only
existing nearby. Thus, we analyze the wavelet coefficients of the 1D signal at large
scale space, e.g. Level 3. We detect points with the smallest wavelet coefficients
(denoted as v = xs), and points with the largest wavelet coefficients (v = xl)
between v=1 and v=xs. The horizon is assumed to be xl+xs

2 (shown in Fig.2).
For randomly selected 600 maritime images which have land on the horizons
or have sea/sky horizons, we manually label the ground truth horizons. Our
algorithm is tested on the data set and obtains a performance with 0.5 pixel
mean error and 2.7 pixels stand deviation. Figure 2 shows the histogram of the
absolute detection error and its corresponding cumulative distributions.

3.4 Spatial-Variant Thresholds

According to the subsection 3.2, the depth-map of the sea surface can be com-
puted with the horizon and some reference point with known depth. In this
subsection, we firstly discuss how to select the reference point and estimate its
scaled depth. Then, we describe the method for surface objects detection from
the dark channel image, using depth-variant thresholds which are computed from
the estimated depth map in subsection 3.2 according to the scattering model.

Selecting the Reference Point. As discussed in Section 3.2, the depth of the
reference point should be computable. Thus, the reference point must be selected
from the objects-participating local patches which satisfy the dark channel prior.
When multiple objects share the same row index, we choose the furthermost
object’s location as the reference point. The procedure is as follows.

(1) Compute the dark channel image dch for the input image img, the local
minimum operators we used is m× n rectangular kernels;

(2) For dch, compute the histogram of the horizon centered region Rint, denoted
as Hdch(Left of Fig. 3). Because objects-participating local patches tend to
have pixels with lower intensities, we estimate the reference point’s intensity
A0 as follows.
• Search the first i satisfyingHdch(i)<ε (e.g. ε=1)from i=argmax

j
{Hdch(j)}

to i=0;
• For some δ, look for the first ii satisfying Hdch(ii)>δ from ii= i to ii=0,

which is just the A0 we needed.
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Fig. 3. Selecting the reference point Pref from the dark channel image. Left: region of
interest Rint for selecting Pref , bounded by the white rectangle. Middle: Estimation of
E∞ and the local patch contains Pref . Right: the estimated airlight of Pref from the
histogram of Rint.

(3) As only the row index and the depth of the reference point are concerned,
we label the pixels with intensities A0 and select the one with largest row
index v0 as the reference point. Considering the translation of v0 caused by
local minimum filters, we adjust v0 to v0 ← v0−m

2 .

Then we can compute the depth of the reference point from Eq. (5) as:

d0 =
1
β

ln
(

E∞
E∞ −A0

)
(15)

Where β is the scattering coefficient, and E∞ is the horizontal brightness.

Estimating the Airlight. Using Eq. (5), we can estimate the transmission of
other pixels as:

ln t
ln t0

=
d

d0
=⇒ t= t

d/d0
0 (16)

where t0 is the transmission of the reference point. Additionally, the airlight of
other pixels can be estimated by:

A

A0
=

E∞(1 − t)
E∞(1 − t0)

=⇒ A =
A0

1− t0

(
1 − t

d/d0
0

)
(17)

Estimating E∞ with the method described in [7] and substituting Eq. (10) into
Eq. (17), we compute each pixel’s airlight w.r.t. its row index v by:

A =
A0

1 − t0

(
1 − t

(v0−c)(v−h)
(v0−h)(v−c)
0

)
(18)

where h is the height of the input image, and t0 = 1 − A0
E∞

. Figure 3 shows the
selection of the reference point and the estimation of E∞.

Detecting Surface Objects. According to the statistical report of He et al. [7],
90% of the pixels have intensities less than 25 for objects-participating local
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Fig. 4. Surface objects detection for surveillance videos of the lake scenes. Top: Original
frames of different video clips. The first two images contain objects at various distances
on a sunny day, while the last one is captured on a rainy day. Bottom: detection results
of our method.

patches in the dark channel image. However, the intensities are often larger due
to weather effects (e.g., small aerosols, haze). By quantitative description of the
weather effects with the airlight A, we can design depth-variant thresholds by
A+δ′ (δ′>25), and detect surface objects from the dark channel image by labeling
pixels whose intensities are less than their corresponding thresholds.

4 Experimental Results

In our experiments, the dark channel image is computed using Marcel van Herk’s
fast local minimum operator [8] with 8×8 rectangular kernels. To obtain robust
estimation of the airlight, we use ĉ=c−σ (σ=20) instead of c in our experiments,
according to the Corollary 1. However, the estimated airlight will shrink due to
the adjustment of c. To overcome the problem, we design the thresholds with
the estimated airlight plus a constant δ (e.g. δ=10).

Figure 4 shows the results of our algorithm on the surveillance videos of the
lake. As can been seen, our algorithm can achieve good performance for objects
at various distances on both sunny days and rainy days. Especially, the method
works for far objects with only a few pixels (shown in the middle of Fig. 4).

Furthermore, we test our algorithm on various maritime surveillance videos,
such as objects with various depths, objects in low contrast regions, and objects
in noisy backgrounds. Robust detections are shown in Fig. 5.

To evaluate the performance of our algorithm, we compare our algorithm
with other detection methods, which are based on background modeling [20]
and saliency analysis [1, 9, 15]. Different algorithms are tested on large numbers
of images captured on the lake and the sea surface. Quantitative evaluation of
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Fig. 5. Results on maritime surveillance videos. Top: original. Bottom: results.

the algorithms are analyzed by making the precision/recall (PR) curves, which
are obtained by comparing the detection results with the manually labeled ob-
jects. The PR curves for different videos are shown in Fig. 6. As can been seen,
both background modeling based method and saliency detection based methods
have many false detections at large recall values. However, our algorithm make
high detection precision for high recall levels (over 90%) as shown in Fig. 6.
Thus, our algorithm can outperform the methods described in [1, 9, 15, 20] for
small surface objects detection.

Computational Complexity Analysis. In our experiment, computing the dark
channel image with Marcel van Herk’s method needs 6mn times comparisons
for an m×n image, independent of the size of the kernels. The detection of
the horizon needs 8mm+18m multiplications and 8mn+14m additives. The
estimation of the thresholds needs about 4m multiplications and 6m additives
respectively. Therefore, the computational complexity of our algorithm is linear
with the number of pixels. We implement our method in C++ and it takes about
30∼40ms to process a 352×288 image on a PC with 2.6GHZ Intel Pentium-V
processor and 1G memory. The algorithm can be accelerated by using sequential
information for the estimation of the horizon.

5 Discussions and Conclusions

This paper has described a novel algorithm for small surface objects detection
using weather effects. We first compute the depth map of the sea surface from a
single image according to the theory of the perspective projection. Then, using
the estimated depth map, we compute the spatial-variant airlight by the atmo-
spheric scattering model, and design depth-aware thresholds for surface objects
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Fig. 6. Comparison of our algorithm with other methods for different videos. Left:
results on the surveillance videos with multiple objects at various distances and moving
waves presented. Right: results on the maritime surveillance videos with small objects
near the horizon.

Fig. 7. Failure case. Left: input image. Right: the dark channel image.

detection from the dark channel image. As shown in Fig. 6, our algorithm has
more than 90% true positive rate for high recall values (recall>0.9). Especially,
the proposed method outperforms other algorithms described in [1, 9, 15,20] for
detecting faraway objects with only a few pixels.

However, for objects which are inherently similar to the atmospheric light
and no shadow is casted on them, our algorithm cannot work because of the
invalidation of the dark channel prior, which is just a kind of statistic. We intend
to integrate other local descriptors of surface objects with the dark channel prior
to improve the performance of our algorithm in the future.
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Abstract. Active contour or snake has emerged as an indispensable in-
teractive image segmentation tool in many applications. However, snake
fails to serve many significant image segmentation applications that re-
quire complete automation. Here, we present a novel technique to auto-
mate snake/active contour for multiple object detection. We first apply
a probabilistic quad tree based approximate segmentation technique to
find the regions of interest (ROI) in an image, evolve modifed GVF snakes
within ROIs and finally classify the snakes into object and non-object
classes using boosting. We propose a novel loss function for boosting
that is more robust to outliers concerning snake classification and we
derive a modified Adaboost algorithm by minimizing the proposed loss
function to achieve better classification results. Extensive experiments
have been carried out on two datasets: one has importance in oil sand
mining industry and the other one is significant in bio-medical engineer-
ing. Performances of proposed snake validation have been compared with
competitive methods. Results show that proposed algorithm is compu-
tationally less expensive and can delineate objects up to 30% more ac-
curately as well as precisely.

1 Introduction

Snake/active contour [1] has made its recognition as an interactive image seg-
mentation tool for the last two decades. However, it is yet to be seen as a com-
pletely automated segmentation tool. Snake algorithms consist of three sequential
steps: snake initialization, snake evolution and snake validation [2]. For multiple
object detection, seeds are chosen inside the objects at the initialization step, then
snakes are evolved from those seed points and finally the evolved snakes are passed
through a validation procedure to examine whether the snakes delineate the de-
sired objects [2]. Substantial endeavors have taken place on the initialization and
evolution steps towards snake automation. Most of the existing initialization algo-
rithms [3] exploit the local maxima or other characteristics of the external energy
that help to generate seed points within the objects. However, clutters in the noisy
and poorly illuminated images generate considerable amount of seed points and
snakes evolved from those seeds do not converge to the object boundaries. This
necessitates a good validation scheme after snake evolution. Unfortunately, the
validation step has not received much attention till date.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 39–51, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Saha et al. [2] proposed a snake validation scheme using principal compo-
nent analysis (PCA). Their method places seeds randomly on the entire image
and evolve one snake from each seed. When all snakes converge, a pattern im-
age (an annular band) is formed along each snake contour. Each pattern image
is then projected into an already trained PC (principal component) space and
PCA reconstruction error is computed. The snakes associated with lower recon-
struction errors than a threshold are considered as objects. Pattern images bear
information regarding bright-to-dark (or vice-versa) transition across the object
contours and show good discrimination capability between object and non-object
classes. This validation technique is effective when the gradient strength of ob-
ject boundaries is considerably high. Besides, throwing a large number of seeds
blindly over an entire image might not be feasible for some applications, since
the snake evolution can be computationally expensive. Thus, carefully placed
seed points are always desirable.

In thispaper,weproposeaprobabilisticquadtree (QT)basedsnake initialization
scheme, which is computationally inexpensive. QT automatically seeks ROIs from
an image where the probabilities of locating objects are very high. We throw seeds
only within ROIs and evolve one modified Gradient Vector Flow (GVF) snake [4]
fromeachseed.Thenwevalidateeachevolvedsnake toverifywhether theybelongto
object ornon-object class.During validation, each snake is passed througha strong
classifier formed by Adaboost [5]. We classify snake contours into objects and non-
objects based on a set of features and we apply Adaboost for selecting important
features.Theparametersof the adaboost algorithmare estimatedbyminimizing an
exponential loss function. Here, it is noted that one shortcoming of the exponential
loss function associatedwith Adaboost algorithm is that the penalty that increases
exponentially with negative margins incurs high misclassification error rates due to
outliers [5].Wepropose anovel loss function that incurs smaller penalties in theneg-
ative margin, and thus make Adaboostmore robust to outliers. Also, we can choose
the amount of penalty judiciously from the training set using cross validation. We
exploit the advantages of multiple features including region, edge and shape over
PCA-based intensity feature proposed earlier [2]. Note that our proposed initializa-
tionandvalidationalgorithmcouldbesuccessfullyusedaspluginswithany existing
snake evolution techniques. We have carried out experiments on two real datasets:
(a) oil sand mining images [4]: analyzing these images helps to improve the perfor-
mance of oil sand extraction process and (b) leukocyte images [6]: processing these
images helps in the study of inflammation as well as in the design of anti/pro in-
flammatory drugs. Results illustrate that our proposed algorithm is faster, more
reliable and robust than competitive methods.

The organization of this paper is as follows. Section 2 discusses proposed quad
tree based snake initialization technique. Section 3 elaborates snake validation
using boosting and illustrates proposed regularization into boosting framework.
Section 4 demonstrates the performances of proposed techniques anddisplays com-
parative analysis of proposed techiques with competitive methods. Section 5 con-
cludes our proposed work. Appendix includes derivation of proposed discrete
Adaboost algorithm.
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2 Quad Tree Based Snake Initialization

Quad tree [7] based segmentation algorithm receives an image as an input,
and then divides it into four adjacent, non-overlapping quadrants if it meets
pre-specified criteria. Subsequently each quadrant is divided similarly and the
process proceeds iteratively until it fails the pre-defined criteria. Consequently,
the algorithm locates objects by smaller rectangular boxes. In our application
here, the QT algorithm computes a posterior probability and splits the current
region into four quadrants if the value of the posterior probability is between
two predetermined thresholds. If the value of the posterior probability is greater
than the upper threshold then the region is likely to contain objects; if it is
less than the lower threshold then it is likely to contain background. We locate
objects by finding homogeneous regions based on local brightness and texture
properties. We compute the posterior probability of a region (O) being object/
non-object: P (O/T,B) ∝ P (T/O)P (B/O)P (O), where P (O) is the prior proba-
bility. P (T/O) and P (B/O) are the likelihood of the region regarding texture and
brightness respectively. Proposed probabilistic QT algorithm converges faster
and delineates objects more accurately than deterministic quad tree algorithm if
a suitable, application specific prior can be chosen. We compute texture energy
(T) by the response of Gabor filters [7] and brightness (B) by the maximum
singular value decomposition (SVD) [8] of the region. Maximum SVD encodes
average brightness and Gabor filter response represents discriminative texture
information for the objects. The details of computing posterior probability and
two thresholds are mentioned in Section 4.

3 Snake Validation Using Boosting

We compute different features for each converged snake contour, such as, con-
tour shape features (form factor, convexity, extent, modification ratio [9] etc.),
regional features (intra and inter class variance, entropy etc.), and edge based
features (GICOV [6], gradient strength etc.) for snake validation. We use Ad-
aboost (variant of boosting) for selecting important features. At the training
phase, boosting picks only important features for snake validation from a set
of features computed on training snake contours and finds the weights associ-
ated with those features. We place seeds randomly over the training images and
evolve one snake from each seed and classify the snakes as objects manually that
converge at object contours found on the ground truth made by the experts; oth-
erwise consider the snakes as non-objects and thus form a training set consisting
of both positive (object) and negative (background) samples. The Adaboost al-
gorithm forms a strong classifier by combining a set of weak learners linearly in
an iterative manner [5]. We use decision stump (threshold) [5] as weak classifiers.
Decision stump is a single level decision tree. Decision stump, Gj(x) for feature
fj is defined as, Gj(x) = 1 if xj > θj , otherwise, Gj(x) = 0, where θj is some fea-
ture value of xj chosen as threshold and x = [x1, x2, x3, ...., xj , ...xn] is the feature
set. Finding the best decision stump at each stage is similar to learning a node in
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a decision tree. We search over all possible features x = [x1, x2, x3, ......., xn] and
for each feature, we search over all possible thresholds θ induced by sorting the
observed values of x and pick xk with θk that gives lowest misclassification error
among all given features during training. At test phase, proposed QT algorithm
discussed in Section 2 locates ROIs (rectangular regions/patches) over the test
images where the probability of localizing objects is greater than a predeter-
mined upper threshold. We place seeds only within ROIs and grow one snake
from each seed. When all snakes are fully converged, we compute the values
of the important features for each snake and multiply them with the weights
associated with the features chosen by boosting during training phase and sub-
sequently add them to form a strong classifier, G(x) = sign(

∑M
m=1 αmGm(x)),

where, αm is the weight associated with weak classifier Gm(x). If the sign of the
response of the strong classifier for a snake contour is positive then it is classified
into object class, otherwise it is classified into non-object class.

For classification,Adaboost minimizes an exponential loss function: L(y,f(x))=
exp(−yf(x)), where y is the response and f is the prediction. The drawback of
this exponential loss function is that it incurs substantial misclassification error
rate as the penalty increases exponentially for large increasing negative margin
due to outliers [5]. To address this problem, we propose a novel loss function:
L(y, f(x)) = exp(−yf(x) + λ|y − G(x)|), where λ < 0 and G(x) is the predic-
tion of the weak classifier chosen at the current stage. We have introduced one
extra term to the existing exponential loss function that acts as a regularizer.
At any boosting iteration, the proposed loss function is the same as the existing
loss function if the misclassification error rate at current stage is zero (proposed
term vanishes when λ = 0). The only difference between the proposed and the
exponential loss function is that the penalty associated with the proposed loss
function is less than that of the exponential one, if the misclassification error
rate at current stage is not equal to zero (shown in Fig.1(a) where loss is plotted
against a function of the classification margin y.f). This modification leads to
a low misclassification error rate and it becomes more robust to outliers. One
additional advantage of this proposed loss function is that the user can adjust
the amount of penalty for negative margins after observing the classifier perfor-
mance over a training data set. Accordingly, we determine the value of λ through
cross validation (λ is a function of k shown in the appendix and the value of
k is determined experimentally). We derive a modified Adaboost algorithm by
minimizing the proposed loss function (The derivation is shown in Appendix).

Our modified Adaboost finds the feature weight, αm = log(k(1−errm)/errm),
k ≥ 1, where, for the existing Adaboost algorithm the value of k is always 1. This
leads to the weights associated with misclassified observations at any stage being
k times as much as the existing Adaboost (derivation is shown in the Appendix).
The value of k for our modified Adaboost is determined by cross-validation and
is discussed in the next section.

Our proposed term in the existing loss function acts as a regularizer in the
boosting framework. There are two well known regularized boosting algorithms,
ε-boosting [5] and l1- regularized boosting [10] available in the literature. Unlike
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Fig. 1. (a) Loss functions for two class classification. (b) Accuracy and (c) F-measure
for three different snake initialization methods.

these two methods, our method can adaptively adjust the effects of regularization
in the boosting framework by selecting the proper value of k from the training
data set. The regularization strategy in ε - boosting is imposed through shrinking
the contribution of each feature (feature weight).In l1- regularized boosting, the
exponential loss function is minimized with l1- regularization. This provides
sparse solution and acts as a regularizer.

4 Results and Discussions

We have carried out experiments on two real data sets: oil sand images and
leukocyte microscopy images.

4.1 Oil Sand Images

In the oil sand extraction process, oil sand ore is crushed, broken into smaller
particles through crusher and then passed through screens to reject oversize ores.
Undersize ores are transported to hydrotransport plant for further processing.
Here, ore size is an important measure to estimate crusher as well as screen
efficiency. Towards achieving this goal, oil sand images are captured through
camera mounted over conveyor belt before and after the crusher as well as
screen. Oil sand particles are detected in the images using the proposed method
and then the particle size distribution (PSD) is computed. PSD is a histogram
showing frequency of the particles over their sizes. In this paper, we have con-
centrated on the automatic detection of the oil sand particles. We construct a
training set using 20 images and test set using 100 images sampled randomly
from online video. For QT based snake initialization, we find the distribution
for prior and likelihood as well as the two threshold values ((Pth1) and (Pth2))
of the posterior probability (P (O/T,B)) experimentally from the training set.
We have P (O/T,B) ∝ P (T/O)P (B/O)P (O), where T and B represent texture
and brightness respectively. Maximum Singular Value Decomposition (SVD) en-
codes average brightness of a region where average of the response of the ga-
bor filter on a region encodes texture of the region. Experimentally it is found
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that maximum SVD of the oil sand patch follows doubly truncated exponential
(DTE) distribution. Probability density function (pdf) of DTE [11] is given by,
P (B) = exp(−(B−μ)/σ)

σ[1−exp(−(x0−μ)/σ)] I[μ,x0](B), μ ≤ B ≤ x0. On the other hand, the re-
sponse of the Gabor filter follows doubly truncated normal distribution (DTN);

pdf of DTN is given by, P (T ) =
1

σ
√

2π
exp(−(T−μ)2/2σ2)

Φ( b−μ
σ )−Φ( a−μ

σ )
I[a,b](T ), a ≤ T ≤ b, where

Φ is the standard normal cumulative density function(cdf) [11]. The value of in-
dicator function, I[a,b] = 1 if a ≤ T ≤ b, and is 0 otherwise. I[μ,x0](B) is defined
similarly. A region will have high oil sand particle density if P (O/T,B) ≥ Pth2.
The two threshold values of the posterior probability (Pth1 andPth2) are deter-
mined experimentally from the training set. The parameters of the above dis-
tributions are estimated using maximum likelihood estimation (MLE). Fig. 2(a)
and Fig. 2(b) show the distribution of the brightness and texture of the oil sand
particles respectively.

Regions of Interest (ROI) generated by QT and seeds generated by Center
of Divergence (CoD) [3] method are shown in Fig. 4. Table 1 illustrates the
number of seeds generated by the proposed QT, CoD and blind initialization
(BI) [2]. CoD refers to the local maxima of the external Gradient Vector Flow
(GVF) field. The point from which the GVF vectors to all of its neighboring
pixels radiate is considered as CoD. CoD is supposed to be located within the
object and the snake evolved from CoD converges to the actual boundary of the
object in noise-free settings. Fig. 1(b) and 1(c) show accuracy and F-measure for
CoD, BI and QT techniques with proposed modified Adaboost based validation
technique respectively. F-measure combines both recall and precision into a single
entity [12]. Results show that though all techniques possess the same accuracy,
both BI and QT achieve 30% more F-measure value than that of CoD but QT
generates significantly fewer seeds (Table 1) than other competitve methods.

Next, we determine the value of k (discussed regarding feature weight in Sec-
tion 3) using five-fold cross validation [5] technique. We compute misclassification
errors for different values of k and the result is shown in Fig. 3(a). Standard error
bars indicate the standard errors of the individual misclassification error rates

Fig. 2. Histogram of brightness and texture of oil sand particles
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Table 1. Comparison among three snake initialization techniques

Datasets # of objects
# of seeds generated by
CoD BI QT

Oil Sand 349 3786 3000 686

Leukocyte 193 2402 4375 799

for each of the five parts. It is observed that both the average misclassification
error rate and standard error is minimum for k = 8 for oil sand images. For
existing Adaboost algorithm, the value of k is always 1. Modified Adaboost al-
ways outperforms the existing Adaboost algorithm because the modified one can
select the best value of k for which the misclassification error is minimum. The
misclassification error rate for boosting with decision stumps [5], as a function
of the number of iterations for k = 8 is shown in Fig. 3(b).

Fig. 4 shows the results of proposed Adaboost, ε-boosting [5], l1 regularized
boosting [10] and PCA [2] on oil sand images and their comparisons are shown in
Fig. 5 and Fig. 8(a). Fig. 5(a) shows the average Jaccard Score [13] and Fig. 5(b)
shows the average Pratts figure of merit (PFOM) [14] for these methods. Jaccard
Score measures the fraction of overlap area among detected and true objects.
Pratt’s figure of merit determines the closeness among detected and actual edge
pixels. Domain expert visually determines actual edge pixels and true object area
from an image. Both Jaccard Score and Pratt’s figure of merit are important to
judge the segmentation quality of an algorithm and both are bounded by 0 and 1.
Superior performance of a segmentation algorithm is indicated by higher PFOM
as well as Jaccard Score values.

Fig. 3. (a) fivefold cross validation curve with standard error bars; the curve has min-
ima at k = 8. (b) Misclassification error rate over the number of iterations for oil sand
images.
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Fig. 4. Results of different methods on oil sand images
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Fig. 5. Segmentation scores: (a) Jaccard Score and (b) Pratt’s Figure of Merit of
different methods on oil sand images

4.2 Leukocyte Images

Leukocyte plays an important role in the study of inflammation. Inflammation is
a natural defense mechanism initiated by tissue damage. During inflammatory
responses, endothelium cells are activated, and then leukocytes start deviat-
ing from mainstream blood flow and contact the activated endothelium cells.
This slow movement of leukocytes in contact with endothelium cells is known as
rolling. Finally, from the rolling stage, leukocyte diffuses through the vascular
wall, reaches the injured tissues, and encounters the germs. Although inflamma-
tion is a normal defense mechanism, it sometimes becomes an abnormality in the
context of inflammatory diseases. To combat such diseases, anti-inflammatory
drugs are developed by blocking or controlling any of the necessary processes of
inflammatory response. Here, the rolling velocity distributions of leukocytes is
an important factor in the study of inflammation. To measure and analyze the
rolling velocity distributions of leukocytes from the in vivo experiments, video
recordings of the postcapilary vennule of a cremaster muscle are made through
a CCD camera coupled with the intravital microscope. Then leukocytes are de-
tected from the video frames using the proposed method and a correspondence
analysis is carried out between consecutive images to compute their velocities [6].
In this paper, we have concentrated only leukocyte detection. We have carried
out experiment on a training set of 5 and a test set of 25 leukocyte images. Detec-
tions obtained by proposed Adaboost, ε-boosting [5], l1 regularized boosting [10]
and PCA [2] techniques are shown in Fig. 6 and their performances in terms of
Jaccard Score and Pratt’s Figure of Merit are shown in Fig. 7 and Fig. 8(b).

4.3 Interpretation of Results

One can interpret that proposed adaboost based validation is better than
ε-boosting [5], l1 regularized boosting [10] and PCA [2] based technique since
it can detect more oil sand particles and leukocytes accurately and precisely.
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Fig. 6. Results of different techniques on leukocyte images
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Fig. 7. Segmentation scores: (a) Jaccard Score and (b) Pratt’s Figure of Merit of
different methods on leukocyte images

Fig. 8. Receiver Operating Characteristic (ROC) curves

Segmentation score (Jaccard Score and Pratt’s Figure of Merit) as well as area
under ROC curve of proposed adaboost is greater than that of other methods.

5 Conclusion and Fututre Works

Towards complete automation of snake algorithm, we have proposed an initial-
ization as well as validation algorithm that could be utilized as a successful
plug-in for existing snake/active contour tools. Existing research mainly focuses
on the snake initialization and evolution steps and ignores the validation step.
Here, we emphasize that we cannot omit the validation step in spite of ap-
plying the smart initialization technique of snake algorithm used for multiple
objects detection. We have proposed probabilistic quad tree based approximate
segmentation for snake initialization. We show that our proposed initialization
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outperforms existing initialization methods. We have successfully incorporated
regularization into boosting framework and we demonstrate that our intended
loss function is more robust to outliers concerning snake classification into ob-
ject and non-object classes. We have also shown that proposed boosting based
snanke validation technique outperforms existing PCA based validation method.
Results of extensive experiments illustrate that proposed method is fast, reliable
and more accurate than existing methods.

In the future, We would like to incorporate our initialization and validation
methods with other well-known snake evolution methods. Also we will further
explore the characteristics of proposed regularization into boosting frameworks
extensively by conducting experiments with available benchmark datasets.

Acknowledgements. The authors acknowledge the support of NSERC, Depart-
ment of Computing Science, University of Alberta, and the Center for Intelligent
Mining Systems (CIMS), University of Alberta, Mitacs internship program for
this work.

References

1. Kass, M., Witkin, A., Terzopoulos, D.: Snakes: active contour models. IJCV 1,
321–331 (1987)

2. Saha, B.N., Ray, N., Zhang, H.: Snake validation: A pca-based outlier detection
method. IEEE Signal Processing Letters 16, 549–552 (2009)

3. Ge, X., Tian, J.: An automatic active contour model for multiple objects. In: ICPR,
vol. 2, pp. 881–884 (2002)

4. Saha, B.N., Ray, N., Zhang, H.: Computing oil sand particle size distribution by
snake-pca algorithm. In: ICASSP, pp. 977–980 (2008)

5. Hastie, T., Tibshirani, R., Friedman, J.: The elements of statistical learning: Data
mining, inference, and prediction, 2nd edn. Springer, Heidelberg (2009)

6. Dong, G., Ray, N., Acton, S.T.: Intravital leukocyte detection using the gradient
inverse coefficient of variation. IEEE Transaction on Medical Imaging 24, 910–924
(2005)

7. Mirmehdi, M., Xie, X., Suri, J.: Handbook of texture analysis. Imperial college
Press, London (2008)

8. Omerevi, D., Perko, R., Targhi, A.T., Eklundh, J.O., Leonardis, A.: Vegetation
segmentation for boosting performance of mser feature detector. In: Computer
Vision Winter Workshop, pp. 17–23 (2008)

9. Russ, J.C.: The image processing handbook, 3rd edn. CRC & IEEE press (1995)
10. Xi, Y.T., Xiang, Z.J., Ramadge, P.J., Schapire, R.E.: Speed and sparsity of reg-

ularized boosting. In: 12th International Conference on Artificial Intelligence and
Statistics (AISTATS), vol. 5, pp. 615–622 (2009)

11. Maritz, J.S.: Distribution-free statistical methods, 2nd edn. Second Edition. Chap-
man & Hall, Boca Raton (1995)

12. van Rijsbergen, C.J.: Information retireval. Butterworths, London (1979)
13. Jaccard, P.: Distribution de la flore alpine dans le bassin des dranses et dans

quelques rgions voisines. Bulletin de la Socit Vaudoise des Sciences Naturelles 37,
241–272 (1901)

14. Abdou, I.E., Pratt, W.K.: Quantitative design and evaluation of enhancement/
thresholding edge detectors. Proceedings of the IEEE 67, 753–763 (1979)



Automating Snakes for Multiple Objects Detection 51

Appendix: Derivation of Proposed Discrete Adaboost
Algorithm

Proposed loss function is: L(y, f(x)) = exp(−yf(x)+λ|y−G(x)|), where λ < 0.
Let fm(x) = fm−1(x) + βmGm(x) be the strong classifier composed of first m
classifiers. We can pose m-th iteration of adaboost as the following optimiza-
tion, (βm, Gm) = argmin

β,G

∑N
i=1 exp[−yi(fm−1(xi) + βG(xi)) + λ|yi − G(xi)|]

⇒ (βm, Gm) = argmin
β,G

∑N
i=1 w

m
i exp[−yiβG(xi)) + λ|yi −G(xi)|]

where, wm
i = exp(−yifm−1(xi)) is free of both β and G(x).

⇒ (βm, Gm) = argmin
β,G

[exp(−β)
∑

i:yi=G(xi) w
m
i + exp(β + 2λ)

∑
i:yi �=G(xi) w

m
i ].

= argmin
β,G

[exp(β + 2λ) − exp(−β))
∑

i:yi �=G(xi) w
m
i + exp(−β)

∑N
i=1 w

m
i ].

The solution forβm and Gm can be obtained in two steps. First, for any value of
β > 0, the solution for Gm is: Gm = argmin

G

∑N
i=1 w

m
i I(yi �= G(xi)).

Let errm = argmin
G

∑N
i=1 w

m
i I(yi �= G(xi))/

∑N
i=1 w

m
i ,

then βm = ∂
∂β (
∑N

i=1 w
m
i ((exp(β + 2λ) − exp(−β))errm + exp(−β))) = 0.

⇒ βm = 1
2 (log 1−errm

errm
) − λ = 1

2 (logk 1−errm

errm
), where, λ = − 1

2 log(k), k > 0.

Now, wm+1
i = wm

i exp(−βmyiGm(xi)). Using the fact that −yiGm(xi) = 2I(yi �=
G(xi)) − 1, we get, wm+1

i = wm
i exp(αmI(yi �= G(xi)))exp(−βm)

where, αm = 2βm = log(k((1 − errm)/errm)). So, wm+1
i = wm

i exp(αmI(yi �=
G(xi))). The factor exp(−βm) multiplies all weights by the same value, so it has
no effect.
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Abstract. We present different approaches to reconstructing an inex-
tensible surface from point correspondences between an input image
and a template image representing a flat reference shape from a fronto-
parallel point of view. We first propose a ‘point-wise’ method, i.e. a
method that only retrieves the 3D positions of the point correspondences.
This method is formulated as a second-order cone program and it han-
dles inaccuracies in the point measurements. It relies on the fact that
the Euclidean distance between two 3D points must be shorter than
their geodesic distance (which can easily be computed from the tem-
plate image). We then present an approach that reconstructs a smooth
3D surface based on Free-Form Deformations. The surface is represented
as a smooth map from the template image space to the 3D space. Our
idea is to say that the 2D-3D map must be everywhere a local isometry.
This induces conditions on the Jacobian matrix of the map which are
included in a least-squares minimization problem.

1 Introduction

Monocular surface reconstruction of deformable objects is a challenging problem
which has known renewed interest during the past few years. This problem is
fundamentally ill-posed because of the depth ambiguities; there are virtually
an infinite number of 3D surfaces that have exactly the same projection. It
is thus necessary to use additional constraints ensuring the consistency of the
reconstructed surface.

In this paper, we present two algorithms for monocular reconstruction of
deformable and inextensible surfaces under some general assumptions. First,
we consider the template-based case. Reconstruction is achieved from point cor-
respondences between an input image and a template image showing a flat refer-
ence shape from a fronto-parallel point of view. Second, we suppose the intrinsic
parameters of the camera to be known. Third, we assume that the camera is a
perspective camera. These are common assumptions [1–3].

Over the years, different types of constraints have been proposed to
disambiguate the problem of monocular reconstruction of deformable surfaces.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 52–66, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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They can be divided into two main categories: the statistical and the physi-
cal constraints. For instance, the methods relying on the low-rank factorization
paradigm [4–10] can be classified as statistical approaches. Learning approaches
such as [1, 11–13] also belong to the statistical approaches. Work such as [1],
where the reconstructed surface is represented as a linear combination of inex-
tensible deformation modes, is also a statistical approach. Physical constraints
include spatial and temporal priors on the surface to reconstruct [14, 15]. Sta-
tistical and physical priors can be combined [5, 7]. A physical prior of particular
interest is the hypothesis of having an inextensible surface [1–3, 16]. In this pa-
per, we consider this type of surface. This hypothesis means that the geodesics
on the surface may not change their length across time. However, computing
geodesics is generally hard to achieve and it is even more difficult to incorporate
such constraints in a reconstruction algorithm. There exist several approaches
to approximate this type of constraint. For instance, if the points are sufficiently
close together, the geodesic between two 3D points on the surface can be ap-
proximated by the Euclidean distance [17]. An efficient approximation consists
in saying that the geodesic distance between two points is an upper bound to
the Euclidean distance [3, 16].

Algorithms for monocular reconstruction of deformable surfaces can also be
categorized according to the type of surface model (or representation) they use.
The point-wise methods utilize a sparse representation of the 3D surface, i.e. they
only retrieve the 3D positions of the data points [3]. Other methods use more
complex surface models such as triangular meshes [1, 16] or smooth surfaces such
as Thin-Plate Splines [3, 5]. In this latter case, the 3D surface is represented as
a parametric 2D-3D map between the template image space and the 3D space.
Smooth surfaces are generally obtained by fitting a parametric model to a sparse
set of reconstructed 3D points: the smooth surface is not actually used in the
3D reconstruction process. In this paper, we propose an algorithm that directly
estimates a smooth 3D surface based on Free-Form Deformations [18]. Having an
inextensible surface means that the surface must be everywhere a local isometry.
This induces conditions on the Jacobian matrix of the 2D-3D map. We show that
these conditions can be integrated in a non-linear least-squares minimization
problem along with some other constraints that force the consistency between
the reconstructed surface and the point correspondences. Such a problem can be
solved using an iterative optimization procedure such as Levenberg-Marquardt
that we initialize using a point-wise reconstruction algorithm. Our approach is
highly effective in the sense that it outperforms previous approaches in terms of
accuracy of the reconstructed surface and in terms of inextensibility.

Another important aspect in monocular reconstruction of deformable surfaces
is the way noise is handled. It can be accounted for in the template image [3] or
in the input image [1]. There exist different approaches for handling the noise.
For instance, one can minimize a reprojection error, i.e. the distance between
the data points of the input image and the projection of the reconstructed 3D
points. It is also possible to hypothesize maximal inaccuracies in the data points.
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Table 1. Notation used in this paper

Notation Description

P Matrix of the intrinsic parameters of the camera (P ∈ R
3×3)

(The camera is assumed to be at the coordinate origin, so the matrix P

may be assumed to be square and invertible.)

pT
k kth row of the matrix P

nc Number of point correspondences
qi ith point in the template image
q′

i ith point in the input image; i ∈ {1, . . . , nc}
q̄i Point qi in homogeneous coordinates
ui Sightline corresponding to the point q′

i (ui = (P−1q̄′
i)/‖P−1q̄′

i‖)
μi Depth of the point Qi

Qi Reconstructed 3D point i
dij Euclidean distance between points i and j (dij = ‖qi − qj‖)
x̂ True value of x (for x = q′

i,qi,Qi,ui, μi, dij)

We propose a point-wise approach that accounts for noise in both the tem-
plate and the input images. This approach is formulated as a second-order cone
program (SOCP) [19].

2 Related Work on Inextensible Surface Reconstruction

A popular assumption made in deformable surface reconstruction is to consider
that the surface to reconstruct is inextensible [1–3, 16]. This assumption is rea-
sonable for many types of material such as paper and some types of fabrics.
Having an inextensible surface means that the surface is an isometric deforma-
tion of the reference shape. Another way of putting it is to say that the length
of the geodesics between pairs of points remains unchanged when the surface
deforms. An exact transcription of this principle is difficult to integrate in a
reconstruction algorithm. Indeed, while it is trivial to compute the geodesic in
a flat reference shape, it is quite difficult to do it for a bent surface (especially
when the surface is represented as a sparse set of points or a triangular mesh).
Many approximations have thus been proposed.

The first type of approximation consists in saying that if the surface does not
deform too much then the Euclidean distance is a good approximation to the
geodesic distance. Such an approach has been used for instance in [2, 12, 16, 20].
Note that these types of constraints are usually set in a soft way. For a given
set of point pairs on the surface, the Euclidean distance should not diverge too
much from the geodesic distances. This approximation is better when there are a
large number of points. Depending on the surface model it is not always possible
to vary the number of points.

Although the Euclidean approximation can work well in some cases, this ap-
proximation gives poor results when creases appear in the 3D surface. In this
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Fig. 1. Inextensible object deformation. The Euclidean distance between two points is
necessarily less than or equal to the length of the geodesic that links those two points
(this length is easily computable if we have a template image representing the flat
reference surface from a fronto-parallel point of view).

case, the Euclidean distance between two points on the surface can shrink,
as illustrated in figure 1. The ‘upper bound approach’ is a now classical ap-
proach [1, 3] which consists in noticing that even if the Euclidean distance be-
tween two points can shrink it can never be greater than the length of the corre-
sponding geodesic. In other words, the inextensibility constraint ‖Qi−Qj‖ ≤ dij

must be satisfied for any pair of points (Qi,Qj) lying on the surface. The second
principle of such algorithms is to say that a 3D point Qi must lie on the sight-
line ui, i.e. Qi = μiui. These two constraints are not sufficient to reconstruct the
surface. Indeed, nothing prevents the reconstructed surface from shrinking to-
wards the optical centre of the camera. This problem is ‘solved’ using a heuristic
that has been proven to be very effective in practice. It consists in considering a
perspective camera and in maximizing the depth of the reconstructed 3D points.

These ideas have been implemented in different manners. For instance, [3]
proposes a dedicated algorithm that enforces the inextensibility constraints. This
algorithm accounts for noise only in the template image (by simply increasing
a little bit the geodesic distances in the template, i.e. by replacing dij with
dij +εT where εT is the maximal inaccuracy of the points in the template image).
Another sort of implementation is given by [1, 16]. In these papers, a convex cost
function combining the depth of the reconstructed points and the negative of
the reprojection error is maximized while enforcing the inequality constraints
arising from the surface inextensibility. The resulting formulation can be easily
turned into an SOCP problem. A similar approach is explored in [2]. These last
two methods account for noise in the input image. The approach of [3] is a point-
wise method. The approaches of [1, 2, 16] use a triangular mesh as surface model,
and the inextensibility constraints are applied to the vertices of the mesh.

3 Convex Formulation of the Upper Bound Approach
with Noise in All Images

In this section, we propose a convex formulation of the principles sketched in �2
that, compared to [3], accounts for noise in both the template and the input
images. We can express this in terms of image-plane measurements. As in [1, 16],
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our approach is formulated as an SOCP problem. However, contrary to [1, 16],
our approach is a point-wise method that does not require us to tune the relative
influence of minimizing the reprojection error and maximizing the depths.

3.1 Noise in the Template Only

Let us first remark that the basic principles explained in �2 can be formulated
as SOCP problems. In this first formulation, the noise is only account for in the
template image. The inextensibility constraint ‖Qi − Qj‖ ≤ dij + εT can be
written:

‖μiui − μjuj‖ ≤ dij + εT . (1)

Including the maximization of the depths, we obtain this SOCP problem:

max
μ

nc∑
i=1

μi

subject to ‖μiui − μjuj‖ ≤ dij + εT ∀(i, j) ∈ E
μi ≥ 0 i ∈ {1, . . . , nc}

(2)

where μT =
(
μ1 . . . μnc

)
, and E is a set of pairs of points to which the inexten-

sibility constraints are applied.

3.2 Noise in Both the Template and the Input Images

Let us now suppose that the inaccuracies are expressed in terms of image-plane
measurements. Suppose that points are measured in the image with a maximum
error of εI, i.e.

‖q̂′
i − q′

i‖ ≤ εI , ∀i ∈ {1, . . . , nc}. (3)

Since we are searching for the true 3D position of the point Qi, we say that:

q̂′
i =

1
pT

3Qi

(
pT

1Qi

pT
2Qi

)
. (4)

Equation (3) can thus be rewritten:∥∥∥∥ 1
pT

3Qi

(
pT

1Qi

pT
2Qi

)
− q′

i

∥∥∥∥ ≤ εI. (5)

We finally add the inextensibility constraints and the maximization of the depths
(which are given by pT

3 Qi) and we obtain the following SOCP problem:

max
Q

pT
3

nc∑
i=1

Qi

subject to
∥∥∥∥[pT

1
pT

2

]
Qi − q′

ip
T
3Qi

∥∥∥∥ ≤ εI pT
3Qi ∀i ∈ {1, . . . , nc}

‖Qi −Qj‖ ≤ dij ∀(i, j) ∈ E

pT
3Qi ≥ 0 ∀i ∈ {1, . . . , nc}

(6)

where Q is the concatenation of the 3D points Qi, for i ∈ {1, . . . , nc}.



Reconstruction of Inextensible Surfaces 57

4 Smooth and Inextensible Surface Reconstruction

Although the strategem of maximizing the sum of depths
∑nc

i=1 μi described in
the previous section gives reasonable results, it is merely a heuristic, not based
on any valid principle related to surface properties. We therefore consider next
a new formulation based on the principle of surface inextensibility.

Let the surface be modelled as a function W : R2 → R3, mapping the planar
template to 3-dimensional space. The inextensibility constraint is equivalent to
saying that the map W must be everywhere a local isometry. This condition
may be expressed in terms of its Jacobian. Let J(q) ∈ R3×2 be the Jacobian
matrix ∂W/∂q evaluated at the point q. The map W is an isometry at q if the
columns of J(q) are orthonormal. This local isometry can be enforced for the
whole surface with the following least-squares constraint:∫∫ ∥∥J(q)TJ(q) − I2

∥∥2 dq = 0. (7)

In practice, we consider a discretization of the quantity in equation (7), namely

Ei(W) =
nj∑

j=1

∥∥J(gj)TJ(gj) − I2
∥∥2 , (8)

where {gj}nj

j=1 is a set of 2D points in the template image space taken on a fine
and regular grid (for instance, a grid of size 30× 30). This term Ei(W) measures
the departure from inextensibility of the surface W .

Our minimization problem is then to minimize this quantity, over all possible
surfaces, subject to the projection constraints, namely that point W(qi) projects
to (or near to) the image point q′

i, for all i.

4.1 Parametric Surface Model

The problem just described involves a minimization over all possible surfaces.
Instead of considering this as a variational problem over all possible surfaces,
we consider a parametrized family of surfaces. For this purpose, we chose Free-
Form Deformations (FFD) [18] based on uniform cubic B-splines [21]. Let W� :
R2 → R3 be the parametric FFD, parametrized by a family of 3D points �jk; j ∈
{1, . . . , nu}, k ∈ {1, . . . , nv}, which act as ‘attractors’ for the surface.

For a point q = (u, v) in the template, the surface point is explicitly given as

W�(q) =
nu∑
j=1

nv∑
k=1

�jkNj(u)Nk(v). (9)

The functions Nj are the B-spline basis functions [21] which are polynomials of
degree 3. If point qi = (ui, vi) is fixed and known then the surface point W�(qi)
is expressed as a linear combination of the points �jk, and hence can be written
in the form W�(qi) = Wi�, where Wi is a 3×nunv matrix depending only on the
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point qi, and � is the vector obtained by concatenating all the points �jk. Thus,
the 3D point is a linear expression in terms of the parameter vector �. Since the
polynomials Nj and Nk depend only on a local set of the attractor points �jk,
the matrix Wi is sparse, which is important for computational efficiency.

4.2 Surface Reconstruction as a Least-Squares Problem

By replacing Qi by Wi� in (6) we may arrive at a constraint:∥∥∥∥([pT
1

pT
2

]
− q′

ip
T
3

)
Wi�

∥∥∥∥ ≤ εIpT
3 Wi�. (10)

We may then formulate the optimization problem as minimizing the inexten-
sibility cost Ei(W�) given in (8) over all choices of parameters �, subject to
constraints (10). The constraints are SOCP constraints, but the cost function
(8) is of higher degree in the parameters. To avoid the difficulties of constrained
non-linear optimization, we choose a different course, by including the reprojec-
tion error into the cost function, leading to an unconstrained problem.

To simplify the formulation of the reprojection error, we introduce the depths
μi as subsidiary variables, for reasons that become evident below. This is not
strictly necessary, but reduces the degree of the reprojection-error term. The
minimization problem now takes the form:

min
μ,�

Ed(μ, �) + αEi(�) + βEs(�), (11)

where Ed, Ei, Es are the data (reprojection error), inextensibilty, and smoothing
terms respectively. The data term ensures the consistency of the point correspon-
dences with the reconstructed surface. Ei forces the inextensibility of the surface.
Es promotes smooth surface in order to cope with, for instance, lack of data. The
relative influence of these three terms are controlled with the weights α ∈ R+
and β ∈ R+.

The inextensibility term has been described previously. We now describe the
two other terms in (11).

Data term. Replacing Qi by Wi� in (5) gives an expression for the reprojection
error associated with some point. However, the resulting expression is non-linear
with respect to the parameters �. We thus prefer a linear data term expressed
in terms of ‘3D errors’, which is the reason why we introduced the depths μ of
the data points in the optimization problem. The data term is then defined by:

Ed(μ, �) =
nc∑
i=1

∥∥W�(qi) − μiP
−1q̄′

i

∥∥2 , (12)

which measures the distance between the point W� on the surface and the point
at depth μi along the ray defined by q′

i.
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Smoothing term. In some cases, the point correspondences and the hypothesis
of an inextensible surface are not sufficient. For instance, imagine that there is
no point correspondence in a corner of the surface. In this case, there is nothing
that indicates how the surface should behave. The corners of the surface can
bend freely as long as they do not extend or shrink (like the corners of a piece
of paper). To overcome this difficulty, we can add a third term (the smoothing
term) in our cost function that favours non-bending surfaces. Note that usually,
such terms are used to compensate for the undesirable effects of under-fitting and
over-fitting. Doing so is usually a problem because it requires one to determine
a correct value for the weight associated to the smoothing term (value β in
equation (11)). This is a sensible and critical way of balancing the effective
complexity of the surface against the complexity of the data. Here, we do not
have to care too much. Indeed, the complexity of the surface is limited by the
fact that it is inextensible. Any small value (but big enough to be not negligible,
for instance β = 10−4) is thus suitable for the weight of the smoothing term. We
define our smoothing term using the bending energy:

Es(μ, �) =
3∑

i=1

∫∫ ∥∥∥∥∥∂
2Wi

�(q)

∂q2

∥∥∥∥∥
2

F

dq. (13)

where Wi
�(q) is the i-th coordinate of the point, and ‖·‖F is the Frobenius norm

of the Hessian matrix. With FFD, there exists a simple and linear closed-form
expression for the bending energy:

Es(�) = ‖B1/2�‖2 = �TB� (14)

where B ∈ R3p×3p is a symmetric, positive, and semi-definite matrix which can
be easily computed from the second derivatives of the B-spline basis functions.

Initial solution. The problem of equation (11) is a non-linear least-squares min-
imization problem typically solved using an iterative scheme such as Levenberg-
Marquardt. Such an algorithm requires a correct initial solution. We used an
FFD surface fitted to the 3D points reconstructed with one of the point-wise
methods presented in �3. Subsequently, since we use a surface model which is
linear with respect to its parameters, the initial parameters � can be found by
solving the least-squares problem:

min
�

nc∑
i=1

∥∥W�(qi) −Qi

∥∥2 ⇔ min
�

nc∑
i=1

‖Wi�−Qi‖2
. (15)

An alternative is to modify the problem (6), expressing Qi in terms of the
required parameters �, according to Qi = Wi�. Then one may solve for � directly
using SOCP. If necessary, the linear smoothing term of equation (13) can be
included in equation (15).
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5 Experimental Results

5.1 Experiments on Synthetic Data

In this section, we experiment several aspects of different reconstruction algo-
rithms. We first use synthetic piece of papers, such as those of figure 2, randomly
generated using the code provided by [22]. The piece of papers are square and
200mm wide. The input images are simulated by projecting the deformed piece
of paper with a virtual camera placed at approximately 1 meter of the paper
sheet and with a focal length of 36mm. A set of nc point correspondences are
generated by taking random locations on the 3D surface. A zero mean Gaussian
noise with standard deviation of 1 pixel is added to the point correspondences.
There are no self-occlusion in the data.

Fig. 2. Example of randomly generated piece of paper. Left: 3D surface. Middle: tem-
plate image. Right: input image. The blue dots are examples of point correspondences.

Several algorithms are compared in our experiments:

– SOCPimg: our point-wise method described in �3.2 ;
– FFDref: our smooth reconstruction algorithm described in �4.2 ;
– FFDinit: the initial solution of our smooth reconstruction algorithm, as de-

scribed in �4.2 ;
– Salz: the convex formulation proposed in [1]. This method is similar to

SOCPimg except for the noise that is not handled the same way. In [1],
the author minimizes a cost function that includes a ‘reprojection error’ in
order to cope with the noise. In SOCPimg, the noise is handled with hard
constraints.

– PerrioInit: the ‘upper depth bound’ approach of [3, 23] which is a point-wise
algorithm that iteratively enforces the inextensibility constraints;

– PerrioRef: the ‘refined approach’ of [3, 23] which minimizes a cost function
resulting in a refined estimation of the 3D points obtained with PerrioInit.

Reconstruction Errors. The discrepancy between the reconstructed and the
ground truth surfaces are quantified with two measures, depending on the sur-
face model used by the algorithms. The point-wise reconstruction error (pwre),
denoted ep, can be used for all the algorithms. It is defined by:

ep =
1
nc

nc∑
i=1

‖Qi − Q̂i‖. (16)
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For algorithms that uses more complex surface models, such as triangular meshes
or FFD, we measure the surface reconstruction error (sre), denoted es. It is the
difference between the reconstructed surfaceW� and the ground truth surface Ŵ :

es =
∫∫ ∥∥W�(q) − Ŵ(q)

∥∥dq. (17)

In this experiment, we use 1,000 randomly generated paper sheets with 150
points correspondences. Figure 3(a) shows the pwre for all the algorithms and
figure 3(b) shows the sre for the algorithms that use a complex surface model.
The main result of this experiment is that our approach FFDref gives the smallest
reconstruction errors (pwre and sre). Globally, the methods that use complex
surface models get better results than the point-wise approaches.

(a) Point-wise reconstruction error (b) Surface reconstruction error

Fig. 3. Comparison of the reconstruction errors for different algorithms. The central
red line is the median. The limits of the blue box are the 25th and the 75th percentiles.
The black ‘whiskers’ cover approximately 99.3% of the experiment outcomes. The green
crosses are the maximal errors over the 1000 trials.

Length of Geodesics. When a reconstructed 3D surface is reconstructed in a
truly inextensible way, the transformation of the straight line linking two points
in the template image must be the geodesic linking the corresponding two 3D
points on the surface. In particular, the length of these two paths must be identi-
cal. Testing this hypothesis for our algorithms FFDinit and FFDref is the goal of
this experiment. To do so, we use the same data as in the previous experiment.
For each surface, we choose randomly 10,000 pairs of points in the template im-
age. For each pair of points (gi,gj), the length l3D

ij of the deformed path linking
the 3D points W�(gi) and W�(gj) on the surface is approximated by the length
of the polygonal line linking these two points with the following formula:

l3D
ij =

ng∑
k=1

∥∥∥W�
(
gi + k

ng
‖gj − gi‖

)
−W�
(
gi + k−1

ng
‖gj − gi‖

)∥∥∥ , (18)

where ng is the number of intermediate points used for the approximation (we
use ng = 200 since we experimentally observed that the approximation stabilizes



62 F. Brunet et al.

for values of ng greater than 180). The lengths of the deformed paths are plotted
against their reference length in the template image in figure 4(a) for FFDinit and
in figures 4(b,c) for FFDref. Figures 4(b) and 4(c) show that, with the surfaces
reconstructed with FFDref, the length of the deformed paths are almost equal to
the length they should have if they were actual geodesics. In other words, our
approach FFDref reconstructs 3D surfaces which are truly inextensible. On the
other hand, figure 4(a) shows that the initial solution FFDinit (which is just an
FFD fitted to a sparse set of reconstructed 3D points) seems to be much less
inextensible.

(a) FFDinit (b) FFDref (c) Magnification of (b)

Fig. 4. Plot of the length of deformed paths against the length they should have if the
reconstructed surface was truly inextensible. The red diagonal line is the place where
all the blue points should be for inextensible surfaces.

Let l2D
ij be the Euclidean distance between the points gi and gj . Table 2 gives

some statistics on the relative error between the computed length l3D
ij and the

reference length l2D
ij , i.e. the quantity (l2D

ij − l2D
ij )/l3D

ij . These numbers confirm
the results seen in figure 4.

Table 2. Statistics on the relative errors between the length of transformed paths and
the length they should have

Mean Std deviation Median Minimum Maximum

FFDinit 0.0119 0.0417 0.0036 −1.9689 0.8931
FFDref 2.0084 × 10−5 7.1965 × 10−4 5.8083 × 10−6 −0.0505 0.3396

Gaussian curvature. The Gaussian curvature is the product of the two prin-
cipal curvature (which are the reciprocal of the radius of the osculating circle).
For an inextensible surface, the Gaussian curvature is null. In this experiment,
we check if this property is satisfied by the smooth surfaces reconstructed with
FFDinit and FFDref. We used the same 1,000 reconstructed surfaces as in the pre-
vious experiment. The Gaussian curvature, denoted κ, is computed for 10,000
randomly chosen points on the surface with the formula κ = det(II)

det(I) , where I
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and II are the first and the second fundamental forms of the parametric sur-
face [24]. The results of this experiment are reported in table 3. It shows that,
in average, the Gaussian curvature of the surfaces reconstructed using FFDref
are consistently close to 0. It also shows that FFDref gives Gaussian curvatures
which are 100 times smaller than the ones obtained with FFDinit. These results
demonstrate that the surfaces reconstructed with our approach FFDref are in-
deed inextensible. Note that this kind of experiment cannot be achieved if a
smooth surface is not available.

Table 3. Statistics on the (absolute value of the) Gaussian curvatures for 1,000 recon-
structed surfaces and 10,000 points per surface

Mean Std deviation Median Minimum Maximum

FFDinit 4.9458 × 10−4 0.0875 9.7302 × 10−5 7.5122 × 10−14 258.2379
FFDref 5.0046 × 10−6 7.1320 × 10−4 1.7333 × 10−6 2.2325 × 10−14 1.5199

5.2 Experiments on Real Data

The algorithms used in the synthetic experiments of �5.1 are applied to real data
in figures 5 and 6. These figures show that our approaches give good results on
real data. In particular, figure 5 shows that our method FFDref outperforms the
other approaches in the presence of a self-occlusion. This comes from the fact
that FFDref requires the surface to be inextensible everywhere, even if there
are no point correspondences (which is the case on the self-occluded part of the
paper sheet). An accurate stereo reconstruction of the surface in figure 6 were
available. We compare in table 4 the average 3D errors between the surfaces
reconstructed with a monocular approach to the stereo reconstruction. Again,
our method FFDref is the one giving the best results.

Fig. 5. Illustration of monocular reconstruction algorithms in the presence of a self-
occlusion (the point correspondences were automatically extracted using [25]). Note
how our algorithm FFDref is able to recover a reasonable shape for the occluded part.
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Fig. 6. Illustration of the results obtained with several monocular reconstruction al-
gorithms. First row: input image along with a reprojection of the reconstructed 3D
surface. Second row: reconstructed surface from a different point of view. Note that
the stereo reconstruction (first column) is not a monocular algorithm: it is just used
to assert the quality of the other reconstructed surfaces (see table 4).

Table 4. Average 3D error (in millimeters) with respect to the stereo reconstruction
of the surface for the surfaces of figure 6

PerrioRef SOCPimg Salz FFDinit FFDref
2.388 2.261 4.743 2.259 1.991

6 Conclusion

In this paper, we presented new approaches for monocular reconstruction of
inextensible surfaces imaged by a perspective camera. In particular, we proposed
a SOCP formulation of the problem that accounts for noise in both the template
and the input images. We also designed an algorithm that directly reconstruct
a smooth surface based on free-form deformations. This algorithm outperforms
previous approaches in terms of precision of the reconstructed surface. Besides,
we experimentally showed that the surfaces reconstructed with this algorithm are
truly inextensible. The only drawback of this approach is that it is formulated as
a non-linear least-squares minimization problem with a non-convex cost function.
However, we proposed a method to build an initial solution which is close to the
optimum. It allows us to get rid of the difficulties linked to the non-convexity of
the cost function.
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the Australian Research Council.
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Abstract. The k-nearest neighbors (k-NN) classification rule is still an
essential tool for computer vision applications, such as scene recognition.
However, k-NN still features some major drawbacks, which mainly reside
in the uniform voting among the nearest prototypes in the feature space.

In this paper, we propose a new method that is able to learn the “rel-
evance” of prototypes, thus classifying test data using a weighted k-NN
rule. In particular, our algorithm, called Multi-class Leveraged k-nearest
neighbor (MLNN), learns the prototype weights in a boosting frame-
work, by minimizing a surrogate exponential risk over training data. We
propose two main contributions for improving computational speed and
accuracy. On the one hand, we implement learning in an inherently mul-
ticlass way, thus providing significant computation time reduction over
one-versus-all approaches. Furthermore, the leveraging weights enable
effective data selection, thus reducing the cost of k-NN search at classi-
fication time. On the other hand, we propose a kernel generalization of
our approach to take into account real-valued similarities between data
in the feature space, thus enabling more accurate estimation of the local
class density.

We tested MLNN on three datasets of natural images. Results show
that MLNN significantly outperforms classic k-NN and weighted k-NN
voting. Furthermore, using an adaptive Gaussian kernel provides signif-
icant performance improvement. Finally, the best results are obtained
when using MLNN with an appropriate learned metric distance.

1 Introduction

In this paper, we address the task of image categorization. This task aims at
automatically classifying images into a predefined set of scene categories, like the
natural scenes represented in Fig. 1. (See Sec. 3.1 for a detailed description of
the databases we used in our experiments). Despite lots of works, much remains
to be done to challenge human level performances, not only because there is a
huge number of natural categories that should be considered in general. In fact,
images carry only parts of the information that is used by humans to categorize,
and parts of the information available from images may be highly misleading:
for example, natural image categories may exhibit high intra-class variability
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highway tall building open country mountain

inside city street coast forest

Fig. 1. The first dataset we used in our experiments consists of 8 categories of natural
scenes [1]
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Fig. 2. Optimizing k-NN via MLNN (up, blue) and SVM-KNN [2] (down, green).
MLNN uses a boosting algorithm before being presented any query, while SVM-KNN
learns support vectors after each query is presented. Bold rectangles indicate induction
steps (PS = prototype selection; see text for details).

(i.e., visually different images may belong to the same category) and low inter-
class variability (i.e., distinct categories may contain images that are visually
similar).

For the purpose of automatic classification of images, the k-NN classification
has shown to be very effective [3]. Its use is supported by a wide spectrum of argu-
ments, ranging from the field of philosophy to that of mathematics [2]. The sim-
plicity of the method — use the labeled neighbor(s) of a query to predict its class
— makes it a good candidate for further improvements, desirable in part because
of statistical and computational drawbacks [2]. So far, the literature has favoured
two main ways to cope with these issues: improve classification accuracy by means
of local classifiers [2,4,5,6], or filter out ill-defined examples [7], with intermediate
approaches [8]. Many of these algorithms can be viewed as primers to improve
the (continuous) estimation of class membership probabilities [9], but none has
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completely succeeded in this task. This problem has been reformulated by Marin
et al. [10] as a strong advocacy for the formal transposition of boosting to k-NN
classification. This issue is challenging as k-NN rules are indeed not induced,
whereas formal boosting algorithms combine two induction steps, inducing so-
called strong classifiers by combining weak classifiers (also induced). Previously,
Athitsos and Sclaroff [11] had already proposed an approach to bring the boost-
ing principle into the k-NN classification framework. However, their method con-
sisted in “boosting” the distance measure, i.e., learning a combination of metric
distances that could improve the generalization of classifier. Furthermore, their
classification framework was not intrinsically multiclass, as they formulated the
problem as binary learning on random triplets of training data.

In this paper, we tackle the issue of integrating k-NN in a boosting framework
from a different perspective. In particular, our algorithm, called MLNN, induces
a multiclass leveraged k-nearest neighbor rule that generalizes the uniform k-NN
rule, using the examples directly as weak hypotheses (that we also call proto-
types). Our MLNN method does not need to learn a distance function, as it
directly operates on the top of k-nearest neighbors search. Furthermore, it does
not require an explicit computation of the feature space, thus preserving one of
the main advantages of prototype-based methods. Compared to the well-known
SVM-k-NN local learning approach [2], MLNN also speeds up query processing:
instead of learning a local classifier for each query, MLNN performs learning
upwards, once and for all, and does not need to be run again or updated de-
pending on queries (Fig. 2). Finally, the most significant advantage of MLNN
lies in its ability to find out the most relevant prototypes for categorization, al-
lowing to filter out the remaining less reliable examples. Experimentally, signifi-
cant data reductions are observed with a simultaneous increase in categorization
performances.

In Sec. 2 we present our MLNN approach, along with the statement of its
theoretical properties. In order not to laden the paper’s body, the proofsketches
of the results have been postponed to an appendix. Then, Sec. 3 displays the
behavior of MLNN on three standard databases of real-world image categoriza-
tion. Finally, we conclude with some observations (Sec. 4).

2 Method

2.1 Problem Statement and Notations

In this paper, we address the task of multiclass image categorization. It consists
in assigning an image to one of several predefined categories (or classes, or labels).
Instead of splitting the multiclass problem in as many one-versus-all (binary)
classification problems — a frequent approach in boosting [12] — we directly
tackle the multiclass problem, following Zou et al [13]. For a given query image,
we compute its classification score for all categories. While we basically use this
vector for single-label prediction using the category with the maximum score,
our algorithm can be straightforwardly extended to multilabel prediction and
ranking [12]. We suppose given a set S of m annotated images. Each image is
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a training example (x,y), where x is the image feature vector and y the class
vector that specifies the category membership of the image. In particular, the
sign of component yc gives the positive/negative membership of the example
to class c (c = 1, 2, ..., C). Inspired by the multiclass boosting analysis of Zou
et al [13], we constrain the class vector to be symmetric, i.e.:

∑C
c=1 yc = 0, by

setting: yc̃ = 1, yc �=c̃ = − 1
C−1 , where c̃ is the true image category. Furthermore,

we denote by K(xi,xj) a symmetric similarity kernel on the pair of examples
xi, xj.

2.2 (Leveraged) k-Nearest Neighbors

The vanilla k-NN rule is based on majority vote among the k-nearest neighbors
in set S, to predict the class of query xq. It can be defined as the following
multiclass classifier h = {hc, c = 1, 2, ..., C}:

hc(xq) =
1
k

∑
i∼kq

[yic > 0] , (1)

where hc ∈ [0, 1] is the classification score for class c, i ∼k q denotes an example
(xi,yi) belonging to the k-nearest neighbors of xq and square brackets denote
the indicator function.

In this paper, we propose to generalize (1) to the following leveraged k-NN
rule h� = {h�

c}:

h�
c(xq) =

T∑
j=1

αjK(xq,xj)yjc ∈ R , (2)

where prediction h�
c takes values in all R. In (2), we have introduced the three

following elements to generalize (1):

– leveraging coefficients αj , that provide a weighted voting rule instead of
uniform voting;

– kernel K, which takes into account “soft” (real-valued) similarities between
query xq and prototypes xj , instead of “hard” selection of the most similar
(k-NN) prototypes;

– size T of the set of prototypes that are allowed to vote.

This last point is particularly interesting for computational purposes, as our
classification rule actually involves only a (possibly sparse) subset of the training
data as prototypes to be used at query time. Indeed, a prototype selection step
is to be performed while training our classifier, in order to determine the most
relevant subset of training data, i.e., the so-called prototypes, forming a set P ⊆ S
(Figure 2). The prototypes are selected during the training phase, which consists
in fitting their coefficients αj , while removing the least relevant annotated data
from S.
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2.3 Multiclass Surrogate Risk Minimization

In order to fit our leveraged classification rule (2) onto training set S, we focus
on the minimization of a multiclass surrogate1 (exponential) risk:

εexp (h�,S
) .=

1
m

m∑
i=1

exp
{
−ρ(h�, i)

}
, (3)

where:

ρ(h�, i) =
1
C

C∑
c=1

yich
�
c(xi) (4)

is the multiclass edge of classifier h� on training example xi. In particular, this
edge averages over the C classes the “goodness of fit” of classifier h� on example
(xi,yi), thus being positive iff the prediction agrees with the example’s anno-
tation. Therefore, counting the number of negative edges enables to quantify
the so-called empirical risk, i.e., the actual misclassification rate on the training
data, as follows:

ε0/1
(
h�,S
) .=

1
m

m∑
i=1

[
ρ(h�, i) < 0

]
. (5)

Rather than directly tackling the problem of minimizing ε0/1 — which is not
differentiable and often computationally hard to minimize [14] — we concentrate
on the optimization of surrogate (3), which is an upper bound of the empirical
risk.

In order to solve this optimization, we propose a boosting-like procedure, i.e.,
an iterative strategy where the classification rule is updated by adding a new
prototype (xj ,yj) (weak classifier) at each step t (t = 1, 2, . . . , T ), thus updating
the strong classifier (2) as follows:

h(t)
c (xi) = h(t−1)

c (xi) + δjK(xi,xj)yjc . (6)

(j is the index of the prototype chosen at iteration t.) Using (6) into (4), and
then plugging it into (3), turns the problem of minimizing (3) to that finding δj
with the following objective:

arg min
δj

m∑
i=1

wi · exp {−δjrij} . (7)

In (7), we have defined wi as the weighting factor, depending on the past weak
classifiers:

wi = exp

{
− 1
C

C∑
c=1

yich
(t−1)
c (xi)

}
, (8)

1 We call surrogate a function that upperbounds the risk functional we should mini-
mize, and thus can be used as a primer for its minimization.
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and rij as a pairwise term only depending on training data:

rij = K(xi,xj)
1
C

C∑
c=1

yicyjc . (9)

Finally, taking the derivative of (7), the global minimization of surrogate risk
(3) amounts to fitting δj so as to solve the following equation:

m∑
i=1

wirij exp {−δjrij} = 0 . (10)

Algorithm 1. Multi-Class Leveraged k-NN MLNN (S)

Input: S = {(xi, yi) , i = 1, 2, ..., m , yi ∈ {− 1
C−1

, 1}C}

Let rij
.= 1

C

∑C
c=1 K(xi, xj)yicyjc (11)1

Let αj ← 0, ∀j = 1, 2, ..., m2

Let wi ← 1/m, ∀i = 1, 2, ..., m3

for t = 1, 2, ..., T do4

[I.0] Weak index chooser oracle:5

Let j ← Wic({1, 2, ..., m}, t);6

[I.1] Compute δj solution of:7

m∑
i=1

wirij exp {−δjrij} = 0 ; (12)

[I.2] Let8

wi ← wi exp(−δjrij), ∀i : j ∼k i ; (13)

[I.3] Let αj ← αj + δj

Output: h�
c(xq) =

∑
j∼kq αjcyjc, ∀c = 1, 2, . . . , C

2.4 MLNN: Multi-class Leveraged k-NN Rule

Pseudocode of MLNN is shown in Alg. 1. The main ingredient to compute
leveraging coefficients relies on the so-called edge matrix r with general entry
ri,j (Eq. 9). This term depends on the pairwise similarity between two training
examples, as it is given by the kernel, as well as on the ground-truth annotations.
Indeed, it combines a “labeling” term, which determines the sign, i.e., being
positive iff labels of i and j agree, with a “geometric” term, which influences the
magnitude, i.e., being larger when the two examples are closer to each other in
the feature space.

We distinguish the following two cases, depending on which kernel is selected:

k-NN kernel. In the most basic setting, i.e., when using k-NN kernel, term
K(xi,yi) behaves like an indicator function that only selects the k-NN of i.
Therefore, in this case (9) simplifies to:
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rij
.=
{

1
C

∑C
c=1 yicyjc if j ∼k i

0 otherwise
(14)

and (10) has the following closed-form solution:

δj ←
(C − 1)2

C
log

(
(C − 1)w+

j

w−
j

)
, (15)

with:
w+

j =
∑

i: rij>0

wi, w−
j =

∑
i: rij<0

wi . (16)

general kernel. When using any kernel, entries of the edge matrix (Eq. 9) are
real-valued and, in general, not sparse. Moreover, the equation (10) is tran-
scendental, thus not admitting a closed-form solution. Hence, we compute
the solution numerically, implementing a Newton’s iterative method. This
method gives the following approximation at step k + 1, given the previous
one at step k:

δ(k+1) = δk +
∑m

i=1 wirij exp {−δ(k)rij}∑m
i=1 wir2ij exp {−δ(k)rij}

. (17)

A critical setting for obtaining quick convergence of the solution is the ini-
tialization. Here, we propose to initialize the algorithm with the root of a
linearized version of Eq. (10):

δ(0) =
∑m

i=1 wirij∑m
i=1 wir2ij

. (18)

A suitable choice for the kernel is the Radial Basis Function (RBF), which
provides “smooth” pairwise similarities between feature points:

K(xi,xj) = exp
{
−||xi − xj||2

2σ2

}
, (19)

where parameter σ may be either constant or adapted to the local sample
density (e.g., one may set σ = ρk(xi), where ρk(xi) is the k-NN distance
to xi, thus “enlarging” the window size where training data are sparser.)
In particular, in the following experiments we use a Gaussian kernel that is
truncated to the first k nearest neighbors, thus providing a straightforward
generalization of the k-NN kernel. In this case the edge matrix writes as
follows:

rij
.=

{
1
C

∑C
c=1 exp

{
− ||xi−xj ||2

2σ2

}
yicyjc if j ∼k i

0 otherwise
. (20)

Another ingredient of MLNN is more common to boosting algorithms: MLNN
operates on a set of weights wi (i = 1, 2, ...,m) defined over training data. These
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weights are repeatedly updated, such that those of mislabelled examples are
increased, and vice-versa.

At each iteration t of the algorithm, a weak index chooser oracle
Wic({1, 2, ...,m}, t) determines index j ∈ {1, 2, ...,m} of the example to leverage
(step I.0). Various choices are possible for this oracle. The simplest is perhaps
to compute Eq. (16, 12) for all the training examples. δj in Eq. (12) can indeed
be used to obtain a local measure of the class density [14], which is as better as
δj gets large. This simple oracle thus picks j maximizing δj:

j ← Wic({1, 2, ...,m}, t) : δj = max
j∈{1,2,...,m}

δt
j . (21)

This oracle allows an example to be chosen more than once, thus letting its
leveraging coefficient αj be updated several times (step I.3). It is known that, in
order to be statistically consistent, some boosting algorithms require to be run
for T � m rounds [15]. Cast in the setting of MLNN, this constraint precisely
supports prototype selection, as T is an upperbound for the number of examples
with non-zero leveraging coefficients.

MLNN shares the property with boosting algorithms of being resources-
friendly: since computing the leveraging coefficients scales linearly with the num-
ber of neighbors, the time complexity bottleneck of MLNN does not rely on
boosting, but rather on the complexity of k-NN search. Furthermore, notice
that, when whichever w+

j or w−
j is zero, δj in (12) is not finite. There is a simple

way to eliminate this drawback, inspired by [12]: we add 1/m to both the numer-
ator and the denominator of the fraction in the log term of (12). This smoothes
out δj , guaranteeing its finiteness without impairing convergence of MLNN.

In the following section, we provide formal details about the boosting analysis
of MLNN.

2.5 Properties of MLNN

Two fundamental theorems hold for MLNN.

Theorem 1. MLNN converges with T to h� realizing the global minimum of
the exponential risk (3).

MLNN is a specialization of a very general learning algorithm which keeps the
same convergence guarantee when replacing the surrogate risk (3) by elements
of a broad class of surrogates risk [14,15].

The second theorem provides a convergence rate for MLNN, which is based
on a fundamental assumption on weak classifiers.

Theorem 2. Let pj
.= w+

j /(w
+
j + w−

j ). If the following weak index assumption
(WIA) holds for τ ≤ T steps in MLNN:

(WIA). There exist some γ > 0 and η > 0 such that the following two inequal-
ities hold for index j returned by Wic({1, 2, ...,m}, t):
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|pj −
1
C
| ≥ γ , (22)

(w+
j + w−

j )/||w||1 ≥ η . (23)

Then: ε0/1(h�,S) ≤ exp(− C
C−1ηγ

2τ).

(Proofsketch in appendix) Ineq. (22) is the usual weak learning assumption, used
to analyze classical boosting algorithms [16,12], when considering examples as
weak classifiers. A weak coverage assumption (23) is needed as well, because in-
sufficient coverage of the reciprocal neighbors could easily wipe out the surrogate
risk reduction due to a large γ in (22). In the framework of k-NN classification,
choosing k not too small is enough for the WIA to be met for a large number
of boosting rounds τ , thus determining a potential harsh decrease of εexp(h�,S).
This is important, as a big difference with classical boosting algorithms (e.g. Ad-
aBoost [16]) is that oracle Wic(., .) has only access to m different weak classifiers,
i.e., one per example. Finally, the bound in Theorem 2 shows that classification
(22) may be more important than coverage (23) for nearest neighbors.

3 Experiments

In this section, we present experimental results of MLNN with different kernel
settings and comparison with both k-NN and ITML [6], which is a state-of-the-
art metric learning algorithm. In particular, our experiments aim at evaluating
the effect of UNN sparse prototype selection on the classification accuracy. For
this purpose, we measured the classification performances when varying the num-
ber of prototypes retained at test time. In MLNN, prototype selection is carried
out by setting T < m, which corresponds to retaining at most T relevant pro-
totypes. When running the other methods, we carried out random prototype
selection and averaged the results over a number of iterations.

3.1 Scene Categorization

We validated our MLNN algorithm on three well-known image categorization
databases.

8-cat: firstly proposed by [1], includes 2,688 color images grouped into eight cat-
egories: 360 coast, 328 forest, 374 mountain, 410 open country, 260 highway,
308 inside of cities, 356 tall buildings, and 292 street (Fig. 1).

13-cat: adds five more categories of gray-scale images to the 8-cat database [17]:
241 suburb residence, 174 bedroom, 151 kitchen, 289 living room, and 216
office.

15-cat: includes 13-cat database plus two more categories (gray-scale images) [18]:
315 store, and 311 industrial.

In the following section we report results obtained by splitting each database in
two distinct subsets, one for training, the other for test. We always used about
2,000 randomly selected training images. Namely, 250 images per category were
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selected from the 8-cat database, 150 from the other two datasets. The remaining
images were used for testing. In our experiments, we mostly concentrated on
evaluating the trade-off between classification accuracy and computational time,
as provided by selecting a sparse prototype dataset from the training data. In
particular, fixing the number of prototypes amounts to fixing the computational
cost of classification, as this latter only depends on the cost of k-NN search on the
prototype set. (So as for k-NN, a random sample of the training set was selected
and results were averaged over a number of random sampling realizations.) All
the results we present were obtained with k = 11 and pre-processing Gist features
[1] with PCA down to dimension d = 128.

We compared different implementations of our MLNN algorithm. In partic-
ular, we tested:

– MLNN with the basic setting, i.e., the uniform k-NN kernel of Eq. (14);
– WMLNN, i.e., MLNN with fixed-size Gaussian kernel (19) (with σ = 0.25);
– AdaWMLNN, i.e., MLNN with adaptive-size Gaussian kernel (19) (with
σ =

√
2ρk(xi), ρk(xi) being the k-NN distance from example xi);

– MLNN “one-versus-all”, i.e. Alg. 1 with C = 2 applied to each category
independently (considering examples in the current category as “positives”,
the remaining ones as “negatives”).

Furthermore, we compared our method with different k-NN–based classification
methods, which either rely on metric learning or not. Namely, we tested:

– classic non-parametric k-NN voting;
– weighted k-NN (Wk-NN) voting with Gaussian weights, as proposed by

Philbin et al. [19]; we used (19) with σ = 1 as a weighting factor;
– k-NN voting combined with ITML metric learning [6].

We tested all these methods for a fixed number of prototypes, i.e., for a fixed
computational cost of classification. In particular, a random sample of the train-
ing set was selected and results were averaged over a number of random sampling
realizations.

Finally, we integrated the ITML method with MLNN in order to provide
a unique method for addressing simultaneously both the choice of the metric
distance and the rejection of “noisy” examples, which are the two fundamental
issues of k-NN classification.

3.2 Categorization Results

The categorization test consists in assigning each test image to one of the prede-
fined categories. We measured the overall performance rate as the mean Average
Precision (mAP), which is the average of the classification rates for each category.

In Fig. 3(a) we compare the results of MLNN with the abovementioned
settings. Interestingly, these results show the significant improvement provided
by using a “smooth” kernel for learning the prototypes. Namely, the adaptive-
size kernel provides the best performances. Furthermore, the gap over the basic
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Fig. 3. Experimental results of categorization on 8-cat database in terms of mAP as
a function of the number of prototypes, for k = 11 and Gist descriptors of dimension
d = 128 (after PCA). (a) Comparison between 3 different implementations of MLNN
and one-versus-all MLNN. (b) Comparison between MLNN with adaptive Gaussian
kernel (AdaWMLNN), k-NN, weighted k-NN and MLNN one-versus-all (UNN).

MLNN is more consistent when retaining less prototypes, as AdaMLNN enables
a finer class density estimation even with very sparse examples (see, for instance,
the performance gap of 7% between MLNN and AdaWMLNN for T = 200). Fur-
thermore, notice that the multiclass version of our algorithm outperforms the
one-versus-all implementation (gap between 1% and 3%). Hence, our multiclass
MLNN not only is much less computationally expensive than one-versus-all
MLNN, as it avoids to run the boosting procedure C times independently, but
also provides better classification accuracy.

On the same 8-cat database we compared AdaWMLNN to k-NN voting with
or without metric learning (Fig. 3(b)). First of all, we notice that our AdaWMLNN
method significantly outperforms k-NN and Wk-NN, i.e., non-learned voting
rules (up to 6% improvement). Then, performances of our method are overall
comparable to those of ITML, being slightly inferior to them, but the computa-
tional cost of MLNN is considerably lower than that of metric learning. Finally,
our results show that, when combined with a metric learning strategy, MLNN
is able to significantly outperform all the other classification methods, thus en-
abling a significant accuracy improvement over the state-of-the-art (up to 3%
when retaining few prototypes, see for example performance at T = 200).

In Fig. 4 we focus on a more extensive comparison between regular MLNN
and classic k-NN on the 13-cat and 15-cat datasets. Here, we report the mean
Average Precision as a function of the number of prototypes per category. (Since
this number varies from category to category, we report the average number of
prototypes over all categories.) Notice that the gap between the two methods is
most significant when retaining less than half prototypes, namely 6% improve-
ment with 80 prototypes on 8-cat database, 7% with only 60 prototypes for both
13-cat and 15-cat. Besides considerably improving precision over k-NN, we also
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Fig. 4. Performance of MLNN with different settings (see the paper for details) com-
pared to k-NN and weighted k-NN as a function of the number of prototypes per class
for 13-cat (4(a)) and 15-cat (4(b)) datasets.
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drastically reduce the computational complexity of classification, which deals
with finding nearest neighbors on a sparse dataset (gain up to a factor 4 when
discarding half prototypes).

4 Conclusion

In this paper, we have proposed a novel boosting algorithm, MLNN, which
learns a leveraged k-NN rule following the minimization of a multiclass surro-
gate (exponential) risk. This rule generalizes k-NN to weighted voting. Under
mild learning and coverage assumptions, MLNN convergence is proven to be
exponentially fast. Experiments on benchmark image categorization databases
display that MLNN is significantly more accurate than k-NN (up to 6%), achiev-
ing very significant improvement on image databases with only few thousand
images. Since the number of weak hypotheses available for boosting is in the
order of the number of images, improvements may rapidly become dramatic as
databases get larger. MLNN also provides us with a very simple and efficient
prototype selection method reducing the cost of searching for neighbors at clas-
sification time. MLNN precision is comparable with that of a state-of-the-art
metric learning method [6]. Since MLNN is still fully compatible with any un-
derlying distortion and data structure for k-NN search, it also take advantage
from learning a metric distance, thus simultaneously solving both major issues
of k-NN voting: selection of a suitable metric distance and rejection of “noisy”
prototypes. Last but not least, MLNN is simple and modular enough, so that it
can be easily extended to work on global image descriptors (like Bags of Features,
Fisher Kernels ...)

References

1. Oliva, A., Torralba, A.: Modeling the shape of the scene: A holistic representation
of the spatial envelope. Int. J. of Comp. Vision 42, 145–175 (2001)

2. Zhang, H., Berg, A.C., Maire, M., Malik, J.: Svm-knn: Discriminative nearest
neighbor classification for visual category recognition. In: CVPR 2006, pp. 2126–
2136 (2006)

3. Boiman, O., Shechtman, E., Irani, M.: In defense of nearest-neighbor based image
classification. In: CVPR 2008, pp. 1–8 (2008)

4. Hastie, T., Tibshirani, R.: Discriminant adaptive nearest neighbor classification.
IEEE Trans. PAMI 18, 607–616 (1996)

5. Paredes, R.: Learning weighted metrics to minimize nearest-neighbor classification
error. IEEE Trans. PAMI 28, 1100–1110 (2006); Member-Vidal, Enrique

6. Davis, J.V., Kulis, B., Jain, P., Sra, S., Dhillon, I.S.: Information-theoretic metric
learning. In: ICML 2007, pp. 209–216 (2007)

7. Brighton, H., Mellish, C.: Advances in instance selection for instance-based learning
algorithms. Data Mining and Knowledge Disc. 6, 153–172 (2002)

8. Zuo, W., Zhang, D., Wang, K.: On kernel difference-weighted k-nearest neighbor
classification. Pattern Anal. Appl. 11, 247–257 (2008)

9. Holmes, C.C., Adams, N.M.: Likelihood inference in nearest-neighbour classifica-
tion models. Biometrika 90, 99–112 (2003)



80 P. Piro et al.

10. Marin, J.M., Robert, C.P., Titterington, D.M.: A Bayesian reassessment of nearest-
neighbor classification. J. of the Am. Stat. Assoc. (2009)

11. Athitsos, V., Sclaroff, S.: Boosting nearest neighbor classi.ers for multiclass recogni-
tion. In: CVPR 2005: Proceedings of the 2005 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition (CVPR 2005) - Workshops, vol. 45 (2005)

12. Schapire, R.E., Singer, Y.: Improved boosting algorithms using confidence-rated
predictions. Machine Learning 37, 297–336 (1999)

13. Zou, H., Zhu, J., Hastie, T.: New multicategory boosting algorithms based on multi-
category fisher-consistent losses. Annals of Applied Statistics 2(4), 1290–1306 (2008)

14. Nock, R., Nielsen, F.: Bregman divergences and surrogates for learning. IEEE
Trans. PAMI 31, 2048–2059 (2009)

15. Bartlett, P., Jordan, M., McAuliffe, J.D.: Convexity, classification, and risk bounds.
J. of the Am. Stat. Assoc. 101, 138–156 (2006)

16. Freund, Y., Schapire, R.E.: A Decision-Theoretic generalization of on-line learning
and an application to Boosting. Journal of Comp. Syst. Sci. 55, 119–139 (1997)

17. Fei-Fei, L., Perona, P.: A bayesian hierarchical model for learning natural scene
categories. In: CVPR, pp. 524–531 (2005)

18. Lazebnik, S., Schmid, C., Ponce, J.: Beyond bags of features: Spatial pyramid
matching for recognizing natural scene categories. In: CVPR, pp. 2169–2178 (2006)

19. Philbin, J., Chum, O., Isard, M., Sivic, J., Zisserman, A.: Lost in quantization:
Improving particular object retrieval in large scale image databases. In: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (2008)

Appendix

Proofsketch of Theorem 2. Without loss of generality and to simplify notations,
assume that j = t in Alg. 1, and denote wj the weight vector on which we
compute (12) — thus, the weight update in (13) gives wt+1, and the first weight
vector is w1. Let us denote Zt

.= ||wt+1||1 the normalization coefficient for
weights, and w̃(t+1)i

.= wti/Zt the normalized weight of example (xi,yi) in the
(t+ 1)th weight vector. Few derivations lead:

εexp(h�,S) =
T∏

t=1

Zt . (24)

We now compute an upperbound for Zt, removing the t index for readability. For
this objective, we extend notations (16) to the normalized tilda notation above,
and let � .= mini,t:K(xi,xt)>0K(xi,xt) and �

.= maxi,tK(xixt). Due to the lack
of place, we make the proof in the simpler case where � = � = 1. We obtain:

Z =
m∑

i=1

w̃i exp (−δjrij) ≤ w̃+
j exp

(
−�

C − 1
C

log

(
(C − 1)w+

j

w−
j

))
+

+(1 − w̃−
j − w̃+

j ) + w̃−
j exp

(
�

C
log

(
(C − 1)w+

j

w−
j

))
=

= 1 − w̃−
j − w̃+

j +
C

C − 1
(
(C − 1)w̃+

j

) 1
C
(
w̃−

j

)1− 1
C =

= 1 − (w̃−
j + w̃+

j )

⎡⎣1 −
C
(
(C − 1) ˜̃w+

j

) 1
C
( ˜̃w−

j

)1− 1
C

C − 1

⎤⎦ (25)
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where we have used the shorthands ˜̃w+
j

.= w+
j /(w

+
j +w−

j ) and ˜̃w−
j

.= w−
j /(w

−
j +

w+
j ). Using the WIA (23) and the fact that 1 − x ≤ exp(−x), we obtain from

(25):

Z ≤ exp
[
−η
(
1 − f( ˜̃w+

j )
)]

, (26)

f(x) .=
C

C − 1
((C − 1)x)

1
C (1 − x)1−

1
C , x ∈ [0, 1] .

f(x) is concave on [0, 1] and admits a maximum in x = 1/C; Assuming the WIA
(22), we get | ˜̃w+

j − 1
C | ≥ γ. If x ≤ 1

C − γ, then f(x) ≤ g−(γ), and if x ≥ 1
C + γ,

then f(x) ≤ g+(γ), with:

g−(γ) .= (1 − Cγ)
1
C

(
1 +

C

C − 1
γ

)1− 1
C

,

g+(γ) .= (1 + Cγ)
1
C

(
1 − C

C − 1
γ

)1− 1
C

.

But it can be shown that both g−(γ) and g+(γ) can be upperbounded by g(γ) =
1 − Cγ2/(C − 1), ∀C ≥ 2, ∀γ ∈ [0, 1]. Plugging the bound in (26), we obtain:

Z ≤ exp
[
−η
(
1− g( ˜̃w+

j )
)]

= exp
[
− C

C − 1
ηγ2
]

.

Finally, Z ≤ 1 because 0 ≤ fC(x) ≤ 1 for any x ∈ [0, 1], and (24) yields
εexp(h�,S) ≤ exp(−Cηγ2τ/(C−1)). Using the fact that ε0/1(h�,S) ≤ εexp(h�,S)
yields the proof of Theorem 2.
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Abstract. In this paper, we propose a novel graph based approach for
still-to-video based face recognition, in which the temporal and spatial
information of the face from each frame of the video is utilized. The spa-
tial information is incorporated using a graph based face representation.
The graphs contain information on the appearance and geometry of facial
feature points and are labeled using the feature descriptors of the feature
points. The temporal information is captured using an adaptive proba-
bilistic appearance model. The recognition is performed in two stages
where in the first stage a Maximum a Posteriori solution based on PCA
is computed to prune the search space and select fewer candidates. A
simple deterministic algorithm which exploits the topology of the graph
is used for matching in the second stage. The experimental results on the
UTD database and our dataset show that the adaptive matching and the
graph based representation provides robust performance in recognition.

1 Introduction

Face recognition has long been an active area of research, and numerous algo-
rithms have been proposed over the years. For more than a decade, active re-
search work has been done on face recognition from still images or from videos of
a scene [1]. A detailed survey of existing algorithms on video-based face recog-
nition can be found in [2] and [3]. The face recognition algorithms developed
during the past decades can be classified into two categories: holistic approaches
and local feature based approaches. The major holistic approaches that were
developed are Principal Component Analysis (PCA) [4], combined Principal
Component Analysis and Linear Discriminant Analysis (PCA+LDA) [5], and
Bayesian Intra-personal/Extra-personal Classifier (BIC) [6].

Chellappa et al. [7] proposed an approach in which a Bayesian classifier is used
for capturing the temporal information from a video sequence and the posterior
distribution is computed using sequential importance sampling. As for the local
feature based approaches, Manjunath and Chellappa [8] proposed a feature based
approach in which features are derived from the intensity data without assuming
any knowledge of the face structure. Topological graphs are used to represent
relations between features, and the faces are recognized by matching the graphs.
Ersi and Zelek [9] proposed a feature based approach where in a statistical Local
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Feature Analysis (LFA) method is used to extract the feature points from a face
image. Gabor histograms are generated using the feature points and are used to
identify the face images by comparing the Gabor histograms using a similarity
metric. Wiskott et al. [10] proposed a feature based graph representation of the
face images for face recognition in still images. The face is represented as a graph
with the features as the nodes and each feature described using a Gabor jet. The
recognition is performed by matching graphs and finding the most similar ones.
A similar framework was proposed by Ersi et al. [11] in which the graphs were
generated by triangulating the feature points.

Most of these approaches focused on image-based face recognition applica-
tions. Various approaches to video-based face recognition have been studied in
the past, in which both the training and test set are video sequences. Video-based
face recognition has the advantage of using the temporal information from each
frame of the video sequence. Zhou et al. [12] proposed a probabilistic approach
in which the face motion is modeled as a joint distribution, whose marginal
distribution is estimated and used for recognition. Li [13] used the temporal in-
formation to model the face from the video sequence as a surface in a subspace
and performed recognition by matching the surfaces. Kim et al. [14] recognized
faces from video sequences by fusing pose-discriminant and person-discriminant
features by modeling a Hidden Markov Model (HMM) over the duration of a
video sequence. Stallkamp et al. [15] proposed a classification sub-system of
a real-time video-based face identification system. The system uses K-nearest
neighbor model and Gaussian mixture model (GMM) for classification purposes
and uses distance-to-model, and distance-to-second-closest metrics to weight the
contribution of each individual frame to the overall classification decision.

Liu and Chen [16] proposed an adaptive HMM to model the face images in
which the HMM is updated with the result of identification from the previous
frame. Lee et al. [17] represented each individual by a low-dimensional appear-
ance manifold in the ambient image space. The model is trained from a set of
video sequences to extract a transition probability between various poses and
across partial occlusions. Park and Jain [18] proposed a 3D model based approach
in which a 3D model of the face is used to estimate the pose of the face in each
frame and then matching is performed by extracting the frontal pose from the
3D model. Xu et al. [19] proposed a video based face recognition system in which
they integrate the effects of pose and structure of the face and the illumination
conditions for each frame in a video sequence in the presence of multiple point
and extended light sources. The pose and illumination estimates in the probe
and gallery sequences are then compared for recognition applications.

In this paper, we propose a novel graph based approach for image-to-video
based face recognition which utilizes the spatial and temporal characteristics
of the face from the videos. The face is spatially represented by constructing
a graph using the facial feature points as vertices and labeling them with their
feature descriptors. A probabilistic mixture model is constructed for each subject
which captures the temporal information. The recognition is performed in two
stages where in the first stage the probabilistic mixture model is used to prune
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the search space using a MAP rule. A simple deterministic algorithm that uses
cosine similarity measure is used to compare the graphs in the second stage.
The probabilistic models are updated with the results of recognition from each
frame of the video sequence, thus making them adaptive. Section 2 explains
our procedure in constructing the graphs and the adaptive probabilistic mixture
models for each subject. The two stage recognition is explained in section 5.

2 Face Image Representation

In this section, we describe our approach in extracting the facial feature points
and their descriptors which are used in the spatial representation of the face
images. Every face is distinguished not by the properties of individual features,
but by the contextual relative location and comparative appearance of these
features. Hence it is important to identify those features that are conceptually
common in every face such as eye corners, nose, mouth, etc. In our approach,
the facial feature points are extracted using a modified Local Feature Analysis
(LFA) technique, and extracted feature points are described using Local Binary
Pattern (LBP) [20], [21] feature descriptors.

2.1 Feature Point Extraction

The Local Feature Analysis (LFA) proposed by Penev and Atick [22] constructs
kernels, which are basis vectors for feature extraction. The kernels are con-
structed using the eigenvectors of the covariance matrix of the vectorized face
images. LFA is referred to as a local method since it constructs a set of kernels
that detects local structure; e.g., nose, eye, jaw-line, and cheekbone, etc. The
local kernels are optimally matched to the second-order statistics of the input
ensemble [22]. Given a set of n d -dimensional images x1, . . . , xn, Penev and
Atick [22] compute the covariance matrix C, from the zero-mean matrix X of
the n vectorized images as follows:

C = XXT . (1)

The eigenvalues of the covariance matrix C are computed and the first k largest
eigenvalues, λ1, λ2, . . . , λk, and their associated eigenvectors ψ1, . . . , ψk to
define the kernel K,

K = ΨΛΨT (2)

where Ψ = [ψ1 . . .ψk], Λ = diag( 1√
λr

).
The rows of K contain the kernels. These kernels have spatially local proper-

ties and are ”topographic” in the sense that the kernels are indexed by spatial
location of the pixels in the image, i.e., each pixel in the image is represented by
a kernel from K. Figure 1(a) shows the kernels corresponding to the nose, eye,
mouth and cheek positions. The kernel matrix K transforms the input image
matrix X to the LFA output O = KTX which inherits the same topography as
the input space.
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Hence, the dimension of the output is reduced by choosing a subset of kernels,
M , where M is a subset of indices of elements of K. These subsets of kernels
are considered to be at those spatial locations which are the feature points of
the face image. Penev and Atick [22] proposed an iterative algorithm that uses
the mean reconstruction error to construct M by adding a kernel at each step
whose output produces the maximum reconstruction error,

argmax
x

〈||O(x) −Orec(x)||2〉 (3)

where Orec(x) is the reconstruction of the output O(x).
Although mean reconstruction error is a useful criterion for representing data,

it does not guarantee an effective discrimination between data from different
classes as the kernels selection process aims at reducing the reconstruction error
for the entire image and not the face region. Hence, we propose to use the Fisher’s
linear discriminant method [23] to select the kernels that characterize the most
discriminant and descriptive feature points of different classes. We compute the
Fisher scores using the LFA output O. Fisher score is a measure of discriminant
power which estimates how well different classes of data are separated from each
other, and is measured as the ratio of variance between the classes to the variance
within the classes. Given the LFA output O = [o1 . . . on] for c classes, with each
class having ni samples in the subset χi, the Fisher score of the xth kernel, J(x)
is given by

J(x) =
∑c

i=1 ni(mi(x) −m(x))2∑c
i=1
∑

o∈χi
(o(x) −mi(x))2

(4)

where m(x) = 1
n

∑c
i=1 nimi(x) and mi(x) = 1

ni

∑
o∈χi

o(x). The kernels that
correspond to high Fisher scores are chosen to represent the most discriminative
feature points of the image. Figure 1(b) shows the set of feature points extracted
using the Fisher scores.

(a) K(x, y) derived from a set of 315
images

(b) The first 100 feature points ex-
tracted from the training images

Fig. 1. 1(a) shows K(x, y) at the nose, mouth, eye, and cheeks and 1(b) shows the
feature points extracted (best viewed in color)

2.2 Feature Description with Local Binary Pattern

A feature descriptor is constructed for each feature point extracted from an
image using Local Binary Pattern (LBP).
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The original Local Binary Pattern (LBP) operator proposed by Ojala et al.
[20] is a simple but very efficient and powerful operator for texture description.
The operator labels the pixels of an image by thresholding the n×n neighborhood
of each pixel with the value of the center pixel, and considering the result value
as a binary number. Figure 2(a) shows an example of the basic LBP operator and
figure 2(b) shows a (4, 1) and (8, 2) circular LBP operator. The histogram of the
labels of the pixels of the image can be used as a texture descriptor. The grey-
scale invariance is achieved by considering a local neighborhood for each pixel,
and invariance with respect to scaling of the grey scale is achieved by considering
just the signs of the differences in the pixel values instead of their exact values.
The LBP operator with P sampling points on a circular neighborhood of radius
R is given by,

LBPP,R =
P−1∑
p=0

s(gp − gc)2p (5)

where

s(x) =
{

1 if x ≥ 0
0 if x < 0 (6)

Ojala et al. [21] also introduced another extension to the original operator which
uses the property called uniform patterns according to which a LBP is called
uniform if there exist at most two bitwise transitions from 0 to 1 or vice versa.
Uniform patterns can reduce the dimension of the LBP significantly which is
advantageous for face recognition.

(a) The Basic LBP operator (b) (4, 1) and (8, 2) circular LBP
operator

Fig. 2. The basic LBP operator and the circular LBP operator

In our experiments, we use LBPu2
8,2 operator which denotes a uniform LBP

operator with 8 sampling pixels in a local neighborhood region of radius 2. A
5×5 window around the pixel is chosen as the neighborhood region and a feature
vector of length 59 is obtained.

3 Image Graph Construction

The most distinctive property of a graph is its geometry, which is determined by
the way the vertices of the graph are arranged spatially. Graph geometry plays
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an important role in discriminating the graphs of different face images. In our
approach, the graph geometry is defined by constructing a graph with constraints
imposed on the length of the edges between a vertex and its neighbors.

Considering that we extract around n feature points from each face image,
at least n! graphs can be generated for each image. Evaluating this number of
graphs for each probe image would be very computationally expensive. Hence,
a graph generating procedure that generates a unique graph with the given set
of vertices is proposed. At each iteration, vertices and edges are added to the
graph in a Breadth-first search manner and considering a spatial neighborhood
distance for each vertex. This generates a unique graph for a set of feature points.
The procedure to generate a graph given a set of vertices is given as follows;

1 Pick a random vertex v from the list of vertices of the graph.
2 Add v to the end of the queue q.
3 While NOT all the vertices have been visited

Pick a vertex u from the front of the queue q.
If u is not visited

Find the Neighbors N of u who are within a Euclidean distance.
Add N to the queue q.
Mark u as visited

endif
endwhile

The idea behind representing face images using graphs is mainly due to the
spatial properties of the graph, as a graph can represent the inherent shape
changes of a face and also provide a simple, but powerful matching technique to
compare graphs.

4 Probabilistic Graph Appearance Model

The appearance of a graph is another important distinctive property and is de-
scribed using the feature descriptors of the vertices of the graph. An efficient as
well as effective description of the appearance of the vertices of the graphs is re-
quired in order construct a graph appearance model that elevates the distinctive
properties of the face of an individual. Modeling the joint probability distribu-
tion of the appearance of the vertices of the graphs of an individual produces an
effective representation of the appearance model through a probabilistic frame-
work. Since the model is constructed using the feature descriptors, it is easy to
adapt the model to the changes in the size of the training data for the individ-
ual. Given N individuals and M training face images, the algorithm to learn the
model is described as follows:

1. Initialize N model sets.
2. For each training image Ij

c , (jth image of the cth individual)
a. Extract the feature points (as described in Subsection 2.1).
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b. Compute feature descriptors for each feature point (as described in Sub-
section 2.2).

c. Construct Image graphs (as described in Subsection 3).
d. Include the graph in the model of the cth individual.

3. Construct the appearance model for each individual using their model sets.

In our approach, a probabilistic graph appearance model is generated for each
subject and is used for training purposes. Given a graph G(V,E), where V is the
list of vertices in the graph, and E the set of edges in the graph, the probability
of G belonging to a model set (subject) k is given by,

Rk = max
n

P (G|Φn) (7)

where P (G|Φn) is the posterior probability, and Φn is the appearance model for
the nth subject constructed using the set of feature descriptors F of the set of
vertices of all the graphs of the subject. The appearance model Φn is constructed
by estimating the joint probability distribution of the appearance of the graphs
for each subject. Rk is called the Maximum a Posteriori (MAP) solution. In our
approach, we estimate the joint probability distribution of the graph appearance
model for each subject using the Gaussian Mixture Model (GMM) [24] which
can efficiently represent heterogeneous data, the dominant patterns which are
captured by the Gaussian component distributions.

Given a training face database containing images of L subjects and each
subject having at least one image in the training database, the set of feature
descriptors X for each subject to be used to model the joint likelihood of the
subject will be a (m× f)× t distribution, where m is the number of images for
each subject, f is the number of feature points extracted for each image and t
the dimension of the feature vector (in our case, it is 59 and is reduced to 20).
To make the appearance model estimation more accurate and tractable, we use
the Principal Component Analysis (PCA) to reduce the dimensionality of the
feature vectors.

Each subject in the database is modeled as a GMM with K Gaussian com-
ponents. The set of feature descriptors X of each subject is used to model the
GMM of that individual. Mathematically, a GMM is defined as:

P (X |θ) =
K∑

i=1

wi.N(X |μi, σi). (8)

where

N(X |μi, σi) = 1
σi

√
2π

.e−
(X−μi)

2

2σ2

are the components of the mixture, θ = {wi, μi, σ
2
i }K

i=1 includes the parameters
of the model, which includes the weights wi, the means μi, and the variances σ2

i

of the K Gaussian components.
In order to maximize the likelihood function P (X |θ), the model parame-

ters are re-estimated using the Expectation-Maximization (EM) technique [25].
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The EM algorithm is an iterative procedure to compute the Maximum Likeli-
hood (ML) estimate in the presence of missing or hidden data. In ML estimation,
we wish to estimate the model parameters for which the observed data are the
most likely:

θc = argmax
θ

P (X |θ). (9)

At each iteration of the EM algorithm the missing data are estimated with
the current estimate of the model parameters, and the likelihood function is
maximized with assumption that the missing data are known. For more details
about the EM algorithm see [25].

5 Adaptive Matching and Recognition

In this section, we describe our two stage matching procedure to adaptively
match every frame of the video sequence and the trained appearance models
and the graphs. In the first stage of the matching process, a MAP solution is
computed for the test graph using the trained appearance models. The MAP
solution is used to prune the search space for the second stage of matching. A
subset of individuals’ appearance model and their trained graphs are selected
based on the MAP solution. This subset of appearance models are used in the
second stage of matching process. In the second stage, a simple deterministic
algorithm that uses the cosine similarity measure and the nearest neighborhood
classifier to find the geometrical similarity of the graphs is proposed. The GMM
is adapted with the result of recognition from each frame of the test video se-
quence. We use the likelihood score and the graph similarity score to decide
on the correctness of the recognition and update the appropriate GMM. The
recognition result of a frame is considered correct if the difference between the
highest likelihood score and the second highest likelihood score is greater than
a threshold. A similar difference in graph similarity scores is also computed to
support the decision. This measure of correctness is based on the same idea as
Lowe [26], that reliable matching requires the best match to be significantly bet-
ter than the second-best match. For a given test sequence, the difference in the
likelihood scores and the difference in the similarity scores are computed and the
GMM is updated if these values are greater than a threshold. Given an existing
GMM Θold and observation vectors O from the test sequence, the new GMM
is estimated using the EM algorithm with Θold as the initial values. The entire
matching procedure is given as follows;

1. For each frame f in the video sequence
a. Extract the facial feature points and their descriptors from f.
b. Reduce the dimension of feature descriptors using the projection matrix

from training stage.
c. Construct the image graph G.
d. Obtain the probability of G belonging to each appearance model, and se-

lect the k model sets with highest probability. k is 10% in our
experiments.
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e. Obtain the similarity scores between G and the graphs of k individuals.
f. Update the appropriate appearance model based on the likelihood score

and similarity score.
2. Select the individual with the maximum number of votes from all the frames.

The algorithm to find the spatial similarity between two graphs is given as
follows;

1. For each vertex v in the test graph with a spatial neighborhood W, a search
is conducted over W (in the trained graph) and the best matching feature
vertex u is selected, such that

Svu =
fv.fu

|fv||fu|
(10)

where fv and fu are the feature vectors of v and u respectively, and Svu is
the similarity score between v and u.

2. Repeat step 1 with neighbors of v and so on until all the vertices have been
matched. The sum of the similarity scores of all the vertices gives the measure
of similarity between the two graphs.

6 Experiments

In order to validate the robustness of the proposed technique, we used a set
of close range and moderate range videos from the UTD database [27]. The
database included 315 subjects with high resolution images in various poses.
The videos included subjects with neutral expression and also walking towards
the camera from a distance. We also generated a set of moderate range videos
(both indoor and outdoor) with 6 subjects. Figure 3 shows sample video frames
from the UTD dataset and figure 4 shows sample video frames from our dataset.

In the preprocessing step, the face region is extracted from the image, nor-
malized using histogram equalization technique and are resized to 72×60 pixels.
150 features were extracted and a LBP is computed for each feature point.
PCA is performed on the feature vectors to reduce the dimension from 59 to 20
(with nearly 80% of the non-zero eigenvalues retained). A graph is generated for
each face image with a maximum spatial neighborhood distance of 30 pixels. A
graph space model is constructed for each subject using GMM with 10 Gaussian
components.

During the testing stage, in order to mimic the practical situation, we consider
a subset of frames in which an individual appear in the video and use it for testing
purposes. We randomly select an individual and a set of frames that include the
individual. The preprocessing and the graph generation procedure similar to
those performed in the training stage are applied to each frame of the video
sequence. The likelihood scores are computed for the test graph and the GMMs
and the training graphs are matched with the test graph to produce similarity
scores, and the appropriate GMM is updated using the similarity and likelihood
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(a) Sample frames from close-range videos of UTD dataset

(b) Sample frames from moderate-range videos of UTD dataset

Fig. 3. Sample video frames from the UTD video dataset

Table 1. Comparison of the error rates with different algorithms

HMM AGMM Graphs AGMM+Graphs

UTD Database (close-range) 24.3% 24.1% 23.2% 20.1%
UTD Database (moderate-range) 31.2% 31.2% 29.8% 25.4%
Our Dataset 8.2% 3.4% 2.1% 1.1%

scores. The threshold is determined by the average of the difference in likelihood
scores and similarity scores between each class of data. Though the threshold
value is data dependent, the average proves to be an optimum value.

The performance of the algorithm is compared with video-based recognition
algorithm in [16] which handles video-to-video based recognition. The algorithm
in [16] performs eigen analysis on the face images and uses an adaptive Hid-
den Markov Model (HMM) for recognition. We also test the performance of the
system with only the adaptive graph appearance model (AGMM) and the ap-
pearance model with the graph model sets (AGMM+Graphs). The results are
tabulated in the Table 1. Figure 5 shows the Cumulative Match Characteristic
curve obtained for various algorithms (HMM, AGMM and AGMM+Graphs) on
the UTD dataset.

From the error rates we can see that the performance of our approach is
definitely promising when compared with the other approaches. The account
of spatial and temporal information together improves the performance of the
recognition process. The number of images in the training dataset played an
important role in the performance, as it is evident from the error rates. The close-
range videos of the UTD database has lower error rates than the moderate-range
videos. This is due to the reason that the frame of the video sequence mostly
contains the face region thus gathering more details of the facial features than
the moderate-range videos. The number of training set images for each subject
played a role in the performance. The UTD dataset included 3 training images
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(a) Sample frames from indoor videos of our dataset

(b) Sample frames from outdoor videos of our dataset

Fig. 4. Sample video frames from our video dataset

(a) CMC curve for close-range videos of
UTD database

(b) CMC curve for moderate-range
videos of UTD database

Fig. 5. Cumulative Match Characteristic curves for close-range and moderate-range
videos

for each subject whereas our dataset included at least 5 training images. The
algorithm shows a high recognition rate when experimented on our dataset as it
can be seen for the error rates. Though there were limited number of subjects in
the dataset, the videos in the dataset included both indoor and outdoor videos
taken using a PTZ camera which is mainly used for surveillance. The system
provided a better performance with both indoor and outdoor videos which has
different illumination, pose changes and in moderate range.

The system performs better as a video based face recognition system than a
still image based face recognition system, due to the wealth of temporal informa-
tion available from the video sequence and the effective use of it by the proposed
adaptive probabilistic model. As a still image based face recognition, an image
with a frontal pose of the face yields better performance than non frontal pose
image. Thus, pose of the face image plays a role in the recognition. Also, the sys-
tem’s performance is affected by the comparison of a single high resolution image
with a low resolution frame in a still image based face recognition system. Thus
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the adaptive matching technique combined with the graph based representation
is significantly an advantage in matching images with videos.

From our experiments, we found that changing the value of the parameters did
not significantly change the performance of the system and the values that we
used tend to be the optimum. For example, increasing the maximum Euclidean
distance between two vertices of a graph to a value greater than the width or
length of the image will have no effect as the graph will always be connected as
the distance between two vertices will never be greater than these values.

7 Conclusion

In this paper, we proposed a novel technique for face recognition from videos.
The proposed technique utilizes both the temporal and spatial characteristics of
a face image from the video sequence. The temporal characteristics are captured
by constructing a probabilistic appearance model and a graph is constructed
for each face image using the set of feature points as vertices of the graph and
labeling it with the feature descriptors. A modified LFA and LBP were used to
extract the feature points and feature descriptors respectively. The appearance
model is built using GMM for each individual in the training stage and is adapted
with the recognition results of each frame in the testing stage. A two stage
matching procedure that exploits the spatial and temporal characteristics of the
face image sequence is proposed for efficient matching. A simple deterministic
algorithm to find similarity between the graphs is also proposed. Our future
work will handle video sequences involving various pose of the faces, different
resolutions, and video-to-video based recognition.
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Abstract. Vocabulary generation is the essential step in the bag-of-
words image representation for visual concept recognition, because its
quality affects classification performance substantially. In this paper, we
propose a hybrid method for visual word generation which combines un-
supervised density-based clustering with the discriminative power of fast
support vector machines. We aim at three goals: breaking the vocabulary
generation algorithm up into two sections, with one highly parallelizable
part, reducing computation times for bag of words features and keeping
concept recognition performance at levels comparable to vanilla k-means
clustering. On the two recent data sets Pascal VOC2009 and Image-
CLEF2010 PhotoAnnotation, our proposed method either outperforms
various baseline algorithms for visual word generation with almost same
computation time or reduces training/test time with on par classification
performance.

1 Introduction

Bag of words features [1] have turned into a widely-acknowledged tool for con-
cept recognition which has shown superior performance in many recent contests
on wide-domain image collections with high background and concept variance
as well as presence of clutter [2,3,4,5]. Most prominent methods for visual vo-
cabulary generation are unsupervised techniques like the density-based k-means
algorithm, radius based clustering [6], and supervised methods like extremely
randomized clustering forests (ERCF) [7,8,9]. Since people have tried more and
more difficult images recently, one can observe an increase in the typical word
size. See for example the 300 words used in [10] on the seminal Caltech101
benchmark [11] which has less clutter and rather low variance versus 4000 words
[12] on Pascal VOC challenge data. Such an increase implies higher running
times during visual vocabulary creation and bag of word computation. Several
schemes have been proposed to deal with the runtime issue like hierarchical
clustering [13,14] or ERCF. From our own experience both methods can suffer
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drawbacks in concept recognition performance compared to k-means clustering
even though hierarchical k-means (HKM) speeds up notably over k-means and
ERCF shows superb computational efficiency. In this paper, we propose a novel
algorithm which uses the hierarchical clustering idea together with linear support
vector machines (SVM) trained locally within each cluster and and has faster
computation speeds in theory compared to vanilla k-means-based bag of words
representations, while still maintaining the recognition performance of k-means
visual vocabularies.

This paper is organized as follows. In Section 2, we explain our hybrid combi-
nation approach. After describing the datasets in Section 3 and the experimental
setup in Section 4, we compare our method in Section 5 against k-means, hierar-
chical k-means and ERCF baselines on the two recent datasets Pascal VOC2009
and ImageCLEF2010 PhotoAnnotation.

2 Visual Word Generation

Bag of word features are based on three steps. At first one computes for each
image a set of base features. In the second step the base features from the train-
ing data are used for computing a discretization of the input space of the base
features into N regions. In the third step the base features extracted from one
image are used to compute a histogram of dimensionality N based on assign-
ments of the base features to the bins of the discretization obtained in the second
step.

2.1 Hybrid Supervised-Unsupervised Approach

In order to generate a vocabulary of N visual words, we start with an unsuper-
vised clustering of the base features into N/2 centers. For simplicity we relied on
k-means clustering. At each of the clusters we train one support vector machine
(SVM) in order to divide the cluster region into two parts. This gives rise to
a partition of the space of the base features into N regions. The binary labels
of the base features used for the SVM training are constructed from the image
labelling which is inherited down to the base features belonging to one image,
as we will explain in the following.

For multi-label concept recognition problems one issue remains to be solved.
Each image can belong to several concept classes. At each cluster we have to
select one partition of the set of all concept labels into two sets used for labelling
the base features for binary SVM training. Since we are not interested in a
perfect classification at a local cluster, we adopted an approximate randomized
process to obtain good candidates for partitioning of the label set to be used to
define a binary labeling.

The candidate labelling generation process was motivated by two ideas. We
want to select a binarization such that

1. balancedness: the number of base features having a label in the positive
class is approximately half of all base features within one cluster.
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2. overlap: the number of base features which have at the same time labels in
the positive as well as the negative class is low.

The second constraint comes from the fact that a base feature is assigned for
SVM training to the positive class if it has at least one image label in the set
of positive classes. We assign all image labels to the base features independent
of the position of the base features within an image. This can lead to an ad-
versary situation where a base feature is assigned to the positive class although
its position in the image belongs to an object from the negative class. Such a
problem can be avoided in an object detection scenario with bounding box or
object position information which is not available here.

We implemented the first constraint as follows. At first, starting from an
empty set for positive classes, we randomly draw a class from the set of all
concepts and add to the positive set. Then, we iterate this procedure, i.e. we
add a class selected randomly from the set of the remaining categories. This
gives a series of growing sets of positive classes. For each of these sets within
the series we can count how many of the base features will be labeled positive,
because they have at least one label belonging to the set of positive classes. Let
S be the set of all base features and l(S) be its original multi-label vector, then
we count

bal(positives) := | |S|/2 − |{s ∈ S | l(s) ∩ positives �= ∅}| , (1)

where |S| denotes the cardinality of the set S, i.e. the number of its elements.
We select the set from this series which has the number of base features without
the labels in the positive sets being closest to half of the total number of base
features.

This procedure can be repeated M times to obtain M candidates which get
subsequently checked for their overlap constraint. For the overlap constraint we
count directly

ol := {s ∈ S | l(s) ∩ positives �= ∅, l(s) ∩ negatives �= ∅}, (2)

which is the number of the base features labeled with concepts in positive and
negative sets simultaneously and select the best T candidates to be used to define
a binary labelling for SVM training.

Each of the T candidates was evaluated using five-fold cross validation in
order to select one final classifier used at a local cluster node. This is admittably
inspired by the ERCF algorithm which also uses a randomized generation of
candidate partitions. On the other hand, ERCF chooses local dichotomies along
one axis and deploys an entropy criterion. The pseudo-code for the two-class
labeling procedure is summarized at the next page.

2.2 Relation to the Baseline Procedures

Figure 1 illustrates the proposed method in comparison with the three base-
lines with a synthetic example of two class data marked with red and blue.
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Generation of Candidates for Two-Class Labeling for SVM Training

choose M = number of random trials,

T = number of candidates for SVM training

input: S = set of base features, l(S) their multi-labels

input: num_concepts= number of concepts in multi-label problem

output: Candidates = T partitions of the set of all concepts into two

for m=1:M

positives(m,0) = {}

for index=1:num_concepts

class = random_select( concepts\positives(m,index-1) )

positives(m,index) = {positives(m,index-1),class}

end for

i = argmin_{index} bal( positives(m,index) )

mid(m) = positives(m,i)

compute ol( mid(m) )

end for

Candidates = the T elements from mid with smallest overlap ol

The proposed procedure is comparable to hierarchical k-means (HKM) with
N/2 clusters at the top level and 2 clusters at the second level. Because we
deploy a supervised technique instead of k-means with 2 centers at each clus-
ter, the proposed method can capture the class information correctly. On the
other hand, k-means and HKM fail to separate the red and the blue classes.
ERCF uses image labels as well, however its appealing speed gains come from
restriction of the partition process to axis-parallel splits of the input space. The
class boundary in Figure 1 is however not aligned to the axes, thus the proposed
procedure works best in Figure 1.

Compared to vanilla k-means we have practical speed-ups of visual vocabulary
generation with the proposed method, because our method requires a smaller
number of clusters in the initial step. The local classifier training step consists
of N/2 independent jobs which can be run separately on a vanilla CPU cluster,
thus computation time of the extra step is negligible.

Another advantage comes at the step of computing the bag of words his-
tograms: k-means requires for each base feature to compute N distances. This
can however be speeded up empirically by computing a distance matrix between
cluster centers and employing the triangle inequality to exclude certain candidate
centers. The proposed method uses N/2 distance computations and one SVM
function evaluation. For the linear SVMs we used here this amounts to comput-
ing one inner product. Note that for normalized base features ‖f‖2 = const the
distance computation is equivalent to an inner product

‖f − g‖2 = 2c− 2〈f, g〉 (3)
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Fig. 1. An example of two blobs of two class data, marked red and blue and the results
of different clustering algorithms with 4 clusters: Upper Left: k-means, Upper Right:
Hierarchical k-means, Lower Left: ERCF, Lower Right: The proposed method

Thus, our method requires a computational amount of N/2 + 1 inner products
compared to N inner products for vanilla k-means.

The advantage in computational speed enables us to double the word sizes
of the standard k-means vocabularies with tiny extra runtime. Although the
proposed method requires the same amount of time for feature computation as
a k-means-based visual vocabulary, it increases the time to constructing kernels
by a factor of two. We remark that this is still acceptable, because vocabulary
generation is the bottle-neck in the entire process.

We have pursued a hybrid algorithm for visual word generation, where an un-
supervised clustering method is done prior to the local supervised classification.
This is because we do not expect to find a reasonable linear separation on the
global input set of all base features. We conjectured that pure supervised proce-
dures on entire base features such as ERCF can potentially suffer from degraded
performance due to this problem. Furthermore, they also may have computa-
tional difficulties. The large cardinality in the order of hundred thousands or
millions of input features necessary for visual word generation algorithms slows
down linear SVMs and is still prohibitive for non-linear SVMs.

In this paper, we presented one special instance of an interpolation between
unsupervised clustering and local classification. In general one can generate N
visual words by using unsupervised clustering to obtain N ·2−k base clusters and
train k supervised classifiers at each cell which generates 2k additional words at
the N · 2−k clusters.
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Fig. 2. Pascal VOC2009 example images

Fig. 3. ImageCLEF2010 example images

3 Datasets

Pascal VOC2009 data set has been used for the Pascal Visual Object Classifi-
cation Challenge [4]. The part with disclosed labels is comprised of 7054 images
falling into twenty object classes. The objects typically have highly varying sizes,
positions and backgrounds.

ImageCLEF2010 PhotoAnnotation data set has in its labeled part 8000 im-
ages from flickr with 93 concept classes with highly variable concepts containing
well defined objects as well as many rather ambiguously defined concepts like
Citylife, Cute or Visual Arts which makes it highly challenging for any recogni-
tion system.

4 Experimental Setup

As the base features, we computed for each image grey and rgb SIFT features [15]
on a dense grid of pitch size six. Our choice is a reduced set inspired by the win-
ners’ procedures of ImageCLEF2009 PhotoAnnotation and Pascal VOC2009 [4].
The base features are clustered with the proposed method, and three baselines,
i.e. vanilla k-means, hierarchical k-means (HKM) and ERCF. HKM extracts
N/2 clusters at the top and 2 clusters at the lowest level which is close to the
proposed method. Due to huge number of all base features, we used randomly
drawn SIFT features for clustering: 2.4 millions for the grey color channel and
800000 for rgb-SIFT which has the triple dimensionality of grey SIFT. We have
chosen these two color channels exemplarily for their different dimensionality as
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it is known that the quality of density estimation which is implicitly performed
by k-means may deteriorate in higher dimensions.

The local SVMs were trained with five-fold cross validation over regularization
constants 0.25, 1 and 4. For each cluster, the best SVM was selected from 10
candidates generated by our procedure based on the cross validation scores. Due
to computational costs, we limited for SVM training the number of base features
to 5000 by random selection from all base features in each local cluster.

For visual concept classification, we deployed the χ2-kernel based on bag-of-
word features whose width is set to the average χ2-distance. Then, all kernels
were normalized to standard deviation one in Hilbert space, which allows to use
the regularization constant 1 as a good approximative rule of thumb for SVM
training, where we employ the shogun toolbox [16]. The performance is mea-
sured with average precision (AP) and area under curve (AUC) which are both
threshold-invariant ranking measures. We evaluate all settings with 10 random
splits to see statistical significance.

In order to advantages of proposed method in performance and runtime, we
considered the following two settings.

Experiment 1. Comparison between the vocabularies with the same size of
500 words.

Experiment 2. Comparison of vanilla k-means with 4000 words and the other
vocabularies with 8000 words.

In the first case, the vocabularies except for k-means can be computed much
faster. Therefore, it is still OK, if the alternatives perform at least on par with
k-means. In the second case, the larger 8000 vocabularies can be generated eas-
ily from the 4000 k-means prototypes by our algorithm and HKM with small
computational costs, while ERCF can construct 8000 words quickly. Here, we
are interested in performance gains over the standard bag-of-words procedure
based on k-means.

5 Results

5.1 Concept Recognition Performance

The recognition performances using rgb SIFTs are summarized in Table 1 and 2
for VOC2009, and 3 and 4 for ImageCLEF2010. Results using grey SIFTs with
qualitatively the same outcome are given in Appendix.

In Experiment 1, we compared vocabularies with 500 word in total. For both
data sets (Table 1 & 3, the proposed method achieved slightly higher scores
than k-means within shorter runtime, while the other faster variants degraded
their performances to some extent. We further tried variants of our method with
early-stopped clusters, where we reduced the number of k-means iterations to
five. The performance did not drop much, because the clustering served only
as a rough initialization for local classifications. This suggests that an exact
density based clustering does not play a too large role and sheds an interesting
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Table 1. Recognition performances of the baselines with 500 words versus those by
our approach with 250 clusters and local SVMs (Experiment 1) on VOC2009 (summary
from 10 repetitions)

Method / Score AP AUC

baseline: rgb-SIFT, hierarch KM250x2 43.87 ± 5.15 85.83 ± 1.71
baseline: rgb-SIFT, ERCF4x128 42.19 ± 5.33 85.39 ± 1.53
baseline: rgb-SIFT, KM500 44.46 ± 5.58 86.14 ± 1.78
proposed: rgb-SIFT, KM250, 5 iters+250 lin SVM 45.16 ± 5.28 86.19 ± 1.70
proposed: rgb-SIFT, KM250+250 lin SVM 44.99 ± 5.25 86.50 ± 1.45

Table 2. Recognition performances of the baselines with 4000/8000 words versus
those by our approach with 4000 clusters and local SVMs (Experiment 2) on VOC2009
(summary from 10 repetitions)

Method / Score AP AUC

baseline: rgb-SIFT, hierarch KM4000x2 50.04 ± 5.18 88.04 ± 1.62
baseline: rgb-SIFT, ERCF16x512 47.54 ± 5.11 87.32 ± 1.54
baseline: rgb-SIFT, KM4000 48.94 ± 5.08 87.54 ± 1.73
proposed: rgb-SIFT, KM4000+4000 lin SVM 52.70 ± 5.41 89.11 ± 1.64

light on claims that density-based clustering is inferior to alternatives such as
radius-based clustering [6,17].

In Experiment 2, we compared vocabularies whose sizes are closer to the ones
used in recent competitions (k-means with 4000 words and the faster methods
with 8000 words). Note that we did not compute vanilla k-means 8000 as cluster-
ing would take almost two weeks and is deemed too slow given the used setting.
This is another way of fair comparisons, i.e. under equal time limitations. For
VOC2009, our approach achieved notable gain over the k-means baseline, while
HKM improved only slightly or ERCF even lost against the baseline. On the
other hand, on ImageCLEF2010, all larger vocabularies of size 8000 did not

Table 3. Recognition performances of the baselines with 500 words versus those by
our approach with 250 clusters and local SVMs (Experiment 1) on ImageCLEF2010
(summary from 10 repetitions)

Method / Score AP AUC

baseline: rgb-SIFT, hierarch KM250x2 32.53 ± 0.86 73.55 ± 1.30
baseline: rgb-SIFT, ERCF4x128 32.50 ± 1.40 73.62 ± 1.56
baseline: rgb-SIFT, KM500 33.07 ± 1.03 73.91 ± 1.44
proposed: rgb-SIFT, KM250, 5 iters+250 lin SVM 33.45 ± 0.94 74.38 ± 1.51
proposed: rgb-SIFT, KM250+250 lin SVM 33.58 ± 0.92 74.40 ± 1.41
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Table 4. Recognition performances of the baselines with 4000/8000 words versus those
by our approach with 4000 clusters and local SVMs (Experiment 2) on ImageCLEF2010
(summary from 10 repetitions)

Method / Score AP AUC

baseline: rgb-SIFT, hierarch KM4000x2, 36.29 ± 1.28 76.20 ± 1.50
baseline: rgb-SIFT, ERCF16x512 36.48 ± 1.19 76.04 ± 1.48
baseline: rgb-SIFT, KM4000, 36.16 ± 1.18 75.97 ± 1.40
proposed: rgb-SIFT, KM4000+4000 lin SVM 36.78 ± 1.19 76.60 ± 1.44
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Fig. 4. Class-wise differences by AUC for VOC2009, rgb channel between proposed
method, 8000 words and vanilla k-means 4000 words (left), hierarchical k-means 8000
words (mid), ERCF 8192 words (right)

improve the 4000 k-means significantly. We will see that for some of the abstract
concepts in ImageCLEF2010 our algorithm degraded recognition performances.

By inspecting the differences between the proposed method and vanilla k-
means in Figure 4 (left) and 5, we see some gains on most classes and a small
fraction of setbacks For VOC2009 data we observe larger gains for classes bot-
tle(5), cow(10) and pottedplant(16) which belonged to the rather difficult classes
according to their performance on test data results for the winners’ submis-
sion. For ImageCLEF2010 data the trends are more diverse. For the rgb chan-
nel we lose performance with the proposed method in 15 concepts out of 93
like birthday(65),grafitti(67),abstract(72),cat(76) and bicycle(82), while having
many gains across a variety of narrow and broad concepts like in Partylife(1),
River(14), Motion Blur(39), Architecture(53), Visual Arts(66), Train(84), Skate-
board(86) and Child(90). We assume that it is harder to create a meaningful
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Fig. 5. Class-wise differences by AUC for CLEF2010, rgb channel between proposed
method, 8000 words and vanilla k-means, 4000 words (other 2 omitted for readability)

binarization of all concepts into two classes when the number of concepts in-
creases from 20 in VOC2009 to 93 in ImageCLEF2010. Here using a multi-class
classification with several classes of approximately equal size could turn out to
be beneficial.

5.2 Runtime Considerations

For 8000 visual words the classifier training required merely about 10 minutes
on a 128 CPU cluster when using liblinear [18]. The linear SVMs are compa-
rably fast despite the involved optimization problem, because they run on a
small local set of features only. The k-means distance computation step is a
simpler algorithm but gets executed globally on the set of all features (800000
for rgb SIFT, 2.4 Mio for grey SIFT). A single core k-means implementation
required two hours for each iteration of k-means in order to generate 4000 visual
words. For 8000 words the time would roughly be doubled. Typically multi-core
implementations of k-means can be used to speed up this process as well as
the unsupervised part in our proposed method, however they tend to end at
parallelizations to 8 CPUs or require specialized hardware to use more cores.
The proposed approach allows the distribution of the supervised classification
part to independent CPUs. It has been already mentioned in Section 2 that
our algorithm requires during bag of word computation time for N visual words
N/2 + 1 inner product evaluations compared N such steps for vanilla k-means.
This theoretical claim is consistent with the average feature computation times
we observed per image for rgb-SIFT: KM4000 takes 58.73 s, ERCF16x512 takes
7.8 s, hierarchical KM4000x2 requires 64.09, a bag of words feature based on
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Fig. 6. Cumulative distribution functions of the label entropy across all visual words,
rgb channel for the proposed method, 8000 words and hierarchical k-means, 8000 words,
Upper: CLEF2010, Lower: VOC2009

KM8000 based on a prematurely terminated clustering needs 128.43 s. The run-
ning times for bag of words computation using such kind of clustering are fully
comparable, whereas classification performance might be slightly degraded. The
proposed method KM4000 + 4000 linear SVMs takes 68.28 s which is in the
range of the other k-means based methods which include a vocabulary of size
4000.

In practice running times are affected by many additional factors. Our system
for example stores sift features in bzip2-ed form for keeping disk space within
reasonable bounds. This requires to uncompress them in memory which adds a
certain offset to each bag of words computation step.
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5.3 Label Distribution Statistics across Visual Words

We have seen in Section 5.1 that the proposed method performs better in terms
of error measures. The performance was examined class-wise in the aforemen-
tioned section. Now we would like to assume the word-wise viewpoint. For sanity
checking we examine whether the usage of local classifiers leads to a difference
in base feature assignments to visual words. To this end, we computed for each
visual word the entropy of label distribution given by all base features which
are assigned to the visual word in question. Consider a visual vocabulary V
and a set of K base features with {0, 1}-valued multi-labels from C concepts
{(bi, yji), j = 1, . . . , C, i = 1, . . . ,K}. Define using proper normalization

p(yc, v) ∝
∑

i|v=arg minw∈V d(bi,w)

yci (4)

We can compute the corresponding entropy τ(v) of the label distribution for a
fixed word [19].

τ(v) = −
C∑

j=1

p(yj |v) log(p(yj |v)) (5)

A lower entropy suggests a better separation of base features assigned to different
labels for a given word. To compare a visual vocabulary as a whole we consider the
cumulative sumsof distributionof these entropiesover the setof all visualwords ina
vocabulary.Figure 6 compares this distribution between the proposed method and
hierarchical k-means with 4000x2 clusters, which is structurally the closest base-
line, both using 8000 words. We observe that the proposed method has a higher
mass of visual words at lower values of the label distribution entropy, which indi-
cates that more informative words about some visual concepts were selected.

6 Conclusion

In this paper, we proposed a hybrid algorithm of unsupervised clustering and
supervised linear SVMs for visual codebook generation. On VOC2009 and Im-
ageCLEF data sets, we showed clear advantages either in recognition perfor-
mance or in computation speed over purely unsupervised (e.g. k-means, HKM)
and purely supervised (e.g. ERCF) procedures. In particular, our approach can
reduce runtime of word generation and assignment almost half without losing
performance, while the fastest choice ERCF often loses unignorable amounts
in performance scores. Furthermore, we can double the standard k-means vo-
cabularies with small extra costs, which brought substantial improvements in
VOC2009 and for majority of concepts in ImageCLEF2010. Further research
should be done to incorporate fast linear multi-class classifiers or to find better
binarization procedures used for the SVM training.
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Appendix: Results for Grey SIFT Features

Table 5. Results for VOC2009 dataset with grey SIFT, 10-fold cross-validation

Method / Score AP AUC

baseline: SIFT, hierarch KM250x2 words 43.27 ± 5.23 85.48 ± 1.93
baseline: SIFT, ERCF4x128 words 41.11 ± 5.21 84.84 ± 1.54
baseline: SIFT, KM500 44.03 ± 5.74 85.81 ± 1.90
proposed: SIFT, KM250, 5 iter+250 lin SVM 44.28 ± 5.75 85.94 ± 1.91
proposed: SIFT, KM250 +250 lin SVM 44.60 ± 5.18 85.93 ± 1.86
baseline: SIFT, hierarch KM4000x2 49.49 ± 5.03 87.71 ± 1.67
baseline: SIFT, ERCF16x512 52.04 ± 5.14 88.60 ± 1.71
baseline: SIFT, KM4000 51.28 ± 5.59 88.47 ± 1.47
proposed: SIFT, KM4000+4000 lin SVM 52.07 ± 5.08 88.85 ± 1.63

Table 6. Results for CLEF2010 PhotoAnnotation dataset with grey SIFT, 10-fold
cross-validation

Method / Score AP AUC

baseline: SIFT, hierarch KM250x2 32.37 ± 1.04 73.49 ± 1.28
baseline: SIFT, ERCF4x128 31.48 ± 1.28 72.57 ± 1.84
baseline: SIFT, KM500 words 32.62 ± 0.96 73.57 ± 1.40
proposed: SIFT, KM250, 5 iters+250 lin SVM 32.31 ± 1.08 73.49 ± 1.41
proposed: SIFT, KM250, 120 iters+250 lin SVM 32.78 ± 1.16 73.82 ± 1.39
baseline: SIFT, hierarch KM4000x2 35.42 ± 1.09 75.78 ± 1.36
baseline: SIFT, ERCF16x512 34.82 ± 1.05 75.00 ± 1.50
baseline: SIFT, KM4000 35.13 ± 1.32 75.30 ± 1.32
proposed: SIFT, KM4000+4000 lin SVM 35.74 ± 1.26 76.04 ± 1.25
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Abstract. A novel inpainting method based on probabilistic structure
estimation has been developed. The method consists of two steps. First,
an initial image, which captures rough structure and colors in the missing
region, is estimated. This image is generated by probabilistically inter-
polating the gradient inside the missing region, and then by flooding
the colors on the boundary into the missing region using Markov Ran-
dom Field. Second, by locally replacing the missing region with local
patches similar to both the adjacent patches and the initial image, the
inpainted image is synthesized. Since the patch replacement process is
guided by the initial image, the inpainted image is guaranteed to pre-
serve the underlying structure. This also enables patches to be replaced
in a greedy manner, i.e. without optimization. Experiments show the pro-
posed method outperforms previous methods in terms of both subjective
image quality and computational speed.

1 Introduction

Inpainting is a technique for restoring damaged paintings and photographs by
filling in missing regions with textures surrounding them. In computer vision,
this technique has been applied for removing selected objects in images and has
become one of the most active research areas in the field.

Various inpainting methods have been proposed. These methods can be classi-
fied into two categories: diffusion-based and exemplar-based methods. Diffusion-
based methods [2,4] construct a diffusion equation for each pixel in the missing
region that relates the color expected at the pixel and in its neighbor. Solving
these equations, the colors surrounding the region are diffused into the region.
Although these methods work effectively on relatively narrow regions, the result
tends to be oversmoothed, especially in case of larger regions, since they assume
the color smoothness inside the missing region.

On the other hand, exemplar-based methods [5,6,7,8,9,10,11,13,14] restore the
missing region by pasting square patches sampled from the exterior of the region.
Since the missing region is filled in the unit of a patch, which is large enough to
capture textural patterns, the result is less likely to be oversmoothed. Exemplar-
based methods can be further classified into two categories: greedy and globally
optimal methods. Greedy methods iteratively paste patches into the missing
region until no missing area is left. This method was first proposed by Harrison
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(a) original image (b) greedy method [6] (c) globally optimal method [14]

Fig. 1. Inpainted results by previous methods

et al. [7], and since then, various modifications have been proposed. Criminisi
et al. introduced a “priority” measure that specifies which part of the missing
region should be inpainted prior to the others [6]. Other methods improve the
accuracy of patch selection [5,8, 11,13]. Although these methods are faster than
globally optimal methods (to be described later), they are inherently subject
to a local minima problem due to their greedy procedure, often resulting in
discontinuity in the inpainted region. An example is shown in Fig.1. In Fig.1(a),
meshed regions show regions to be inpainted. The inpainted result synthesized
by Criminisi et al. [6] is shown in Fig.1(b). Discontinuity is apparent on handrails
and walls.

On the other hand, globally optimal methods treat inpainting as combinatorial
optimization on patch selection [9, 10, 14]. These methods estimate the optimal
combination of patches to fill in the missing region by minimizing the overall
discontinuity within the region for a given set of patches. Patch selection is
optimized by belief propagation [10] or by EM algorithm [14]. To avoid ambiguity
in patch selection, Kawai et al. introduced an additional constraint that narrows
down the search area for candidate patches [9]. These methods, in contrast to
greedy methods, are capable of synthesizing continuous inpainted regions. This,
however, does not ensure that the underlying structure in the missing region
is preserved. An example of this, generated by Wexler et al. [14], is shown in
Fig.1(c). Although a continuous inpainted region is obtained, the underlying
structure (e.g. handrails, boundaries between the floor and the walls) is not
preserved. Another issue with these methods is that the optimization process
requires far more computation than greedy methods.

Some of the recently proposed methods focus on structure preserving inpaint-
ing. In Shift-Map editing [12], regions are copied into the missing region with
uniform shifts. Since each region is uniformly shifted, structure within each re-
gion is expected to be preserved. However, the method often generates discon-
tinuity on boundaries where different regions meet. PatchMatch [1] carries out
structure-preserving inpainting by manually specifying the underlying structure.
Although this method works well on a variety of images, the need for manually
specifying the structure limits its application.

We propose an inpainting method that can preserve the structure underlying
the missing region and is also computationally efficient. In the proposed method,
first, an initial inpainted image, which captures rough structure and colors in the
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Fig. 2. Overview of proposed method

missing region, is estimated assuming the underlying structure consists of lines.
Then, using this image as a guide, patches are sampled from the exterior of the
region and pasted into the region iteratively. Patch selection guided by the initial
image not only ensures the underlying structure is preserved but also enables
the patches to be selected in a greedy manner, i.e. without optimization. This
makes our method substantially faster than globally optimal methods [9,10,14],
in which selected patches must be optimized.

2 Proposed Method

The overview of the proposed method is shown in Fig.2. As shown in Fig.2, the
proposed method consists of two steps: initial image construction and texture
synthesis.

In the first step, an initial image, which captures rough structure and colors
in the missing region, is estimated. This image is generated by three processes:
1) extracting edge segments intersecting the boundary of the missing region,
2) probabilistically interpolating the gradient inside the region, and 3) flooding
colors on the boundary of the region to the topographic relief formed by the
gradient magnitude.

In the second step, patches are sampled from the exterior of the missing region
and pasted into the missing region iteratively in a greedy manner. Each step is
detailed below.

2.1 Initial Image Construction

Edge Segment Extraction. An example of an image with a missing region is
shown in Fig.3(a). This step starts from extracting edge segments intersecting
dΩ, the boundary between the missing region Ω and the source region Φ. First,
end points of the edge segments, depicted with × marks in Fig.3(b), are de-
tected by searching local maxima of gradient along dΩ. Then, Hough transform
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(a) missing region (b) end points (c) edge segments

Fig. 3. Extracting end points and edge segments

is applied to Φ to detect edge segments intersecting the end points, as shown in
Fig.3(c). Note that only the votes for the lines that intersect the end points are
considered.

Probabilistic Gradient Interpolation. Next, the gradient inside Ω is inter-
polated. Here, the basic idea is to extend each edge segment into the missing
region, and to assign the gradient of the edge segment to every pixel on the
extended edge. Previous methods extend edge segments manually [1, 13] or au-
tomatically based on some heuristics [5,8]. In general, however, it is unknown to
what extent they should be extended. For example, in Fig.4(a), obviously edge
segments on one side of the boundary should be fully extended to the other side,
whereas in Fig.4(b), edge segments should be terminated where they intersect
with other edges. These examples suggest that 1) if an end point has a corre-
sponding point on the other side of the boundary, the edge segment is likely to
be fully extended, and 2) the more intersections an edge encounters, the less
likely it is to be further extended.

On the basis of this idea, we probabilistically determine to what extent each
edge segment should be extended. We refer to the former type of edges as full
edges and the latter as half edges. First, for each edge segment detected in the
previous process, we consider two hypotheses: one for being a full edge and the
other for being a half edge. Then, for every pixel in the missing region, the
likelihood for belonging to each hypothetical edge is computed. Finally, each
pixel is determined to belong to an edge that gives maximum likelihood. Further
details are described below.

Let us begin by defining the two likelihoods. The former likelihood, i.e. the
likelihood that a pixel at x belongs to a full edge connecting end points xk and
xl, is given by

Lfull(x, k, l) = L0 exp[−d
2
kl(x)
2σd

− p(xk,xl)
2σp

] (1)

where dkl(x) is the distance from x to the edge connecting xk and xl(see Fig.5),
and p(xk,xl) is the dissimilarity between end points at xk and xl, which increases
as the differences in gradient and edge direction become larger, i.e.,
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(a) full edges (b) half edges

Fig. 4. Two types of edges considered Fig. 5. Definition of θkl,θlk

and dkl

p(xk,xl) =
∑

i=R,G,B

‖∇Ii(xk)−∇Ii(xl)‖2 + λ(θ2lk + θ2kl) (2)

where ∇Ii(x) is the gradient at x for each color component i = R,G,B, and
θlk (or θkl) is the angle formed by two lines: the line connecting end points at
xk and xl, and the edge segment detected at xk (or xl). σd, σp, L0 and λ are
parameters determined empirically.

The latter likelihood, i.e. the likelihood that x belongs to a half edge starting
from an end point xk, is given by

Lhalf (x, k) = w−n exp[−d
2
k(x)
2σd

] (3)

where w is a constant less than 1, n is the number of intersections with other
edges encountered between xk and x, and dk(x) is the distance from x to the
edge from xk. Note that each time the edge intersects another, this likelihood
diminishes by a factor of w.

These likelihoods are used to determine to which edge each pixel x belongs.
First, assuming that x belongs to a full edge, Lfull(x, k, l) is computed for every
pair of edge segments k, l, and the full edge that x most likely belongs to is
determined by maximum likelihood estimation:

kfull
x , lfull

x = argmax
k,l

Lfull(x, k, l) (4)

where kfull
x ,lfull

x denote the two end points of the full edge.
Similarly, assuming that x belongs to a half edge, Lhalf(x, k) is computed

for every edge segment k, and the half edge to which x most likely belongs is
estimated as follows:

khalf
x = argmax

k
Lhalf (x, k) (5)

where khalf
x denotes the end point of the half edge.
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Given both likelihoods, we finally determine whether x belongs to a full or
a half edge, and estimate the gradient for x. Here again, maximum likelihood
estimation is used. The gradient ∇Ĩ(x) is given as the intensity gradient of the
edge to which it belongs, weighted by the likelihood, i.e.

∇Ĩ(x) =
{
∇Ifull

x Lfull(x, kfull
x , lfull

x ) if Lfull(x, kfull
x , lfull

x ) ≥ Lhalf (x, khalf
x )

∇Ihalf
x Lhalf(x, khalf

x ) else
(6)

where ∇Ifull
x is the average of intensity gradient vectors at xk and xl, and ∇Ihalf

x
is the gradient at xk.

Color Flooding. An initial image is generated by flooding colors on dΩ to the
topographic relief formed by the gradient magnitude.

We formulate this problem on Markov Random Field (MRF). We consider a
regular grid on the original image that covers the entire Ω and its neighbors in
Φ. Each node corresponds to a pixel in the image. The energy function to be
minimized is given as follows:

E(M) = Edata(M) + Esmooth(M) (7)

where M = {M1,M2, · · · ,Mp, · · · ,MN} is a set of labels assigned to each of
the N nodes in MRF, and Mp is a label given to the node at xp. Each label is
uniquely associated with a color by function f(Mp). Note that the color space is
quantized to 64 levels in order to decrease the number of possible labels, thereby
making the problem more tractable. The data term in the above function is
defined as follows:

Edata(M) =
∑
p∈Φ

‖f(Mp)− T (xp)‖2 (8)

where T (xp) is the color at xp in the original image. This term penalizes the
estimated colors deviating from its original colors. Note that this term is only
computed at nodes in Φ, where original colors are available. The smoothness
term is defined as follows:

Esmooth(M) =
∑

p,q∈R

Vpq‖f(Mp) − f(Mq)‖2 (9)

where R is a set of adjacent nodes. Vpq is a weight for the smoothness term,
which is designed such that the closer the direction from xp to xq is to the
gradients at xp and xq, the lighter it becomes, i.e.,

Vpq = exp[−α|npq · (∇Ĩ(xp) +∇Ĩ(xq))|] (10)

where npq is the unit vector the direction of which coincides with that from xp

to xq, · denotes the inner product of vectors, and α is a parameter determined
empirically. This weight adds an edge-preserving property to the smoothness
term, where abrupt color transition is tolerated along the gradient, i.e. across
the edge, while imposing color uniformity in the other directions.
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(a) Initial image (b) Final inpainted image

Fig. 6. Result synthesized by proposed method

The suboptimal solution for this problem is obtained by graph cuts [3]. The
initial image generated by this process for the original image in Fig.1(a) is shown
in Fig.6(a). While the image recovers the underlying structure in the missing
region, close shots on the right seem somewhat posterized. This will be corrected
by the subsequent patch selection process.

2.2 Patch Selection

In the second step, patches are sampled from Φ and pasted into Ω iteratively
in a greedy manner. Here, a patch centered at xj in Φ is selected as a patch
to be pasted to xi in accordance with the following criteria: 1) a patch at xj is
continuous to the already pasted patches in the neighbors of xi, and 2) is similar
to the corresponding region in the initial image. Formally,

xj = arg min
xq∈Φ

cadj(xi,xq) + cinit(xi,xq) (11)

where cadj(xi,xq) is the sum of squared differences (SSD) between the patch at xi

in the inpainted image under construction and the patch at xq, and cinit(xi,xq)
is SSD between the patch at xi in the initial image and the patch at xq. Note that
in cadj(xi,xq), difference is computed only at pixels already filled by previously
pasted patches.

The final result obtained by this process is shown in Fig.6(b). As can be seen,
smooth gradations induced by highlight and shade have been recovered.

Table 1. Parameters used in experiments

Size of patches 7 × 7[pixel]
w 0.50
σp 6.125 × 102

σd 0.50

L0 9.00
λ 1.25 × 10−1

α 1.67
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(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method

Fig. 7. Experiment on house image

(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method

Fig. 8. Experiment on indoor image

(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method

Fig. 9. Experiment on tree image

3 Experiments

We experimented on 70 images in an image inpainting dataset [15] collected by
Kawai et al. for evaluating their method [9]. This section first presents the in-
painted results obtained by the proposed method and previous methods. Then,
these results are compared in terms of subjective image quality. Finally, compu-
tational time of the proposed methods is presented. Note that all the images used
in this experiment have the resolution of 200 × 200 pixels, and were processed
on a PC with 3.2GHz CPU, 2.0 GB RAM. Refer to Table 1 for the parameters
used in the proposed method.

3.1 Inpainted Results

Figure 7 to Fig.10 show 4 of the 70 experimental results. Each figure shows the
original image, results by Wexler’s method [14], Kawai’s method [9], and the
proposed method in (a), (b), (c) and (d), respectively.
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(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method

Fig. 10. Experiment on temple image

(a) house (b) indoor (c) tree (d) temple

Fig. 11. Initial images generated by the proposed method

In Fig.7(b) and (c), linear structures in the inpainted regions fade away, re-
sulting in blurry images. The same problem also occurs in Fig.7(b) and (c). On
the other hand, in Fig.7(d) and Fig.8(d), the proposed method gives sharper
images. The reason for this is that the proposed method successfully recovers
the structures underlying the missing regions in constructing the initial images,
shown in Fig.11(a) and (b), and these images are utilized as a guide in generating
Fig.7(d) and Fig.8(d).

In Fig.9(b) and (c), previous methods erroneously select patches from the
background gray area. Similarly in Fig.10(c) and (d), patches from the back-
ground trees are selected. On the other hand, in Fig.9(d) and Fig.10(d), the
proposed method, guided by the initial images shown in Fig.11(c) and (d), suc-
cessfully selects correct patches. These results also show the effectiveness of the
two-step algorithm in the proposed method.

3.2 Subjective Evaluation of Image Quality

For all 70 images, results obtained by each method were evaluated by 4 subjects
in terms of image quality. Each subject rated every result on a scale ranging from
1 (very bad) to 5 (very good). For each method, Table 2 shows the average rating
(i.e. ratings averaged over every image and subject), the number of images that
had average ratings equal to or higher than 4 (good), and the number of images
that acquired the highest ratings among the 3 methods. On all 3 measures, the
proposed method outperformed the other methods.

In some images, however, the proposed method performed more poorly than
the others. Such an example is shown in Fig.12. Rating for each result is shown in
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(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method
(3.5) (4.5) (2.0)

Fig. 12. Experiment on road image

Table 2. Evaluation of subjective image quality

Average rating Number of images Number of highest
with rating ≥ 4 rated images

Wexler’s method [13] 3.41 21 18
Kawai’s method [9] 3.64 30 28
Proposed method 3.76 40 36

parenthesis. As can be seen, the proposed method fails to recover the texture on
the stone wall in Fig.12(d). This is a typical failure that occurs when patches are
too small to capture the periodicity of texture. Using larger patches can improve
the result, as shown in Fig.14. Here, instead of 7 × 7 pixel patches, 15 × 15
pixel patches were used. Note that the texture on the stone wall is successfully
recovered. This result implies a method is needed to find the optimal patch size
automatically. Developing such an algorithm remains our future work. Learning
optimal values for parameters shown in Table. 1 from a set of images will be
another interesting issue.

Finally, we present an image where none of the methods were successful. Fig
13 shows the results for an image where a barrel is partially occluded by a
person. Note that every method failed in reconstructing the rim of the barrel,
which led to equally low ratings. The reason for this failure can be summarized
into two points: 1) in pasting patches of the rim, they need to be rotated in
accordance with the normal of the rim, which none of the methods currently
does, and 2) a guide is needed that forces patches to be aligned on an arc.
Although the proposed method guides the patch pasting process by means of an
initial image, it assumes the underlying structure to be composed of lines. For
nonlinear structures, the method would fail in constructing the initial image,
as shown in Fig.15. Extending the method to deal with more general types of
structures is our future work.

3.3 Computational Time

The average computational time of the proposed method for all 70 images is
shown in Table 3. According to Kawai [9], the time for Wexler’s method [14] and
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(a) original image (b) Wexler’s method (c) Kawai’s method (d) proposed method
(2.8) (2.8) (3.0)

Fig. 13. Experiment on barrel image

Fig. 14. Experimental result with larger
patch size

Fig. 15. Initial image for barrel image

Table 3. Computational time of the proposed method

Processing Running time [sec]

Edge segment extraction 3.9
Probabilistic gradient interpolation 0.4

Color flooding 8.0
Patch selection 14.8

Overall 27.1

Kawai’s method [9] are at the order of 102 to 103 sec. This shows the proposed
method outperforms the previous methods by a factor of 10.

4 Conclusion

A novel inpainting method based on probabilistic structure estimation has been
developed. Experiments show the method is more than 10 times faster than
previous methods, while achieving better image quality. Currently, the method
assumes the structure in the missing region is composed of linear edges. Ex-
tending the method to deal with more general objects, e.g. those with curves,
remains our future work.
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Abstract. We describe an approach using local features to resolve prob-
lems in text localization and recognition in complex scenes. Low image
quality, complex background and variations of text make these problems
challenging. Our approach includes the following stages: (1) Template
images are generated automatically; (2) SIFT features are extracted and
matched to template images; (3) Multiple single-character-areas are lo-
cated using segmentation algorithm based upon multiple-size sliding sub-
windows; (4) An voting and geometric verification algorithm is used to
identify final results. This framework thus is essentially simple by skip-
ping many steps, such as normalization, binarization and OCR, which
are required in previous methods. Moreover, this framework is robust as
only SIFT feature is used. We evaluated our method using 200,000+ im-
ages in 3 scripts (Chinese, Japanese and Korean). We obtained average
single-character success rate of 77.3% (highest 94.1%), average multiple-
character success rate of 63.9% (highest 89.6%).

1 Introduction

Our goal is to read text from an image in complex scenes. There are many
applications for such a technology, for example, recognizing sign from natural
scenes, recognizing book/CD cover, license plate recognition, image and video
search engine and web mining.

However, variations of text due to differences in size, style, orientation, and
alignment, as well as low image quality, complex background and deformation
in complex scenes make text localization and recognition a challenging task.

Previous methods [6–9] often consist of following stages, as shown in Fig-
ure 1(a), (1) Text localization and extraction; (2) Preprocessing; (3) OCR recog-
nition. Of note, every stage consists of multiple steps that each has its own
algorithm and usually operates sequentially.

Local features [1–5], which are distinctive and robust to noise, complicated
background, and many kinds of geometric and photometric deformations, have
been applied successfully in a wide range of systems and applications, such as
wide baseline matching, object recognition, image retrieval, building panoramas,
and video data mining. Moreover, as Figure 2 shows, local features matching can
be potentially extended to text recognition problems.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 121–132, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Inspired by the success of utilizing local features in image matching, we de-
scribe a local-feature-based approach for text localization and recognition. Con-
sidering the difference between text recognition and general image matching,
we improve several steps in our approach accordingly, (1) we develop a new
template-build method to automatically generate template images while elim-
inate the influence of complex scenes; (2) we develop a voting algorithm and
a geometric verification algorithm for optimizing matching results and locating
text; (3) we develop a segmentation algorithm based upon multiple-size sliding
sub-windows to handle multiple characters efficiently.

Our framework, as shown in Figure 1(b), is essentially simple by skipping
many usual steps, such as normalization, binarization, layout analysis and OCR,
which are required in OCR-based methods. Moreover, this framework is robust
and applicable in complex scenes as only SIFT feature is used during the process.

Normalization

Enhancenment

Binarization, etc

Preprocessing

Recognition

Feature Extraction

Feature 
Transformation

Classifier

Detection

Layout Analysis, 
etc

Text Localization 
and Extraction

Result

Image

Result

Image

SIFT Feature 
Extraction

Feature Matching 
Using MPLSH

Feature Extraction 
and Matching

Text Localization 
and Recognition

TemplateBuilding

Database Build

TCFD

Segmentation

Voting

Geometric
Verification

Fig. 1. Block diagram. (a) OCR-based framework; (b) Local feature-based framework.
TCFD is template characters features database.
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(a) (b)

Fig. 2. Local features matching. (a) Object matching; (b) Characters matching.

1.1 Related Work

There have been a number of successful text localization and recognition works
reported in [6–11]. Most of them follow the OCR-based framework. Chen et al [7]
reported an approach of detection and recognition of sign from natural scenes.
Laplacian of Gaussian (LOG) edge detector, color modeling, layout analysis and
affine rectification are used to detect text. Then normalization is used as prepro-
cessing. At last, intensity-based OCR is applied to recognize the text. Koga et al
[9] introduced a camera-based Kanji recognition system for mobile-phones. The
first stage consists of 4 steps: preliminary binarization, coarse layout analysis,
line direction detection and line segmentation. The second stage consists of an-
other 4 steps to identify the text: fine binarization, pre-segmentation, character
classification and post processing. More detailed surveys can be found in [10–12].

Our approach is most similar to the work of Campos [13], which utilizes local
features and bag-of-visual-words model (BoW) to recognize single character in
English and Kannada. Yet the main differences between these two approaches are
quite clear: (1) Our approach could handle the detection and recognition of mul-
tiple characters other than single character; (2) Template images are machine-
generated instead of manually collected in our approach, providing tremendous
convenience for Chinese and Japanese text recognition.

2 Local Feature-Based Approach

Our framework (Figure 1(b)) consists of four stages: (1) Template images are
obtained automatically via our template-build method, then template charac-
ters SIFT feature database (TCFD) is built. (2) The SIFT features of query
image are extracted and matched to TCFD using MPLSH. (3) Multiple single-
character-areas are located based on our segmentation algorithm. (4) For each
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single-character-area, a voting algorithm is used to identify candidate characters,
which are then subjected to a geometric verification algorithm for final results.
We describe these stages and methods in detail in the rest of this section.

2.1 Method of Building TCFD

Generation of template images for text matching is often challenged by the
variation of characters (e.g. font, size, style). In some cases, the huge amounts of
characters make the task even harder. For example, a total of 27474 characters
are used in Chinese language compared with 26 letters in English.

In the field of image retrieval and object recognition, natural scene images
are often used as template images. However, the local feature points in single
character image are far less than that in a scene image. As a result, these inter-
ferences will greatly affect the matching accuracy if natural images are used as
template images. Of note, for languages such as Chinese and Japanese, to obtain
natural scene images will be indeed expensive and time consuming.

We applied the following strategies to build TCFD:

(1) The template images are machine-generated in monochrome mode without
any additional noise and texture.

(2) According to fonts’ similarity, a selected subset of fonts is used to generate
template images per character.

(3) Every font per character will have two template images in TCFD (white-
foreground/black-background or black-foreground/white-background) as
shown in Figure 3(a). Using only one template image per font in some cases
will result in zero matching points as shown in Figure 3(b). Furthermore,
experimental results showed that using two template images readily gained
33.0% improvement over using one template image. Increasing the num-
ber of template images, however won’t necessarily achieves further obvious
improvement.

Table 1. Flowchart of Voting Algorithm

(1) Given an image, the initial vote of a candidate character is A, A = the number
of matched features in query image. A = 3 in Figure 4(a).
(2) Given a candidate character, B is the number of matched features in the candidate
image. B = 6 Figure 4(a).
(3) A is not always equal to B due to the similar matching. Then, the final vote is
V = Min(A, B). V = 3 in Figure 4(a).
(4) The template characters with top C votes are identified as final candidate images,
C = R/V , we have chosen to use R = 60 and C is limit from 2 to 20. The more V is
identified, the fewer candidates are retrieved.
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Fig. 3. Example of template images. (a)
Two kinds of template images; (b) Only
one template image has feature points
matched for query images, so matching
could be failed if only one template im-
age is used.

Fig. 4. Example images for voting
algorithm and geometric verification
algorithm. (a) Result before voting; (b)
Result after voting; (c) Result after geo-
metric verification.

2.2 Voting and Geometric Verification Algorithm

During text matching using local features, many mismatches can be caused by
many factors, such as, similarities among characters, deformations and noises.
Examples of mismatches could be found in Figure 4(a).

We designed a voting algorithm and gained 13.5% improvement. Optimized
candidate characters are retrieved by using this algorithm. Flowchart of this
algorithm is shown in Tab. 1.

Although the voting algorithm is helpful, there are still many mismatches in
matching since local features are lack of global information. Such example results
can be found in the left side of Figure 4(b).

Geometric verification can be used in character recognition for optimizing
final results. This task however is often challenged by high computational cost
and limited number of matched pairs.

Based upon the idea of pairwise constraint [16], we designed a geometric
verification algorithm: Maximal Clique Matching for Text Recognition (MCM-
TR). In MCM-TR, the global geometric constraint problem is expressed as the
maximal clique problem in graph theory. MCM-TR starts from building a geo-
metric correspondence graph (GCG) based upon the weak geometric constraint
(WGC) information in local features. Then the global geometric relationship can
be found by finding the maximal cliques in GCG. Given the characteristics of the
global optimality of maximal cliques, MCM-TR is robust to occlusion, clutter,
non-rigid deformations with the need of very few matched pairs.

We implemented MCM-TR as shown in Tab. 2 and achieved 9.5% improve-
ment. The average matching time is 0.008 sec for two images with 60 matched
pairs. Example results after geometric verification can be found in Figure 4(c).
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Table 2. Flowchart of Geometric Verification Algorithm

(1) Given an image, and a candidate image identified by voting algorithm, all corre-
spondences between these two images are labeled.
(2) For every matched pair, the space, scale and rotation information of SIFT features
are extracted to estimate the WGC. To reduce the computational complexity, those
match pairs whose points are not close in space and scale will be directly discarded.
(3) WGCs of all matched pairs are used to build GCG. GCG is an undirected and
unweighted graph, in which each vertex represents a correspondence. The vertices
are adjacent only when the correspondences are consistent with WGC. We make the
projection from correspondences to GCG.
(4) The approximation algorithm proposed in [16] is extended to finding the maximal
cliques in GCG. The maximal cliques just represent the global geometric relationship
between the query image and the candidate image. To reduce the computational
complexity, the maximal cliques containing too many or too few vertices are rejected.
(5) The candidate with max number of the matched pairs in the maximal clique is
indentified as the final result.

2.3 Segmentation Algorithm and Multiple-Character Recognition

Segmentation algorithm is used to locate multiple single-character-areas in whole
image. We call each area a sub-window, as Viola [17] use in face detection. We
don’t need to select all the feature points in the sub-window. The feature points
of the same character are always similar in scale. We can filter the feature points
by scale, which can greatly reduce the number of the local features. Furthermore,
Hash table is used to rapidly obtain the local features in a sub-window.

Detail of algorithm is shown as following: Obtain the range of the location
and scale of the local features matched in the MPLSH matching process. Let
Wmin = Smink, Wmax = Smaxk. Wmin and Wmax represent the minimal and
maximal size of the sub-window. The size of sub-windows increases by a factor
of Δs between Wmin and Wmax. For each size, the sub-windows are shifted by
some number of pixels wΔl. w is the size of sub-window. In each sub-window
with size w, only those feature points whose scale is in the range of (w/k,wΔs/k)
are kept. The choice of Δl and Δd affects both the speed of recognition as well
as accuracy. In this paper, Δl = 2 and Δd = 0.5.

Many sub-windows will be extracted in a query image. For example, in a
640x480 image, if the Wmin = 48 and Wmax = 256, 561 sub-windows will be
extracted. It is high cost to recognize every sub-window.

The sub-windows will be subjected to the voting and geometric verification
algorithm. However, it is not needed to recognize every sub-window. The reasons
are: 1) there are few local features in some sub-windows. It is of low probability
that there exist characters. 2) Some sub-windows cover the same region. If the
characters in this region are recognized in one sub-window, the features of those
characters do not need to be recognized anymore.
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Table 3. Flowchart of Multiple Character Recognition Process

1. Statistic the number of the matched points in each sub-window. Those whose point
number is less than threshold t will be removed from the heap. The sub-windows left
are used to build a max heap.
2. While the point number of the top sub-window of the max heap is more than t:
2.1 Recognize the top sub-window. Let define the recognized character is C and the
point number is n.
2.2 If n < t and n is less than half number of template character, we determine there
is no character in the sub-window. The sub-window will be removed from the heap.
2.3 If C is recognized, the accurate region and orientation of C can be computed
by the transformation between the character and the template. The points of C are
removed from the query image. Then update the point number of the sub-windows
that cover C.
2.4 Update the max heap.
3. Combine overlapped recognized characters. Only the character with the most fea-
ture points will be left.

Fig. 5. An example of multiple-character recognition. (a) is the query image containing
two characters; Figures in (b), (c) and (d) are the sub-windows extracted from the query
image. The yellow lines represent local features. The left sub-window is selected for
recognition. In the first step, a character is successfully recognized. The local features
of the character will be removed in every sub-window. In the second step, no character
is recognized. The left sub-window will be removed. The right sub-window will be
removed because of too few points. In the third step, the other character is correctly
recognized. The selected sub-window will be removed because of too few points left.

The multiple characters recognition process is shown in Tab. 3. An example
is shown in Figure 5.
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(a)

(e)

(c)

(b)

(d)

(d)

Fig. 6. Datasets. Examples of images used for the evaluation. (a) Dataset-A: Single
Chinese characters; (b) Dataset-B: Multiple Chinese characters; (c) Dataset-C: Single
Chinese characters from images of natural scenes; (d) Dataset-D: Multiple Chinese
character images from natural scenes; (e) Dataset-E: Single and multiple characters of
3 languages scripts.

3 The Datasets

We built 5 datasets for the test: dataset-A, dataset-B, dataset-C and dataset-D
are datasets containing only Chinese characters, dataset-E contains 3 language
scripts (Chinese, Japanese and Korean). A summary of these five datasets is
listed in Tab. 4. Examples of each dataset are shown in Figure 6.

4 Experimental Results

We performed 5 tests to evaluate our approach. Descriptions of these tests are
shown in Tab. 4. In our experiments, we use Andrea Vedaldi’s sift++1 and Wei
Dong’s LSHKIT2 for our SIFT and MPLSH [14] implementation.

The results of Test-1, Test-2, and Test-3 are shown in Tab. 5 and Tab. 7
accordingly. For Chinese text in complex scenes, we obtained average success
1 http://www.vlfeat.org/˜vedaldi/code/siftpp.html
2 http://lshkit.sourceforge.net/index.html
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Table 4. Description of each test

Tests Datasets Dataset Description Objective of Test
Test-1 Dataset-A 3500 Single Chinese Characters;

168,000 machine-generated test-
ing images in 12 fonts; 3 fonts in
template characters.

To evaluate the success rate of
single Chinese character, and
describe the effect of various
algorithms.

Test-2 Dataset-B Multiple Chinese characters;
36,000 machine-generated test
images in 12 fonts; 3 fonts in
template characters.

To evaluate the success rate of
multiple Chinese characters.

Test-3 Dataset-C Single Chinese character image;
Obtained from natural images;
1,000 testing images; 3 fonts in
template characters.

To evaluate the success rate of
single Chinese character from
natural scenes, and compare
to commercial OCR.

Test-4 Dataset-D Multiple Chinese characters ob-
tained from natural scenes; 120
Hei-like-font test images; 2 fonts
in template characters.

To evaluate the success rate
and false rate of multiple Chi-
nese characters from natural
scene images.

Test-5 Dataset-E Chinese, Japanese, Korean;
Single character and multiple
characters; Machine generated;
15,700 testing images in 1 font;
1 font in template characters.

To evaluate the success rate
of single character and multi-
ple characters in 3 languages
scripts.

rate of 77.3% (highest 94.1%) for single character and average success rate of
63.9% (highest 89.6%) for multiple characters. Compared with commercial OCR
software, our approach improved the recognition accuracy by 12.9%. Given the
character images all vary in fonts, lighting conditions, rotation, scale and affine
deformation, these results are indeed encouraging.

There is 33.0% improvement by using our method to build the template im-
ages, 9.5% improvement by the geometric verification algorithm. The results
demonstrated the efficiency of each steps of our approach.

It is also quite obvious from our studies that depending on the used fonts,
the accuracy of text recognition changes dramatically too ( e.g. the lowest rate
56.7% in the case of FangSong font). It indicated the importance of the selection
of fonts in template images.

The results of Test-5 are shown in Tab. 6. Our approach also achieves encour-
aging results for language scripts other than Chinese script. We found the more
SIFT points in a character images (the more complicated structure), the higher
success rate.

The results of Test-4 are shown in Tab. 8. Results show that our approach
is robustness in complex scenes. Some positive results are in Figure 7(a). We
also found the success rate decreased for multiple characters from both natural
scenes and machine-generated images. The main reasons are:
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Table 5. Results of Test-1 and Test-2 (success rate of single Chinese character and
multiple Chinese characters). E-1 is the approach without template-build method, E-2
is the approach without geometric verification algorithm. E-Single represents single
character. E-Multi represents multiple characters.

Fonts E-1 E-2 E-Single E-Multi
Hei 53.3% 90.6% 94.1% 89.6%
MSYaHei 45.1% 70.4% 78.5% 63.2%
XiHei 49.4% 74.9% 84.3% 74.3%
PingHei 44.0% 65.4% 75.7% 66.7%
DengXian 48.8% 76.3% 84.6% 62.8%
YouYuan 37.1% 43.0% 58.7% 56.2%
GWArial 47.9% 80.6% 87.3% 66.1%
Song 44.5% 66.6% 76.4% 60.3%
FangSong 30.8% 40.8% 56.7% 50.7%
Kai 48.3% 81.2% 87.2% 67.8%
STKai 42.8% 67.0% 76.4% 60.2%
BWKai 39.7% 56.4% 67.5% 48.6%
Average 44.3% 67.8% 77.3% 63.9%

Table 6. Test results of Test-5

Language Chinese Japanese Korean
Average number of SIFT points 60.3% 40.4% 28.5%
Success rate of single character 94.1% 88.3% 78.5%
Success rate of multiple characters 89.6% 77.1% 70.5%

Table 7. Test results of Test-3

Methods Our Approach Hanwang-Wenhao OCR 7600 Tsinghua-OCR 9.0 Pro
Success Rate 73.1% 60.2% 44.7%

Table 8. Test results of Test-4. SROC: the rate of the correct recognized characters
among all the characters. FROC: the rate of false characters among all the recognized
ones. SROI: The rate of the images with all characters correctly recognized and no
false ones. FROI: the rate of those images with no characters correctly recognized.

Language SROC FROC SROI FROI
Chinese 60.4% 30.6% 12.5% 15.8%

(1) The complex change in natural scenes, such as joined characters (Figure 7(b)),
varied foreground (Figure 7(c)), shadows, vertical characters, outline charac-
ters, large deformation (Figure 7(d)) and large illumination change will lead
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Fig. 7. Datasets. Examples of images used for the evaluation. (a) Dataset-A: Single
Chinese characters; (b) Dataset-B: Multiple Chinese characters; (c) Dataset-C: Single
Chinese characters from images of natural scenes; (d) Dataset-D: Multiple Chinese
character images from natural scenes; (e) Dataset-E: Single and multiple characters of 3
languages scripts. Yellow rectangles represent correct recognition. Black ones represent
false recognition. Red rectangles are manually drawn for further explanation.

to the great change in the scale, orientation and description of the feature
points, which result in rejection of many matching pairs in both matching
and geometric verification process. Moreover, low resolution (Figure 7(e))
and too thin strokes will cause very few SIFT feature detected.

(2) Threshold t will rejected characters with simple structures as well as the
background noises. It is tradeoff between success rate and false rate. Fig-
ure 7(f) is the sample image that a simple character is rejected.

(3) Similar characters possibly received more votes than the character itself even
after geometric verification, if wrong sub-windows are extracted and selected.
In Figure 7(g), the selected sub-windows are either too big or too small.

5 Conclusion

In this paper, we describe a local-feature-based framework for text localization
and recognition by only using SIFT features. The essential components in this
framework include template-character-feature database buildup, a segmentation
algorithm, a voting algorithm and a geometric verification algorithm. Our re-
sults demonstrated this approach performed well for texts in complex scenes,
especially for those language scripts with complicated structures.
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Although the robust performance of our approach suggests the local features
matching can be utilized to address common problems in text localization and
recognition, more works are needed toward a mature application. We plan to
investigate other geometric verification methods and local features for better
recognizing multiple characters with simple structure. We will explore such an
approach in our future work.

Acknowledgement. This work was supported by National Natural Science
Foundation of Shanghai (Grant No.10ZR1416400).

References

1. Lowe, D.: Distinctive image features from scale-invariant keypoints. In: ICCV,
vol. 2, pp. 91–110 (2004)

2. Bay, H., Tuytelaars, T., Van Gool, L.: SURF: Speeded up robust features. In:
Leonardis, A., Bischof, H., Pinz, A. (eds.) ECCV 2006. LNCS, vol. 3951, pp. 404–
417. Springer, Heidelberg (2006)

3. Ke, Y., Sukthankar, R.: PCA-SIFT: A more distinctive representation for local
image descriptors. In: CVPR, vol. 2, pp. 506–513 (2004)

4. Mikolajczyk, K., Schmid, C.: A Performance Evaluation of Local Descriptors. In:
CVPR, vol. 2, pp. 257–263 (2003)

5. Tuytelaars, T., Mikolajczyk, K.: A Survey on Local Invariant Features. In: Foun-
dations and Trends in Computer Graphics and Vision (2008)

6. Chen, X., Yuille, A.: Detecting and Reading Text in Natural Scenes. In: CVPR,
vol. 2, pp. 366–373 (2004)

7. Chen, X., Yang, J., Zhang, J., Waibel, A.: Automatic detection and recognition
of signs from natural scenes. IEEE Transactions on Image Processing 13, 87–99
(2004)

8. Chang, S.L., Chen, L.S., Chung, Y.C., Chen, S.W.: Automatic License Plate Recog-
nition. IEEE Transactions on Intelligent Transportation Systems 5, 42–53 (2004)

9. Koga, M., Mine, R., Kameyama, T., Takahashi, T., Yamazaki, M., Yamaguchi, T.:
Camera-based Kanji OCR for mobile-phones: practical issues. In: ICDAR (2005)

10. Liang, J., Doermann, D., Li, H.: Camera-based analysis of text and documents: A
survey. IJDAR 7, 84–104 (2005)

11. Jung, K., Kim, K.I., Jain, A.K.: Text information extraction in images and video:
a survey. Pattern Recognition 37, 977–997 (2004)

12. Fujisawa, H.: Forty years of research in character and document recognition - an
industrial perspective. Pattern Recognition 41, 2435–2446 (2008)

13. de Campos, T.E., Babu, B.R., Varma, M.: Character recognition in natural images.
In: VISAPP (2009)

14. Lv, Q., Josephson, W., Wang, Z., Charikar, M., Li, K.: Multi-probe LSH: Efficient
indexing for high-dimensional similarity search. In: VLDB, pp. 950–961 (2007)

15. Johnson, D.S.: Approximation algorithms for combinational problems. JCSS 9,
256–278 (1974)

16. Leordeanu, M., Hebert, M.: A Spectral Technique for Correspondence Problems
Using Pairwise Constraints. In: ICCV, vol. 2, pp. 1482–1489 (2005)

17. Viola, P., Jones, M.: Rapid Object Detection using a Boosted Cascade of Simple
Features. In: CVPR, pp. 511–218 (2001)



Pyramid-Based Multi-structure
Local Binary Pattern for Texture Classification

Yonggang He, Nong Sang, and Changxin Gao

Institute for Pattern Recognition and Artificial Intelligence
Huazhong University of Science and Technology

Wuhan, Hubei 430074, China

Abstract. Recently, the local binary pattern (LBP) has been widely
used in texture classification. The conventional LBP methods only de-
scribe micro structures of texture images, such as edges, corners, spots
and so on, although many of them show a good performance on tex-
ture classification. This situation still could not be changed, even though
the multiresolution analysis technique is used in methods of local binary
pattern. In this paper, we investigate the drawback of conventional LBP
operators in describing some textures that has the same small struc-
tures but differential large structures. And a multi-structure local binary
pattern operator is achieved by executing the LBP method on different
layers of image pyramid. The proposed method is simple yet efficient to
extract not only the micro structures but also the macro structures of
texture images. We demonstrate the performance of our method on the
task of rotation invariant texture classification. The experimental results
on Outex database show advantages of the proposed method.

1 Introduction

Texture classification has been extensively investigated during the last several
decades. Some methods for texture classification focus on the statistical analysis
of texture images. The representative methods include the co-occurrence matrix
method [2] and filtering based approaches [5, 11, 15]. Varma and Zisserman [16]
present a good statistical algorithm, MR8, which uses 38 filters to build a ro-
tation invariant texton library from a training set for classifying an unknown
texture image. Recently, a simple but more powerful operator the local binary
pattern (LBP) [13] that is based on the signs of differences of neighboring pixels is
used for image description. And it has been successfully applied to texture anal-
ysis [10]. For texture classification, Ojala et al. [12] show a good performance of
LBP for texture classification by comparing with other methods. And Mäenpää
et al. [8] introduce a uniform pattern to robust texture description by selecting
subsets of patterns encoded in LBP forms. With this technique, they propose a
rotation invariant uniform pattern (LBP riu2) [14] to describe the texture image.
By utilising the temporal domain information, Zhao and Pietikäinen [17] extend
the LBP to the VLBP for dynamic texture classification. Ahonen et al. [1] use
the local binary pattern histogram Fourier features (LBP-HF) to describe rota-
tion texture. Guo et al. [3] take the local variance as a weight of local binary
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pattern to adjust the contribution of the LBP code in histogram calculation and
propose the LBPV operator for rotation invariant texture classification. Liao et
al. [6] use the 80% dominant local binary pattern (DLBP) to classify the tex-
ture. And combining with Gabor features, it attains a high classification rate.
The LBP-HF, LBPV and DLBP are both state-of-the-art algorithms and yield
good results in the task of rotation invariant texture classification.

Although these operators perform well, most of them base on the same idea of
LBP which only extracts isotropic micro structures of images. These micro struc-
tures are not enough to describe the texture information. The problem still can’t
be solved by the multiresolution LBP method [14] that just combines the limited
neighbor sample points and radii. At the same time, the stability of LBP value
deteriorates rapidly with the increasing of neighbor radius, because the sam-
pling points have less correlation with the centre pixel with the present of larger
radius. Multi-scale binary patterns (LBPF) [9] employs exponentially growing
circular neighborhoods with Gaussian low-pass filtering to extract binary pat-
terns for texture analysis. The LBPF also shows isotropic micro structures of
images but a little bigger than the structures extracted by basic LBP methods.
Our work considered the structures extracted by basic LBP. We carried out the
rotation invariant uniform pattern LBP in an image pyramid to extract both
micro and macro structures of texture images. The pyramid technique had been
used in texture field by Heeger and Bergen [4] many years ago, but they focused
on texture synthesis. In our work, four anisotropic filter templates ensured the
collection of anisotropic structures in the image pyramid. Later, weights of dif-
ferent structural histograms were set to enhance the performance of proposed
method. The results of experiment on Outex database show the superiority of
our method.

The rest of this paper is organized as follows. Section 2 gives a brief overview of
the basic LBP method and discusses the structures extracted by the conventional
LBP. Section 3 devotes to the details of the proposed method. Section 4 presents
the implementation of our experiments. Section 5 concludes his paper.

2 Local Binary Pattern

In this section, we review the LBP methods and points out the structures of
texture images that are neglected by the conventional LBP. This is necessary for
understanding the advantage of our method.

2.1 The LBP Methods

The local binary pattern (LBP) [14] is an illumination invariant texture operator
which characterizes the local structure of the texture image. The basic LBP
considers a small circularly symmetric neighborhood that has P equally spaced
pixels on a circle of radius R. The LBP value of the center pixel is computed
by thresholding the gray value of P sampling point with their center value, and
summing the thresholded values weighted by powers of two. Thus, the LBP label
for the center pixel (x,y) is obtained by
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LBPP,R(x, y) =
P−1∑
p=0

s(gp − gc)2p (1)

s(x) =
{

1, x ≥ 1
0, x < 0 (2)

where gc is the gray value of the center pixel, gp (p=0,...,P-1 ) correspond to
the gray values of P sampling points. If the coordinates of gc are (0,0), then the
coordinates of gp are given by (−Rsin(2πp/P ),Rcos(2πp/P )) . The gray values
of neighbors which do not fall exactly in the center of grids are estimated by
interpolation.

The rotation invariant version of LBP is achieved with the uniform measure.
Mäenpää et al. [8] first defined the nonuniformity measure U (‘pattern’) as the
number of transitions (0/1 or 1/0 changes) in the circular bitwise presentation of
the LBP code. Later, Ojala et al. [14] designated patterns that have U value of
at most 2 as ‘uniform’ and propose a rotation invariant uniform pattern operator
LBP riu2

P,R for texture description:

LBP riu2
P,R =

⎧⎪⎪⎨⎪⎪⎩
P−1∑
p=0

s(gp − gc), if U(LBPP,R) ≤ 2

P + 1, otherwise

(3)

where

U(LBPP,R) =
∣∣s(gP−1 − gc) − s(g0 − gc)

∣∣+ P−1∑
p=1

∣∣s(gp − gc)− s(gp−1 − gc)
∣∣ (4)

According to the definition of ‘uniform’, there are P+1 ‘uniform’ binary patterns
in a circularly symmetric neighbor set of P pixels. Equ. (3) assigns a unique la-
bel to each of them, corresponding to the number of ‘1’ bits in the pattern
(0,1,. . . ,P), while the ‘non-uniform’ patterns are grouped under the ‘miscella-
neous’ label (P+1). Thus, the LBP riu2

P,R has P+2 distinct output values.

2.2 Structures Extracted by Conventional LBP

The uniform LBP, as a classical version of LBP, has achieved a good performance
in texture analysis. Therefore, it is necessary to select the uniform LBP method
to analysis the structures that are extracted by LBP. According to the definition
of uniform, there are 58 different uniform patterns in (8,R) neighborhood. The
pattern ‘0’ means the gray values of P neighbor points smaller than the central
pixel’s, and corresponds to a plot structure. Patterns that have equal numbers
of continuous ‘0’ and ‘1’ correspond to an edge structure. The pattern ‘255’ cor-
relates with two structures. If the gray values of P neighbor points greater than
the central pixel’s, the pattern expresses a plot structure. And the flat structure
is described when the P neighbor points and their central pixel have the same
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Fig. 1. 1st column: Two texture images have same micro structures. 2nd column:
Uniform LBP (P=8, R=1) histograms of left textures. 3nd column: Uniform LBP (P=8,
R=1) histograms of the second level of pyramid of left textures. All the histograms are
normalized. The Euclidian distances of histograms in subimages (b) and (c) are 0.0029
and 0.0454, respectively.

gray value. The remained uniform patterns are ‘L’ type corners of the image.
These structures are the micro structures of images because the conventional
LBP methods only consider a small neighborhood. The non-uniform patterns
also correspond to small structures (‘Y’ corner, ‘X’ corner, short line and so on).

The performance of conventional LBP is limited, because these methods only
consider micro structures of images. The weakness is clear when different tex-
ture images have same micro structures. We give an extreme example in Fig. 1.
In first column, there are two texture images which have same micro struc-
tures but different macro structures. The second column presents uniform LBP
(P=8, R=1) histograms of the textures in first column. It’s clearly that the
uniform LBP worked on orignal images have no contribution to classify the two
textures because they have similar LBP feature histograms. The third column
gives uniform LBP (P=8, R=1) histograms of the second level of pyramid of
texture images in first column. Some differences of the two histograms can be
seen in the third colum. The details of image pyramid will be described in next
section.

3 Multi-structure Local Binary Pattern

In image field, the isotropic means doing the same operation in every direction,
while the anisotropic is just opposite. Studying from the section 2, we can easily
find that the basic LBP only considers the isotropic micro structures of images,
because it samples with equal space in a small circularly symmetric neighbor-
hood. In this section, we execute the rotation invariant LBP on an image pyramid
to extract three different kinds of structures: (1) isotropic micro structures; (2)
isotropic macro structures; (3) anisotropic macro structures.
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3.1 Image Pyramid

An image pyramid can be created from the original image. We use the sign
Il,t to indicate sub-images of an image pyramid. The subscript l stands for the
level of the image pyramid and t indicates what template is used to create
the sub-image Il,t. There are five templates in total. The first template is a 2-
dimension Gaussian function G(x, y, σ), which is used to smooth image. Referred
to SIFT [7], we select the variance σ=1.5.

G(x, y, σ) =
1

2πσ2 e
−(x2+y2)/2σ2

(5)

Other four anisotropic filters T1∼T4 are used to create anisotropic sub-images
of the pyramid. Fig. 2 shows the structures of templates T1 ∼T4. The templates
T2∼T4 are created by rotating the template T1 clockwise in three different angles
(45◦, 90◦ and 135 ◦ ).
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Fig. 2. Four templates (T1∼T4) for drawing anisotropic macro structures

The original image is I0,0. The sub-image Il,t (l>0) are created from the image
Il−1,0 by the following formula:

Il−1,t =

{
(Il,0 ∗G) ↓ 2, t = 0
(Il,0 ∗ Tt) ↓ 2, t = 1, · · · , 4

(6)

where * is the convolution operation, ↓ 2 means downing sample by 2. Here,
an approximation is used for extracting anisotropic sub-image by ↓ 2 operation.
This approximation is able to reduce the calculations and has little influence
when an operation is implemented in small neighborhood. Fig. 3 gives a three-
level pyramid for extracting different structures.

3.2 Rotation Invariant Multi-structure Local Binary Pattern

The multi-structure local binary pattern (Ms-LBP) can be achieved by run-
ning the basic LBP on the image pyramid. The isotropic and anisotropic macro
structures are obtained by LBP methods in the sub-images Il,0 (l>0) and Il,t(l
>0,t=1,2,3,4), respectively. The isotropic micro structures are obtained by LBP
methods in original image. Similarly, the rotation invariant multi-structure bi-
nary pattern can be achieved by carrying out the rotation invariant uniform pat-
tern operator LBP riu2

P,R on different pyramid levels. Thus, the sign of our method
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Fig. 3. Extraction of multi-structures in a three-level pyramid

is rewritten as Ms-LBP riu2
P,R , where ‘P’, ‘R’ and ‘riu2’ have the same meaning

with the operator LBP riu2
P,R . The final histogram of Ms-LBP riu2

P,R is grouped with
LBP riu2

P,R histograms of every single sub-images of pyramid:

Hl,t(k) =
N∑

i=1

M∑
j=1

f(LBP riu2
l,t,P,R(i, j), k), k ∈ [0,K] (7)

f(x, y) =

{
1, x = y

0, otherwise
(8)

where LBP riu2
l,t,P,R(i, j) is the LBP riu2

P,R value of pixel Il,t(i, j); K is the maximal
pattern, Hl,t is the LBP riu2

P,R histogram of the sub-image Il,t; M and N are the
sizes of the sub-image of the pyramid.

3.3 Similarity Metric

The similarity of sample and model histograms can be evaluated by a test of
goodness-of-fit, which is measured with a nonparametric statistical test. The
nonparametric test can avoid making any assumptions about the feature distri-
butions. The log-like distance that is employed by many literatures [9, 14, 17]
is a goodness-of-fit statistics and useful for measuring the similar between his-
tograms. The log-like distance between a model M and a sample S is computed
as follow:

D(S,M) =
B∑

b=1

Sb log(Mb) (9)
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where B is the number of bins and Sb and Mb are, respectively, the values of the
sample and model images at the bth bin.

The final similarity distance contains three parts because of the existing of
three different kinds of structures. Considering the rotation variance of texture
images, we take four anisotropic sub-images Il,t(l >0,t=1,· · · ,4) in one level as a
whole to compute the distance. And the procedure is iteratively run four times
to find the minimal similarity as the distance of anisotropic macro structures.
Comparing with the micro structures, the macro structures located in the pyra-
mid top show little statistical because of the small sizes of sub-images in high
levels. Intuitively, the distances of structures on higher level make fewer contri-
butions to classifying samples than the distances of structures on lower level.
Thus, the final similarity distance (DF (S,M)) is computed by adding the three
groups of distance with different weights in different levels:

DF (S,M) = w0,0D(S0,0,M0,0)+
L∑

l=1

wl,0D(Sl,0,Ml,0)+
L∑

l=1

wl,1Dmin(San
l ,Man

l )

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Dmin(San

l ,Man
l ) =

1
4

4∑
t=1

D(Sl,mod(t+k−1,4)+1,Ml,t)

k = arg min
j

(
L∑

l=1

4∑
t=1

D(Sl,mod(t+j−1,4)+1,Ml,t), j = 0, 1, 2, 3)

(10)

where Sl,t and Ml,t stand for sub-images of pyramid of sample S and model M,
respectively; w are the distant weights and L is the maximum level of the image
pyramid.

The classification rate is a good candidate as the distant weight. There are
two parts in every level of the image pyramid except level zero. One part is
used for obtaining isotropic macro structures and the other part is used for
collecting anisotropic macro structures. But the 0 th level of the image-pyramid
is an exception, because there is only a sub-image I0,0 that is used to extracted
isotropic micro structures. We use one part of the pyramid at a time to achieve
the task of rotation invariant texture classification. Different parts get different
classification rates which correspond to different weights. The result of a log-like
distance between two histograms is always a nonpositive value. Therefore, the
normalized wrong classification rates are selected as the distance weights.

4 Experimental Results

We demonstrate the performance of our operators on the public texture database,
Outex, which is used to study rotation invariant texture classification by many lit-
eratures [1, 3, 14]. We used this database because their texture images are acquired
under more varied conditions (viewing angle, orientation and source of illumina-
tion) than the widely used Brodatz database. There are 24 classes of textures in
Outex database. And these textures are collected under three illuminations and
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at nine angles. Our experiments were performed on two test suites of Outex: Ou-
tex TC 00010 (TC10) and Outex TC 00012 (TC12). TC10 is used for studying
rotation invariant texture classification and TC12 is used for researching illumi-
nant and rotation invariant texture classification. The two test suites contain the
same 24 classes of textures as shown in Fig. 4. Each texture class is collected under
three different illuminants (‘inca’, ‘t184’ and ‘horizon’) and nine different angles
of rotation (0◦, 5◦, 10◦, 15◦, 30◦, 45◦, 60◦, 75◦ and 90◦).

Fig. 4. 128×128 samples of the 24 textures from Outex database

There are 20 non-overlapping 128×128 texture samples for each class under
each setting. The experimental setups are as follows:

1. For TC10, classifiers were trained with the reference textures of illuminant
‘inca’ (20 samples of angle 0◦ in each texture class), while the 160 (8×20) sam-
ples of the other eight rotation angles in each texture class were used for testing
the classifier. Hence, there were 480 (24×1×20) models and 3840 (24×8×20)
testing samples in total.

2. For TC12, classifiers were trained with the reference textures (20 samples of
illuminant ‘inca’ and angle 0◦ in each texture class) and tested with all samples
captured under illuminant ‘tl84’ or ‘horizon’. Hence, in both of the two illumi-
nant experiments, there are 480 (24×20) models and 4320 (24×20×9) validation
samples in total for each illuminant. In order to simplify the name of TC12 test
suite, ‘TC12t’ is short for TC12 ‘tl84’ test suite, and ‘TC12h’ is short for TC12
‘horizon’ test suite.

4.1 Calculation of Distance Weights

Both TC12 and TC10 have the same training set that contains 480 samples
of illuminant ‘inca’ in total. There are 20 samples of angle 0◦ in each texture.
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The distance weights were learned on the training set of TC12 and TC10, al-
though the training samples have some differences with the testing samples in
angles and illuminants. One sample of each texture was selected as a new train-
ing sample for the training classifier at a time, the rest of samples (19×24 sam-
ples) were used to test the classifier. We executed the process twenty times,
and twenty classification results were given by dividing the samples sets twenty
times. The final classification results were the average of the twenty results. In
the experiments, the LBP riu2

P,R histograms of different parts of pyramid were used
to calculate the classification rates. Table 1 presents the right classification rate
of different parts of the pyramid in three different sample points P and radius
R. The sign ‘–’ in Table 1 presents that no anisotropic structures are extracted
in level zero. Five levels are extracted on 128×128 image.

Table 1. Right classification rates (%) with different parts of image pyramid on the
training sets of TC10 and TC12

Isotropic Parts Anisotropic Parts
P,R level0 level1 level2 level3 level4 level0 level1 level2 level3 level4

8,1 76.75 70.78 50.60 38.37 13.44 – 77.21 73.67 48.53 18.43
16,2 81.55 74.44 55.71 33.62 8.66 – 77.98 70.21 38.22 8.00
24,3 81.68 76.79 55.31 13.32 5.04 – 81.88 65.42 15.43 4.67

Results in Table 1 present that the classification rates deteriorate rapidly with
the increase of levels, because the sizes of images in high levels are too small to
supply enough statistics of structures. Four anisotropic templates cause more
anisotropic structures to be extracted than isotropic structures, and give a good
performance to the anisotropic parts of image pyramid. As can be seen from
Table 1, the classification rates of anisotropic parts are usually higher than the
results of isotropic parts in the same levels of image pyramid.

The distance weights were computed by normalizing the wrong classification
rates which were obtained by subtracting the correct classification rates from
one. Table 2 shows the value of distance weights with different (P, R).

Table 2. Distance weights of different structures

Isotropic Parts Anisotropic Parts
P,R level0 level1 level2 level3 level4 level0 level1 level2 level3 level4

8,1 0.05 0.07 0.11 0.14 0.20 – 0.05 0.06 0.12 0.19
16,2 0.04 0.06 0.10 0.15 0.20 – 0.05 0.07 0.14 0.20
24,3 0.04 0.05 0.09 0.17 0.19 – 0.04 0.07 0.17 0.19
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4.2 Implementation of Multi-structure Local Binary Pattern

The performance of texture classification algorithms is characterized with the
percentage of correctly classified samples. The best results of each test suite in
experiment are marked in bold font. Five-layered pyramid were used in the exper-
iment according to the size of testing images. Weights in Table 2 were combined
with the distances of different parts of the image pyramid to calculate similarity
between samples and models. We employed the 3-NN method as a classification
principle that has been used by other literatures [9, 14]. The effects of proposed
method were compared against six methods: LBP riu2, LBP riu2/V AR, LBP -
HF , LBPV u2

P,RGMES, DLBP and MR8. The method LBP riu2 is a useful rota-
tion invariant method. And combining with local variance (VAR),LBP riu2/V AR
obtains a good performance. LBP histogram Fourier features (LBP -HF ), LBP
variance with global matching (LBPV u2

P,RGMES) and dominant local binary pat-
terns (DLBP ) are improved versions of basic LBP. For comparing, we gave the
results ofDLBP under best parameters (DLBPR=3 +NGF ) in Table 3. MR8 is
a state-of-the-art statistical algorithm.

Table 3 shows the advantages of the proposed method. The high scores 99.30%,
98.26% and 97.08% are obtained by the operator Ms-LBP riu2

16,2 on three different
suits(TC10, TC12t and TC12h), respectively. The superiority of our method is
obvious on the test suits TC12 which contains both illuminant and rotation
variant of textures. Textures under different illuminant usually have different
micro structures, but their macro structures are very similar. Thus, compared
with other operators, our method works well on testing sets TC12. It could find
that the Ms-LBP riu2

P,R method usually excel its counterparts under the same
parameters (P,R) and in the same testing sets. This situation is particularly
clear when the parameter (P,R) equals to (8,1) because macro structures are
also extracted in Ms-LBP riu2

8,1 . The best results of our method are obtained
with parameter (16, 2). And the performance degrades a little with parameter
(24,3). The phenomenon is distinct in Table 1, especially the results on large
levels of image pyramid. Because the sizes of sub-image in high level of image
pyramid are very small, the total numbers of feature is very few. At the same
time, the dimension of histogram increases with the number of sampling points
P. It’s known that a high-dimensional histogram with few features is not enough
to describe the distribution of features in the statistical sense. And the operator
Ms-LBP riu2

24,3 belongs to this situation. As can be seen from the Table 3, the
performance of Ms-LBP riu2

P,R degrades a little with large sample points P=24,
because the high levels of image pyramid supply few feature with large number
of bins of the histogram.

Although good results are obtained, our method needs more time to classify
a texture than most LBP operators. We select the best parameter (P,R)=(16,2)
and execute these operators on a computer with the Intel CPU 2.8GHz. Our
method needs 0.466s to classify a texture, while LBP riu2

P,R only needs 0.012s. The
classification time of our method is less than the MR8 operator (2.257s), because
the MR8 needs to find 8 maximum responses after 38 filters convoluting with
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Table 3. Correct Classification rate (%) for TC10 and TC12 using different methods

P,R 8,1 16,2 24,3
TC10 TC12t TC12h TC10 TC12t TC12h TC10 TC12t TC12h

LBP riu2
P,R 83.31 69.86 62.94 92.29 86.25 83.61 96.38 89.81 88.75

LBP riu2
P,R /VARP,R 95.81 78.73 77.27 97.97 87.06 85.90 97.48 86.81 87.27

LBP -HFP,R 83.26 76.20 78.45 93.93 88.15 86.46 97.97 91.50 87.66
LBPV u2

P,RGMES 73.64 72.47 76.57 93.90 90.25 94.28 97.76 95.39 95.57
MS-BP u2

P,R 97.87 94.98 91.76 99.30 98.26 97.08 98.26 96.46 94.72
MR8 92.5(TC10), 90.9(TC12t), 91.1(TC12h)
DLBPR=3+NGF 99.1(TC10), 93.2(TC12t), 90.4(TC12h)

the image and compare very 8-dimension vector in an image with all the textons
to build histograms.

5 Conclusions

The conventional LBP methods only focus on micro structures of images, although
they have already been powerful in texture analysis. In this paper, we executed the
rotation invariant uniform LBP on the image pyramid to extract three different
structures (isotropic micro structures, isotropic macro structures and anisotropic
macro structures). The experiment results on Outex database demonstrate the
advantages of our method. The performance of proposed method is limited by
the size of images, because small images are not enough to supply large macro
structures. Fortunately, the texture images are different from other images, due
to they are full of repeat patterns. So in the future, some texture synthesis methods
could be used to create large size texture image. And more stable multi-structure
local binary patterns could be achieved on the synthesized texture images.
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Abstract. Generalized Hough Transform-based methods have been suc-
cessfully applied to object detection. Such methods have the following
disadvantages: (i) manual labeling of training data ; (ii) the off-line con-
struction of codebook. To overcome these limitations, we propose an un-
supervised moving object detection algorithm with on-line Generalized
Hough Transform. Our contributions are two-fold: (i) an unsupervised
training data selection algorithm based on Multiple Instance Learning
(MIL); (ii) an on-line Extremely Randomized Trees construction algo-
rithm for on-line codebook adaptation. We evaluate the proposed al-
gorithm on three video datasets. The experimental results show that
the proposed algorithm achieves comparable performance to the super-
vised detection method with manual labeling. They also show that the
proposed algorithm outperforms the previously proposed unsupervised
learning algorithm.

1 Introduction

The detection of moving objects in videos, especially pedestrians or vehicles,
is an important task in many vision applications, such as video compression,
video surveillance, and content-based video retrieval. Numerous approaches have
been proposed in the literature for object detection. Currently the predominant
approach for object detection is the sliding window approach [1], [2], in which a
learned classifier examines the image features over locations and scales to predict
the presence of objects in subwindows. Though it has been demonstrated effective
in many cases, it can be easily affected by background clutters and occlusions.
To cope with the occlusion problem, part-based approaches [3], [4] which model
objects as collections of parts are proposed.

The Generalized Hough Transform based methods [5], [6] can be categorized
as part-based approaches. Each of them requires a class-specific codebook to
cast probabilistic votes for object hypotheses. The codebook can be generated
using generative clustering methods [5], and discriminative clustering methods
[6]. Each cluster centroid corresponds to one codebook instance. At runtime,
feature descriptors from the testing data are matched against the codebook
instances, and valid matches then cast probabilistic votes for object hypotheses.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 145–156, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The additive nature of Generalized Hough Transform makes the detector robust
to partial occlusions. However, these methods have the following disadvantages:
(i) manual labeling of training data is required for the codebook construction;
(ii) the codebook is constructed in an off-line manner, which cannot adapt to
new data after the construction ends.

Several approaches have been proposed to tackle the problem of manual label-
ing of training data. The idea of co-training is proposed to incrementally generate
a large amount of labeled data automatically from a small manually labeled set [7].
Given a small hand labeled set, a pair of classifiers are trained on two independent
“views” of the data [7]. Co-training then generates the additional training data
from the unlabeled data, by using each classifier’s prediction to enlarge the other
classifier’s training set [8]. Alternatively, Wu et al. uses a small labeled training set
to train an automatic labeler, which is then used to collect the training samples for
the on-line boosting in [9]. Both approaches require hand labeled sets for initializa-
tion. To overcome the limitation of hand labeling, the idea of automatic labeling
is proposed. Nair et al employs the motion based object detector as the labeler
in [10]. However, motion based object detector is not robust, and can be affected
by shadows, reflections and illumination changes. To improve such labeler, Roth et
al. uses the PCA-based reconstructive model [11], to verify the motion detection
results. As for the codebook construction for the Generalized Hough Transform,
tree-based codebooks have become popular recently. The Extremely Randomized
Trees [6], and the Random Forests [12] have been demonstrated to improve the
performance of the Generalized Hough Transform. Such trees are usually learned
offline, however Saffari et al. recently propose an on-line algorithm to enable the
on-line learning of Random Forests [13].

In this paper, we propose an unsupervised moving object detection algorithm,
with on-line Generalized Hough Transform. Our contributions are two-fold: (i)
an unsupervised on-line training data selection algorithm based on Multiple In-
stance Learning (MIL); (ii) an on-line Extremely Randomized Trees construction
algorithm for on-line codebook adaptation. The most related algorithm to our
automatic training data selection algorithm is the co-training algorithm [7], and
also the conservative learning algorithm [11]. Unlike the co-training algorithm,
our algorithm does not require any hand labeling. In the conservative learning
algorithm, a reconstructive model is employed to verify the motion detection re-
sults. Only the sufficiently consistent motion detections would be used to build
the reconstructive model, and hence it might result in a biased training set. In
contrast, our algorithm employs an instance selection scheme to produce a train-
ing set with less selection bias. For our proposed on-line Extremely Randomized
Trees algorithm, the most related work is the on-line Random Forest algorithm
by Saffari et al. in [13]. Different from the on-line Random Forest, our on-line
Extremely Randomized Trees do not require the bootstrapping, and hence it is
more computationally efficient.

The rest of the paper is organized as follows: the proposed work is described in
Section 2, followed by the experimental results in Section 3. Our final conclusions
are presented in Section 4.
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2 Proposed Work

In this section, we present our unsupervised moving object detection algorithm
with on-line Generalized Hough Transform. We design our automatic labeler
based on Multiple Instance Learning for training sample selection. Given a set
of noisy detection results from the background subtraction, the automatic labeler
selects training samples automatically and unbiasedly. The on-line learning al-
gorithm then uses the selected samples for codebook adaptation.

2.1 Automatic On-line Instance Selection

We present our automatic labeler design in this section. An automatic labeler
is actually an object detector, which selects sub-windows that contain objects.
Generally speaking, there are two issues in the design of a labeler for object de-
tection. One issue is the labeler’s error, which can be categorized as the alignment
error and the labeling error. An alignment error occurs when the sub-window se-
lected by the labeler contains an object with inaccurate size of positions, whereas
a labeling error occurs when the selected sub-window contains no object. The
other issue is the labeler’s bias. The labeler should not introduce any bias into
the produced training data, otherwise it may mislead the detector. For instance,
if the labeler systematically fails to collect some certain type of training sample,
the detector would not be able to recognize the corresponding object. We will
show how our design can cope with these two issues.

We begin our design with background subtraction. Given a video, background
subtraction generates a set of foreground blobs, which comprise the training sam-
ples for selection. Since background subtraction is not robust against environ-
mental factors, alignment and labeling error might occur. To handle the errors,
we introduce the Multiple Instance Learning (MIL) to our labeler design. In MIL,
the training data comes in the form of “bags”, where all the instances in one bag
share a label. A positive bag means it contains at least one positive instance,
whereas a negative bag means all the instances are negative. The advantage of
MIL is that, it can handle both the ambiguity and noises in the instance labeling.
In our problem, each foreground blob corresponds to a positive bag. Given one
foreground blob, in order to locate the possible locations of individual persons,
a smoothed histogram of foreground heights over the x-axis is computed. We as-
sume that the tops of objects correspond to the peaks of the histogram. After the
peaks are located, we crop the corresponding instances using bounding boxes.
Figure 1a depicts the image frame, and Figure 1b demonstrates the detected
foreground blob and its bag formulation. In Figure 1b, the blue rectangle is the
foreground blob, while the red rectangles correspond to the instances inside the
bag. As shown in Figure 1b, the foreground blobs contains two pedestrians, but
there are more than two instances found in the corresponding bag due to the
noisy motion detection result.

To deal with the noisy detection, we propose to use the following scheme to
select instances from all the bags. Let B = {B+

1 , B
+
2 , ..., B

+
n } be the set of all

positive bags. The goal of the selection is to select the instance Bgh that has
high confidence Conf(Bgh), which is defined in the follows:
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(a) (b)

Fig. 1. The formation of a positive bag. (a) The image frame. (b) The detected fore-
ground and its bag formulation. The blue rectangle is the foreground blob, while the
red rectangles correspond to the instances inside the corresponding bag. This figure is
best viewed in color mode.

Conf(Bgh) =
∏
k

Pr(Bgh|B+
k ), 1 ≤ k ≤ n, k 
= g, (1)

where Pr(Bgh|B+
k ) is estimated based on the Noisy-OR model [14]:

Pr(Bgh|B+
k ) ∝ {1 −

∏
j

[1 − Pr(Bgh|B+
kj)]}. (2)

We can design different estimations for Pr(Bgh|B+
kj) based on different data.

For the task of object detection, we intend to evaluate the similarity between
two object blob silhouettes, and Pr(Bgh|B+

kj) is estimated as Pr(Bgh|B+
kj) ∝

exp{−D(Bgh, B
+
kj)}, where D(Bgh, B

+
kj) measures the distance between the sil-

houettes Bgh and B+
kj . In this paper, we design the distance based on distance

transform. To make sure our method is as general as possible, only positive bags
are required for the computation of the evidence. In the situations when the neg-
ative bags are also available, we can use the Evidence Confidence metric proposed
in [15].

The aforementioned instance selection scheme is a batch process. To enable
the on-line selection, we propose an on-line algorithm for the above selection
algorithm. We choose to realize the on-line learning by selecting the instances
from every R frames, where R is a pre-defined value to determine the size of the
interval. The proposed on-line learning algorithm is presented in Algorithm 1.

2.2 On-line Extremely Randomized Trees

Given a set of selected instances, we attach shape context descriptors to the sam-
pled points from the corresponding silhouettes. The obtained descriptors are used
to construct a codebook of shapes for object silhouettes. The codebooks for the
Generalized Hough Transform are usually generated using unsupervised k-means
clustering [5], [16]. We call them generative codebooks as there is no discrimina-
tion involved. Recently discriminative codebook generation methods are proposed
[12], [6]. The generated codebooks are considered as discriminative codebooks as



Object Detection with On-line Generalized Hough Transform 149

Algorithm 1. Automatic On-line Instance Selection

INPUTS:
Ft - The extracted foreground from frame t to frame t + R, where R is a
pre-defined value
K - The number of instances to select from all the instances
OUTPUTS:
A set of instances Bij for training the randomized trees

1: Form the positive bags B = {B+
1 , B+

2 , ..., B+
n } based on Ft

2: Compute the confidence for all the instances Bij

3: Select the top K instances Bij with the highest confidence

they are trained in a supervised way. The supervision enables the codebook entries
to cast more reliable probabilistic votes. In [12], a Random Hough Forest is con-
structed using both positive and negative image patches, with an objective func-
tion that measures the class and offset uncertainty. On the other hand, a set of
Extremely Randomized Trees are constructed in [6], and the trees are grown using
an objective function that combines the discrimination and regression. The dis-
criminative codebooks are shown to outperform the generative codebook in the
experiments. As a result, we use the discriminative codebook in our paper.

We choose the Extremely Randomized Tress [17] as our discriminative code-
book. The randomized trees algorithm [17] constructs an ensemble of decision
or regression trees. And each tree is grown by splitting each node into two child
nodes, using the random split that achieves the best decision or regression perfor-
mance based on the whole training set. The randomized trees algorithm is firstly
proposed for classification, and Okada employs it as the codebook for the Hough
voting [6]. Each primitive image feature passes through each randomized tree
until it reaches one of the leaf node. The leaf node contains information about
the discrimination of the image feature(whether it belongs to an object or not),
and possible object locations are collected during the training. The response of
one image feature is an ensemble of the responses from all the trees. Using the
responses, each feature can cast probabilistic votes for object hypotheses. The
randomized tree construction algorithms in [17], [6] are all based on the whole
training set. It is not appropriate to use them under our problem settings, as we
want to be able to update the trees in an on-line fashion. Inspired by the on-line
random forest algorithm in [13], we propose an on-line learning algorithm for
constructing the randomized trees here. It is noted that the randomized trees
are different from random forests as there is no bootstrapping involved in the
randomized trees [17].

We build each randomized tree as a decision tree, which contains the decision
nodes and the leaf nodes. Unlike the leaf node, each decision node retains no
object location but only a split condition s = {fd, θd}, where fd and θd are
a randomly chosen attribute from the image feature vector, and its threshold
respectively. The split s is the best split chosen from a set of random splits
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S = {s1, s2, ..., sN} based on some quality measure. In our paper, the information
gain is chosen as the quality measure. Denote M as the set of image features
in the current node. Let ML and MR be the images features in the left child
node and right child node respectively, according to the split s. The information
gain of split s is IGs(M) = |ML|

|M| E(ML) + |MR|
|M| E(MR)−E(M), where E(M) =

−
∑C

i=1 pi log(pi) is the entropy for C classes.
When in off-line mode, all the data is available, and therefore a robust estimate

can be made at each decision node. In the on-line mode, however, the data is
gathered over time, and hence, when to split depends on the following factors: i)
whether there is enough data for the robust estimate of statistics; ii) whether the
split is good enough in terms of the quality measure. Based on the these factors,
two hyper-parameters are introduced for the on-line learning of a random tree:
i) the minimum number of training data (i.e., shape context descriptors) γ to
gather before making a split; ii) the minimum information gain δ for a node to
split. And therefore, a node can be split into two child nodes only if |M | > γ
and ∃s ∈ S, IGs(M) > δ. The values of γ and δ are set in a similarly way to
method mentioned in [13].

The on-line learning algorithm for the randomized trees construction is pre-
sented in Algorithm 2. The input to algorithm is either a positive or negative
training sample 〈 x, y 〉, which contains a feature descriptor x and its label
y ∈ {1, 0}. In this paper we use the shape context as the feature descriptor.
The positive feature descriptors describe the sampled points from the selected
instance Bij from Algorithm 1, whereas the negative descriptors describe the

Algorithm 2. On-line Extremely Randomized Trees

INPUTS:
〈 x, y 〉 - a training sample from a sampled keypoint
γ - The minimum number of training data to gather before making a split
δ - The minimum information gain for a node to split
T={t1, t2, ..., tn} - A set of Extremely Randomized Trees
OUTPUTS:
T ′={t′1, t′2, ..., t′n} - The updated Extremely Randomized Trees

1: for Each Extremely Randomized Tree ti do
2: lj ← locateLeaf(x, ti)
3: lj ← appendData( lj , 〈x, y〉)
4: if |lj | > γ then
5: S ← createSplts( lj)
6: if ∃s ∈ S, IGs(lj) > δ then
7: createLeftChild( lj , s)
8: createRightChild( lj , s)
9: end if

10: end if
11: end for
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sample points from the background edges. Positive samples also retain the off-
sets to the centroids of an object, so that the constructed randomized tree can
be used for probabilistic voting, which is detailed in Section 2.3. When updat-
ing a tree, a training sample firstly passes each randomized tree until it reaches
the leaf node. After appending the new feature to the leaf node, we calculate
whether it is necessary to split the current leaf. In the case of a split, the data
retained in the old leaf node will be propagated to its child nodes, and the old
leaf node becomes a decision node.

2.3 Object Detection

We begin the moving object detection with identifying moving edges between
adjacent frames. We apply Canny edge detection [18] to obtain the edge map
for each frame. Moving edges are then extracted by comparing edges between
adjacent frames. We then sample keypoints from the moving edges, and attach
shape context descriptor to each sampled keypoints. Let F = {f1, f2, ...fn} be
the shape context descriptors obtained from the current frame, F will be then
fed into the randomized trees T = {t1, t2, ..., tn} to cast probabilistic votes for
an object o and its location x. The probabilistic vote p(o, x|fi, T ) from feature
fi can be decomposed as p(o|fi, T )p(x|o, fi, T ). The first term p(o|fi, T ) is a
probabilistic output from the ensemble of trees. Denote Mfi,tj as the set of
training features belong to the leaf node to which fi reaches in tree tj . Let
the number of training features in Mfi,tj be Nfi,tj = |Mfi,tj |, and that of the
positive features be Np

fi,tj
= |Mp

fi,tj
|. The purity of the leaf node can be defined

as γfi,tj =
Np

fi,tj

Nfi,tj
. We only consider the trees with leaf nodes whose purity is

higher than a predefined threshold. Assume the number of such trees to be
No

fi
, and p(o|fi, T ) is defined as p(o|fi, T ) =

No
fi

NT
, where NT is the number of

randomized trees.

Algorithm 3. Moving Object Detection with On-line Generalized Hough Transform

AUTOMATIC LABELING AND ON-LINE LEARNING
for every R frames do

Perform background subtraction, and group foreground pixels into blobs
Use the Algorithm 1 to select instances from the foreground blobs
Attach descriptors to sample edge points from instances and background
Use the descriptors to update the randomized trees based on Algorithm 2

end for

ON-LINE MOVING OBJECT DETECTION
for Each frame do

Identify moving edges
Attach descriptors to the sample edge points from the moving edges
Use the randomized trees to cast probabilistic votes based on the descriptors

end for
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The second term p(x|o, fi, T ) describes the distribution of possible object
centroid location in regard to fi supposing fi being part of the object. The
distribution is estimated using a non-parametric density estimation using all the
trees:

p(x|o, fi, T ) ∝
NT∑
j=1

{γfi,tj

∑
k∈M

p
fi,tj

K(
x − xp

k(fi)
b(xp

k)
)}, (3)

where K(.) is a window function, b(.) is its bandwidth, and xp
k(fi) corresponds

to the object centroid location relative to the feature fi based on the positive
training feature xp

k.
The complete unsupervised moving object detection algorithm is summarized

in Algorithm 3. The proposed algorithm updates the randomized trees using the
collected training samples from every R frames, and then the updated trees are
used to cast probabilistic votes for object hypotheses based on the moving edge
detection results.

3 Experiments

Experimental Setup. We evaluate the performance of the proposed framework
on moving object detection using three video datasets. The first two of them,
including the PETS2006 benchmark set1 and the i-LIDS dataset2, are indoor
video surveillance on pedestrian activities. The third dataset contains outdoor
traffic surveillance video captured in a highway during daytime.

Evaluation Metric. We follow the evaluation criteria employed in [5] that
covers three categories, and they are relative distance, cover, and overlap. The
relative distance measures the distance between the center of a bounding box
and that of the ground truth. The cover and overlap measure how much area of
the ground truth bounding box is covered by the detection hypothesis, and vice
versa. A hypothesis is classified as a true positive if the relative distance ≤ 0.5
and both cover and overlap are above 50%.

3.1 The PETS2006 Dataset

We evaluate the two components of the proposed framework using the PETS2006
dataset. We extract four sequences from the dataset, and use one sequence for
training, and the rest three for testing. The number of moving objects in the
testing sequences are 842, 312 and 413 respectively.

The Automatic On-line Instance Selection. To evaluate our automatic
labeler, we collect two training sets from the training sequence using manual se-
lection and the proposed labeler respectively. We then use them to train two sets
of batch Extremely Randomized Trees [6] respectively. The obtained random-
ized trees are tested on the testing sequences based on the detection algorithm

1 http://www.cvg.rdg.ac.uk/PETS2006/data.html
2 http://www.elec.qmul.ac.uk/staffinfo/andrea/avss2007.html
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detailed on Section 2.3. The precision recall curves of both sets of trees are de-
picted in Figure 2a. As shown in the figure, the randomized trees trained on the
automatic labeled set achieve comparable performance with the trees trained on
the hand labeled set. It is noted that, the former even outperforms the latter on
the third testing sequence. This might be due to the selection bias of the manual
labeling. Sample detection results can be found in Figure 3.

The On-line Extremely Randomized Trees. We compare the proposed on-
line learning algorithm for the randomized trees with the corresponding batch
learning algorithm [6]. Given the same training set, we construct two sets of
randomized trees using the on-line and batch learning algorithm respectively.
These two sets of randomized trees are then tested on the testing sequences.
Figure 2b depicts the precision recall curves of both sets of randomized trees on
the testing sequences. It can be seen from the curves that, the on-line learning
algorithm reaches comparable or even better precision than the batch learning
algorithm at the same recall value. These indicate that the proposed on-line
learning algorithm for the randomized trees adapts to the incoming data better
than the batch learning algorithm.
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Fig. 2. The precision recall curves on the PETS2006 dataset: (a) the curves correspond
to manual and automatic labeling, (b) the curves correspond to batch and on-line
learning

3.2 The i-LIDS Dataset

As our second experiment, we compare the proposed algorithm with the un-
supervised on-line conservative learning algorithm in [11]. The labelers of both
algorithms are based on the simple background subtraction results from the
training video. In [11], a reconstructive model based on appearance and shape
is employed to verify the foreground blobs. In this experiment, only the shape
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(a) Sequence 1 (b) Sequence 2 (c) Sequence 3

Fig. 3. Sample detection results of randomized trees based on manual and automatic
labeling. For each pair of results, the manual labeling-based detection is shown on the
left, and the automatic labeling-based detection is shown on the right.

information is used for a fair comparison of both frameworks. The conservative
labeler only considers the foreground blobs whose aspect ratio are within the
predefined limits. For instance, Figure 1 depicts one frame in the training set,
and also the corresponding foreground blob. The aspect ratio of the blob exceeds
the predefined limit, and hence is not considered by the conservative learning.
The conservative learning algorithm might fail to capture the multi-modal na-
ture of the data due to its conservativeness. On the other hand, our proposed
labeler does not have such requirement, and also accepts this blob for instance
selection. As a result, the proposed algorithm would have less selection bias. For
the object detection, we use the proposed on-line randomized trees for object
detector for both algorithms.

We extract three sequences from the i-LIDS dataset, and each of them con-
tains 250, 202, and 262 objects respectively. We compare both algorithms on
these sequences, and their performances are shown in the precision recall Curves
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Fig. 4. The performance of the proposed algorithm and the conservative learning
algorithm on the i-LIDS dataset

(a) Sequence 1 (b) Sequence 2 (c) Sequence 3

Fig. 5. Sample detection results on the i-LIDS dataset. For each pair of results, the
detection obtained by the proposed algorithm is shown in the left, and that obtained
by the conservative learning is shown on the right.
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in Figure 4. It can been observed from the figure that, the proposed algorithm
outperforms the conservative learning framework. Our framework reaches higher
precision in all testing sequences. This indicates that the proposed framework
captures the multi-modal nature of pedestrian silhouettes better than the con-
servative framework. Sample detection results can be found in Figure 7.

3.3 The Traffic Dataset

As our last experiment, we compare the proposed algorithm with the unsu-
pervised on-line conservative learning algorithm in [11] for vehicle detection.
Similarly, only shape information is used here, and we also use the on-line ran-
domized trees for object detection. The performance of both learning algorithms
are shown in Figure 6. It is seen in the figure that, the proposed algorithm
slightly outperforms the conservative learning algorithm. This result indicates
that the silhouettes of the vehicles might follow a unimodal distribution, since
most vehicles in the videos are vans and trucks. Sample detection results can be
found in Figure 7.
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Fig. 6. The performance of the proposed algorithm and the conservative learning
algorithm on the traffic set

(a) Sequence 1 (b) Sequence 2 (c) Sequence 3

Fig. 7. Sample detection results on the traffic dataset. For each pair of results, the
detection made by the proposed algorithm is shown in the left, and that made by the
conservative learning algorithm is shown on the right.

4 Conclusions

We have presented a novel algorithm for on-line unsupervised learning of object
detection system. The basic idea is to start with a simple motion detection
system, and then select the optimal foreground blobs based on the Multiple
Instance Learning. Subsequently the selected blobs are used to construct a set
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of Extremely Randomized Trees in an on-line manner. We have evaluated the
algorithm on three video datasets. The experimental results demonstrate that
our algorithm outperforms the on-line conservative learning algorithm.
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Abstract. Activity videos are widespread on the Internet but current
video search is limited to text tags due to limitations in recognition
systems. One of the main reasons for this limitation is the wide variety
of activities users could query. Thus codifying knowledge for all queries
becomes problematic. Relevance Feedback (RF) is a retrieval framework
that addresses this issue via interactive feedback with the user during the
search session. An added benefit is that RF can also learn the subjective
component of a user’s search preferences. However for good retrieval
performance, RF may require a large amount of user feedback for activity
search. We address this issue by introducing Transfer Learning (TL)
into RF. With TL, we can use auxiliary data from known classification
problems different from the user’s target query to decrease the needed
amount of user feedback. We address key issues in integrating RF and
TL and demonstrate improved performance on the challenging YouTube
Action Dataset1.

1 Introduction

The growth of video sharing websites has resulted in a wealth of Internet videos
(mostly of activities) available to users. Automated search of these videos present
interesting challenges as the number of activities is arbitrarily large. In addition
to the high variability of activities themselves, Internet videos typically exhibit
greater variability in quality, camera movement, and lighting when compared
with those of TV programs such as news broadcasts. Thus retrieval of such
videos is still largely limited to the use of associated text tags.

However, search based on only text is limiting so direct analysis of video
content is still desirable. The problem is that users could query for a vast array
of activities and it would be very difficult to train high-level semantics for every
possible query. In addition, if a user query were subjective (e.g. what the user
thinks are “nice basketball shots”), there would be no way to train a system
a priori for search. In this paper, we tackle these challenges in activity video
retrieval through a combination of Relevance Feedback and Transfer Learning.
1 This work was partially supported by NSF IIS 0712253 and the DARPA VIRAT

program.
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Fig. 1. Example of similarity between two different classes. If training data for “vol-
leyball” were abundant while training data for “basketball” were scarce, the knowledge
on classifying volleyball could be used to supplement the basketball training process.

To deal with difficulties in training systems for the vast array of queries users
could make, Relevance Feedback (RF) [15] can be used and has been effectively
applied to image retrieval [24]. The idea is to first search a database with respect
to an initial query and return retrieval results to the user. If the user is dissat-
isfied with the results, user feedback on the relevance of retrieved items may
be provided. The system could then use the feedback to better learn what the
user has in mind and return refined results. If the user is still dissatisfied, then
another iteration of user feedback may be repeated and retrieval results refined
until the user is satisfied. Since user feedback is provided in RF, it is possible
build custom classifiers in an online fashion for the user. Thus a wide range of
queries can be made without the need to train them a priori.

However, a drawback of RF is when used to search videos of complex activities,
a large amount of user feedback may be needed for good performance. (In other
words, the few rounds of feedback a user would tolerate would provide too scarce
a training set.) Transfer Learning (TL) [14] is a Machine Learning formulation
where knowledge learned from one or more classification tasks is transfered over
to a target task where the target task training data is scarce. If the abundant
training data of source task(s) are related to the target task, it can be used to
bias the classifier for the target task so that generalization performance can be
improved.

As an example, consider the related activities “volleyball” and “basketball”
(see Fig. 1). Say we are interested in classifying whether videos are of “basket-
ball” but the amount of training data available is very limited. If the amount
of training data for the task of classifying “volleyball” or “not volleyball” were
abundant, the knowledge from the “volleyball” classification task could be used
to supplement the training of the “basketball” task in order to improve general-
ized accuracy on classifying “basketball” videos.
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Fig. 2. Flowchart of system. Set Dt is initially empty before execution. After the first
execution of block Ba, set Dt should consist only of the initial relevant videos.

Provided system designers built a set of source task datasets for a variety of
activities (this set of activities would only account for a small fraction of possible
queries users could make), we could use the source data within a TL framework
and combine it with RF to reduce the amount of needed user feedback. One
of the key issues in combining RF and TL is determining which source task(s)
are related to the target query, which is one of the main contributions of this
work.

1.1 Overview and Contributions of Proposed Approach

Overview. We now provide and overview of our proposed approach. In our for-
mulation, the user first submits a few example videos representing their target
query that can be used as initial queries to start the RF process. This is a reason-
able assumption as it should be possible for users to obtain some sample videos
at least similar to what they have in mind. For example, if a user wanted to find
videos of cross country cycling, a few example videos of people riding bicycles in
general should suffice. Such initial seed results might be obtained through a text
query which often generates only a few relevant examples, especially when videos
are only sparsely tagged. For example, a text search on Google.com for “rally
racing video game” videos results in some relevant footage being retrieved but
the search results are also swamped with footage from “X Games” rally races
(real-life sporting events). If the user cannot refine his text query to improve
search results, he can select the few relevant examples and use them to start a
RF loop to refine his search results.

The basic flow of our proposed system is as follows: (The following steps are
annotated with corresponding blocks in Fig. 2.)
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1. Let Dt be an empty set.
2. User submits a few initial query examples of relevant videos.
3. The initial query examples are added to set Dt. (Block Ba.)
4. The source task datasets and Dt are then processed in our algorithm (Sec.

3.3) for finding the best source task to transfer from. (Block Bb.)
5. The best source task’s training dataset and training data in Dt are then used

in TL to obtain a classifier f for ranking the video database. (Block Bc.)
6. The classifier f is used to rank the video database. (Block Bd.)
7. The top N ranked videos from the database are then shown to the user.
8. If the user is satisfied with the results, the process terminates. Otherwise the

system solicits user feedback (details to follow later). (Block Be.)
9. The user feedback is added to set Dt (block Ba) and the process continues

from step 4.

The feedback strategy in step 8 is a simple but effective approach to RF based on
Active Learning [18]. Rather than solicit feedback on retrieved items, SVMActive
[20] showed effective performance in image retrieval when soliciting feedback on
the items considered most ambiguously relevant by the system.

Contribution. Despite the effectiveness of SVMActive in image retrieval, the
complexity of video activities limits the effectiveness of this framework. The main
contribution of our work is in extending SVMActive to use TL for incorporating
prior knowledge thus decreasing the required amount of user feedback. One of
the key issues in combining RF with TL is in deciding what source task to
transfer to the target task and we offer a solution in Sec. 3.3. As we explain
in Sec. 2, our work is also one of the first to explore combining RF and TL.
As we show in experiments on the YouTube Action Dataset [10], our framework
provides benefits in improved ranking performance over standard RF frameworks
for retrieval of complex activities.

2 Relation to Existing Work

Existing work in activity recognition demonstrates a trend of moving toward
more complex activities. [8, 9, 10, 17] The main approaches of such work is to
use new features, feature pruning techniques, and classification methods for im-
proved complex activity recognition. However when applied to video retrieval,
the subjectivity of human users is not modeled in these approaches. As a result,
we propose a RF method that addresses this issue.

We note the main goal of this work is not to improve over previous work in
terms of raw accuracy in activity recognition. Our focus is on the mechanism for
quickly learning a user’s subjective notions of activity class membership through
user interaction. In fact, current work on designing features and algorithms for
activity recognition is complementary to our work and could be integrated into
our framework for overall improved retrieval. We now provide a review of related
work in the two core tasks of our RF and TL framework for activity retrieval.
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2.1 Relevance Feedback for Video Retrieval

In early work [11], RF for video was implemented by allowing the user to set
weights in a scoring scheme utilizing various video features. In [4], this idea was
extended to adaptively tune weights in a color and motion scoring scheme based
on RF on top ranked videos. Other work [7] utilized more features such as speech
recognition text, color, and motion in a weighted scoring scheme where weights
were adaptively tuned based on RF of retrieved videos. In addition, semantic
concept (e.g. “car”) weightings were learned. A departure from the use weighted
scores can be found in [13] where different scoring algorithms were adaptively
chosen at each iteration of user feedback. However, the adaptive selection of
scoring algorithms had to be manually trained by expert human users.

These systems showed good performance in their results. However, some can
be complex, employing many different components. In applying them on larger
scale problems, tuning the many parameters involved could be a daunting task.

Furthermore, most of the approaches described in this section do not make
use of prior knowledge from the world to decrease the required amount of user
feedback. While [7] used prior knowledge by explicitly building in high-level
concepts like “cars”, this approach requires learning a large number of classes
that still would not cover the full range of queries users could make. We therefore
address this issue by integrating TL into RF so that auxiliary training data
of different classification problems from the target query can still be used to
introduce prior knowledge into the system’s learning process.

2.2 Basics of Transfer Learning

Before discussing related work in TL, we introduce a few TL concepts to provide
context. In TL, there can be different relationships between the source and target
tasks. Let task S be the source task and Ds be the source training set and task T
be the target task and Dt be the target task’s training set (where |Ds| >> |Dt|).
Then TL can be subclassed into the following scenarios of interest:

1. S and T classify for the same class (e.g. running) but the distributions over
the data for S and T are not the same. This is called the Cross-Domain
problem in some work. As an example, if the training data Ds had been
collected with camera A and Dt had been collected with camera B, simply
combining Ds with Dt to improve classification accuracy on videos taken
with camera B may not work well. (The cameras may have been positioned
differently or have other differing characteristics.) The goal is to adapt the
knowledge from Ds to augment the knowledge from Dt.

2. S and T classify for different but related classes. For example, S could be
“volleyball” and T could be “basketball” (see Fig. 1). Since task S is related
to task T , it should be possible to use the knowledge learned from Ds to
improve generalization on Dt. This is the problem we focus on in this work.

There are more relationships between source and target tasks in TL described
in [14] but the above mentioned ones are the most pertinent to our discussion.



162 A. Lam, A.K. Roy-Chowdhury, and C.R. Shelton

2.3 Transfer Learning with Multiple Source Tasks

TL has been shown to be effective in transferring knowledge when source and
target tasks are related. However, when there are multiple source tasks, deciding
which to transfer from is still a difficult problem [14]. If a source task is too
unrelated to the target task, transferring from such a source may result in neg-
ative transfer (transferring knowledge hurts target classification performance).
The following work addresses TL in the presence of multiple source tasks.

In [23], the authors offer two methods for learning from multiple source
datasets where some source tasks can be unrelated to the target. One method is
effective but inefficient. The other finds a weighted linear combination of source
classifiers and is efficient but only shows benefits when target data is very scarce.

In [21,22], they propose the Adaptive-SVM (A-SVM) for regularizing a target
Support Vector Machine (SVM) [1] hyperplane to be similar to a related source
hyperplane while still fitting the scarce target training data. The problem they
focus on is the Cross-Domain problem (see Sec. 2.2). For example, the detection
of concepts such as “weather” between news programs on different TV stations.
The editing style and camera work of different TV stations causes the data for the
same classes to be distributed differently. In addition to transferring knowledge
from related tasks, they also explore determining which source tasks would result
in positive transfer. To achieve this, they determine which source classifiers have
the best estimated performance on the target class. Since we use the SVMActive
approach [20], the TL described in this work is most related to our focus. Thus
we extend the ideas from [21,22] beyond the Cross-Domain case.

Recent work related to A-SVMs [3, 6], present new mechanisms for Cross-
Domain transfer of video actions and events. However, they do not present meth-
ods for source task selection. Furthermore, these mechanisms were designed for
Cross-Domain transfer which may not be directly applicable to our problem of
general TL. As the focus of the TL component in our work is in source task
selection, we leave investigations into the possibility of adapting the transfer
mechanisms in [3, 6] to general TL for future work. Finally, the related work
mentioned here do not interact with the user which as mentioned before is cru-
cial for capturing user subjective views of relevance.

2.4 Transfer Learning for Relevance Feedback Search

To the best of our knowledge there is no work on the general use of TL in
RF. The RF surveys [5, 16, 24] do not even mention TL being applied to RF.
Recent related work in the literature is mainly concerned with the Cross-Domain
transfer problem for RF.

In [19], a study on how social tagged images could aid video search is pre-
sented. Their work is mainly concerned with how well manual relabeling of social
tagged images without adaptation would work in a Cross-Domain scenario for
video retrieval. They show results using RF and the benefits of simply cleaning
up noisy labels without using adaptation. This framework does not apply in our
case since we are working in a more general TL scenario.
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In [12], two Cross-Domain learning methods are presented for RF. The first
method uses a linear combination of the source and target classifier outputs with
equal weighting. The second involves solving a regularized regression problem.
Both methods performed similarly but combining the two via a heuristic for
which method to use for each iteration of RF gave better overall performance.

While there is a little work on combining Cross-Domain transfer and RF in
the literature, Cross-Domain transfer is only a special case of TL. The type of
TL we explore involves transfer from different but related classification tasks and
we offer a means of automatically determining task relatedness. Thus we present
a complete system for RF search based on general TL. As stated earlier, this
will also be one of the first explorations in combining RF and TL.

3 Relevance Feedback Using Transfer Learning for
Activity Search

3.1 Scoring Videos and Relevance Feedback

In this work, we assume that videos can be represented as fixed length vectors of
extracted feature histograms such as STIP [9]. These vectors could then be used
in SVM training of classification tasks. Once trained, the relevance score of a
video is interpreted as its distance to the SVM decision surface where the higher
the score, the more relevant a video. For example, if we used a linear SVM for
scoring, we would have score(xi) = w ·xi + b where w is the normal to the SVM
hyperplane, xi is a video from the database, and b is the bias term.

Following the SVMActive framework [20], our system solicits feedback on the
N videos the system finds most ambiguously relevant (those nearest the SVM
hyperplane) and the user labels these videos as either relevant or irrelevant.
Once relevance labels have been solicited from the user, the system can use the
additional labels to retrain a more accurate classifier. This classifier could then
be used to assign a new score to each video in the database and rerank them to
better fit the user’s target query. Our work extends SVMActive by incorporating
TL. We now describe the components of our TL system.

3.2 Transferring Knowledge from a Source Task

Let Ds and Dt be the training data for source task S and target task T respec-
tively. (Where |Ds| >> |Dt|.) Then ideally if the source and target tasks were
the same, we could just train a more powerful classifier for the target task by
augmenting Dt with Ds. In practice, the source and target tasks are unlikely to
be the same but they could still be related. Then we could still augment Dt with
Ds but with less weight given to the data in Ds.

We accomplish this by adjusting the C parameter in the SVM formulation.
Recall that training an SVM involves solving the following optimization problem:

min
w,ξ

{1
2
‖w‖2 + C

n∑
i=1

ξi} (1)
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s.t. yi(xi ·w + b) − 1 + ξi ≥ 0, ξi ≥ 0

where xi is the ith datapoint and yi, ξi are the label and slack variable associated
with xi. w is the normal to the hyperplane. C is the parameter that trades off
between training accuracy (high C) and margin size (low C).

Let Daug be Dt augmented with Ds and let the data from Ds be indexed
from 1 to n in Daug while the data from Dt be indexed from n+ 1 to n+m in
Daug. Then to weight the source data and target data in the SVM training of
Daug we solve the following:

min
w,ξ

{1
2
‖w‖2 + Cs

n∑
i=1

ξi + Ct

n+m∑
i=n+1

ξi} (2)

s.t. yi(xi ·w + b) − 1 + ξi ≥ 0, ξi ≥ 0

where all the variables are as described in Eq. 1 and Cs and Ct are the different
parameters trading off the “hardness” versus “softness” of fitting the associated
datapoint. (Note that we set Cs < Ct.)

We note that there was little difference between using all the source data to
bias the target SVM and using just the support vectors from the source SVM.
Since using only the support vectors results in faster training speeds, we train
only on the source task support vectors in our implementation.

The A-SVM [21,22] could have been used in place of this section’s proposed
method of transfer (which they call the “aggregate approach”). However the A-
SVM does not offer benefits in improved accuracy over the aggregate approach
and can even perform worse in some tests. The main advantage of using A-SVM
is shortened training time. As the focus of this paper is on the feasibility of
combining RF and TL for improved accuracy and the aggregate approach is
more standard, we chose to use the aggregate approach.

3.3 Determining Which Source Task to Transfer From

Sec. 3.2 assumed we knew which source classifier to transfer from. However,
transferring from the wrong classifier can hurt performance on the target task.

In [21], a number of strategies for choosing which source classifier to transfer
from were presented. One method was to use score aggregation from multiple
source classifiers. The basic idea was to use the “average” of multiple source
classifiers with the hope that this would result in a more accurate classifier for
assigning pseudo-labels to the unlabeled data. These pseudo-labels would then
be used to evaluate how much individual source classifiers help improve ranking
performance on the unlabeled examples. This approach does not work in our
case. Since the authors were transferring knowledge in a Cross-Domain setting,
all the source classifiers were assumed to classify for the same class. In our case,
the source classifiers can be very unrelated to each other and thus combining an
“average” of the source classifiers results in very poor performance.

Another proposed method was to assign scores to all unlabeled items using a
potential source classifier (one trained on source data) and use the Expectation
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Maximization (EM) algorithm to fit two Gaussian components to the scores. If
the scores separate the data well then the means of the found Gaussian compo-
nents should have greater distance between them. While a good idea, this is still
not directly applicable to our problem because the target data are never used in
this process; thus the same source classifier would always be selected regardless
of the user feedback. However, if we first transfer the source classifier to the tar-
get classifier and then use the resulting classifier to score the unlabeled data, EM
can be used to determine how well the transferred classification separates the
data. We use this new procedure for determining which source classifier would
help the target classifier produce the best separation of items in the database.

Formally, let Ds and Dt be the source and target training data and let
TL(Ds, Dt) be a function that produces a classifier where Ds was used to trans-
fer knowledge to the target task (as described in Eq. 2). Then the following steps
are taken to evaluate the quality of using Ds for the transfer:

1. Produce SVM Ts = TL(Ds, Dt).
2. Use SVM Ts to compute scores (Sec. 3.1) Sc on the unlabeled database.
3. Use EM to fit Gaussian components N (μ1, σ

2
1) and N (μ2, σ

2
2) to scores Sc.

4. Determine the distance dμ = (μ1 − μ2)2.

The distance dμ can be used to indicate how well transferring the given source
task to the target task would separate the unlabeled data (larger values are
better). This provides an indication of whether the source task helps improve
target task classification. The same procedure can be used to score the transfer
for each of the available source tasks and the best source task could be chosen
as the one to transfer from. We call this the Score Clustering (SC) method.

We note that projecting all source training data onto the subspace of the
unlabeled database was found to be a helpful preprocessing step for determining
what to transfer. Thus we first performed Principal Components Analysis on
the unlabeled videos to obtain a set of basis vectors V. We then projected all
source task videos and unlabeled videos onto V. So in our implementation, the
projected videos were used instead of the original STIP histograms in all learning
components of our system.

3.4 Integrating Relevance Feedback with Transfer Learning

We now formally describe the process of selecting a source task and transferring
knowledge to the target task (user query) in the RF framework. Let SDtasks =
{Ds1, Ds2, ..., Dsk} be the set of source task training sets and Dt be the target
task’s training set. The TL portion of our framework operates as follows:

1. Given training data Dt from user feedback, determine the best source task
training data Dsi from set SDtasks to transfer from using SC (Sec. 3.3).

2. Use Dsi to bias the learning of Dt using Eq. 2 and produce an SVM Tsi.

SVM Tsi is then used to rank the database of videos and if needed, feedback will
be solicited on videos nearest the hyperplane of Tsi. (Note that on each iteration
of feedback, the choice of which task to transfer from is revisited.)
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4 Experiments

Feature Representation and SVM Training. We first converted all videos
into fixed length vectors representing histograms of STIP features [9]. The first
step to getting these histograms was to build a codebook of STIP features. We
did so by taking 100,000 random STIP features from videos and using K-means
to identify 1,000 centers. The set of centers were then treated as the codebook.
Afterward, for each video in our experiments, we extracted its STIP features,
quantized them according to the codebook, and created a 1,000 dimensional vec-
tor with counts how many occurrences of each type of quantized STIP feature
was present in the video. For SVM training, we used the SVM and Kernel Meth-
ods Matlab Toolbox [2] and selected the linear kernel as it provided sufficient
accuracy for our study.

Dataset. We used the YouTube Action Dataset [10] in our experiments. This
dataset consists of about 1,600 videos collected from YouTube.com with 11 cate-
gories of actions ranging from “basketball shooting” to “dog walking.” Its videos
are very challenging as they were taken outside of controlled settings and feature
camera shake, differences in lighting, video quality, and camera position.

We note that in [10], their goal was to obtain high classification accuracies of
video activities through new feature extraction and pruning techniques. Here,
we are not attempting to obtain the best performance in terms of classification
accuracies. Instead we are aiming to obtain the best improvement in performance
through the use of TL. More sophisticated feature extraction and classification
algorithms could be used in our framework but we chose to use standard features
and learning algorithms so as to establish a control in our experiments.

Experimental Setup. We chose all videos in the classes basketball, biking,
diving, golf swing, and horse riding to be in our unlabeled database and all re-
maining videos to be source data. For TL, we set Cs = 10−4 and Ct = ∞ in Eq.
2. There were a total of 778 videos in our unlabeled database with on average
150 videos per class. The source data was used to define a set of 1-versus-all
classification problems (for example volleyball versus not volleyball). The target
queries were for distinguishing one of the five classes listed above from the total
unlabeled database. Feedback was seeded with five randomly selected positive
and five randomly selected negative examples. Each query session involved three
rounds of simulated user feedback where 10 examples nearest the SVM hyper-
plane would be labeled. By simulated, we mean that ground truth labels were
used to judge the relevance of videos. In future work, we plan to compare system
performance with simulated and real user feedback. Note that iteration 1 in the
results only uses the initial examples from the user. Iteration 2 is when feedback
is first used. Thus by iteration 4, the user would only have given feedback on
30/778 ≈ 4% of the database.

We also ran experiments on a variant of our system where no TL was used.
That is, we replaced blocks Bb and Bc in Fig. 2 with a single block that only
takes in the target training data Dt and trains an SVM for it. In addition to
testing against the no TL case, we also tested against a straightforward heuristic
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Fig. 3. Plots of percent improvement in AP of TL over not using TL for two methods
of choosing source task: Score Clustering (left) and Score Accuracy (right). The distri-
bution of improvements over all tasks and all initial video inputs are shown. Quartiles
are plotted since percent improvements are highly varied but skewed toward positive
values. The 50th percentile indicates the median percent improvement for a given iter-
ation. The left graph’s 75th percentile mark in iteration 1 indicates that 25% of the test
queries had percent improvements over 100%. Note that iteration 1 only uses initial
seeded examples from the user. Iteration 2 is where user feedback is first incorporated.

for source task selection. (To compare against our SC method.) If a source task
S and target task T are related, we would expect TL from S to T to improve
performance. Thus we did a set of experiments where Bb from Fig. 2 was replaced
with the following procedure:

1. Given target task training data Dt, train an SVM Tt.
2. Determine the classification error of each source task training set Dsj with

respect to SVM Tt.
3. Choose training set Dsi with the lowest error as the source to transfer.

The intuition is if tasks S and T are related, using a classifier trained on one
task’s training data to classify the other should result in less degradation than
if the tasks were not related. We call this the Score Accuracy (SA) method.

Metrics Used. As different combinations of initial examples can affect perfor-
mance, we tested querying for each category 100 times. (With the same initial
queries used for both TL and non-TL tests.) We computed Average Precision
(AP) to assess ranking performances (on only the currently unlabeled videos)
for each iteration of feedback as:

AveragePrecision =
1

num

N∑
r=1

(P (r) × rel(r)) (3)

where N = 50 in our experiments, P (r) is the precision at rank r, and rel(r) is
the indicator function for whether the rth item in the ranking is relevant. We set
num = 50 so AP values range from 0.0 to 1.0 with 1.0 being an ideal ranking.

A natural way to measure overall improvement from TL for all target queries
would be to determine the average percent improvement in AP between corre-
sponding TL versus no TL tests. However we found that although a majority of
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Table 1. MAP for Different Queries (row) over Feedback Iterations (col.) The source
tasks were soccer juggling, swing, tennis swing, trampoline jumping, volleyball spiking,
and dog walking

Transfer Learning
Feedback Iteration 1 2 3 4

Basketball 0.26 ± 0.12 0.31 ± 0.14 0.34 ± 0.13 0.35 ± 0.12
Biking 0.55 ± 0.15 0.63 ± 0.14 0.70 ± 0.13 0.74 ± 0.13
Diving 0.21 ± 0.16 0.25 ± 0.15 0.29 ± 0.15 0.31 ± 0.15

Golf Swing 0.21 ± 0.12 0.26 ± 0.15 0.29 ± 0.17 0.26 ± 0.18
Horse Riding 0.19 ± 0.07 0.30 ± 0.11 0.40 ± 0.13 0.46 ± 0.13

No Transfer Learning
Feedback Iteration 1 2 3 4

Basketball 0.17 ± 0.11 0.25 ± 0.13 0.28 ± 0.13 0.29 ± 0.13
Biking 0.49 ± 0.11 0.59 ± 0.12 0.66 ± 0.12 0.72 ± 0.11
Diving 0.13 ± 0.13 0.18 ± 0.15 0.24 ± 0.15 0.28 ± 0.15

Golf Swing 0.14 ± 0.12 0.16 ± 0.14 0.19 ± 0.15 0.23 ± 0.16
Horse Riding 0.21 ± 0.09 0.28 ± 0.12 0.34 ± 0.15 0.41 ± 0.16

our tests resulted in positive transfer, there was a large amount of variation in
percent improvement. For example, in one case we observed a AP value of 0.0016
for no TL but with TL, we obtained a AP of 0.4. In other cases, we observed
improvements in AP of +0.2. So determining means and standard deviations in
percent improvement does not adequately summarize our results.

Thus we plotted quartiles over all observed percent differences in our tests
across the feedback iterations (Fig. 3) as this more adequately illustrates how
our percent improvements in AP were distributed. The 50th percentile marks
on the figure are the median percent improvements (as a function of feedback
iterations) observed from all of the test runs conducted. The median line in the
score clustering (SC) method’s results indicates that half of all tests conducted
resulted in at least about 20% improvement. The 25th percentile mark in the
first iteration of the SC graph indicates that 75% of the tests resulted in some
improvement from TL. Similarly, the first iteration 75th percentile mark in the
SC graph shows that 25% of tests run resulted in over 100% improvement.

Results. Fig. 3 indicates that SC is better than SA (see Sec. 4) in determining
which source task to transfer from. This is probably because the SC method at-
tempts to find which source task’s bias would improve classification with respect
to the target data on the particular unlabeled database being searched. So SC
does not attempt to transfer knowledge for generalized performance and instead
bases its criterion on the data being searched instead. The SA method does not
consider any of the unlabeled data in the database which limits its ability to
find a source task good for separating data on the database of interest. It is also
not surprising that percent improvement tends to drop as the amount of user
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Fig. 4. Ranking results for “Horse Riding.” The first two rows show the top 8 videos
for the first and second feedback iterations with TL. The bottom two rows are the first
and second feedback iterations without TL. With TL, there is less confusion between
biking and horse riding and a greater variety of relevant videos are captured.

feedback is increased. As the amount of target task training data increases, one
would expect the target classifier to generalize better without the need for TL.

While we could not show meaningful averages and standard deviations for
individual percent improvements, we can show the overall Mean AP (MAP) for
each class query to give readers a concrete idea of how MAP improves over
feedback iterations. Results for TL (using SC for source task selection) and no
TL are shown in Table 1. Fig. 4 also shows sample results for retrieval of “horse
riding” videos for the first two user feedback iterations of the TL and no TL
cases. (More such results are provided in the supplementary materials.)

5 Conclusion

We presented a framework in RF for complex activity video retrieval through
a combination of RF and TL and demonstrated its utility on a real-life dataset
of Internet videos. The primary contribution of this work was the use of EM to
determine the best source task data to use for knowledge transfer resulting in
overall less required user feedback in the search process. We also made one of the
first explorations of combining RF with general TL. As the key problem in this
framework is the choice of source task data to transfer, we hope to improve on
our current results in the future through improvements in source task selection.
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Abstract. Hair is a very important part of human appearance. Robust
and accurate hair segmentation is difficult because of challenging vari-
ation of hair color and shape. In this paper, we propose a novel Com-
positional Exemplar-based Model (CEM) for hair style segmentation.
CEM generates an adaptive hair style (a probabilistic mask) for the in-
put image automatically in the manner of Divide-and-Conquer, which
can be divided into decomposition stage and composition stage natu-
rally. For the decomposition stage, we learn a strong ranker based on
a group of weak similarity functions emphasizing the Semantic Layout
similarity (SLS) effectively; in the composition stage, we introduce the
Neighbor Label Consistency (NLC) Constraint to reduce the ambiguity
between data representation and semantic meaning and then recompose
the hair style using alpha-expansion algorithm. Final segmentation re-
sult is obtained by Dual-Level Conditional Random Fields. Experiment
results on face images from Labeled Faces in the Wild data set show its
effectiveness.

1 Introduction

In computer graphics, hair acquisition [1] [2] and hair geometry modeling [3] have
achieved significant progresses. While in computer vision, hair style analysis or
hair segmentation discussed in this paper is still an ongoing research issue. Hair
is a very important part of human appearance especially in consumer images.
In visual surveillance condition or criminal cases, face details usually cannot
be seen or remembered or described clearly. However, hair style is easier to be
identified and described in most cases, so it usually becomes one of the most
important descriptors for some specific target person. For this application, hair
segmentation becomes a necessary intermediate step to hair style identification.
Moreover, with the rapid development of internet, online makeup has become
more and more popular. When people want to see whether or not some hair style
fits them, a good hair style identification or search tool could help a lot, which
also makes hair segmentation necessary. Nevertheless, there are challenges for
segmenting hair area in consumer images because of the variation of shape and
color. Robust hair segmentation is by far an unsolved problem.
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Fig. 1. It is easy to tell bald from the long hair. But it is extremely hard to tell the
long hair from longer ones.

Yacoob and Davis [4] build a hair color model and then adopt a region growing
algorithm to modify the hair region. However, this method will only work when
the hair color doesn’t change significantly, especially for the dark hair. Consumer
images do not fit in this constraint.

Lee et al [5] give a more practical algorithm for consumer images. They first
cluster hair style and the color of hair and face into several typical patterns
manually. And then for each hair style, choose the fittest hair and face color
model and modify it according to the input image. A Markov Random Field is
built and inferred to maximize the joint probability distribution of each pixel
on each label. The one whose labeling result has the minimized distance to its
corresponding hair style is chosen as the final hair style. Their work gives a
practical idea to solve the problem; nevertheless there are still several issues
we need to focus on. Hair style classification is a hard issue. It is difficult to
decide how many patterns are appropriate even for just front view, let alone
cases with side view. With a predefined cluster label, it is still hard to decide
which hair style an input image belongs to. It may be easy to tell bald from long
hair, but extremely hard to tell long hair from longer one, as shown in Figure
1. Unfortunately, this classification is vital because unary term plays dominant
role in graph model [6].

In Borenstein and Ullman [7], a combined top-down and bottom-up algo-
rithm is proposed to solve the problem of figure-ground segmentation. During
top-down procedure, image fragments and the corresponding figure background
labels are extracted from training data first and then used to optimally cover
an object in a novel image to induce the final segmentation result. Wang and
Tang [8] approached the problem of face photo-sketch synthesis and recognition.
The input image is normalized and divided into overlapped rectangles. For each
rectangle, K candidate patches from the training set are selected. A multi-scale
Markov Random Field model is used for the selection of optimal combination
of patches. Jolic et al. [9] model the spatial correlations in image class struc-
ture by introducing the Stel to make image models invariant to changes in local
measurement, while sensitive to changes in image structure.

Inspired by these works, we build a Compositional Exemplar-based Model
(CEM, section 2) for hair style generation, which could generate an appropri-
ate hair style for the input image. In our paper, actually four labels are used:
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Fig. 2. Work flow of Compositional Exemplar-based Model. Color code for labels are:
white - background, yellow - face, black - hair and blue - clothes. (This figure is best
viewed in color.)

background, face, hair and clothes. CEM works in the Divide-and-Conquer way
as illustrated in Figure 2.

In the decomposition stage, we design a group of Semantic Layout Similarity
(SLS) features (section 2.1), which are combined together to get a strong and
effective similarity function for each location respectively. Based on the similarity
function, candidate segmentation results are collected for each local patch from
a manually labeled library in this stage.

In the composition stage, we introduce a Neighbor Label Consistency (NLC)
Constraint and organize local patches as a Markov Network (section 2.2). A
well-defined consistency function promises the regularity [10], which allows us
to optimize the CEM using α-expansion algorithm [10] [11] [12]. CEM finally
generate a probabilistic mask as illustrated in Figure 2. With the favor of the
mask, we obtain the final segmentation result using a dual-level Conditional
Random Fields (section 3).

2 Compositional Exemplar-Based Model

It is hard to model the hair styles integrally, since hair styles have large variation
as shown in Figure 1. The basic idea is to decompose a hair style into local
patches and model each patch respectively. The reason is that although hair
styles can differ from each other dramatically in global, they can still share some
common Semantic Layout in local. In our paper, Semantic Layout means the
actual label patterns of patches. There is intuitional evidence in the diagram
of the Decomposition Stage in Figure 2. The purple patch of the input image
covers forehead and hair root regions. The first three searching hair style are
very different from the query one, but just in this local patch, they seem the
same. This is why we can model hair style locally.

In the decomposition stage, candidate segmentation results are obtained in-
dependently. However, the independence of searching will lead to ambiguity
sometimes, because we use the similarity defined in data representation level



174 N. Wang, H. Ai, and S. Lao

Fig. 3. Ambiguity of patches. Although the two green patches seem very similar to
each other in date representation level, the dark color parts of the patches have totally
different semantic meanings. When neighbor patch (in red) are considered together,
the ambiguity can be avoided.

to approximate the actual one in semantic level. We give an example in Figure
3, where the local patches from two images are almost the same in the data
representation level but have totally different meanings for the dark color part
in the semantic level. However, if its neighbor patch (in the red rectangle) is
considered together, this ambiguity can be avoided most of the time. From this
point, we introduce the Neighbor Label Consistency (NLC) Constraint to reduce
the ambiguity.

There are two key problems in the model. The first one is how to define a
similarity to capture the Semantic Layout information. And the second one is
how to select the best candidates for all patches together when NLC Constraint
is introduced. They will be described in the next subsections respectively. Before
that, we define some notations.
Pi is the local patch of the image and its corresponding label result is denoted

as Li. The local patches are required overlapping with its adjacent ones. Then
the neighbor patch indices of Pi is denoted as N (i). For each patch Pi, there is an
exemplar library for it, which is denoted as

{
Pk

i

}
. The manually labeled result

for the exemplar library is
{
Lk

i

}
. The similarity function in data representation

level between patch P and Q is defined as H (P,Q). The similarity function
C (P,Q) for Semantic Layout between patch P and Q is defined as follows:

C (P,Q) =
1
Δ

∑
m

δ
(
Lm

p = Lm
Q

)
(1)

where Δ is the size of region P and Q. δ (·) is Kronecker delta function.

2.1 Learning Similarity Function by SLS Features

In this subsection, we focus on how to define a similarity function to capture the
Semantic Layout information. Similarity can be defined on the statistic infor-
mation, such as histograms, or on the data structure, such as Euclid distance,
or on a fusion of them. One thing should be noticed in the problem is that the
feature compactness of different labels are not the same. For example, face and
hair have some typical pattern of color or texture distributions; while clothes
feature distribution is looser and background feature distributions barely share
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Fig. 4. Green patches of the two images have very similar Semantic Layout. However, if
the similarity is defined based on the whole feature of the patch, background difference
will dominate the similarity between them and cause a loss of the good exemplar can-
didate. Our SLS feature is calculated in selected sub-patches, such as the red rectangle.
In this way, better consistency between data representation and semantic meanings can
be achieved.

anything from one image to another. This characteristic will cause loss of good
exemplar labels sometimes, as shown in Figure 4. To achieve a better consistency
between data representation and semantic meanings, our similarity function is
constructed based on the features in local sub-patches. A similar work to capture
the Semantic Layout information is that of Shotton et al. [6] which presents a
discriminative model to fuse shape, appearance and context information to rec-
ognize efficiently the object classes. Our algorithm is different from that since we
focus on the explicit similarity of Semantic Layout of patches, while they focus
on the classification of pixel using Semantic Layout as a learning cue.

Formally, denote the SLS feature set Φ = {φ0, φ1, · · · , φM} . Our algorithm
use color and texture as basic features, such as RGB, HSL color space, Gabor
wavelet, which are represented as histograms (Gabor wavelet is transformed as
LGBP [13](Local Gabor Binary Pattern)). Each SLS feature in Φ is determined
by a triple 〈Fm, Rm, Bm〉. Fm denotes the feature type, which can be histogram
of R channel in the RGB color space or LGBP in some specific frequency and
orientation. Rm is the rectangle where Fm histogram is calculated. Bm is the bin
index of the histogram. Let φm (Pi) = φ{Fm,Rm,Bm} (Pi) be the Bm bin value
of Fm histogram extracted from Pi in the rectangle Rm. Then the weak ranker
hm (Pi,Pj) is calculated as:

hm (Pi,Pj) = − (φm (Pi) − φm (Pj))
2

φm (Pi) + φm (Pj)
(2)

which actually is the opposite number of one addend term from the Chi-Square
Distance equation. So the final similarity function is a generalization of Chi-
Square Distance.
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Table 1. Preference Pairs Generation Algorithm

Input: Exemplar library in specific location
{
Pk

i

}
, threshold τ

Output: Preference Pair Set (Training Set) {Tj}

– Initialization: {Tj} ← Φ
– For each Pj

i

• Sort the other patches based on C
(
Pj

i ,Pk
i

)
, and get a permutation of the

other patches π (m), which maps the patch’s sorting index m to its original
index π (m) in

{
Pk

i

}
.

• For each Pπ(m)
i , which satisfies that C

(
Pj

i ,Pπ(m)
i

)
< τ

� Add
(
Pj

i ,Pπ(0)
i ,Pπ(m)

i

)
in {Tj}

• End For
– End For

To get a good enough similarity function, we apply the RankBoost [14] learn-
ing algorithm to select the best SLS features and evaluate their weights. For the
RankBoost algorithm, preference pairs should be defined to serve as the training
data. In our problem, the preference is defined by the manually labeled result
similarity of the two exemplar patches C (Pi,Pj). For each exemplar library{
Pk

i

}
, one of them is used as the query patch, and the others are sorted based

on C (Pi,Pj). And we prefer that the similarity between the query one and the
first one is larger than that between the query one and the end ones. Specifically,
the preference pairs (training set) generation algorithm is shown in Table 1.

The training objective of our algorithm is to construct a strong ranker function
(similarity function in our paper) so that:

∀
(
Pj

i ,P
π(0)
i ,Pπ(m)

i

)
∈ {Tj} , H

(
Pj

i ,P
π(0)
i

)
> H
(
Pj

i ,P
π(m)
i

)
(3)

The similarity function H (·) is the weighted sum of weak rankers, the same as
other boosting algorithm. The details of RankBoost training algorithm can be
found in [14].

2.2 Introduce NLC Constraint into CEM

In CEM, NLC Constraint is achieved by enforcing pixel to be assigned the same
label no matter which patch it locates in. So the consistency function can be
defined by CA (P,Q), which is C (P,Q) restricted on the overlapping area A of
P and Q. The CEM can be represented formally as a Markov Network. The
Node is the patch set {Pi}, and the neighborhood system is just defined before.
Suppose C best candidate exemplars are reserved. The optimization of CEM can
be done by minimizing the following energy function:
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E (P ) =
∑

i

⎛⎝ϕi (ci) +
∑

j∈N(i)

ϕi,j (ci, cj)

⎞⎠ (4)

where ci denotes the index of exemplar that Pi finally take. The unary function
ϕi (ci) is defined as:

ϕi (ci) = − log (H (Pi,Pci

i )) (5)

And the pairwise function ϕi,j (ci, cj) is defined as:

ϕi,j (ci, cj) = − log
(
CA

(
Pci

i ,P
cj

j

))
(6)

However, the straightforward definition is not regular [10]. According to the
theorem of [10], the regularity of pair wise term is a necessary and sufficient
condition for graph-representability. So this energy function cannot be minimized
by graph-cut based algorithm. The problem can be solved by expanding the
node label set from L = {0, 1, · · · , C − 1} to L = {0, 1, · · · , nC − 1}, where
n is the vertices number. All possible candidate exemplars of all patches are
grouped together. Since each patch i can only take label ranged between iC and
(i+ 1)C − 1 actually, the other assignment should be set as a maximum value.
The mapping function between label index is f (ci) = ci − iL. The unary term
is computed as:

ϕ̃i (ci) =
{
ϕi (f (ci)) iC ≤ ci < (i+ 1)C
max others

(7)

To satisfy the regular condition in [10], the pair wise term is modified as follows:

ϕ̃i,j (ci, cj) =

⎧⎨⎩
βϕi,j (f (ci) , f (cj)) iC ≤ ci < (i+ 1)C, jC ≤ cj < (j + 1)C

0 ci = cj
max others

(8)
The proof of the regularity of ϕ̃i,j (ci, cj) is given in supplementary files. With
the constraint of unary term, ci and cj will always satisfy the first condition in
pair wise term, when the assignment is optimal. So the labeling result of graph
model with the expanding label set is equivalent to the former one. Although
the expanding label set will increase computation load, in practice the inference
is still fast enough, because the number of super pixels is very small in general.
Denote the optimal solution of CEM as {Li}. The probabilistic hair style mask
is constructed to retain all the information of overlapping patches. The mask M
is calculated as:

Mi,l =

∑
i,j∈Pi

δ
(
Lj̃

i = l
)

+ ε∑
i,j∈Pi

1 + ε
(9)

where Mi,l denotes the probability of assigning pixel i with label l. Lj̃
i is the

manually labeled result of optimal exemplar in index j̃ which is the corresponding
index of pixel j in patch Pi.
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Fig. 5. Diagram of Dual-Level Conditional Random Fields

3 Segmentation with Dual-Level Conditional Random
Field

Conditional Random Filed with higher order constrained has been used in seg-
mentation problem and gets significant achievement recent years [15] [16] [17].
In this paper, we use a dual-level CRF to incorporate higher order constraint
from super pixels obtained by JSEG [18].

There are two level vertices in the graph model of dual-level CRF. Vertices
in level 1 are pixels in images and vertices in level 2 are super pixels produced
by JSEG [18]. The structure of dual-level CRFs is illustrated in Figure 5. The
edges only exist between vertices in level 1 and vertices between the two levels,
while there are no edges between vertices in level 2, because superpixels are used
as soft constraint in our model and final labeling results are obtained from level
1. The energy function is defined as follows:

E (x) =
∑

i

φi (x) +
∑

i,j∈N(i)

φi,j (xi, xj) +
∑

i

φ̃i (xi) +
∑

i,i∈Rj

φ̃i,j (xi, xj) (10)

where xi is the label assigned to corresponding pixel or super pixel. φi and φi,j

is the energy term defined on pixel level. φ̃i is the super pixel unary term. ˜φi,j

is the pair wise term between pixel and its corresponding super pixel, which
represent the higher order constraint by super pixel.
φi (xi) and φ̃i (xi) have similar definition.

φi (xi) = ωmaskφ
mask
i (xi) + ωcolorφ

color
i (xi) (11)

where φmask
i (xi) = − log (Mi,xi). φcolor

i (xi) is defined as the minus log of prob-
ability that current pixel’s color in color distribution for the xi label. In our
experiment, the color distribution is represented as histograms. In φ̃i (xi), the
mask probability is the average of probabilities of the pixels in its corresponding
superpixel, and the color probability is defined as the similarity between color
histogram of superpixel’s and corresponding label’s.

φi,j (xi, xj) = γ exp
(
−β ‖Ii − Ij‖2

)
δ (xi �= xj) (12)

where β is set as
(
2
〈
‖Ii − Ij‖2

〉)−1
. γ is the model parameters.
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Assuming i in level 1, j in level 2 and pixel i belongs to super pixel Rj ,
φ̃i,j (xi, xj) is defined as Potts Model:

φ̃i,j (xi, xj) =

{
0 xi = xj

γ̃ exp
(
−β̃ |Rj |

)
other

(13)

where |Rj | is the cardinality of super pixel Rj . β̃ is the inverse of the average
over all super pixel sizes. γ̃ is model parameters just like γ. We use α-expansion
algorithm to get the labeling result of the dual-level CRF.

4 Experimental Result

First of all, we label the training data, also called exemplar library, manually.
Training data comes from Labeled Faces in the Wild database [19]. The reason
for choosing this database is that images in LFW are general consumer images
that are much less constraint than those used in face recognition researches,
which is very good for validating the proposed algorithm. We manually labeled
1026 images. For each image, each pixel is assigned a label from the label set:
background, hair, face or clothes. These images are divided into two halves ran-
domly. One of them is used for learning similarity function and the parameters
of CEM. The other is used for testing. The training and testing procedure is
shown in Table 2 and Table 3 respectively. These dividing, training and testing
procedure are repeated 10 times to get the experiment data.

The parameters of CEM are determined empirically. In consideration of speed,
images are normalized as 72×72 and divided into 16×16 patches with step of 8
in both x and y directions. Rm in the training data are rectangles with sizes of
4× 4, 8× 8 and 16× 16. The threshold is set as τ = 0.5. The candidate number
is set as C = 10. β in formula 8 is 8. For the CRF model parameters, γ = γ̃ = 8
, ωmask = 1.6 and ωcolor = 0.4. Both the max in formula 7 and 8 are set as 1000
to prevent an invalid inference result.

In Figure 6, we show some segmentation result by our algorithm. Hair style
changes from bald to long and in different colors, it can be seen that our algo-
rithm works robustly in the condition of large variation of hair shape and color
and clutter background.

It takes us about 95 hours to train the SLS-based rankers. The training al-
gorithm is applied independently for each local patch. So it can be extended
on a distributed system easily to shorten the training time. To show the effec-
tiveness of our similarity function, we used Normalized Discounted Cumulative
Gain (NDCG) [22] to estimate the ranking quality. For a list of images sorted in
descending order of the scores output by a learned ranking model, the NDCG
score at the m-th image is computed as:

Nm = Cm

m∑
j=1

2r(j) − 1
log (j + 2)

(14)
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Table 2. Training algorithm

– Detect Face [20] and Eye locations [21] for each image and normalize it in the same
size

– For each location, extracted the exemplar patch set
{
Pk

i

}
• Generate training data as Table 1.
• Generate strong ranker using RankBoost algorithm [14].

– End For

Table 3. Testing algorithm

– Detect Face [20] and Eye locations [21] for each image and normalize it in the
training size

– For each location, extracted the exemplar patch set
{
Pk

i

}
• Using strong ranker H (·) for current location to sort

{
Pk

i

}
• Keep C exemplars as candidates

– End For
– Optimize CEM by alpha-expansion algorithm and get mask M
– Inverse transform M to original image
– Build dual-level CRF with as stated in section 3. Final segmentation is obtained

by α-expansion [10] [11] [12].

Fig. 6. Examples of Segmentation result. (a) Original Image (b) Manually labeled
result (c) Our Segmentation Result. Color code for labels are: white - background,
yellow - face, black -hair and blue - clothes.

where r (j) is the rating of the j-th image and Cm is the normalization constant
to make that a perfect ordering gets NDCG scores 1. In our experiment, r (j) =
C (P0, Pj). In Figure 7(a), we illustrate our result of m = 1 in each location
with comparison with a straightforward ranking algorithm using histogram and
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Fig. 7. (a) NDCG at the first image. (b) Best Pixel Precision from the first and the
first ten candidate exemplars.

Euclid distance in RGB space. Our algorithm outperforms the straightforward
one in almost every location. Especially in the difficult patches, the precision
can be improved by 8% to 10%.

And we also test the pixel precision of the best candidate obtained by our
strong rankers. Pixel level segmentation accuracy defined as:

presion =

∑n
i δ
(
Li = L̃i

)
n

(15)

where n is the size of the current image. Li and L̃i denotes the label of algorithm
result and ground truth of pixel respectively. In Figure 7(b), we show the pixel
precision of the best candidate in each location respectively. For most patches,
our ranker can find acceptable exemplars for them.

In Figure 8, we give a qualitative CEM example with and without neighbor-
hood consistency constraint. As explained before, independent search for exem-
plar patch can cause ambiguity inevitably. Neighborhood consistency constraint
enforces the continuity between overlapped patches to improve the model ro-
bustness for ambiguity.

CEM without neighborhood consistency constraint can achieve a pixel preci-
sion of 84.6%. Incorporate the constraint into CEM can improve the precision to
86.3%. As numerous work [15] [16] [17] suggested, incorporating segments prior
benefits the segmentation accuracy and robustness. In our problem, the precision
of final segmentation result by Dual-Level CRF can reach 89.1%, which outper-
form Single-Level one by 1.5%. Although they bring only a slight increase in the
segmentation accuracy quantitatively, they contribute significantly to subjective
quality improvement on segmentation, just as stated in [15], a small increase in
the pixel-wise accuracy will actually make a large improvement on the quality
of segmentation.

We also test images not included in our manually labeled library. Some of the
results are given in Figure 9 to demonstrate its generalization ability. Due to lack
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Fig. 8. Comparison between CEM with and without NLC Constraint

Fig. 9. More Segmentation Results

of technique details of [5], we have not tried to compare with it. Nevertheless we
think our method is more powerful in dealing with various hair styles. We tested
on 1000 selected face images in front view that are somewhat similar to the
exemplars, and about 80% of segmentation results are subjectively acceptable.
Unsatisfactory cases occur where hair is confused with background or shadows.
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However, if a test image exists in the exemplar library, it will get the exact
result. This characteristics guarantees our approach’s extensibility since a new
hair style can be easily extended by adding its manually labeled result into the
exemplar library.

5 Conclusion

In this paper, we propose a novel Compositional Exemplar-based Model for hair
style representation and segmentation. CEM generates hair style for the input
image in the Divide-and-Conquer manner, which can be divided into the decom-
position stage and composition stage naturally. For the decomposition stage, we
design a group Semantic Layout Similarity features and combine them into a
strong ranker by RankBoost algorithm. In the composition stage, we introduce
the Neighbor Label Consistency Constraint to CEM and define the consistency
function skillfully to ensure its regularity. Final segmentation result is obtained
by the inference of Dual-Level Conditional Random Field. Experiment results
on face images from Labeled Faces in the Wild data set show its effectiveness.
In future, we will try to include side views into the library and speed up the
searching procedure.
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Abstract. This paper proposes a novel method to deal with the repre-
sentation issue in texture classification. A learning framework of image
descriptor is designed based on the Fisher separation criteria (FSC) to
learn most reliable and robust dominant pattern types considering intra-
class similarity and inter-class distance. Image structures are thus be
described by a new FSC-based learning (FBL) encoding method. Unlike
previous handcraft-design encoding methods, such as the LBP and SIFT,
supervised learning approach is used to learn an encoder from training
samples. We find that such a learning technique can largely improve the
discriminative ability and automatically achieve a good tradeoff between
discriminative power and efficiency. The commonly used texture descrip-
tor: local binary pattern (LBP) is taken as an example in the paper, so
that we then proposed the FBL-LBP descriptor. We benchmark its per-
formance by classifying textures present in the Outex TC 0012 database
for rotation invariant texture classification, KTH-TIPS2 database for
material categorization and Columbia-Utrecht (CUReT) database for
classification under different views and illuminations. The promising re-
sults verify its robustness to image rotation, illumination changes and
noise. Furthermore, to validate the generalization to other problems, we
extend the application also to face recognition and evaluate the proposed
FBL descriptor on the FERET face database. The inspiring results show
that this descriptor is highly discriminative.

1 Introduction and Previous Work

Texture is an inherent property of objects and scenes. Texture analysis aims
to interpret and understand real-world visual patterns, which would be used in
image filtering, classification, segmentation, indexing and synthesis. The gen-
eral texture classification problem being addressed can be concluded as: given a
texture image obtained under certain illumination and viewpoint condition, cat-
egorize it as belonging to one of the pre-learned texture classes. In this paper,
we will focus on the classification of textures from their appearance taken un-
der varying conditions. This is difficult as changing viewpoint and illumination
could have dramatic impacts on the appearance of materials and may lead to
large intra-class variation and small inter-class distance.
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Automatic texture classification has been extensively studied in the past
decades. Existing features and techniques vary from image patch exemplars to fil-
ter or wavelet based methods [1]. Some representative ones include
scale-invariant feature transform (SIFT) and related methods [2,3], local binary
patterns (LBPs) and its extensions [4, 5, 6, 7, 8, 9], texton-based representation
methods [10,11] [1], grey level difference or co-occurrence statistics [12], methods
based on multi-channel filtering or wavelet decomposition [13, 14, 15], Gaussian
Markov random field (GMRF) and other random field methods [16, 17]. Im-
pressively, descriptor based approaches performed surprisingly well in real world
situations, such as LBP, SIFT and Histogram of Oriented Gradients (HOG) [18].
No matter they encode relative intensity magnitudes or quantized image gradi-
ents, an encoding method or descriptor would be better to get an ideal balance
between discriminative ability (meanwhile the robustness against condition vari-
ance) and efficiency. However, as these handcrafted descriptors produce unevenly
distributed histograms, they would inevitably encounter the problem brought
by rarely occurring codes. The resulting histogram might be less informative
and less compact, which could degrade the discriminative ability of the image
descriptor.

For example, it has been pointed out that LBP, a widely used texture descrip-
tor, using the full set of histogram may not be reliable to describe the input image
and yield good classification result because some pattern types rarely happen [7].
Uniform patterns [5], an extension of the LBP, are supposed to represent funda-
mental images structures, such as edges, flat areas and spots, which are usually
dominant patterns among all LBP types (i.e., have proportion above 85%). Us-
ing non-dominant LBP histogram bins as image features would lead to severe
problems because the histogram might be sparse and many bins might have too
few pattern occurrences. However, in some cases, uniform patterns are still not
dominant patterns. When texture images have complicated shape and edge type,
uniform patterns only occupy a small proportion among all LBP types [9]. As
the radius and number of neighboring samples increase, uniform patterns will
have a much smaller proportion among all LBP types [5]. Especially, when the
number of neighboring samples increases, it is difficult for a particular LBP to
match the criteria to become a uniform pattern. Because uniform patterns are
defined to have at most two bit-wise transitions across binary digits of each
neighboring pixel, the more neighboring samples the center pixel has the more
possible transitions there will be. Meanwhile, the number of all possible pattern
types will increase faster than that of the possible uniform patterns. In this way,
it becomes difficult to cover a significant proportion among all LBPs.

Then the issue becomes whether effective dominant patterns could be learned
so that those pattern types which are reliable, robust and highly discriminative
can be used for image representation. One recent method is dominant local bi-
nary patterns (DLBPs) which extract dominant patterns from the original LBPs
by statistics [8]. It was later combined with filter banks and reported a better re-
sult than LBP [9]. However, as it calculates the average pattern occurrence of all
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images in the training set regardless of intra-class similarity and inter-class differ-
ences, the discriminative ability can easily be weakened under varying conditions.

In this paper, we first propose the FSC-based learning framework, then apply
it with LBP and present the FBL-LBP descriptor to extract dominant patterns
as features for classification. The main contributions of the framework lie in:
1) learning the most reliable and robust dominant pattern types of each class
instead of using fixed pattern types; 2) taking both the intra-class similarity and
inter-class distance into account in the learning stage, which makes it obtain
optimized pattern types according to its particular application; 3) considering
dominant pattern type, which is the complementary discriminative information,
and pattern type occurrence in image description; 4) being easily generalized by
combining with other histogram descriptors for different purposes. The rotation
invariance can be implemented by replacing the original histogram with, for
example, rotation-invariant LBPs.

2 Texture Image Representation by FBL Descriptor

In this section, we describe the details of the FSC-based learning framework and
the feature extraction by FBL-LBP descriptor. The learning framework includes
three stages: (1) The learning stage. Determine most reliable dominant types for
each class. Then, all the learnt dominant types of each class are merged and form
the global dominant types for the whole database; (2) Extract global dominant
types learnt in stage (1) of the training set; (3) Extract the global dominant
types learnt in stage (1) of the testing set. Finally, features obtained in stages
(2) and (3) are served as inputs to the classifier. Each stage will be explained in
the following subsections, respectively.

2.1 The Learning Stage

The learning stage of the proposed framework is based on FSC [19, 20], which
is often used to evaluate the discriminative ability of features. According to
the Fisher criterion, the maximum ratio of between-class scatter to within-class
scatter leads to the best separation among projected sets. Given a training set
containing classes of objects, let the similarities of histograms from different
samples of the same class compose the intra-class similarity space. Those sam-
ples from different classes compose the extra-class similarity space. The optimal
discrimination among data can be obtained by maximizing the sample mean
among different classes and, meanwhile, minimizing the intra-class scatter of
data. In this way, to learn most reliable and robust dominant pattern types, we
carry out FSC in the learning stage by first filtering reliable dominant types
from the original histograms for each class to keep the intra-class similarity, and
then form the global dominant types by merging dominant types among differ-
ent classes. LBPs are adopted as the original histograms in this framework as
its broad use in texture classification. We will explain how it could be combined
with the FSC-based learning framework and obtain the FBL-LBP descriptor.
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Supposing a training image set x1, x2, .., xm, which belongs to C classes, we
have nc images belonging to class c. Let f i denote the histogram of all possible
LBP types of interest in image i for given radius R and neighboring samples N .
If rotation invariant property is required, the framework should consider all pos-
sible rotation invariant LBP types in this step. Each LBP type is characterized
by the general LBP type label, defined as Equation 1:

LBPN,R =
N−1∑
l=0

u(tl − tc)2l, (1)

where u(x) is the step function with u(x) = 1 if x ≥ 0 and u(x) = 0 otherwise.
tl denotes the intensity of neighboring pixel l, and tc denotes the intensity of the
center pixel. When the rotation invariant property is required, LBP labels can
be calculated by Equation 2:

LBPN,R = min
0≤d<N

(
N−1∑
l=0

u(tl − tc)2[(l+d)mod N ]

)
. (2)

Let p denote the total possible number of LBP types of interest and fi,j denote
the number of occurrences of pattern type j in image xi. We define the set of
dominant LBPs of each image as the following definition.

Definition 1: Dominant LBP set of an image is the minimum set of LBP
types which can cover n% of all LBPs of the image.
Definition 1 is expressed using Equation 3 in order to find a set Ji for image xi

(i=1,...,m), which can be implemented by Algorithm 1:

Ji = argmin
|Ji|

(∑
j∈Ji

fi,j∑p
k=1 fi,k

)
≥ n%, (3)

where p is the total number of all possible local binary pattern types and |Ji|
denotes the number of elements in set Ji (Ji ⊆ [1, 2, ..., p]).

Based on the FSC, the most discriminant features should have large inter-class
mean distance and small intra-class variation. Thus, to learn reliable dominant
LBP set of each class, we remove the outlier caused by noise or illumination
variation for individual images in the same class, only considering the common
features. This is reflected by Fig. 1. It is also shown that not only pattern types
but also the number of dominant LBP set elements of each image belonging to the
same class might be changed as illumination changes or due to other distortion
factors. If we consider all possible pattern types that belong to dominant LBP
set of each sample, the image description will be not robust and stable enough to
characterize the whole class. Therefore, only the pattern types that consistently
belong to dominant pattern type sets of each image in this class are adopted
as the dominant pattern type set of this class. The procedure is described by
Algorithm 2.

After the learning of most reliable dominant pattern set of each class c (c
=1,...,C), we construct the global dominant pattern set of interest for the whole
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Fig. 1. The left circle denotes the ideal situation: three samples (i.e., S1, S2, S3)
belonging to the same class should have the same set of dominant LBPs (denoted by
TN , where N is the pattern type label). The right circles denote the resulting dominant
pattern types of each sample after distortion. Some dominant pattern types are changed
because of imaging conditions. The number of the dominant LBP set elements of each
sample might be different. In this example, only the pattern types T3 and T5 remain
as dominant patterns for all samples after distortion, which would construct the most
reliable dominant pattern set of this class.

database using Algorithm 3. In this stage, pattern occurrences of pattern types
are considered in Jglobal instead of using fixed pattern set as in conventional
methods, e.g., the uniform LBP. This has at least two advantages. First, pattern
types in Jglobal are more reliable to characterize the property of each class, as
only the pattern types that consistently belong to the dominant pattern set of
each sample are preserved for each class. Second, Jglobal is guaranteed to be able
to cover all dominant patterns across different classes, as it is the union of the
most reliable dominant patterns of each class. In following stages, each element
of Jglobal represents a pattern type of interest whose frequency occurrence will
be calculated.

2.2 The Training Stage

Given the global dominant pattern set of interest Jglobal obtained in the learning
stage, we extract occurrence histogram of pattern types in Jglobal as features for
each image. Then image xi, belonging to training set Strain, can be represented
by feature vector yi, which not only encodes the occurrence frequency of each
dominant pattern type, but also considers pattern type information. Each di-
mension of yi represents a particular fixed type of dominant pattern and these
dominant pattern types also contain discriminative information as the pattern
occurrence, which makes the proposed feature more powerful in classification.

2.3 The Testing Stage

In the testing stage, the dominant LBP histogram is calculated for each testing
image based on Jglobal similar to the procedure performed on the training set.
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Algorithm 1. Find the dominant LBP set of an input image xi

Input: The original histogram f i of xi for all LBP types of interest.1

Output: The dominant LBP set Ji of image xi.2
1. Initialize a reference pattern type record vector V where V [i]=(i − 1) (i=1,...,p).
2. Sort f i in descending order, resulting in a new histogram f̂ i. Change the

configuration of V according to the element switching order from f i to f̂ i,
resulting in a new vector V̂ . Now the top h entries of f̂ i denote the occurrence
frequencies of the top h most dominant patterns and the top h entries of V̂
record the pattern labels of the top h most dominant patterns.

3. FOR k = 1 to p

IF (
(∑k

l=1 f̂i,l∑p
l=1 f̂i,l

)
≥ n%)

BREAK;
END IF

END FOR
4. Ji = {V̂ [1], ..., V̂ [k]}
5. Return Ji

Algorithm 2. Find the dominant LBP set of class c
Input: nc input training images belonging to class c.1

Output: The dominant LBP set JCc of class c.2
1. Calculate the dominant LBP set J1 of the first image belonging

to class c, and initialize JCc = J1.
2. FOR each image i = 2 to nc belonging to class c

Calculate its dominant LBP set Ji by Algorithm 1.
JCc = JCc ∩ Ji.

END FOR
3. Return JCc.

The learning-based LBPs extracted from the training and testing set will be
finally served as inputs to classifier for classification. The pipeline of the FSC-
based learning framework is shown in Fig. 2.

3 Experimental Design and Results

We test the performance of the proposed method for texture classification on
the Outex TC 0012 database [21], KTH-TIPS2 database [22] and Columbia-
Utrecht (CUReT) database [23] in three different scenarios: rotation invariant
texture classification, material categorization, and texture classification under
variant imaging conditions. The proposed descriptor is compared against the
non-invariant uniform local binary pattern LBPu2 (or the rotation invariant
version LBP riu2) and DLBP on all these databases. Some well-known methods
are also compared with on some of these databases. The rotation invariant LBP
is adopted as the original histogram of the framework for all texture classification
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Fig. 2. The FSC-based learning framework

tasks in this paper and the threshold is set to be 90%. The descriptor is further
evaluated on the FERET face database [24] to prove its ability in Biometrics.

3.1 Rotation Invariant Texture Classification

We use the Outex TC 0012 database to test rotation invariant texture classifi-
cation methods. This database consists of 9120 images representing 24 different
textures imaged under different rotations and lightings. The test set contains
20 training images for each texture class. The training images are under single
orientation whereas different orientations are present in the total of 8640 testing
images. The total classification rates over all test images are listed in Table 1,
which are derived from the setup by using the nearest neighbor (NN) classifier.

Algorithm 3. Construct the global dominant pattern set
Input: The dominant LBP set JCc (c = 1,...,C) of each class obtained by1

Algorithm 2.
Output: The global dominant pattern set Jglobal.2

1. Initialize Jglobal = ∅.
2. FOR i = 1 to C

Jglobal = Jglobal ∪ JCi

END FOR
3. Return Jglobal.
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It can be observed at all tested scales that rotation invariant features LBP riu2,
LBP-HF, DLBP and FBL-LBP provide higher classification rates than non-
invariant feature LBPu2. The performance of the new features is clearly better
than that of the LBP riu2. This improvement demonstrates its effectiveness in
feature extraction. As the number of neighboring samples increases, the total
number of possible LBPs will dramatically increase. In this case, many patterns
will be produced with low occurrence frequencies and the pattern histogram be-
comes sparse, which makes the image representation unstable. The FBL frame-
work solves this problem by considering only the most dominant patterns and
eliminating unreliable patterns to reduce negative effects.

LBP-HF is cited as one representative method combining the LBP with
pattern transform. FBL-LBP performs better than it at the scales (24,3) and
(16,2)+(24,3). In addition, the proposed descriptor is compared with the recent
DLBP, which is also a learning-based method. To be specific, in this paper, we
adopt the nearest neighbor classifier for DLBP and do not use any preprocessing
prior to feature extraction. The best result in Table 1 is achieved by our method
at the scale (8,1)+(16,2)+(24,3). For fair comparison purpose, the dominant
pattern threshold of DLBP is set to 90%, which is the same as FBL-LBP For
further comparison, we refer to the MR8, a filter bank based texton method [11],
which got 76.1% on this database [7], but not listed here.

Table 1. Texture classification rates on Outex TC 0012 dataset

Parameters LBP u2 [7] LBP riu2 [7] LBP-HF [7] DLBP [9] FBL-LBP

(8,1) 0.566 0.646 0.773 0.560 0.691
(16,2) 0.578 0.791 0.873 0.687 0.825
(24,3) 0.450 0.833 0.896 0.754 0.901
(8,1)+(16,2) 0.595 0.821 0.894 0.778 0.833
(8,1)+(24,3) 0.512 0.883 0.917 0.820 0.905
(16,2)+(24,3) 0.513 0.857 0.915 0.837 0.927
(8,1)+(16,2)+(24,3) 0.539 0.870 0.925 0.849 0.928

3.2 Material Categorization

Image descriptors are tested on the KTH-TIPS2 database [22] for material cat-
egorization. This database contains four samples of 11 different materials, each
sample imaged at nine different scales and 12 lighting and pose setups, totaling
4572 images. The NN classifier is trained with one sample (i.e. 9 × 12 images)
per material category. The remaining 3 × 9 × 12 images are used for testing.
This is repeated with 10000 random combinations as training and testing data
and the mean categorization rate over the permutations is used to assess the
performance.
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Results of the LBPu2, LBP riu2, LBP-HF and DLBP are listed in Table 2.
It can be observed that FBL-LBP has obvious superiority compared to other
methods in all cases. This is most likely that abundant orientations are present
in the training data for learning. Similarly, the performance of LBP riu2 is con-
sistently lower probably because different orientations are contained in training
samples so rotational invariance does not benefit much [7]. The multi-resolution
(8,1)+(16,2)+(24,3) is able to give a good result but not the best as the scale
(24,3) does not work well, which also happens to other methods at this scale.
This might be brought by the scale variation properties of this database. How-
ever, FBL-LBP with the scale (8,1)+(16,2) achieves a slight improvement over it
possibly as more discriminative information is contained within smaller radius.

3.3 Texture Classification under Variant Imaging Conditions

The CUReT database contains images of 61 materials and includes many surfaces
commonly seen in our environment [23]. Each of the materials in the database has
been imaged under 205 different viewing and illumination conditions. The effects
of surface normal variations such as specularities, reflections and shadowing are
evident. This database also includes some man-made textures, and is highlighted
due to abundant imaging conditions. These make it far more challenging and
become a benchmark widely used to assess classification performance.

The experiments are conducted on the CUReT database in the same way as
in [1]. The cropped database has a total of 5612 images. Out of these, 46 images
per class are randomly chosen for training and the remaining 46 per class are
chosen for testing. The cropped CUReT database can be downloaded from [25].
Table 3 lists the best classification rates of different features. For comparison,
results obtained by LBP riu2, texton based representation method and DLBP
are presented. LBP riu2 and FBL-LBP follow the same setting (8,1)+(8,3)+(8,5),
and DLBP is set to (16,2) with its best results. It is observed that FBL-LBP can
even achieve a slightly higher classification rate 97.61% than 97.47% obtained by
texton method when training samples are chosen randomly for 61 class problems.

From experimental results conducted on the three main challenging texture
databases, the proposed descriptor is shown to be stable and discriminative
enough to represent texture images.

3.4 Face Recognition

The last experiment is performed to assess whether FBL-LBP could provide
effective representation in face recognition. The experiment is conducted on the
FERET face database following the standard FERET protocol in [24] which is
more challenging than the one used in [6] as less training images are available.

For the FERET database, we use Fa as gallery, which contains 1196 frontal
images of 1196 subjects. The probe sets consist of Fb, Fc, Dup I and Dup II.
Fb contains 1195 images of expression variations, Fc contains 194 images taken
under different illumination conditions, Dup I has 722 images taken later in time
and Dup II (a subset of Dup I) has 234 images taken at least one year after the



194 Y. Guo et al.

Table 2. Comparison of classification results for material categorizations

Parameters LBP u2 [7] LBP riu2 [7] LBP-HF [7] DLBP [9] FBL-LBP

(8,1) 0.528 0.482 0.525 0.458 0.619
(16,2) 0.511 0.494 0.533 0.460 0.624
(24,3) 0.502 0.481 0.513 0.459 0.609
(8,1)+(16,2) 0.536 0.502 0.542 0.456 0.631
(8,1)+(24,3) 0.542 0.507 0.542 0.468 0.613
(16,2)+(24,3) 0.514 0.508 0.539 0.458 0.623
(8,1)+(16,2)+(24,3) 0.536 0.514 0.546 0.461 0.626

Table 3. Comparison of classification results on CUReT database

LBP riu2 [5] Texton method [1] DLBP [9] FBL-LBP

0.9624 0.9747 0.9593 0.9761

corresponding Gallery images. Using Fa as the gallery, we design the following
experiments: (i) use Fb as probe set to test the efficiency of the method against
facial expression; (ii) use Fc as probe set to test the efficiency of the method
against illumination variation; (iii) use Dup I as probe set to test the efficiency
of the method against short time; (iv) use Dup II as probe set to test the efficiency
of the method against longer time. All images in the database are cropped and
normalized to the resolution of 128× 128 using eye coordinates provided. They
are uniformly divided into 7 × 7 non-overlapping sub-regions.

The feature extraction using FBL-LBP for face recognition includes these
procedures: (1) divide each image from the training set uniformly into 7×7 sub-
regions. Global dominant pattern sets are constructed for each region and then
connected to be the overall dominant types for the whole database. (2) calculate
LBP histogram of dominant types for the training set and testing set, which
will be served as inputs to classifier. The recognition rates of different methods
are listed in Table 4. We use the same setting as [6]: eight neighboring samples,
radius two and the same block weights. The result is lower than that in [6] as
a more strict protocol is adopted. For FBL-LBP, we also use the (8,2) setting
and normal patterns as the original histogram with threshold 70%, while DLBP
follows (16,2) setting with its best result on this database. The threshold has a
different value from the one used in texture classifications considering that the
number of classes and intra-class variations are higher in face database. As the
number of classes increases, more dominant pattern types are needed, so that
more patterns are used to construct dominant pattern histograms. However, the
dominant pattern proportions of all original patterns in this experiment is just
34.77%, which means the learning-based method does not degrade with this
threshold.
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Table 4. The recognition rates on the FERET database probe set

Methods Fb Fc Dup I Dup II

PCA [27] 0.749 0.113 0.302 0.081
LBP u2 [6] 0.874 0.572 0.389 0.385
DLBP [9] 0.881 0.516 0.362 0.349
FBL-LBP 0.899 0.536 0.449 0.389

From the comparison, FBL-LBP has a better performance on the Fb, Dup I
and Dup II than that of the uniform LBP, especially on Dup I. Although the
classification rate is not the best on Fc, it is still higher than most other face
recognition methods in [26], which follow the same protocol. FBL-LBP does not
perform significantly better probably because the condition variations needed are
not present enough in the training data, which could influence the performance
of learning-based method.

4 Discussion

In this section, we will discuss how the FBL-LBP retains the discriminativeness
of the original histogram and its relationships with DLBP, uniform LBP and
texton-based approaches.

The concern is that previous methods mainly take pattern occurrence into
account in image representation, which may not be able to provide enough dis-
criminative patterns for texture classification. As illustrated in Fig. 3(a), there
are two texture images G1 and G2 from the CUReT database belonging to two
classes. We extract patterns using the DLBP (N = 8, R = 1, proportion =
90%). F1 and F2 are pattern occurrences of their first 23 dominant patterns in
descending order, which are very similar to each other. Their histograms T1 and
T2 are given for comparison in Fig. 3(b). The labels L1 and L2 listed in Fig.
3(c) are the dominant pattern types of F1 and F2 for each entry, respectively.
Their corresponding dominant pattern types are obviously different from each
other. In this case, it becomes difficult to classify them just using the pattern
type occurrence. But it becomes possible when adding dominant pattern type
information as we proposed in image representation, as shown in Fig. 4, the pat-
terns that are obtained using the proposed framework (N = 8, R = 1, threshold
= 90%). Moreover, considering intra-class similarity and inter-class distance of
the database, FBL-LBP uses the intra-class intersection and inter-class unit as
statistics to extract dominant patterns from the original histogram, instead of
calculating the average pattern occurrence on the whole training set as in [9],
from which its performance could further benefit in the texture classification.

In order to prove the ability in extracting discriminative patterns, we explore
the relationship between the FBL-LBP and widely used uniform LBP by calcu-
lating the average uniform pattern proportions of FBL-LBPs, as listed in Table
5. The recognition rates of FBL-LBP remain higher even with less intersection
with the uniform LBP, which shows it could capture effective patterns from the
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(a) Two texture images G1 and G2 belonging to two classes

(b) The histograms T1 and T2 of pattern occurrences of the first 23 dominant patterns 

1 34 35 8 27 4 0 16 2 32 5 21

4 8 16 35 2 34 1 27 0 31 3 14

7 24 26 3 6 25 31 18 14 13 10

24 18 13 10 25 7 6 15 12 21 26

(c) Corresponding pattern type of each entry 

L1

L2

L1

L2

Fig. 3. The dominant patterns produced by DLBP

Table 5. The average uniform pattern proportions of all FBL-LBPs (n=90)

Outex TC 0012 KTH-TIPS

(N,R) Proportions LBP riu2 FBL-LBP (N,R) Proportions LBP riu2 FBL-LBP
(8,1) 88.13% 0.646 0.691 (8,1) 82.68% 0.482 0.691
(16,2) 67.71% 0.791 0.825 (16,2) 58.91% 0.494 0.624
(24,3) 42.97% 0.833 0.901 (24,3) 29.83% 0.481 0.609

Fig. 4. The dominant patterns produced by FBL-LBP
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original histogram discarded by uniform LBP. Especially, when the number of
neighboring samples increases, non-uniform patterns could be effective for image
representation. We would suppose when the number of the neighboring samples
and radius increase, FBL-LBPs performs even better comparing to the uniform
patterns, since the former can take non-uniform patterns that are in dominant
set but discarded, while the latter are not that dominant as with smaller number
of neighboring samples and radius.

5 Conclusions

In this paper, we propose a descriptor learning framework for texture classifica-
tion. The framework is based on FSC to learn most reliable and robust dominant
pattern types considering intra-class similarity and inter-class distance. LBP was
taken as an input to this framework for texture classification and face recogni-
tion. Non-dominant LBP histogram would lead to severe problems caused by
sparse histogram, however, it is shown that FBL-LBP, the descriptor obtained
by combining the proposed framework with LBP, can retain dominant patterns
and eliminate unreliable patterns to reduce negative effects. FBL-LBP differs
from previous LBP approaches since FBL framework learns robust dominant
types of each class instead of using fixed pattern types. To get reliable patterns
adaptive to particular applications, the learning process takes intra-class simi-
larity and inter-class distance into account. To strengthen the discriminativeness
of image description, dominant pattern type is adopted as a complement to the
pattern type occurrence. In addition, this framework is easy to generalize for
other purposes by introducing different histogram descriptors.
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Abstract. Over the last decade, supervised and unsupervised subspace
learning methods, such as LDA and NPE, have been applied for face
recognition. In real life applications, besides unlabeled image data, prior
knowledge in the form of labeled data is also available, and can be in-
corporated in subspace learning algorithm resulting in improved perfor-
mance. In this paper, we propose a subspace learning method based on
semi-supervised neighborhood preserving discriminant learning, which
we call Semi-supervised Neighborhood Preserving Discriminant Embed-
ding (SNPDE). The method preserves the local neighborhood structure
of face manifold using NPE, and maximizes the separability of different
classes using LDA. Experimental results on two face databases demon-
strate the effectiveness of the proposed method.

1 Introduction

Biometric face data are data of high dimensions and are susceptible to the
well-known problem of the curse of dimensionality when using machine learn-
ing techniques. A common approach is to transform the high dimensional data
into a lower dimensional subspace which preserves the perceptually meaningful
structure of these images. Fisherface [1], and NPEface [2] are two face subspace
learning methods. Fisherface, which is a supervised method based on LDA [3],
projects the data points along the directions with optimal class separability, and
performs subspace learning based on global Euclidean properties of the image
data. NPE on the other hand, is an unsupervised subspace learning method,
which performs subspace learning based on local neighborhood properties of the
high dimensional image data. In this method, an image is considered as a high
dimensional vector, that is, a point in a high dimensional vector space, and the
set of all faces are assumed to lie on or near a lower dimensional manifold. The
aim of NPE is to discover this manifold structure and perform subspace learning
with the objective of best preserving the manifold structure.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 199–212, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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The assumption of NPE is that nearby points share class information, and
recognition of points are based on their closest neighbors in the reduced face
subspace. However, in face recognition, variability in illumination and expres-
sion makes it hard to discern identities based solely on similarity of images. In
other words, images in a small neighborhood might belong to different identi-
ties. Therefore, in addition to the neighborhood preserving criteria, there is also
a need for discriminant analysis of data, so that the projection of two similar
images that belong to different identities is not close in the reduced subspace.

In recent years graph-based subspace learning methods have been studied,
which encode discriminant information or manifold structure of image data
as graphs and perform subspace learning based on graph preserving criterion.
Graph Embedding (GE) [4] was introduced as a general framework for dimen-
sionality reduction enabling popular methods of subspace learning to be inter-
preted and implemented as graph based methods. In addition, Cai et al. [5]
provided a general framework for subspace learning, and discussed the possibil-
ity of constructing multiple graphs to learn the intrinsic discriminant structure
of the image data. In addition, they showed that their framework follows the GE
view of subspace learning.

In this paper, along the framework introduced by Cai et al. [5] for content-
based image retrieval, we propose a semi-supervised subspace learning method
for face recognition which uses two graphs that are constructed to encode the
necessary information of image data. We call this Semi-supervised Neighbor-
hood Preserving Discriminant Embedding (SNPDE) for face representation and
recognition. Our method is constructed based on: (i) graph view of NPE, which
builds an adjacency graph that best reflects the geometry of the face manifold;
and (ii) graph view of LDA, which builds a graph with edge weights that reflect
the discriminant structure of data. The projection function then consists of a
set of basis vectors obtained based on a unified objective function incorporating
the graph preserving of NPE and LDA. Since SNPDE combines the objective
of NPE with discriminative objective of LDA, it is expected to perform better
than NPE for face recognition, and this is demonstrated in our results section.

The rest of the paper is organized as follows. In Section 2. We review GE view
of subspace learning and discuss the graph view of NPE and LDA. The SNPDE
method is described in Section 3. The experimental results are discussed and
compared with other methods in Section 4, followed by concluding remarks in
Section 5.

2 Graph Embedding and Graph Based NPE and LDA

2.1 Graph Embedding View of Subspace Learning

A given set {xi}N
i=1 ⊂ Rn of N images can be represented as an image matrix

X = [x1,x2, ...,xN ]. The essential task of subspace learning is to find an optimal
mapping function that projects the high dimensional face data into a lower
dimensional face space Y = {yi}N

i=1 ⊂ Rd,where d << n. That is,

Y = ATX (1)
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where A is an n× d matrix consisting of a set of basis vectors a∗ = [a1, . . . , ad],
(where ai ∈ Rn for i = 1, . . . , d). In graph based subspace learning methods,
the data vector is represented as a graph G, such that vertex i of the graph
represents vector xi. An n× n weight matrix W is then defined such that each
edge weight Wij reflects the relationship between data points xi and xj . The
objective of Graph Embedding (GE) is to represent each vertex of a graph as a
low dimensional vector where the relationship between vertex pairs (i, j) is best
preserved.

The GE formulation of subspace learning is as follows

a∗ = arg min
∑

i�=j(a
T xi − aT xj)2Wij

a: yT Dy=1
(2)

= arg min aTXLXTa
a: yT Dy=1

(3)

where L = D−W is the graph Laplacian [6], and D is a diagonal matrix whose
entries are column (or, since W is symmetric, row) sums of W . The optimization
in (3) can also be written as

a∗ = argmin
aTXLXTa
aTXDXTa

a

(4)

which reduces to solving the general eigenvalue problem

XLXTa = λXDXT a, (5)

or equivalently as

a∗ = arg max
aTXWXTa
aTXDXTa

,
a

(6)

which reduces to solving the general eigenvalue problem

XWXTa = λXDXTa. (7)

In sections 2.2 and 2.3, we will show that graph view of NPE and LDA can be
derived from the GE formulations in (4) and (6).
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2.2 Graph View of NPE

In this section, we will review the NPE algorithm and discuss the graph GNPE

which can model the learnt manifold structure based on NPE algorithm. We
will also reformulate the NPE method based on the GE formulation of subspace
learning in (4), and this will help us develop our SNPDE algorithm.

NPE [2] is an unsupervised subspace learning method that inherits the local
linear but global nonlinear learning characteristics of Locally Linear Embed-
ding (LLE) [7], a well-known nonlinear dimensionality reduction method. Unlike
LLE, which is only applicable to input training data, NPE obtains a linear map-
ping function based on the training data, that is also applicable to unseen test
data. NPE assumes data to lies on a nonlinear manifold and obtains its lin-
ear mapping with the aim that the local neighborhood characteristics of the
manifold are best preserved. Similar to LLE, NPE characterizes the local neigh-
borhood structure of each data point by linear coefficients Wij such that each
data point xi can be (approximately) reconstructed from its k-neighbors {xj}k

j=1

by x̂i =
∑k

j=1 Wijxj . NPE then obtains a linear mapping function such that the
local linear characteristics identified by Wij are best preserved in the lower di-
mensional subspace. The actual computations for obtaining the linear mapping
by NPE involve solving a generalized eigenvalue problem derived from the cost
function of LLE.

The computations for NPE can be divided into the following three steps.

1. Construct the neighborhood graph
The neighborhood weights are obtained by the following optimization:

min
∑

i

∥∥∥∥∥∥xi −
∑

j

WijxN(j)

∥∥∥∥∥∥
2

(8)

subject to the constraints:

k∑
j=1

Wij = 1, for each j = 1, . . . , k. (9)

The neighborhood weight matrix W forms a k × n matrix, where k is the
number of neighboring points for each image data and n is the number of
data points in the image database. The n×n weight matrix WNPE of graph
GNPE is obtained as

WNPE
ij =

{
(W +WT −WTW )ij if i �= j
0 otherwise

(10)

The structure of the similarity weight matrix WNPE
ij was first introduced

in [4].
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2. Compute the optimal linear projections
He et al. [2] obtained the neighborhood preserving mapping of NPE, that is,
they obtained the matrix A such that the mapping X → Y where Y = ATX
preserves the neighborhood characteristics of the data manifold. Thus similar
to (8), we select y∗ = [y1, . . . ,yn] as:

y∗ = argmin
∑

i

∥∥∥yi −
∑

j WijyN(j)

∥∥∥2
y

(11)

= arg min yT (I −W )T (I −W )y
y: yT y=1

(12)

= arg min aTX(I −W )T (I −W )XT a
a: aT XXT a=1

(13)

= arg min aTXMXTa
a: aT XXT a=1

(14)

Here I is the n× n identity matrix and M is the n× n matrix given by

M = (I −W )T (I −W ). (15)

The optimal linear projections in (14) are the eigenvectors associated with
smallest eigenvalues of the generalized eigenvalue problem

XMXTa = λXXT a (16)

When NPE is applied on face image data, the eigenvectors a are called NPE-
faces.

Yan et al. [4] discussed that the LLE algorithm can be considered as the
direct GE formulation in (3). The matrix M in (14) can be considered as
the Laplacian matrix LNPE of the graph GNPE , that is M = D−WNPE =
LNPE , giving

y∗ = arg min aTXLNPEXTa
a: aT XXT a=1

(17)

This GE formulation of NPE in (17) will help us develop our algorithm.

2.3 Graph View of LDA

LDA is a supervised linear subspace learning algorithm that obtains a discrimi-
nant projection function according to class label information of the input data.
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The aim of LDA is to find projection directions that maximize the separability
of data points belonging to different classes while simultaneously minimizing the
distance between data of the same class. Suppose we have N high dimensional
image vectors belonging to l classes of faces. LDA maximizes the ratio of the
between-class scatter Sb to the within-class scatter Sw, where

Sb =
c∑

k=1

lk(x(k) − x)(x(k) − x)T (18)

and

Sw =
c∑

k=1

(
lk∑

i=1

(xi
(k) − x(k))(xi

(k) − x(k))T ), (19)

where x is the total sample mean vector, lk is the number of samples in the k-th
class and x(k)

i is the i-th sample in the k-th class. That is, LDA selects optimal
a’s as

a∗ = argmax
aTSba
aTSwa

a

. (20)

Define the total scatter matrix St as [8]

St =
l∑

i=1

(xi − x)(xi − x)T . (21)

It can be easily shown that
St = Sb + Sw. (22)

Therefore, the optimization (20) can be rewritten as

a∗ = arg max
aTSba
aTSta

a

. (23)

That is, the optimal a’s are the eigenvectors corresponding to the largest non-
zero eigenvalues of the generalized eigenvalue problem

Sba = λSta (24)

According to Yan et al. [4], the LDA algorithm can also be reformulated as
a direct GE by constructing c complete subgraphs {Gk}c

k=1 each representing
data belonging to the corresponding class. Assuming each subgraph Gk has lk
vertices, the weights of each subgraph are defined as an lk × lk weight matrix
W (K) with each element equal to 1/lk.
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Assuming that X(k) = [X(k)
1 , . . . , X

(k)
lk

] is the data matrix of the k-th class, the
between class scatter Sb can be written as

Sb =
c∑

k=1

X(k)W (k)(X(k))T (25)

and the total scatter matrix St can be written as

St = XXT (26)

where X is the data matrix. If the data are ordered based on their class labels,
so X = [X(1), . . . , X(c)], then the l × l weight matrix Wl×l of the graph GLDA

consisting of all the c subgraphs is defined as

Wl×l =

⎡⎢⎢⎢⎣
W (1) 0 . . . 0

0 W (2) . . . 0
...

...
. . .

...
0 0 . . . W (c)

⎤⎥⎥⎥⎦ (27)

Then the optimization in (23) can be rewriteen as

a∗ = argmax
aTXWl×lX

T a
aTXXTa

a

(28)

This formulation of LDA in (28) was first introduced in [9] and will help us
develop our semi-supervised learning method.

3 Semi-supervised Neighborhood Discriminant
Embedding

In this section we develop a semi-supervised subspace learning algorithm which
incorporates the manifold structure provided by unlabeled data and the dis-
criminant structure provided by labeled data. Cai et al. [5] provided a general
framework for semi-supervised subspace learning for Content Based Image Re-
trieval (CBIR) and discussed the possibility of constructing multiple graphs to
learn the intrinsic discriminant structure of the image data. Following the gen-
eral framework in [5], we construct two graphs; one to encode the neighborhood
preserving information based on the NPE method and the other to encode dis-
criminant class label information based on the LDA method. We exploit the
information encoded by the two graphs by formulating a constrained optimiza-
tion problem consisting of the GE objectives of NPE and LDA. The computation
of the projection function reduces to solving a general eigenvalue problem. The
Semi-supervised Neighborhood Preserving Discriminant Embedding (SNPDE)
algorithm enables us to introduce a new image representation and an improved
precision for subspace learning and classification of face images.



206 M. Mehdizadeh et al.

3.1 The Objective Function

Let Xl = [x1,x2, . . . ,xl] be the labeled data set and Xl+1 = [xl+1, . . . ,xn] be
the unlabeled data set, where each sample xi (i = 1, . . . , n) is from one of c
classes. Let lk be the number of labeled samples in class k, (k = 1, . . . , c), so
(
∑c

k=1 lk = l). Put X = [Xl,Xl+1] and

WLDA =
[
Wl×l 0

0 0

]
(29)

where the Wl×l is defined in (27). The SNPDE objective consists of two parts
corresponding to the objectives of the graph views of LDA and NPE. Put

OLDA = argmax
aTXWLDAXTa

aTXXTa
a

(30)

and

ONPE = argmin aTXLNPEXTa.
a

(31)

When sufficient labeled data is not available, the LDA algorithm tends to over-
fit the objective function. In order to avoid overfitting, we use the regularized
version of LDA [3]:

argmax
aTXWLDAXTa
aTXXT + αJ(a)

a

(32)

where J(a) is the regularization term. This term provides us the flexibility to in-
corporate graph objective of NPE in the GE objective of LDA. The combination
of LDA objective with other graph based objective function for subspace learn-
ing are discussed and applied in [10] and [5]. We append the graph embedding
criteria of NPE as a regularization term to LDA. That is, define

OSSNPE = OLDA“ + ”ONPE (33)

= arg max
aTXWLDAXT a

aTXXTa + αaTXLNPEXT a
a

(34)

= arg max
aTXWLDAXTa

aTX(Ĩ + αLNPE)XT a
a

(35)

where Ĩ is defined as

Ĩ =
[
I 0
0 0

]
(36)

and I is the l × l identity matrix.
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The objective function in (35) reduces to solving the maximum eigenvalue
solution to the generalized eigenvalue problem

XWLDAXTa = λX(Ĩ + αLNPE)XT a (37)

To get a stable solution of (37), the matrix X(Ĩ + αLNPE)XT is required to
be non-singular [11], which is not the case when the image dimension is larger
than the number of image samples. We apply Tikhonov Regularization [12], a
well studied solution to ill-posed problems in statistics, to solve the singularity
problem. The generalized eigenvalue problem in (37) then becomes

XWLDAXT a = λ
(
X(Ĩ + αLNPE)XT + βI)

)
a (38)

which has stable solutions for β > 0.

3.2 The Algorithm

The SNPDE algorithm consists of the following steps.

1. Construct the labeled graph GLDA: Construct the n× n weight matrix
WLDA of the labeled graph.

2. Construct the unlabeled graph GNPE: Construct the k-nearest neigh-
bor graph matrix WNPE based on (10) and calculate the graph lapla-
cian LNPE = D − WNPE , where D is a diagonal matrix with entries
the column (since WNPE is symmetric, or row) sums of WNPE that is,
Dii =

∑
j W

NPE
ij .

3. Compute the projection matrix: The n× c transformation matrix A =
[a1, . . . ,ac] consists of eigenvectors corresponding to the largest non-zero
eigenvalues of the generalized eigenvalue problem in (38). Since WLDA is
of rank c, we will have exactly c eigenvectors corresponding to the nonzero
eigenvalues.

4. Embed sample images into c−dimensional subspace: Each image sam-
ple can be embedded into c−dimensional subspaces by

xi → yi = AT xi

4 Experiments and Discussions

We present experiments and comparisons to demonstrate the effectiveness of
our proposed semi-supervised subspace learning algorithm. In section 4.1 we
describe the face image datasets that we used in our experiments. In section
4.2 we illustrate the face representations in lower dimensional subspace. The
implementation details and recognition error rates are reported in section 4.3.
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4.1 Data Sets

We tested our proposed method on two face databases of CMU PIE [13], and
ORL [14]. The CMU PIE database contains 68 subjects with 41,368 images of
varying poses, lighting and expressions. The ORL database includes 400 images
of 40 individuals under different poses and expressions. In our experiments on
the PIE database, we chose the frontal pose C27 with varying lighting and
illumination which leaves us with 43 images for each subject. In our experiments
on ORL database, we used all of the available 400 images in the dataset. Figure
1 and 2 show a sample of images from PIE and ORL databases respectively.

The original images from the CMU PIE database were cropped (The ORL
images were already cropped) and the cropped images from both databases were
then resized to 32×32 pixels. Each image was represented by a 1024-dimensional
vector in the original image space. The training dataset which included labeled
and unlabeled data was used to learn a projection matrix to project the high
dimensional face images to a lower dimensional subspace. We then applied the
nearest neighbor classifier in the subspace to determine the recognition error
rate of the unlabeled data and the unseen test data. In all cases the training
and the test datasets were randomly selected from the database without mixing
between the training and testing data points. The results were averaged over 20
different runs.

Fig. 1. Sample face images of the CMU PIE face database. Each subject has 43 different
images of frontal poses under different lighting conditions.

Fig. 2. Sample face images of ORL face database. Each subject has 10 face images
with a different pose and expression.

4.2 Face Representation

As mentioned earlier, a high dimensional vector such as the face image vector is
prone to the curse of dimensionality and is better studied in lower dimensional
subspaces. We compare three algorithms - NPE, SDA, and SNPDE for face
representation. In each of these methods, basis functions are thought of as basis
images, where each sample image is constructed as a linear combination of the
basis images. In Figure. 3, we illustrate first 10 SNPDEfaces together with
NPEfaces and SDAfaces.
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(a) NPEfaces

(b) SDAfaces

(c) SNPDEfaces

Fig. 3. The first 10 NPEfaces, SDAfaces, and SNPDEfaces obtained from samples from
the PIE database

4.3 Face Recognition

Table 1 and Table 2 summarize the recognition error rates of four different
algorithms. The baseline approach is simply the nearest neighbor approach on
the original image space. For the other approaches, training images (labeled
and unlabeled) are used to learn a subspace - in NPE approach the training
data is constructed in a similar way to the SDA and SNPDE approach, only
NPE considers labeled training data as unlabeled. After learning the projection
function and projecting the high dimensional data to the image subspace, nearest
neighbor classification is performed for recognition purposes. There are two kinds
of error rates reported here; the unlabeled error rate, and the test error rate.
Although the unlabeled data are used in the training stage, their labels still need
to be recognized by the subspace learning algorithm. Therefore, the unlabeled

Table 1. Comparison of recognition error rates on PIE database

Number of Error Rate(%)
Labeled Baseline(1024) SDA(68) NPE(30) SNPDE(68)
Samples Unlabeled Test Unlabeled Test Unlabeled Test Unlabeled Test

1 68.10 68.80 61.12 61.23 55.02 57.06 49.77 49.75

2 56.40 56.49 43.26 43.78 39.93 45.58 31.45 33.61

3 51.36 46.43 32.74 29.21 36.30 36.19 23.72 22.45

4 45.13 46.32 25.03 25.26 30.31 33.81 18.98 20.86

5 39.11 38.47 19.18 18.04 25.55 28.66 10.80 12.70

6 30.67 33.17 15.49 14.58 20.85 23.37 8.20 8.22

7 26.89 27.68 12.66 9.64 17.34 20.52 5.24 4.69

8 29.50 27.25 11.02 9.48 18.85 20.66 5.92 5.88

9 26.50 24.07 8.81 7.18 16.00 17.88 4.51 4.42

10 18.02 17.53 4.39 4.33 11.36 14.37 1.97 2.95
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Table 2. Comparison of recognition error rates on ORL database

Number of Error Rate(%)
Labeled Baseline(1024) SDA(68) NPE(30) SNPDE(68)
Samples Unlabeled Test Unlabeled Test Unlabeled Test Unlabeled Test

1 31.03 30.38 27.67 29.38 31.34 39.00 21.27 21.00

2 17.61 17.38 17.34 22.75 20.32 38.13 13.80 15.13

3 10.90 11.25 11.50 15.25 11.88 30.88 7.73 10.25

4 7.10 7.50 9.93 12.50 8.78 30.25 5.88 9.00

5 5.34 5.25 8.00 9.00 7.47 28.50 4.69 5.75
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Fig. 4. The effect of the number of neighbors (k) on the performance of the three
subspace learning algorithms discussed in this paper
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error rate is the error rate associated to the unlabeled data used at the training
stage, and the test error rate is the error rate associated with the unseen test
images.

The nearest neighbor approach does not consider the manifold structure, and
since its decision making is only based on Euclidean distance between images,
it provides a very poor performance due to illumination and pose changes. The
other approaches learn from the manifold structure, and their difference in per-
formance is due to whether or not they take into account labeled information
in their algorithm, and the way the manifold structure is modeled by graphs.
SDA is a subspace learning algorithm that considers both labeled and unlabeled
data, but since its graph cannot model the manifold structure as accurately as
the NPE algorithm does, its performance is inferior to SNPDE.

The error rate of NPE decreases, by increasing the amount of data used in its
training stage. The error rate of SDA and SNPDE decreases by increasing the
amount of labeled data used at their training stage.

Figure 4 illustrates the sensitivity of three graph-based subspace learning
algorithms - NPE, SDA, and SNPDE - to the number of nearest neighbors k in
the construction of graphs. The performance of graph-based subspace learning
algorithms depend on whether a data point and its nearest neighbors belong to
the same class. Therefore, when the number of points in each class in the training
data is less than the number of nearest neighbors k, then the possibility of
nearest neighbors belonging to different classes increases, consequently reducing
the performance of these graph-based methods. This is the case with ORL,
a small data set. In contrast, PIE is a large dataset, so in this case all the
methods are less sensitive to k. However, the SNPDE still maintains the highest
recognition rate of all three algorithms and also is less sensitive to k for both
datasets.

5 Conclusion

In this paper, we propose a new linear subspace learning algorithm called
Semi-supervised Neighborhood Discriminant Embedding. It can learn from both
labeled and unlabeled data to optimize the projection matrix based on both
discriminant and geometrical information of high dimensional data. The exper-
imental results on PIE and ORL database demonstrate the effectiveness of our
algorithm. As in real applications of biometric face recognition, data becomes
available to the system in incremental fashion, we will consider incremental semi-
supervised learning based on SNPDE in our future work.
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Abstract. We investigate a fundamental problem in computer vision:
unsupervised image segmentation. During the last decade, the Normal-
ized Cuts has become very popular for image segmentation. NCuts
guarantees a globally optimal solution in the continuous solution space,
however, how to automatically select the number of segments for a given
image is left as an open problem. Recently, the lossy minimum description
length (LMDL) criterion has been proposed for segmentation of images.
This criterion can adaptively determine the number of segments, how-
ever, as the optimization is combinatorial, only a suboptimal solution can
be achieved by a greedy algorithm. The complementarity of both crite-
ria motivates us to combine NCuts and LMDL into a unified fashion,
to achieve a better segmentation: given the NCuts segmentations under
different numbers of segments, we choose the optimal segmentation to be
the one that minimizes the overall coding length, subject to a given dis-
tortion. We then develop a new way to use the coding length decrement
as the similarity measure for NCuts, so that our algorithm is able to
seek both the optimal NCuts solution under fixed number of segments,
and the optimal LMDL solution among different numbers of segments.
Extensive experiments demonstrate the effectiveness of our algorithm.

1 Introduction

A fundamental problem in computer vision is to automatically partition a nat-
ural image into regions with homogeneous texture, commonly refers to as image
segmentation. Segmentation is widely accepted as a crucial function for many
visual tasks such as object recognition, scene understanding and monocular in-
ference of 3D structure. These recent vision applications have led to a renewed
interest in automatic image segmentation algorithms.

In the literature, investigators have explored several important models and
criteria that can lead to good image segmentation. Traditional clustering algo-
rithms aim at extracting the statistical characteristics of the region data, such
as k-means [1] and Mean Shift [2]. The graph based region merging algorithm
F&H [3] attempts to partition image into regions such that the resulting seg-
mentation is neither too coarse nor too fine. While region contours/edges contain

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 213–224, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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useful shape information about the saliency of the objects in the image [4], sev-
eral approaches have been proposed to combine the cues of homogeneous color
or texture with contours in the segmentation process [5] [6].

In recent years, much attention has been paid to spectral clustering algo-
rithms [7], in particular the Normalized Cuts criterion [8], which provides a way
of integrating global image information into the grouping process. The original
NCuts criterion is concerned on the 2-way situation, which aims at partitioning
image into two parts. Two recent variants extent the NCuts criterion to the
k-way multi-class and multi-scale situation, known as the Multi-class NCuts [9]
and Multi-scale NCuts [10]. These progress address segmentation in a k-way
global optimization framework and guarantee a globally optimal solution in the
relaxed continuous solution space. However, the k-way NCuts criterion can not
automatically select the number of segments, k, since the objective function of
k-way NCuts increases monotonically as k is varied. In many applications such
as natural image segmentation, due to the diversity and complexity of image
contents and semantemes, the optimal number of segments k may be different
for varying images. For unsupervised segmentation, how to adaptively select the
number of segments k for varying images is a fundamental open problem left
in [9] and [10]. We also note that how to construct affinity matrix is another
important issue in NCuts framework, which significantly influences the segmen-
tation performance [5] [11].

More recently, an objective criterion based on the notion of lossy minimum
description length (LMDL) has been proposed for evaluating segmentation of
images [12]. The “optimal segmentation” is defined as the one that minimizes
the number of bits needed to code the segmented data, subject to a given distor-
tion. The most recent progress based on LMDL [13] [14] [15] have shown that this
criterion is highly consistent with human segmentation of images. Preliminary
success of LMDL suggests that: firstly, it is appropriate for evaluating segmen-
tation performance objectively; secondly, the coding length serves as a reliable
similarity measure between pairs of regions; last, but not the least, LMDL can
adaptively determine the optimal number of segments for a given image. How-
ever, as the minimization problem is NP hard, a suboptimal solution is found by
iteratively merging regions to reduce the coding length. There is no theoretical
proof for the optimality of the greedy algorithm.

Although there are numerous criteria that address segmentation problem,
there is little consensus on what criteria strike a best balance between objec-
tive measures that depend solely on the intrinsic statistics of imagery data and
subjective measures that try to empirically mimic human perception. Some re-
cent works such as [16] [17] focus on giving a unified perspective and evaluation
procedure addressing the problem “what is a good segmentation”.

Paper contributions. In this paper, we contend that, much better results
can be obtained by properly combining different criteria for segmentation into
a unified fashion. We propose a unified framework combining both NCuts and
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LMDL criteria, to achieve an “optimal segmentation”. The main novelty and
the specific contributions of this paper are as follows:

1. We propose a method to automatically select the number of segments for
Multi-class NCuts, using LMDL criterion. The optimal number of segments
in NCuts is the one that the corresponding segmentation minimizes the over-
all coding length, subject to a given distortion. This perspective combines
both NCuts and LMDL criteria into a unified framework, to achieve the
optimal segmentation of given data.

2. We develop a new way to use the coding length decrement directly as a pair-
wise affinity measure, to build the affinity matrix in NCuts. This procedure
allows the proposed algorithm to seek both the optimal NCuts solution under
fixed number of segments and the optimal LMDL solution among different
numbers of segments, thus achieves a better segmentation.

3. The experiments validate that the proposed algorithm captures the advan-
tages of both NCuts and LMDL, thus achieves comparable or even better
segmentation results compared with the state-of-the-arts.

2 Related Work

We begin by reviewing Multi-class NCuts criterion and lossy minimum descrip-
tion length criterion, which are closely related to our work.

2.1 k-Way Normalized Cuts Criterion

Here, we focus on the k-way Normalized Cuts [9], which means partitioning an
image into k segments. Given an image I, we construct a graph G = (V,E,W ).
Here the graph nodes V can represent either pixels or “superpixels”, which is a
commonly used initiation in image segmentation [18]. Suppose there are in total
N nodes in the graph. Each pair of nodes is connected by a graph edge E. A
weight value W (i, j) represents the affinity between nodes i, j, which measures
the likelihood of nodes i and j belonging to the same image segments. For a
bipartition of the graph V = V1 ∪ V2 ∪ · · · ∪ Vk, ∀Vi ∩ Vj = φ, i �= j, the k-way
Normalized Cuts criterion is defined as:

min kNcuts(V ) = 1
k

k∑
l=1

cut(Vl,V \Vl)
assoc(Vl,V ) (1)

In the above equation, cut(Vl, V \Vl) =
∑

i∈Vl,j∈V \Vl

W (i, j) measures how many

edge weights escape from Vl. assoc(Vl, V ) =
∑

i∈Vl,j∈V

W (i, j) measures how many

edge weights connects Vl.
Although directly optimizing the k-way NCuts is NP-hard, relaxing the

partition indication matrix into the continuous domain turns it into a tractable
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continuous optimization problem and can be solved by eigenvalue decomposition
of the normalized affinity matrix. This procedure is commonly known as spectral
relaxing [9]. Based on the relaxed continuous solution, the final discrete solution
is obtained by spectral rotation.

From Corollary 1 in [9], the k-way NCuts objective increases monotonically
as k increases. This result indicates that k-way NCuts can not adaptively select
the number of segments k for a given image. Consequently, how to adaptively
choose k remains an open problem.

2.2 Lossy Minimum Description Length Criterion

In [12], Ma et.al proposed an objective measure to evaluate the quality of seg-
mentations, which is based on the lossy minimum description length (LMDL)
criterion. This criterion draws strong connection between data compression and
segmentation. The optimal segmentation is defined to be the one that mini-
mizes the number of bits needed to code the segmented data, subject to a given
distortion.

First, we consider a single region Vi with mi pixels. Based on [12], for a fixed
distortion ε, the number of bits needed to code Vi under Gaussian case can be
written as:

L(Vi) =
mi + p

2
log2 det(I +

p

ε2
Σi) +

p

2
log2(1 +

μT
i μi

ε2
), (2)

where μi and Σi are the sample mean and variance of region Vi, p is the sample
dimension of data.

Suppose an image I can be segmented into non-overlapping regions V =
V1 ∪ V2 ∪ · · · ∪ Vk, ∀Vi ∩ Vj = φ, i �= j. The LMDL criterion seeks to minimize
the overall coding length of the image I:

min L(V1, V2, ..., Vk) =
k∑

i=1

[L(Vi) +mi(− log2(mi/m))] (3)

In the above expression, m is the total number of pixels in an image, i.e., m =
m1 +m2 + ... +mk. The second term is the number of bits needed to code the
membership of the m samples in the k groups (using the Huffman coding).

It is worth noticing that, once the distortion ε is fixed, the number of segments
in the segmentation is automatically determined [12]. This completely avoids the
necessity of additional interaction usually required with traditional segmentation
methods, such as k-way NCuts.

However, as this minimization problem is combinatorial, all the LMDL based
algorithms seek a suboptimal solution via an agglomerative way: first initialize
superpixels and assume each superpixel forms its own group, then iteratively
merge adjacent pair of regions that yields the largest decrease in coding length
until the overall coding length achieves a local minima.
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3 LMDL-NCuts: A Combined and Unified Criterion

We now describe our approach, which aims at combining both NCuts and LMDL
into a unified fashion. We describe the general criterion below, then discuss the
construction of the affinity matrix using the coding length decrement.

3.1 The Combined Criterion

From the previous section, it is clear that k-way NCuts addresses segmentation
in a global optimization framework and guarantee a globally optimal solution in
the continuous solution space. However, how to adaptively choose the number of
segments k is left as an open problem, especially in the semantically complicated
scenario such as natural image segmentation. On the other side, LMDL crite-
rion can automatically determine the number of segments. However, the LMDL
optimization is combinatorial, only local minima can be guaranteed. The com-
plementarity of both criteria motivates us to combine both criteria into a unified
fashion, to achieve a better segmentation. That is, given the NCuts segmenta-
tions under different ks, we choose the optimal segmentation to be the one that
minimizes the overall coding length, subject to a given distortion. We refer this
combined criterion to as LMDL-NCuts criterion. Note that under this criterion,
the optimal number of segments is adaptively determined.

3.2 Initializing

In the original NCuts algorithm, the segmentation is directly performed on the
image pixels. There are two problems for such a processing. First, each pixel
will be a node in the graph so that the computational cost will be very high.
Second, two pixels are connected in a graph if and only if their spatial distance
is smaller than a graph connection radius Gr [10], which makes the original
NCuts not able to catch the global graph topology and information. It has been
investigated in [10] that larger Gr generally makes segmentation better. These
problems can be solved by initializing an image with millions of pixels into a few
hundred or thousand “superpixels”. A superpixel is a small region that does not
contain strong edges in its interior. There are several algorithms that can be used
to obtain a superpixel initialization [3] [19] [20]. We have compared the three
methods in the experiments and found that [20] works best for our purposes1.
Such superpixel initialization greatly reduce the computational cost, and also,
the graph connection radius constraint is no longer a necessity in our approach.

3.3 Construct Affinity Matrix

Since we build the segmentation based on the superpixel level, how to define the
similarity between two superpixels is another important issue.

1 We use the publicly available code for this method available at
http://www.cs.sfu.ca/~mori/research/superpixels/ with parameter Nsp = 200.

http://www.cs.sfu.ca/~mori/research/superpixels/
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Since we are potentially seeking for the segmentation that can yield minimum
lossy coding length, a direct way is to link the coding length with the similarity
measure. In the LMDL based algorithms, the coding length decrement is used
implicitly as a similarity measure between pair of regions, i.e., the decrease in
the coding length essentially captures the similarity of the regions [15]2. The
larger coding length decrement means the pair of regions is more similar, so that
they are merged in the LMDL based algorithms. Previous success of the LMDL
based algorithms [12] [13] [15] suggests that the coding length decrement is a
reliable similarity measure between regions. In our work, we directly use the
coding length decrement as the affinity W (i, j) between superpixels Vi and Vj .
Based on Equation 2 and 3, the affinity can be written as:

W (i, j) = L(Vi, Vj) − L(Vi ∪ Vj)

= log2[
|I+ p

ε2
∑

i|
mi+p

2 |I+ p

ε2
∑

j|
mj+p

2

|I+ p

ε2
∑ |mi+mj+p

2

· (1+
μT

i μi

ε2 )
p
2 (1+

μT
j μj

ε2 )
p
2

(1+ μT μ

ε2 )
p
2

· ( m
mi

)mi( m
mj

)mj ]

Here (μ,Σ) are the sample mean and variance of region Vi ∪ Vj , respectively.
Note that W (i, j) < 0 means merging Vi, Vj will increase the overall coding
length, which indicates that Vi, Vj are dissimilar. In this case, we simply set
W (i, j) = 0. The calculated affinities are then normalized into the range [0,1].
The NCuts optimization is conducted based on the affinity matrix.

3.4 The Algorithm

Based on the previous discussion, we summarize the overall segmentation algo-
rithm in Algorithm 1, which we refer to as LMDL-NCuts Segmentation (LNC).

Algorithm 1. LNC

1. Input: image data I , distortion ε;1

2. Initialization: superpixels as graph nodes: V := {Vi = {v} |v ∈ V };2

3. Construct affinity matrix based on the coding length decrement;3

4. for k = 1 : M do4

SegmentationResults(k) = NCuts(k);5

5. Choose SegmentationResults(i) that yields the smallest overall coding length;6

6. Output: SegmentationResults(i).7

Note that for the maximum number of segmentsM , one can choose it to be the
initial number of superpixels. However, we found that for most natural images,
the number of segments larger than 40 leads to serious oversegmentation. So in
our experiments, we set M = 40.
2 The general spirit of a bottom-up segmentation process is to merge the “similar”

regions. In the LMDL based algorithms, the pair of regions that yields the largest
decrease in the coding length is merged in each iteration, which means they are
“most similar” measured by the coding length similarity measure.
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4 Experiments

In this section, we conduct extensive evaluation on two publicly available
datasets: Berkeley Segmentation Dataset [21] and MSRC Object Recognition
Dataset [22], to validate the performance of the proposed LNC algorithm. We
will first describe the features used in our method. In section 4.2, we will validate
that LMDL-NCuts is effective on selecting the appropriate number of segments.
In section 4.3, we will discuss the effect of distortion parameter and make a close
comparison with LMDL based algorithm. Both qualitative and quantitative re-
sults compared with the state-of-the-arts are listed in section 4.4.

4.1 Feature Construction

As shown in Figure 1, given an image, we convert it to the L ∗ a ∗ b color space.
In order to capture the variation of a local texture, we directly use the 7 × 7
cut-off window around each pixel and stack the color values inside the window
into a vector form. Each texture window is smoothed by convolving with a 2D
Gaussian kernel before stacking. Finally, for the ease of computation, we project
the feature vectors into a D-dimensional space using PCA. We have observed
that for most natural images, the first eight principal components of original
feature data contain over 99% of the energy. So we set D = 8. The feature
extraction and pre-processing are similar as in [15].

Fig. 1. Feature construction. The 7 × 7 windows around each pixel on the L ∗ a ∗ b
color space are convoluted with 2D Gaussian kernel, stacked into a one column vector
and then use PCA.

4.2 Adaptively Select the Number of Segments

We conduct experiments on the MSRC Object Recognition Dataset [22] to val-
idate that our LNC algorithm can adaptively select the appropriate number of
segments for NCuts. MSRC dataset consists of 591 images grouped into 20 cat-
egories. Each image consists of a salient object, and the background is not so
complicated so that it is visually not hard to validate the appropriate number
of segments. We found that under ε = 0.20, the minimum description length
solution provides the best visually appealing results, i.e., for most of the images,
our algorithm can adaptively determine a reasonable number of segments. Some
sample results are listed in Figure 2.
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Fig. 2. (color) Qualitative results on the MSRC Object Recognition Database. For
each result, the top is the original image, and the bottom is the segmentation results
with each region colored by its mean color.

4.3 Comparison with LMDL Based Algorithm

We then conduct experiments on the Berkeley Segmentation Dataset (BSDS) [21].
BSDS consists of 200 training and 100 test images, and each of them has been
manually segmented by a number of different subjects. Since the proposed algo-
rithm is based on the LMDL criterion, it is worth comparing our algorithm with
the LMDL based algorithms. Because we use the coding scheme proposed in the
pioneer work [12], in this section, we compare LNC with the algorithm proposed
in [12], namely Pairwise Steepest Descent (PSD). More comparison with other
LMDL based algorithms can be found in section 4.4.

Note that the distortion ε is the only parameter in LMDL criterion. In the
experiment, we compare PSD’s results with our results under 4 different choices
of ε: 0.10, 0.15, 0.20 and 0.25. We use three quantitative measures to evalu-
ate the segmentation results: the average overall coding length (under given
distortion), the Probability Rand Index (PRI) [23] and the Variation of Infor-
mation (VoI) [24]. The objective of LMDL is to seek for the smallest coding
length, so the smaller average overall coding length, the better the segmentation
is. PRI and VoI aim at comparing the segmentation results with ground-truth
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Table 1. Comparison between LNC algorithm and PSD algorithm. For average coding
length, lower is better. For PRI, higher is better. For VoI, lower is better. Boldface
indicates the better results.

ε = 0.10 ε = 0.15 ε = 0.20 ε = 0.25
Method/Index LNC PSD LNC PSD LNC PSD LNC PSD
avg. code length (kb) 2361 2321 1868 1865 1562 1573 1331 1364
PRI 0.777 0.756 0.783 0.758 0.791 0.748 0.776 0.724
VoI 2.069 2.316 1.883 2.062 1.804 1.925 1.763 1.896

Fig. 3. (color) Segmentation results under different ε. Left: Input image. Right: Seg-
mentation results under ε = 0.15, 0.20, 0.25, respectively.

results. For PRI index, the larger, the better. And for VoI, the smaller, the bet-
ter. For brevity, we refer the reader to the stated references for the definition of
each metric.

The results are listed in Table 1. For both PRI and VoI under all choices of
ε, LNC consistently outperforms PSD. As choosing the distortion is the main
difficulty in the LMDL based algorithms, here we note that the LNC algorithm is
less sensitive to the choice of distortion. And, as illustrated in Figure 3, the effect
of the distortion to the segmentation result is the same as in [15]: smaller choice
of ε turns to over-segment images and larger ε turns to under-segment images.
We also note an interesting result that LNC achieves comparable or even smaller
average coding length compared with PSD, which is designed to directly mini-
mize the coding length. These results suggest that the LNC algorithm captures
both advantages of LMDL and NCuts, thus achieves a better segmentation.

4.4 Qualitative and Quantitative Comparison

We compare the performance of the LNC algorithm with five publicly available
image segmentation methods: Mean-Shift (MS) [2], F&H [3], Multi-scale NCuts
(MNCuts) [10], Compression-based Texture Merging (CTM) [13] and Texture
and Boundary Encoding-based Segmentation (TBES) [15], on the Berkeley
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Table 2. Quantitative comparison on the BSDS. Boldface indicates the best results.

Index/Method Human LNC MS FH MNCuts CTM TBES

PRI (Higher is better) 0.868 0.791 0.772 0.770 0.742 0.742 0.787
VoI (Lower is better) 1.163 1.804 2.203 2.844 2.651 2.002 1.824

Fig. 4. (color) Qualitative results of LNC algorithm on the BSDS. For each result, the
top is the original image, and the bottom is the segmentation with each region colored
by its mean color.

Segmentation Dataset (BSDS). The performance of these five methods and that
of human’s, based on PRI and VOI measures, were obtained by personal commu-
nication with the authors of [15]. The user-defined parameters of these methods
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Fig. 5. (color) Qualitative results of LNC algorithm on the BSDS

have been tuned to achieve the best overall tradeoff between PRI and VoI. In
particular, we report our results under ε = 0.20. Table 2 summarize the quanti-
tative results on the BSDS.

Among all the algorithms in Table 2, LNC achieves the best result on both
PRI and VoI. More qualitative results are shown in Figure 4 and 5.

5 Conclusion

In this paper, we have proposed a unified approach to image segmentation. It
seeks both the optimal NCuts solution under fixed number of segments, and
the optimal LMDL solution among segmentations under different numbers of
segments. Our approach can automatically select the number of segments for
NCuts, subject to a given distortion in LMDL criterion.We also develop a novel
way to directly use the lossy coding length decrement as the affinity measure
between superpixels, and use this affinity measure to construct affinity matrix.
The experiments validate that the proposed algorithm can adaptively select the
appropriate number of segments for a given image, and can yield comparable or
even smaller overall coding length compared with the LMDL based algorithms.
The segmentation results match well with human segmentations, compete or
exceed with the best segmentation algorithms.
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Abstract. Detecting moving objects against dynamic backgrounds
remains a challenge in computer vision and robotics. This paper presents
a surprisingly simple algorithm to detect objects in such conditions.
Based on theoretic analysis, we show that 1) the displacement of the
foreground and the background can be represented by the phase change
of Fourier spectra, and 2) the motion of background objects can be ex-
tracted by Phase Discrepancy in an efficient and robust way. The algo-
rithm does not rely on prior training on particular features or categories
of an image and can be implemented in 9 lines of MATLAB code.

In addition to the algorithm, we provide a new database for moving
object detection with 20 video clips, 11 subjects and 4785 bounding boxes
to be used as a public benchmark for algorithm evaluation.

1 Introduction

Detecting moving objects in a complex scene is one of the most challenging prob-
lems in computer vision. It is closely related to a variety of critical applications
such as tracking, video analysis, content retrieval, and robotics. Generally speak-
ing, motion detection methods can be categorized into three main approaches:
background modeling, detection by recognition, and view geometry.

Many models try to attack the problem of detection under controlled situa-
tions. For instance, some algorithms assume a stationary camera. This assump-
tion leads to a branch of techniques called background subtraction. The main
idea is to learn the appearance model of the background [1] [2]. A moving ob-
ject in the scene is then detected by subtracting the background image from the
current image. However, scene appearance captured by a moving camera, with
foreground and backgrounds in arbitrary depths and viewpoints, can be very
complicated. Thus, most of the background models perform poorly on moving
camera recordings [3].

Another branch of popular algorithms stems from object detection and recog-
nition. Based on pre-trained detectors, an algorithm can detect objects from
particular categories, such as faces [4] or pedestrians [5]. These algorithms usu-
ally require offline training and can only handle a very limited number of ob-
ject categories. Moreover, finding an invariant object detector that overcomes
� These two authors contributed equally to this paper.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 225–238, 2011.
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B) C)A)

Fig. 1. An illustration of moving object detection from a perspective of optical flow
analysis. A): A video sequence with both object motions and camera motion. B):
The corresponding optical flow. C): The segmentation result that detects the moving
objects.

illumination/view-point changes and occlusion, is already a challenge in
computer vision.

To circumvent these problems, some other algorithms detect motion via cam-
era geometry [6] [7]. This approach estimates the camera parameters under
certain geometric constraints, use these parameters to compensate for camera-
induced motion, and separate the moving object from the residual motion in the
scene [8].

In principle, a visual system needs only motion cues to detect an moving ob-
ject – even if the scene is disturbed by camera’s ego-motion. With full knowledge
of the optical flow, the mission of object detection is to find the cluster of consis-
tent motion that is induced by the foreground. Nevertheless, the computational
burdens of an optical flow algorithm is usually very heavy.

Related Work. In 2001, Vernon [9] proposed using a Fourier transform to
untangle the complexity of object motions. In his theory, object segmentation
and exact velocity recovery can be achieved by solving a linear system. Based
on the translation property of Fourier transform, a moving object corresponds
to a phase change in the Fourier spectrum. For a scene composed of m objects,
exact recovery is achieved by solving a linear equation with 2m unknowns. The
drawback of this approach is that the number m of objects must be specified
beforehand. Moreover, the segmentation and velocity recovery requires observing
2m frames, which every object moving at a constant speed. These constraints
preclude Vernon’s approach from real-world applications.

An Outline of Our Approach. We start from a similar perspective to that
of Vernon: spatially distributed information can be efficiently accumulated in
the Fourier spectrum. However, instead of finding the exact solution for a con-
strained problem, we find an approximate solution using a minimal number of
assumptions.

To extract moving objects from dynamic backgrounds, our model follows the
idea of predictive coding. First, we predict the next frame only considering back-
ground movements. Then by comparing our prediction against the actual obser-
vation, pixels representing the foreground emerge due to the large reconstruction
error. With rigorous analysis, we show that a 9-line MATLAB approximation
recovers the camera motion with bounded error.
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2 The Theory

We denote f(x, t) as our observation at time t1, where x = [x1, x2]� is the 2-
dimensional vector of a spatial location. Let I be the ensemble of pixels. For any
image, we have the partition I = {Ft,Bt}. Every pixel belongs to the foreground
Ft or the background Bt.

For typical sampling rates, the ego-motion of the camera is well approximated
by a uniform translation of the background. If we know this displacement v =
[v1, v2]�, we can predict the appearance of the background in the next frame
based on the intensity constancy assumption [10] that the spatial translation
does not change pixel values:

f(x, t) = f(x + v, t+ 1), where x ∈ Bt

⋂
Bt+1 (1)

This assumption requires that pixels x at t and x + v at t + 1 belong to the
background. We further denote B̌t = B̂t+1 = Bt

⋂
Bt+1.

Once we have the ground-truth of the ego-motion, we can reconstruct the next
frame by shifting every pixel from x to x + v. This reconstruction is expected
to perform poorly for pixels in I − B̌t, the foreground. Thus, we can take the
error as a likelihood function of the appearance of moving objects at certain
locations. In other words, the reconstruction error map s(x, t) can be considered
as a saliency map [11] for moving objects:

s(x, t) =
[
f(x + v, t+ 1)− f(x, t)

]2
. (2)

2.1 Phase Discrepancy and Ego-motion

In order to generate the saliency map, we need to know the displacement vector
v. In the Fourier domain, the spatial displacement in Eq.1 can be efficiently
represented by the phase of the Fourier spectrum.

Let Fxi,t(ω) = F [f(x, t) ·δxi(x)] denote the 2-D Discrete Fourier transform of
a single pixel, where ω = [ω1, ω2]�, and the indicator function δxi(x) is defined
as:

δxi(x) =
{

1 if x ∈ xi,
0 otherwise.

The Fourier spectrum of the entire image Ft(ω) can be obtained by:

Ft(ω) =
∑
xi∈I

Fxi,t(ω)

Known as the translation property [12], a spatial displacement entails a phase
change, yet leaves the Fourier amplitudes intact:

Fx+v,t+1(ω) = Fx,t(ω)e−i·Φ(v), (3)
1 For simplicity, we only consider gray-scale images in this section. A simple extension

to color images is provided in Section 3.
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where Φ(v) = ω�v = ω1v1 + ω2v2, which we call the phase discrepancy in the
following discussions.

Because the entire background has approximately the same displacement v,
Eq.3 has a compact form for B̌t:∑

xi∈B̂t+1

Fxi,t+1(ω) =
∑

xi∈B̌t

Fxi,t(ω)e−i·Φ(v). (4)

We have the following decomposition:

Ft+1(ω) =
∑
xi∈I

Fxi,t+1(ω) =
∑

xi∈B̌t

Fxi,t(ω)e−i·Φ(v) +
∑

xi∈I−B̂t+1

Fxi,t+1(ω)

= Ft(ω)e−i·Φ(v) −
∑

xi∈I−B̌t

Fxi,t(ω)e−i·Φ(v) +
∑

xi∈I−B̂t+1

Fxi,t+1(ω).

Although it seems impossible to calculateΦ(v)without the foreground/background
partition, in the next section we show that good approximations of phase discrep-
ancy is achievable in some cases.

2.2 Approximating the Phase Discrepancy

Since it is impossible to quantify the appearance and location of the pixels in
I − B̌t, we assume Fxi,t(ω) follows an independent normal distribution in the
complex domain, that is:

Real{Fxi,t(ω)} ∼ N(0, 1); Imag{Fxi,t(ω)} ∼ N(0, 1). (5)

For a simpler notation, we define a complex variable zi = Fxi,t(ω). Let Zn =∑n
i=1 zi be the sum of this sequence. We have the following:

Real{Zn} ∼ N(0, n)
Imag{Zn} ∼ N(0, n)

Because |Zn| =
√

Real{zi}2 + Imag{zi}2, it follows a χ distribution with 2 de-
grees of freedom:

p(|Zn| = x) =
√
nσxe−x2/2. (6)

Thus, the expectation of the spectral amplitude is determined by the number of
pixels in the summation. More specifically:

E(|Ft(ω)|)
E(|
∑

xi∈B̌t

Fxi,t(ω)|)
=

√
#(I)√
#(B̌t)

. (7)

The number of pixels in the foreground and background are estimated from our
hand labeled database (see Section.3). On average, our bounding box of the
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foreground (an over-estimation of the actual foreground) occupies 5% pixels of
the frame 2. Thus we approximate the phase discrepancy in Eq.5 by:

Φ̃(v) = ∠Ft+1(ω) − ∠Ft(ω). (8)

The estimation error comes from the pixels of the foreground and occluded parts
of the background. The cumulative effect of these pixels at frequency ω can be
considered as added noise to variable η to the original variable Ft(ω)e−i·Φ(v) in
Eq.5, where:

η = −
∑

xi∈I−B̌t

Fxi,t(ω)e−i·Φ(v) +
∑

xi∈I−B̂t+1

Fxi,t+1(ω).

From Eq.7, we set Ft(ω)e−i·Φ(v) to 1 to determine the distribution of η:

E(|η|) =

√
2#(I − B̌t)√

#(B̌t)
≈
√

0.1; ∠η ∼ U(0, 2π). (9)

The upper bound of error in Φ̃(v) is therefore:

max
[
Φ(v) − Φ̃(v)

]
= max

{
tan−1 [E(|η|)

]}
≈ 0.31. (10)

η
Φ(v)˜

Φ(v) Re

Im

Fig. 2. A diagram of the angular error calculation. Given E(|η|) =
√

0.1, the upper
bound of the angular error is 0.31 (17.6◦), the mean angular error is 0.21 (12.3◦).

As long as the approximation in Eq.8 holds, we can construct the estimated
spectrum F̃t+1(ω) from Ft(ω) and Φ̃:

F̃t+1(ω) = Ft(ω)e−i·Φ̃(v) = |Ft(ω)| · e−i[∠Ft(ω)+Φ̃(v)]

= |Ft(ω)| · e−i[∠Ft+1(ω)]

Finally, the saliency map has the simple form:

s(x, t) =
{

F −1[Ft+1(ω)
]
− F −1[F̃t+1(ω)

]}2

=
{

F −1[(|Ft+1(ω)| − |Ft(ω)|
)
· e−i∠Ft+1(ω)]}2

(11)

2 In other databases such as [13] and [14], objects are in a similar size.
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2.3 Eliminating Boundary Effects

The 2-D Discrete Fourier Transform implicitly implies periodicity of the signal.
This property invalidates Eq.1 since pixels around the edge of the frame do not
have their correspondences in the next frame. As a result, these frame-edges
often have very large reconstruction errors and mislead the saliency maps (see
Fig.3.C).

Assume we have two adjacent image frames. We use C1 and C2 to denote the
pixels that lead to boundary effects. That is:

C1 = {xi | xi ∈ B1,xi + v /∈ I}; C2 = {xi | xi ∈ B2,xi − v /∈ I} (12)

If we predict frame 2 based on frame 1 (as Eq.11 states), we will have a large
error at C1. However, using Eq.11 we have no problem in recovering pixels in
C2. Reciprocally, if we reverse the temporal order – reconstructing frame 1 from
frame 2, only C2 has boundary effect.

In a more rigid format, we denote the temporally ordered saliency map that
compares the predicted frame 2 with observed frame 2 as −→s (x, t), and the
saliency map using reversed sequence (predicting frame 1 from frame 2) as
←−s (x, t+ 1). We have:

−→s (xi, t) > ε, where xi ∈ C1; ←−s (xi, t+ 1) ≤ ε, where xi ∈ C1
−→s (xi, t) ≤ ε, where xi ∈ C2; ←−s (xi, t+ 1) > ε, where xi ∈ C2,

where ε is bounded by Eq.10.
In an elegant form, we finally eliminate the boundary effect by combining the

two maps:

s(x, t) =
√
−→s (x, t) · ←−s (x, t+ 1) (13)

For ∀xi ∈ C1
⋃
C2, it is easy to see that s(xi, t) → 0 as either −→s (xi, t) → 0, or

←−s (x, t+ 1) → 0. The saliency map generated by Eq.13 is shown in Fig.3-D.

C) D)A) B)

Fig. 3. An illustration of the boundary effect. A) & B): Two adjacent frames. Green
and red shadows in each frame indicates C1 and C2, respectively. C): The saliency map
based on single sided temporal order. Note that the border effect is as strong as the
moving pedestrian in the center. D): The final saliency map.
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3 Experiments

3.1 Implementing the Phase Discrepancy Algorithm

In MATLAB, the phase discrepancy algorithm is:

FFT1=fft2(Frame1);

FFT2=fft2(Frame2);

Amp1=abs(FFT1);

Amp2=abs(FFT2);

Phase1=angle(FFT1);

Phase2=angle(FFT2);

mMap1=abs(ifft2((Amp2-Amp1).*exp(i*Phase1)));

mMap2=abs(ifft2((Amp2-Amp1).*exp(i*Phase2)));

mMap=mat2gray(mMap1.*mMap2);

Frame1 and Frame2 are consecutive frames. In our experiment, the size of image
is gray-scaled and shrank to 120 × 160. On a 2.2GHz Core 2 Duo personal
computer, this code performs at refresh rates as high as 75 frames per second.

One natural way to extend this algorithm to color images is to process each
color channel separately, and combine saliency maps for each channel linearly.
However, by tripling computational cost, the foreground pixels of color images
does not seem to violate the intensity constancy assumption three times stronger
than the gray-scale image. Indeed, our observation is corroborated by experi-
ments. A comparison experiment of color image detection is in Section.3.3. Since
our algorithm emphasizes processing speed, we use gray scale images in most of
our experiments.

We also notice that in real world scenes, the intensity constancy assumption
is subject to noises, such as background perturbation (moving leaves of a tree),
sampling alias, or CCD noise. One way to reduce such noise is to combine the
results from adjacent frames. However, we can only do so when the sampling rate
is high enough such that the object motion in the saliency map is tolerable. In
our experiments, we produce a reliable saliency map from 5 consecutive frames.
At 20Hz, 5 frames takes about 0.25 second, this approach reduces the noise
effectively without causing a drift in the salient region (see Fig.4).

C) D)B)A)

Fig. 4. A comparison of combining the saliency maps of different frames. A):One frame
of one video clip. B): The saliency map computed by 2 frames. C): The saliency map
by combining 5 frames (0.25 second). D): The saliency map by combining 20 frames
(1 second).
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3.2 A New Database for Moving Object Detection

There are several public databases for evaluating motion detectors and trackers,
such as PETS [13] and CAVIAR [14]. However, very few of them considered
camera motion. In this section we introduce a new database to evaluate the
performance of an moving object detection algorithm.

Fig. 5. Sample frames of clips in the database of object motion detection. Both scenes
and moving objects vary from clips to clips.

Our database consists of indoor/outdoor scenes (see Fig.5). All clips were
collected by a moving video camera under 20 FPS sampling rate. Different cate-
gories of objects are included in the video clip, such as walking pedestrians, cars
and bicycles, and sports players. Given the high refresh rate, motion in adjacent
frames are very similar. Therefore it is unnecessary to label every frame. The
original 20 FPS videos are given to our subjects for motion detection. For label-
ing, we asked each subject to draw bounding boxes on a small number of key
frames by sub-sampling the sequence on a 0.5-second interval. Eleven näıve sub-
jects labeled all moving objects in the video. Some numbers from this database
are in Table.1.

Table 1. A summary of our database

Items Clips Frames Labelers Key frames Bounding boxes
Number 20 2557 11 297 4785

The evaluation metric of the database is the same as PETS [15]. Although we
have data from multiple subjects, the output of an algorithm is compared to one
individual at a time. Let RGT denotes the ground truth from the subject. The
result generated by the algorithm is denoted as RD. A detection is considered a
true positive if:

Area(RGT ∩RD)
Area(RGT ∪RD)

≥ Th, (14)

The threshold Th defines the tolerance of a post-system that is connected
to an object detector. If we use a loose criterion (Th is small) even a minimal
overlap between the generated bounding box and ground truth is considered a
success. However, for many applications, a much higher overlap, equivalent to a
much tighter criterion and a larger value of Th, is needed. In our experiments,
we use Th = 0.5.
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For the nth clip, using the ith subject as the ground truth, we use GT i
n, TP

i
n,

FP i
n to denote the number of ground truth, true positive, and false positive

bounding boxes, respectively. The Detection Rate(DR) and False Alarm Rate
(FAR) is determined by:

DRn =
∑

i TP
i
n∑

iGT
i
n

FARn =
∑

i FP
i
n∑

i TP
i
n + FP i

n

. (15)

In a frame where multiple bounding boxes are presented, finding the correct
correspondence for Eq.14 can be very hard. Given a test bounding box, we simply
compare it against every ground truth bounding box, and pick the best match.
Although this scheme does not guarantee that one ground truth bounding box
is used only once, in practice, confusions are rare.

3.3 Performance Evaluation

To determine bounding boxes from the saliency map, an algorithm needs to
know certain parameters such as spatial scale and sensitivity. To achieve a good
performance without being trapped by parameter tuning, we use Non-Maximal
Suppression [16] to localize the bounding boxes from the saliency map. This
algorithm has three parameters [θ1, θ2, θ3].

First, the algorithm finds all local maxima within a radius θ1. Every local
maximum greater than θ2 is selected as the seed of a bounding box. Then, the
saliency map is binarized by threshold θ3. Finally, the rectangular contour that
encompasses the white region surrounding every seed is considered as a bounding
box.

It is straightforward to assume that the parametrization is consistent over
different clips in our database, and the locations of objects are independent
among different clips. Therefore, we use cross-validation to avoid over-fitting
the model. In each iteration, we take 19 clips as the training set to find the
parameters that maximizes:∑

m∈{training}
DRm(1 − FARm),

And use the remaining clip to test the performance. The final results of DR
and FAR are the average among different clips. Samples of detected objects are
shown in Fig.6. The quantitative result of our model is listed in Table 2.

3.4 Comparison to Previous Methods

To evaluate the performance of our algorithm, four representative algorithms are
introduced to give comparative results on our database: the Mixture of Gaus-
sian model [1], the Dynamic Visual Attention model [17], the Bayesian Surprise
model [18], and the Saliency model [11]. MATLAB/C++ implementation of all
these algorithms are available on authors’ websites. Examples of the generated
saliency maps are shown in Fig.7. As for the quantitative experimental part, the
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parameters of Non-Maximal Suppression is trained in the same way as we de-
scribed in Section.3.3 to generate bounding boxes from the saliency maps. The
quantitative results are shown in Table.2. Our phase discrepancy model is the
best in detecting moving objects.

It is worth noting that not all of these algorithms are designed to detect
moving objects in a dynamic scene. In fact, the performance of an algorithm is
determined by how well its underlying hypothesis is consistent with the data. In
our database, an “object” is defined by its motion in contrast to the background.
There is no assumption such as objects possessing unique feature, or background
being monotonous. Therefore, it is not surprising that some algorithms did not
perform very well in this experiment.

3.5 Database Consistency

The motivation behind the analysis of database consistency comes from the
fact there is no objective “ground truth” for moving object detection. Although
ground truth consistency issue is not widely concerned in the object detection
and tracking databases, List et.al. [19] analyzed the statistical variation in
the hand label data of CAVIAR [14], and showed that inter-subject variability
can compromise benchmark results. In our database, we also observed that the
same video clip can be interpreted in different ways. For instance, in Fig.8.A,
some subjects label multiple players as one group, yet other subjects label every
individual as one object.

A good benchmark should have consistent labels across subjects. To evaluate
the consistency of our database, we assess the performance of the ith subject

A)

E)D) F)

B) C)

Fig. 6. Result saliency maps and the bounding boxes. In each image/saliency map
pair, red bounding boxes are generated by our algorithm. Yellow bounding boxes are
the ground truth drawn by a human subject.
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A) B) C) D) E) F)

Fig. 7. Saliency maps generated by different algorithms. A): Original image. B): Our
model. C): Dynamic Visual Attention [17]. D): Bayesian Surprise [18]. E): Saliency [11].
F): Mixture of Gaussian [1].

Table 2.

Detection Rate False Alarm Rate

Human average 0.84 ± 0.08 0.15 ± 0.08
Our model 0.46 ± 0.14 0.58 ± 0.24

Our model (color) 0.48 ± 0.18 0.57 ± 0.24
Dynamic Visual Attention [17] 0.32±0.22 0.86±0.10

Bayesian Surprise [18] 0.12±0.09 0.92±0.04
Saliency [11] 0.09±0.08 0.98±0.01

Mixture of Gaussian [1] 0.00±0.00 1.00±0.00

based on the jth subject’s ground truth. Therefore, for each individual we have 10
points on the FAR-DR plot. As a comparison, the performance of our algorithm
is also provided. Each data point is generated by selecting one individual as the
ground truth and perform cross-validation over 20 trials. The result is shown in
Fig.8.

From these results we see that even a human subject cannot achieve perfect
detection. In other words, a computer algorithm is “good enough” if its perfor-
mance has the same distribution as humans’ on the FAR-DR plot.

Threshold and Accuracy Tolerance. Note in Eq.14, the choice of Th = 0.5
is arbitrary. This parameter determines the detection tolerance. To evaluate Th’s
influence, FAR and DR are computed as functions of Th (see Table 3).

The Influence of Object Sizes. As we have shown in Eq.10, the upper bound
of error is a function of object size. To provide a empirical validation of our
algorithm performance on large objects, we selected 2 clips in our database that
contains the biggest objects, and tested our algorithm. The average area of the
foreground objects is 10% of the image size (comparing to 5% of the original
experiment). The new performance is shown in Table 4.
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Fig. 8. A): Different interpretations of moving objects by different subjects. This image
overlays the bounding boxes of 11 subjects. Boxes in the same color are drawn by the
same person. We see that the incongruence among different subject is not negligible.
B): The FAR-DR plot of all subjects and our algorithm. Each + in the same color
represents the assessment of the same subject. Each ◦ indicates the performance of
our algorithm. Among different subjects the DR fluctuates from 0.65 to 1, whereas the
FAR fluctuates from 0 to 0.4. The average human performance is FAR = 0.15 ± 0.08,
DR = 0.84 ± 0.08.C): Color bars indicate the FAR and DR for the subjects. The gray
bars is the performance of our algorithm.

Table 3. Human average (DR,FAR) and model average (DR,FAR) with respect to
threshold

Th 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Human Detection Rate 0.92 0.91 0.91 0.90 0.88 0.84 0.77 0.62 0.37 0.15 0.00
Human False Alarm Rate 0.07 0.07 0.07 0.08 0.11 0.15 0.22 0.37 0.62 0.85 1.00

Model Detection Rate 0.83 0.82 0.80 0.75 0.63 0.46 0.20 0.07 0.02 0.00 0.00
Model False Alarm Rate 0.18 0.20 0.24 0.31 0.43 0.58 0.80 0.93 0.98 1.00 1.00

4 Discussion and Future Work

4.1 Sources of Errors

One of the challenges is to estimate the bounding boxes for adjacent, sometimes
occluded objects that move in the same direction (such as in Fig.6F). To unravel
the complexity of multiple moving objects, either long term tracking, or a more
powerful segmentation from saliency map to bounding boxes is required.

In some cases, we also need to incorporate top-down modulations from a level
of object recognition. Since the saliency map is a pixel based representation, it
favors moving parts of an object (such as a waving hand) over the entire object. A
canonical interesting example is in Fig.6D: our algorithm identifies the reflection
on the floor as an object. Yet none of our subjects labeled the reflection as an
object.

4.2 Connections to Spectral Residual

In 2007, Hou et.al. proposed an interesting theory called the Spectral Residual
[20]. This algorithm uses the Fourier transform of a single image to generate
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Table 4. The algorithm performance over large object database. The performance
drop is small.

Original experiment Clips with large objects
Detection Rate 0.46 ± 0.14 0.41 ± 0.14

False Alarm Rate 0.58 ± 0.24 0.65 ± 0.08

the saliency map of the static scene. As a follow-up paper suggests [21], the
actual formulation of the Spectral Residual algorithm is to take the phase part
of the spectrum of an image, and do the inverse transform. In other words,
the saliency map generated by the Spectral Residual is the asymptotic limit of
Phase Discrepancy when the second frame has v → 0+. However, v → 0+ is ill-
defined in our problem, as the displacement approaches infinitesimal, no motion
information will be available. To fully unveil the connections between these two
algorithms, further research on the statistical properties of natural images is
necessary.

4.3 Concluding Remarks

In this paper, we propose a new algorithm for motion detection with a moving
camera in the Fourier domain. We define a new concept named Phase Discrep-
ancy to explore camera motions. The spectrum energy of an image is generally
dominated by its background. Using this, we derive an approximation to the
phase discrepancy. A simple motion saliency map generation algorithm is intro-
duced to detect moving foreground regions. The saliency map is constructed by
the Inverse Fourier Transform of the difference of two successive frames spectrum
energies, keeping the phase of two images invariant. The proposed algorithm does
not rely on prior training on a particular feature or categories of an image. A
large number of computer simulations are performed to show the strong perfor-
mance of the proposed method for motion detection.
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Abstract. The ignorance on spatial information and semantics of visual
words becomes main obstacles in the bag-of-visual-words (BoW) method
for image classification. To address the obstacles, we present an improved
BoW representation using spatial pyramid coding (SPC) and visual word
reweighting. In SPC procedure, we adopt the sparse coding technique
to encode visual features with the spatial constraint. Visual features
from the same spatial sub-region of images are collected to generate
the visual vocabulary. Additionally, a relaxed but simple solution for
semantic embedding into visual words is proposed. We relax the semantic
embedding from ideal semantic correspondence to naive semantic purity
of visual words, and reweight each visual word according to its semantic
purity. Higher weights are given to semantically distinctive visual words,
and lower weights to semantically general ones. Experiments on a public
dataset demonstrate the effectiveness of the proposed method.

Keywords: spatialpyramidcoding,bag-of-visual-words(BoW),reweight-
ing, image classification.

1 Introduction

In recent years, the bag-of-visual-words (BoW) model becomes popular in image
classification. This model extracts appearance descriptors from local patches
and quantizes them into discrete ”visual words”, and then a compact histogram
representation is used to represent images. The descriptive power of the BoW
model is severely limited because it discards the spatial information of local
descriptors. To overcome this problem, one popular extension method, called
the spatial pyramid matching (SPM) by Lazebnik et al [1], has been shown to
be effective for image classification. The SPM partitions an image into several
segments in different scales, then computes the BoW histogram within each
segment and concatenates all the histograms to form a high dimension vector
representation of the image.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 239–249, 2011.
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To obtain good performances, researchers have empirically found that the
SPM should be used together with SVM classifier using nonlinear Mercer ker-
nels, e.g. Chi-square kernel or intersection kernel. However, the computational
complexity is O(n3) and the memory complexity is O(n2) in the training phase,
where n is the size of training dataset. This constrains the scalability of the
SPM-based nonlinear SVM method. To reduce the training complexity, a linear
spatial pyramid matching method using sparse coding (ScSPM) is proposed by
Yang et al [2]. This method is more robust to local spatial translations and is
biological plausible [3]. Inspired by this, Wang et al [4] used locality in feature
space to constrain the linear sparse coding phase (LLC) of ScSPM which fur-
ther reduced the computation time. However, the performance improvement of
LLC over ScSPM on real world images is not obvious. In fact, there is another
constraint which was neglected in [4], i.e., the spatial locality constraint. For
example, ’sky’ often lies on the upper side of images, while ’beach’ often lies
on the lower side of images. When we try to encode an image region about the
upper ’sky’, it is more meaningful to use the bases which are generated by the
local features on the upper side of images. Similarly, it is more meaningful to
encode the lower ’beach’ with the bases generated from the local features on the
lower side of images.

Besides, the semantic meaning of visual word has not been considered too
much in literature, which has become another obstacle to affect the performance
of the BoW model. Ideally, the correspondence between visual words and seman-
tics, namely the semantic embedding into the BoW representation, will bring the
more representative and discriminative description for image classification than
solely on visual features. However, the well-known semantic gap becomes a nat-
ural barrier to achieve such correspondence. Some recent work appeal to various
supervised learning approaches [5, 6] to learn discriminative visual vocabulary.
In fact, such supervised refinement emphasizes on the discriminative abilities of
visual words rather than truly embedding semantics into image representation.
We believe that the semantic embedding can further enhance the discriminative
ability of visual words in image classification, but not vice versa. Consequently,
it is necessary to find a suitable way to obtain such a semantic embedded BoW
presentation for image classification.

In this paper, we present a novel image classification method by using spatial
pyramid coding (SPC) along with visual word reweighting, as shown in Figure
1. We first partition images into sub-regions on multiple scales, and adopt the
sparse coding approach to encode visual features of images with the spatial con-
straint. Different from SPM [1], the SPC-based visual vocabulary is concatenated
with each encoding results from the sub-regions which have the same spatial lo-
cality and segmentation scale. For the semantic embedding, we adopt a relaxed
but simple solution to reweight the SPC-based BoW representation according
to the semantic purity of each visual word, instead of the obtainment of the
semantic correspondence. Specifically, we give higher weights to semantically
distinctive visual words, and lower weights to semantically general visual words.
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Fig. 1. Flowchart of the proposed spatial pyramid codebook (with two scales) and
visual word reweighting methods. It is best viewed in color

Comprehensive experimental evaluations on the Scene-15 dataset demonstrate
the effectiveness of the proposed method.

The rest of the paper is organized as follows. Section 2 gives an overview of
some related work. In Section 3, we present the details of the proposed spatial
pyramid coding and visual word reweighting method. Experimental results and
comprehensive analysis are given in Section 4. Finally, the conclusions and future
research issues are discussed in Section 5.

2 Related Work

The bag-of-visual-words model (BoW) has been widely used due to its simplicity
and good performance. Many works has been done to improve the performance
of the traditional bag-of-visual-words model over the past few years. Some liter-
atures devoted to learn discriminative visual vocabulary for object recognition
[7-9]. Perronnin et al [7] used the Gaussian Mixture Model (GMM) to perform
clustering. To alleviate the drawback of k-means clustering, Jurie and Triggs
[8] tried to use a scalable acceptance-radius based clustering method instead.
Moosmann et al [9] used random forests to construct codebook which helps to
improve the classification performance. Others tried to model the co-occurrence
of visual words in a generative framework [10-13]. Boiman et al [10] tried to clas-
sify images by nearest-neighbor classification. Bosch et al [11] tried to classify
scene images using a hybrid generative/discriminative approach. Besides, many
researchers also [1, 14-19] tried to learn more discriminative classifiers by com-
bining the spatial and contextual information of visual words. Oliva and Torralba
[15] modeled the shape of the scene by using a holistic representation. Gemert et
al [16] proposed to learn visual word ambiguity through soft assignment. Zhang
et al [17] utilized nearest neighbor classification for visual category recognition.
Motivated by Grauman and Darrell’s [19] pyramid matching in feature space,
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Lazebnik et al [1] proposed the spatial pyramid matching (SPM) which has been
proven efficient for image classification.

Although the SPM method works well for image classification, it has to be
used along with nonlinear Mercer kernels for good performance. However, the
computational cost is O(n3) in training phase. To improve the scalability, Yang
et al [2] proposed a linear spatial pyramid matching method using sparse coding
along with max pooling to classify images, which has been shown very effec-
tive and efficient. The approach relaxes the restrictive cardinality constraint of
vector quantization in traditional BoW model and uses max spatial pooling to
compute histogram which reduces the training complexity to O(n). Motivated
by this, many researchers [4, 20-21] proposed novel methods to further improve
the performance. Wang et al [4] proposed to use locality constraints in feature
space during the sparse coding phase of [2] and the theoretical justifications are
given by Yu et al [20]. Boureau et al [21] also proposed a novel method to learn
a supervised discriminative dictionary for sparse coding.

Obviously, not all of the visual words are equally useful for image classifica-
tion. [22-23] showed that the human visual system employs an effective attention
mechanism and can recognize different object categories robustly by focusing
on the interesting parts in an image. To choose the most discriminative visual
features, Liu et al [24] tried to select the most discriminative visual word combi-
nation with Adaboost while Mutch and Lowe [25] used sparse, localized features
for multiclass object recognition. Cai et al [26] also tried to learn weights for
each visual word by solving a quadratic programming problem.

3 Spatial Pyramid Coding and Visual Word Reweighting

This section gives the details of the proposed spatial pyramid coding (SPC) and
visual word reweighting method. For each image, we first densely extract local
image features and then utilize the spatial pyramid principle to encode local
features. Then we concatenate the BoW representation of different segments
and reweight each visual word based on its semantic purity. Figure 1 shows the
flowchart of the proposed spatial pyramid coding and visual word reweighting
method.

3.1 Spatial Pyramid Coding

The idea of using spatial pyramid along with the BoW representation of images
has been proven very effective for image classification by many researchers. This
method partitions an image into increasingly finer spatial sub-regions and com-
putes the histogram of local features from every sub-region [1]. Usually, 2l × 2l

subregions, with l = 0, 1, 2 are used. Other partition method such as 3 × 1 is
also used to incorporate top and bottom relationships, which has been proven
very useful on the PASCAL VOC Challenge. Take the 2l × 2l for example, for
L levels and M channels, the resulting concatenated vector for each image has
a dimensionality of M

∑L
l=0 = M 1

3 (4L+1 − 1).
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To preserve the discriminative power of local image features as much as pos-
sible, researchers have tried many coding methods, among which the most pop-
ular is the k-means model. Formally, let X be a set of D-dimensional local
features. The number of local features is N , i.e. X = [x1, x2, ..., xN ] ∈ RD×N

where xi ∈ RD×1. Suppose we have a codebook B with M visual words, where
B = [b1, b2, ..., bM ] ∈ RD×M . To convert each descriptor into a M -dimensional
vector to represent images, k -means based vector quantization (VQ) method
tries to solve a constrained least square fitting problem as:

C = argmin

N∑
i=1

=‖ xi −B × ci ‖2 (1)

s.t. ‖ ci ‖l0= 1, ‖ ci ‖l1= 1, cij ≥ 0, ∀i, j
where C = [c1, c2, ..., cN ] is the codes for X and cij is the j-th element of ci.

The constraints in the k-means model are very restrictive with only one el-
ement of ci is set to 1. In practice, this is often achieved by nearest neighbor
search. To alleviate the discriminative power loss during vector quantization,
Yang et al [2] proposed to use sparse coding instead. They relaxed the restric-
tive cardinality constraint in Eq. (1) by using a sparsity regularization term
instead.l1 norm of ci is used. Thus, Eq. (1) becomes a standard sparse coding
problem [27] as:

C = argmin
N∑

i=1

=‖ xi −B × ci ‖2 +λ ‖ ci ‖1 (2)

where λ is the regularization parameter and ‖ . ‖1 is the l1 norm which sums
the absolute value of each element. This can be solved by optimizing over each
individually.

However, as introduced in [4], locality is more essential than sparsity because
locality leads to sparsity but not necessary vice versa. It allows sparse recon-
struction of features in the appearance space using sparsity along with locality
constraints. However, this discards the spatial information in the coding phase.
This paper proposes an ”orthogonal” approach: we perform pyramid coding in
the two-dimensional image space and use sparse coding method [1, 27] in feature
space. Specifically, we first partition the image into increasingly finer spatial sub-
regions with 2l×2l, l = 0, 1, 2. For each sub-region, the sparse coding parameters
and the codebook are then jointly learned using the local image features within
this sub-region. This is achieved by alternatively optimizing over the codebook
B and the coding parameters C while keeping the other fixed. We use the al-
ternative optimization method as did in [1, 27] to solve this problem. In our
experiments, about 45,000 SIFT descriptors extracted from random patches of
each segment are used to train the codebooks. Once we have learned the code-
book for each sub-region, we are able to code efficiently for each local feature
using Eq. (2). Max pooling [1] is then used to generate the BoW representation
for each segment which has been shown very effective when combined with sparse
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Fig. 2. Toy example showing the semantic meaning of visual words. Different colors
represent local features extracted from different classes. Since visual word 3 is the most
semantically distinctive, we believe the word is more discriminative than visual word
1 and 2 in a specific classification task. It is best viewed in color.

coding. Finally, the BoW representations of all segments are concatenated into
a long vector to represent images.

3.2 Visual Word Reweighting

Although the bag-of-visual-words model is inspired by the bag-of-words approach
to text categorization, the semantic meaning of visual word has not been consid-
ered too much in literature. We believe the semantic information of visual words
can also be utilized to improve the image classification performance.

During the vector quantization of traditional BoW model or the sparse cod-
ing process, many local features are assigned to one visual word. These local
features may come from different classes of images hence have different semantic
meanings. Assuming each local image feature having the same semantic label
as the image from which it is extracted, we can use the frequency distribution
of classes of local features assigned to each visual word to represent this visual
word. Formally, let Q = [q1, q2, ..., qM ] ∈ RK×M is the semantic distribution
of all the visual words, where qi ∈ RK×1 and K is the number of classes. We
believe that the purity of each visual word is correlated with its discriminative
power. For example, sky often exists on the outdoor scene images. While classi-
fying outdoor images of different classes, visual words representing the upper sky
are often generated by local features extracted from different classes of images.
These visual words are noisy for classification and should be given lower weights.
On the contrary, if one visual word is generated mainly by the local features of
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the same class, the discriminative power of this visual word is much stronger
than visual words which are generated by local features from diverse classes of
images. Figure 2 shows a toy example reflecting showing the semantic purity of
visual words.

To measure the semantic purity of each visual word quantitatively, we choose
to use the entropy of each visual word’s semantic distribution, because it has
been proven very effective and efficient to implement. The larger the entropy, the
less pure the visual word and vice versa. Formally, let ei to represent the entropy
of visual word bi whose semantic distribution is qi. ei can then be calculated as:

ei = −
K∑

k=1

qikln(qik) (3)

Let wi to represent the weight of visual word i,i ∈ 1, 2, ...,M . The weight of each
visual word can then be computed as:

wi = exp(−ei/α) (4)

where α is the scaling parameter. In our experiments, we simply set α to 1. The
weight of each visual word can then be computed in an efficient way as:

wi =
K∏

k=1

qqik

ik (5)

4 Experiments

We evaluate the proposed spatial pyramid coding and visual word reweighting
method on the fifteen natural scene dataset by provided Lazebnik et al [1]. The
fifteen scene dataset composes 4,485 images, which vary from natural scenes
like forests and mountains to man-made environments like offices and kitchens.
Thirteen were provided by Fei-Fei and Perona [12] (eight of these were originally
provided by Oliva and Torralba [15]) and two were collected by Lazebnik et al
[1]. We perform all processing in grayscale of images even when sometimes the
color images are provided. As to the feature extraction, we follow Lazebnik et
al [1] and densely compute SIFT descriptors on overlapping 16×16 pixels with
an overlap of 8 pixels. The codebook size is set to 1,024, as Yang et al [2] did.
Multi-class classification is done via the one-versus-all rule: a SVM classifier is
learned to separate each class from the rest and a test image is assigned the label
of the classifier with the highest response. The average of per-class classification
rates is used to quantitatively measure the performance.

We show some example images of the Scene-15 dataset in Figure 3. The ma-
jor picture sources in this dataset include the COREL collection, personal pho-
tographs and Google image search. Each category has 200 to 400 images, and
the average image size is 300×250 pixels. We follow the same experiment pro-
cedure of Lazebnik et al [2] and randomly choose 100 images per category as
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Fig. 3. Example images of the Scene-15 dataset

Table 1. Classification rate comparison on the Scene-15 dataset. Numerical values in
the table stand for mean and standard derivation.

Algorithms Classification Rate

KSPM[2] 76.73 ± 0.65
KC[16] 76.67 ± 0.39
ScSPM[2] 80.28 ± 0.93

ScSPM 78.77 ± 0.50
SPC 81.14 ± 0.46
SPC+Reweighting 82.98± 0.23

the training set and use the remaining images as the test set. This process is
repeated for five times.

Table 1 gives the detailed comparison results. We compare the proposed meth-
ods with the kernel codebook proposed by Gemert et al [16], the ScSPM and
the reimplementation of nonlinear kernel SPM by Yang et al [2]. Our imple-
mentation of ScSPM is not able to reproduce the results reported by Yang et
al [2] probably due to the feature extraction process and normalization process.
We can see from the results that the proposed SPC outperforms ScSPM, which
shows the effectiveness of combining spatial information in the coding phase.
Besides, the classification rate can be further improved by reweighting each vi-
sual word based on its semantic purity. This demonstrates the effectiveness of
the proposed method.
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Table 2. Classification rate per concept for the ScSPM, SPC and SPC+Reweighting

Class ScSPM SPC SPC+Reweighting
Bedroom 67.24± 5.57 83.62± 1.16 84.48± 1.28
CALsuburb 99.29± 1.42 99.29± 0.95 99.29± 1.00
Industrial 56.40± 2.00 57.35± 2.67 57.82± 3.22
Kitchen 66.36± 3.44 65.45± 2.54 69.09± 4.96
Livingroom 62.43± 2.92 64.02± 2.55 65.61± 3.42
MITcoast 97.69± 1.51 96.15± 0.61 98.08± 1.87
MITforest 97.81± 0.91 99.12± 1.30 97.37± 1.00
MIThighway 86.25± 2.67 88.12± 4.34 88.12± 3.71
MITinsidecity 88.94± 1.16 88.94± 1.43 89.90± 1.50
MITmountain 84.67± 2.70 86.50± 2.96 85.77± 2.83
MITopencountry 74.19± 3.33 79.03± 4.55 100± 0.00
MITstreet 91.15± 2.29 94.79± 3.31 92.71± 3.01
MITtallbuilding 97.27± 0.35 98.05± 0.33 99.22± 0.28
PARoffice 86.96± 2.25 87.83± 2.84 83.48± 0.78
Store 69.77± 2.70 73.03± 3.50 73.95± 3.59

To analyze the detailed classification performance, we give the classification
rate per concept in table 2. Generally, four conclusions can be made. First,
we can have similar observation as [1] did that the indoor classes (e.g. kitchen,
livingroom) are more difficult to classify than the outdoor classes (e.g. MITopen-
country, MITtallbuilding). Second, the advantages of SPC over ScSPM mainly
focus on indoor classes, e.g. bedroom, livingroom and store. This is because the
SPC method is able to combine the spatial information into the coding process;
hence helps make correct categorization of images. Third, the improvement of
SPC+Reweighting over SPC mainly lies on outdoor classes, this is because im-
ages of the outdoor classes (e.g. ”MITopencountry”) are relative simple and with
less objects compared with images of indoor classes. We believe this is the reason
why the reweighting works. Finally, the proposed SPC and SPC+Reweighting
methods outperform ScSPM for all the fifteen classes.

5 Conclusion

This paper proposes a novel method for image classification using spatial pyra-
mid coding (SPC) and visual word reweighting. SPC is easy to compute and can
incorporate spatial information in the coding phase which is lost in the sparse
coding spatial pyramid matching (ScSPM). SPC applies spatial constraint in the
coding phase for each sub-region of images; hence is more discriminative than
ScSPM. Besides, we relax the semantic embedding from ideal semantic corre-
spondence to semantic purity of visual words and reweight each visual word ac-
cording to its semantic purity, giving higher weights to semantically distinctive
visual words, and lower weights to semantically general ones. The experimental
evaluations on the Scene-15 dataset demonstrate the effectiveness of the proposed
spatial pyramid coding and visual word reweighting for image classification.
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Our future work includes the following possible directions. First, More efficient
coding methods, such as semi-supervised methods will be studied. Second, how
to further reduce the computation cost will also be investigated. Third, how to
integrate the spatial information of local features more efficiently will also be
studied.
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Abstract. In this paper we propose a new general framework to ob-
tain more distinctive local invariant features by projecting the original
feature descriptors into low–dimensional feature space, while simultane-
ously incorporating also class information. In the resulting feature space,
the features from different objects project to separate areas, while locally
the metric relations between features corresponding to the same object
are preserved. The low–dimensional feature embedding is obtained by
a modified version of classical Multidimensional Scaling, which we call
supervised Multidimensional Scaling (sMDS). Experimental results on a
database containing images of several different objects with large varia-
tion in scale, viewpoint, illumination conditions and background clutter
support the view that embedding class information into the feature rep-
resentation is beneficial and results in more accurate object recognition.

1 Introduction

Local invariant features like SIFT [1], SURF [2], HOG [3], etc. are becoming in-
creasingly popular in computer vision and pattern recognition, finding numerous
applications and often being the tool of choice in as diverse areas as image registra-
tion, 3D reconstruction, image retrieval, robot navigation and object recognition,
to name just a few. A comprehensive survey of local invariant features is given
in [4], which also provides a qualitative evaluation of their strengths and weak-
nesses. In the context of object recognition, especially, one inconvenience with
local features is that they cannot be fed directly into a classifier, like in global
appearance–based methods [5], where either the whole image, or the response of
a pre–determined number of filters on the image is used as a feature. This problem
stems from the fact that usually a different number of features are extracted from
each image of an object, and there is no obvious way how to organize them in a
vector form, suitable for input to a standard classifier. This difficulty has been sur-
mounted to some extent in the recently popular bag–of–keypoints (BoK) frame-
work [6], where the features extracted from all training images are clustered in
feature space, and each image is represented by a histogram in which the cluster
centers, also called “visual words” [7], determine the bins.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 250–261, 2011.
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However, one problem with the BoK approach is that features extracted from
different objects can be clustered together, which may lead to a similar rep-
resentation of different classes of objects. This makes recognition difficult and
unreliable. Using a good classifier in a classification step after the representation
step can partially improve the situation, but a better and more natural solution
might be to take measures earlier, at the representation step, not allowing the
features from different objects to be clustered together in the first place. In this
way, the available class information can be used more efficiently, resulting in an
easier classification problem.

Our main idea is to embed the local feature descriptors in a low–dimensional
space where the features from different classes of objects are well separated from
each other. Then the cluster centers for different classes will also be located
widely apart from each other, and this would lead to more accurate classifica-
tion in the framework of the bag–of–keypoints approach. In order to accomplish
this, we propose a new low–dimensional embedding method, Supervised Multidi-
mensional Scaling (sMDS), which is based on classical multidimensional scaling
(MDS), but the low–dimensional embedding of the data is modified to reflect
the available class information. Classical MDS [8], also known as Principle Co-
ordinates Analysis, is similar to Principle Components Analysis (PCA) [9], but
it operates on the distance matrix of the data, rather than on the data itself, as
PCA does. In our case, we manipulate the distance matrix obtained from the
data to ensure that in the low–dimensional embedding, the features correspond-
ing to different objects are separated from each other. An additional benefit is
the lower–dimensionality of the features, which can speed up significantly the
clustering process in the BoK framework.

The rest of the paper is organized as follows. In section 2 we briefly review
related work, concentrating more specifically on the PCA–SIFT algorithm. In
section 3, the Supervised Multidimensional Scaling (sMDS) algorithm is ex-
plained, which is used to illustrate and implement the general class–specific
low–dimensional feature representation framework proposed in this paper. Ex-
perimental results comparing the performance of the features obtained by using
sMDS, PCA–SIFT, LDA–SIFT (an LDA version of SIFT, explained below) and
SIFT in a BoK based object recognition task and a feature matching based image
retrieval task are shown in section 4, and section 5 concludes the paper.

2 Related Work

Our work is most strongly related to the PCA–SIFT algorithm of Ke and Suk-
thankar proposed in [10]. They apply Principle Component Analysis (PCA) to
the normalized gradient patches in an image, centered at locations where key-
points (interest points) have been detected by a SIFT detector. The SIFT al-
gorithm [1], like many other algorithms for local invariant feature extraction,
consists of two main parts: a feature detector and a feature descriptor. The
SIFT feature detector finds interest points in an image by searching for local
extrema in the scale–space pyramid built with Difference–of–Gaussian (DoG)
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filters. Apart from its location, the detected keypoint is assigned also scale and
dominant orientation, and these are used to build a canonical view of the lo-
cal gradient of the image patch that is invariant to similarity transforms. The
standard SIFT descriptor then constructs smoothed orientation histograms to
represent the structure of the patch around the keypoint. In PCA–SIFT, the last
step (building of the orientation histogram) is substituted by a low–dimensional
projection of the normalized gradient patch using PCA. The motivation for this
is to achieve a more compact (low–dimensional), faster, more accurate and the-
oretically simpler descriptor, avoiding the somewhat heuristic choices behind
the design of the SIFT descriptor. Since the detector part of SIFT is kept un-
changed, the advantages it provides in terms of good feature localization ability
and repeatability are retained. In [10], the authors compare the performance of
SIFT and PCA–SIFT in a number of feature matching tasks and in an image re-
trieval application, demonstrating that PCA–SIFT results in a more distinctive,
compact and robust descriptor. The authors suggest that one of the most impor-
tant reasons for the success of PCA–SIFT can be linked to the low–dimensional
projection of the gradient patch, which appears to retain the identity–related
variations, while discarding the distortions induced by other effects of the imag-
ing process.

The main contribution of the present paper is to develop further the main idea
of PCA–SIFT – low dimensional mapping of local invariant features – by incorpo-
rating also object class information. This would result in more distinctive features,
which is highly desirable for object recognition applications. Surprisingly, in the
context of local image descriptors, this direction has not attracted much atten-
tion, although quite a few works based on PCA have been reported, e.g. [11], [12].
Some previous work in the direction of trying to obtain more distinctive local fea-
tures has been done in [13], where the authors suggest using Linear Discriminant
Analysis (LDA) [14] to obtain low–dimensional projection of the features. How-
ever, in that work the projection is determined by only two classes – matching
and non–matching pairs of features – which might be advantageous in the con-
text of wide–baseline matching or other feature matching applications, but would
be less relevant for object recognition tasks, especially in the bag–of–keypoints
(BoK) framework, where many features are grouped in a single cluster, and the
gain in matching precision would anyway be lost in the clustering.

In the approach proposed in the present paper, embedding of class information
into the features is achieved by projecting them to a low–dimensional space, in
which the features from different objects project to separate areas, while at the
same time the metric relations between features corresponding to the same ob-
ject are preserved. This is accomplished by using the supervised Multidimensional
Scaling algorithm introduced below which directly manipulates the distance ma-
trix of the features, thus guaranteeing (by construction) that features from dif-
ferent classes would map to well–separated areas in low–dimensional space. In
this way, it is expected (and later experimentally verified) that the “averaging”
or “blurring” effect of the feature clustering in the BoK framework can be allevi-
ated, resulting in more precise and reliable recognition.
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3 Low-Dimensional Feature Representation by
Supervised Multidimensional Scaling (sMDS)

The supervised Multidimensional Scaling (sMDS) algorithm proposed in this
paper is a modification of the classical (unsupervised) Multidimensional Scaling
algorithm [15], [16], which is first briefly reviewed here. Multidimensional scaling
is a term used to denote a group of techniques which obtain a low–dimensional
representation of a set of data points by analyzing the distance matrix of the
data. There are many types of MDS, but the classical MDS proceeds as follows.

From the n × n distance matrix D = (dij) of the data (feature descriptors
xi,i : 1...n, extracted from the training images in our case), the following n× n
matrix is formed:

A = (aij), aij = −1
2
d2

ij (1)

Then, the “doubly centered” matrix B=HAH is formed, where H is the cen-
tering matrix

H = I − n−1Jn,Jn = 1n1T
n (2)

and Jn is an (n × n) matrix of ones. Next, the eigenvectors vi corresponding
to the t largest positive eigenvalues λi of B are found, and the required t-
dimensional embedding of the data is given by

Y = V Λ
1
2 = (
√
λ1v1, ...,

√
λtvt) = (y1, ...,yn)T (3)

yi are called the principle coordinates of the original high-dimensional data xi,
and their inter–point distances are equal to the corresponding distances in the
original distance matrix D.

In order to ensure that features coming from different objects are mapped
to well–separated locations in low–dimensional space, in sMDS, the supervised
version of MDS, we propose to manipulate the distance matrix D in the following
manner:

D := D + max(D)Ω (4)

where max(D) is the maximum entry in D, and Ω is a matrix of the same size
as D, defined as Ωij = |c(xi) − c(xj)|. Here, c(xi) returns the class number
of the i-th feature (i.e. an integer value between 1 and C, assuming we have C
different classes in total). In this way, in the modified version of D, the distances
between features belonging to the same class are preserved unchanged, while any
features belonging to different classes, say class 1 and class 3, will be separated
by a distance of at least 2×max(D). This will force Eqs. (1)–(3) to project such
features in different sufficiently separated local neighborhoods of the resulting
low–dimensional space, while at the same time the intra–class distances (the
distances between features coming from the same object) are preserved. We call
the low–dimensional map obtained by using Eq. (4) a “retinotopic map” (see
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Fig. 1), as it resembles the topographic organization of certain structures in the
brain responsive to visual input (e.g. the visual cortex, the visual nuclei in the
brain stem and the lateral geniculate nucleus in the thalamus), where the centers
of receptive fields of spatially adjacent neurons form an orderly sampling mosaic
to cover adjacent portions of the visual field [17]. In our case, adjacent object
classes are stored in adjacent areas in the low–dimensional map, without overlap.

An algorithm must also be available to map new features coming from test
images. A similar problem in the context of classical MDS has been investigated
in [18], where it is shown that the principal coordinates yT for a new (unseen,
or out–of–sample) data xT are given by:

yT =
1
2
((Y T Y )−1Y T )T dT (5)

dT = diag(Y T Y ) − dT,n (6)

dT,n = (d2(xT ,x1), ..., d2(xT ,xn))T (7)

where dT,n is a column vector of the squared distances between the test data
and each of the training data. We use dT,n above also to eliminate test features
which are farther away than a threshold Tm from the nearest training data, as
such features usually correspond to incorrectly detected keypoints. The value of
Tm is determined so that to obtain best performance on the validation set of the
data (explained in the next section).

Figure 1 shows a plot of the feature embedding in three–dimensional feature
space constructed by sMDS (corresponding to the three largest eigenvalues, i.e.
t = 3 in Eq. (3)). As can be seen from the figure, the features belonging to
different objects (shown in different color and markers) are well separated. This
is in contrast to the embedding found by PCA–SIFT (Fig. 2), where all features
are intermixed and no structure is visible. For comparison, we implemented also
an LDA version of SIFT (LDA–SIFT), which uses Linear Discriminant Analysis
instead of PCA to map the SIFT descriptor, and the resulting map is shown in
Fig. 3. As can be seen, three of the objects which happen to be quite different
from the rest are separated relatively (at least partly) well, but the objects from
the remaining 7 classes are all mapped to an overlapping area in the center.

4 Experimental Results

In order to demonstrate the efficacy of the proposed framework for class–specific
low–dimensional feature embedding in the context of view-invariant object recog-
nition, we have conducted several experiments in which the supervised MDS
(sMDS) algorithm is compared to both PCA–SIFT and SIFT. We created a
database of 10 different objects (see Fig. 4), which contains large variations in
scale, viewpoint, illumination conditions and background clutter. The database
is of approximately similar difficulty as the one in which [10] compares PCA–
SIFT to SIFT, however our database is divided into a training, validation and



Class-Specific Low-Dimensional Representation of Local Features 255

Fig. 1. 3D plot of the low-dimensional feature mapping obtained by sMDS. Different
objects are shown in different color or in similar color but different markers.

Fig. 2. 3D plot of the feature space obtained by PCA-SIFT

test sets, and has a much larger number of test images. In this way, we believe
it is possible to test more accurately the performance of the different algorithms
(for comparison, only 3 images per object are available in the dataset in [10]).
The training set (Fig. 4a) contains 3 images for each object class, taken on
predominantly black background. The validation set (see Fig. 4b) contains 5
images for each object, with a large level of background clutter, and is used to
tune any parameters for each of the methods which influence its performance,
e.g. the number of clusters for the bag–of–keypoints based object recognition
experiment, and the matching thresholds for the feature matching based image
retrieval experiment (explained below). Then, the parameters for which best per-
formance is obtained are fixed and each method is applied to the test set, which
has 10 test images for each object (see Fig. 4c). This setting simulates the com-
mon situation where a limited number of images are available for learning and
validation, with a larger number of test images. Our dataset can be downloaded
from http://www.eml.hiroshima-u.ac.jp/include/database. We have im-
plemented the sMDS algorithm and the bag-of-keypoints algorithm in Matlab,

http://www.eml.hiroshima-u.ac.jp/include/database
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Fig. 3. 3D plot of the feature space obtained by LDA-SIFT

while for SIFT we used Lowe’s original implementation and for PCA–SIFT the
implementation provided by the authors of [10], which is available at [19]. In the
implementation of sMDS used for the experimental evaluation, the input fea-
tures xi are identical to those used in PCA–SIFT, i.e. 3042–dimensional feature
vectors obtained from the normalized gradient patches of size 41×41 pixels, cen-
tered at locations in the image where keypoints have been detected by a SIFT
detector. Additionally, as a baseline, we implemented also an LDA–SIFT algo-
rithm, where standard LDA is used instead of PCA to obtain a low-dimensional
map for the features (in the case of LDA, the maximum dimension of the feature
space is C − 1, where C is the number of object classes [14]). Our implemen-
tation of the bag–of–keypoints uses the standard k–means clustering algorithm.
The Euclidean distances between the histograms obtained for the test data and
those obtained for the training data were compared and the class of the test
images was determined by the nearest neighbor method.

The results obtained for the BoK–based object recognition experiment are
shown in Fig. 5. The plots show the recognition rates (percent correctly classified
test images) obtained by each method, as a function of the number of cluster
centers used. As can be seen from the results, sMDS significantly outperforms
the other methods. Somewhat surprisingly, the performance of PCA–SIFT is
actually slightly worse than SIFT, and LDA–SIFT performs even worse than
PCA–SIFT.

In the Introduction we made the conjecture (which motivated our work)
that distinctive feature representation at an earlier stage might be more im-
portant than using a sophisticated classifier at a later stage. In order to test this
statement, we further conducted another experiment, substituting the nearest–
neighbor classifier from the previous experiment with a Support Vector Machine
(SVM) using a radial basis function (RBF) kernel. The results are shown in
Fig. 6. Here again sMDS significantly outperforms the other methods (note that
good performance is obtained even for as few as 200 cluster centers), while the
performance of the other three algorithms seems to be quite similar this time.
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(a)

(b)

(c)

Fig. 4. The database used for the experiments: (a) the training set; (b) the validation
set; (c) the test set
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Fig. 5. Comparison of sMDS, PCA-SIFT, LDA-SIFT and SIFT for BoK (using nearest
neighbor as a classifier)

Also, when SVM is used, the performance of all methods seems to be less influ-
enced by the number of cluster centers.

Since both sMDS and PCA–SIFT construct a low–dimensional representation
of the original high–dimensional features, it is interesting to see how performance
depends on t, the dimension of the low–dimensional feature space. This depen-
dence is shown in Fig. 7. For sMDS, performance seems to be stable over large
range of values for t, and very good performance is achieved even for as low value
as 10 dimensions. The confusion matrices obtained for each of the four methods
are also given in Fig. 8 below.

In order to make sure that the improvement in recognition accuracy obtained
by sMDS is valid not only for the BoK scheme, we performed another experiment,
similar to the image retrieval task given in [10]. We used the same dataset as in
the previous experiment, but this time recognition was based on simple feature
matching. The features obtained from each test image were directly matched to
the features obtained for the training images, using a threshold to determine the
matching pairs. The number of matches to each class was used as a similarity
measure. We used the following scoring method to evaluate the precision of the
retrieval: if the correct object class was retrieved the algorithm was awarded 3
points; if the correct object appeared in the top two positions the algorithm was
awarded 2 points, and if the correct object appeared in the top three positions
the algorithm was awarded 1 point. Otherwise no points were given. The total
scores and the correct retrieval percentage obtained for each algorithm for all
test images are given in Tab. 1. The thresholds for each method were tuned to
give best results on the validation set, and then the same values were used to
obtain the final results on the test set. In this experiment again, sMDS achieved
the best performance.
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Fig. 6. Comparison of sMDS, PCA-SIFT, LDA-SIFT and SIFT for BoK (using SVM
as a classifier)

Fig. 7. Performance of sMDS and PCA-SIFT for different embedding dimensions

Fig. 8. Confusion matrices for sMDS (top-left), PCA-SIFT (top-right), LDA-SIFT
(bottom-left) and SIFT (bottom-right)
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Table 1. Results for the feature matching tasks

METHOD FEATURE THRESHOLD SCORE CORRECT
DIMENSION RETRIEVAL

SIFT 128 150 125/300 41.6 [%]
PCA–SIFT 20 2600 178/300 59.3 [%]
LDA–SIFT 9 16 130/300 43.3 [%]

sMDS 10 300 221/300 73.7 [%]

5 Conclusions

In this paper we have proposed a general framework which can be used to ob-
tain more distinctive local invariant features by projecting the original feature
descriptors into low–dimensional feature space, while simultaneously incorporat-
ing class information. In the resulting feature space, the features from different
classes of objects project to well-separated distinct areas. Experimental results,
obtained both in a bag–of–keypoints setting and for a simple feature matching
task indicate that embedding class information into the low–dimensional feature
representation is beneficial and results in more accurate object recognition.

In the present implementation we have used classical MDS as a tool to ob-
tain low–dimensional embedding of the data, because it is a well–known and
theoretically well–understood method, but instead of the supervised version of
MDS proposed here, a supervised version based on other linear or nonlinear di-
mensionality reduction methods, like manifold learning methods [20], etc. could
also have been used. In a future work, we intend to compare the performance
of different dimensionality reduction methods in the context of the general ap-
proach proposed in this paper. Also it would be interesting to apply the proposed
method to other local feature descriptors.
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Abstract. In this paper, we present a novel method to overcome the
common constraint of traditional camera calibration methods of surveil-
lance systems where all objects move on a single coplanar ground plane.
The proposed method estimates a scene model with non-coplanar planes
by measuring the variation of pedestrian heights across the camera FOV
in a statistical manner. More specifically, the proposed method automat-
ically segments the scene image into plane regions, estimates a relative
depth and estimates the altitude for each image pixel, thus building up
a 3D structure with multiple non-coplanar planes. By being able to esti-
mate the non-coplanar planes, the method can extend the applicability of
3D (single or multiple camera) tracking algorithms to a range of environ-
ments where objects (pedestrians and/or vehicles) can move on multiple
non-coplanar planes (e.g. multiple levels, overpasses and stairs).

Keywords: Camera calibration, non-coplanar planes, region segmenta-
tion, motion variety, depth and altitude estimation.

1 Introduction

In recent years, a significant amount of research effort has been put on 3D
pedestrian tracking from single or multiple surveillance cameras. Most of the
existing methods that perform 3D object tracking, assume that all objects move
on a single flat ground plane that is defined either manually or automatically
from tracking observations. However, such a simple model is not able to handle
scenes that contain multiple non-coplanar structures such as ramps, stairs and
overpasses. In this paper, we propose a method for estimating the 3D geometry
for such scenes from noisy 2D observations of walking pedestrians.

Hoiem et al [1] proposed a probabilistic modeling of the scale and location
variance of objects in the scene, thus they built up a relationship between the size
of objects and their positions and then could filter out false detections. Saxena
et al [2] assumed that the world consists of vertical structures and a single flat
ground surface. Then, a classifier was trained to model the relation between local
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material properties (colour and texture), 3D orientation, and image location.
Other automatic ways for calibrating a ground plane from observed tracks of
walking people were proposed in [3], [4] and [5], which assumed accurate head
and foot positions of single pedestrians. All the above methods can only deal
with situations where all the objects move on a single coplanar ground plane.
Breitenstein et al [6] proposed an online learning approach for estimating a
rough 3D scene structure from the outputs of a pedestrian detector. They divide
the image into small cells and compute the relative depth for each image cell.
However, their scene model is actually a depth map that does not explicitly
represent the real 3D spatial dimensions of scene features.

Different from other methods, the main novelty of the proposed approach is
the accumulation of evidence for the presence of different planar regions in the
scene through pedestrian tracking, once enough tracks are available, a form of
clustering is applied and each image pixel is associated with a cluster which
defines a separate planar surface in the scene. The framework for estimating
non-coplanar planes is summarized in the following diagram:

Fig. 1. Framework overview

1.1 Camera Projection Model

In this work, we use a model which assumes a linear relationship between the
2D image height of an object and its image vertical position (see Fig. 2), similar
to [7]:

h = R(yB −HL) (1)

where h is the object 2D image height, R is the object height expansion rate,
yB is the vertical image position of the detected object (foot position) and HL is
the image y-coordinate of the horizon line. The object pixel height h is zero at
the horizon HL and maximum at the bottom row of the image. Note that this
projection model can only apply for objects moving on a single flat plane.
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Fig. 2. Camera projection model

This camera projection model assumes that the camera roll angle is zero
so the horizon is parallel to the x-axis. When this is not the case, an image
transformation can be applied to satisfy this condition. In addition, the rest of
camera parameters (e.g. tilt angle, height, focal length) have appropriate values
that allow the variation of objects sizes with respect to their y coordinates. The
above assumptions are typical for the majority of surveillance cameras.

1.2 Image Patch Model

The image plane is divided uniformly into small patches Pm,n , where m and n
are the row and column index of each patch:

Pm,n = {Wm,n, μ
H
m,n, Am,n, (cm,n, dm,n)} (2)

where Wm,n is a binary variable that indicates whether this image patch is
walkable or not (Sec.2.2), μH

m,n is the average pedestrian height located in this
patch (Sec.4.1), Am,n is the estimated altitude (Sec.4.2), and (cm,n, dm,n) are
line parameters that indicate the relationship between pedestrian height and
image vertical positions (Sec.3.1).

2 Processing of Tracking Observations

2.1 Motion Tracking

For each pedestrian in the scene, a track (or an observation) is derived by a blob
tracking algorithm, e.g. [13]. For a pedestrian j = [1,2..M], a trackOj is defined as:

Oj = {[xmin
j,k , xmax

j,k , ymin
j,k , ymax

j,k ]} (3)

where k is the frame number. The bounding box [xmin
j,k , xmax

j,k , ymin
j,k , ymax

j,k ] defines
the object width ( Wj,k= xmax

j,k - xmin
j,k ) and height ( Hj,k= ymax

j,k - ymin
j,k ) and

its centre bottom point (Bj,k,Cj,k). where Bj,k is the lower y-coordinate of the
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bounding box (Bj,k = ymax
j,k ) and Cj,k is the middle x-coordinate (Cj,k = (xmin

j,k

+ xmax
j,k )/2 ).In practice, before any further processing, it pays to filter tracks to

remove unreliable measurements. In our case, we use the LOWESS method [14]
to smooth the bounding box sizes for each track (10% of the track length as
the window size), and also remove bounding boxes where the ratio between the
height and width is below a threshold Thw (experimentally set to 2), which are
likely to violate the assumption that we are processing walking pedestrians only.

2.2 Walkable Regions

For a given scene, people normally appear on regions which can be called ”walk-
able” (e.g. not on walls or buildings). Therefore, detecting where people appear
can help us to identify walkable regions in the camera FOV. A patch is walk-
able if the number of observations (Bj,k,Cj,k) located inside a patch is above
a threshold Thw. Then, by a connected component analysis, image patches are
grouped and labeled as walkable regions (see Fig.11). Walkable regions will be
further segmented in Sec.3.1.

2.3 Height Variation across Multiple Planes

The linear camera projection model (Eq.1) is valid if objects move on a single
flat plane. However, this is not true for scenes that contain ramps or stairs. Fig.3
shows that when a pedestrian moves across different planes (at the boundary
between the flat area and the stairs at around y=480 ), there is a noticeable
change of slope of the object height/y-axis plot.

We adopt a Hough transform approach to detect the slope change and conse-
quently determine the number of planes for each walkable region. Let’s assume
that the frame span of a track Oj is fromKj,o to Kj,p. Firstly, we divide the track
uniformly in time into N parts. Each track segment i (i = [1...N]), consists of a
set of points Qi=(Bj,k ,Hj,k), where k is the frame index of Qi, (Kj,p-Kj,o)/N is

Fig. 3. Bounding boxes of a tracked pedestrian j (left) and the relationship between
object heights Hj,k and vertical position on the image of Bj,k (right)
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the length of each track segment.Each point (Bj,k ,Hj,k) reflects the relationship
between pedestrian heights and the vertical position on the image plane. Then,
we perform least square line fitting for all points between Kj,o and Kj,p. We
find the line parameters (cj,i,dj,i) in slope-intercept form, which minimize the
average square distance from points to the line segment.

The ith fitted line function for track j is:

Hj,k = cj,iBj,k + dj,i (4)

and the average square distance error is:

E =
∑

k

(Hj,k − cj,iBj,k − dj,i)
(Kj,p −Kj,o)/N

(5)

Therefore, for each track Oj , we obtain a set of line parameters (cj,i,dj,i) or
equivalently (θj,i,Sj,i), where θj,i= arctan(cj,i) is the angle between each line
and the x-axis and Sj,i= -dj,i/cj,i is the intercept. Each fitted line represents a
linear relationship between the pedestrian height and the image vertical position
or equivalently a plane that the pedestrian moves on. For further analysis, a
histogram of angles θj,i is obtained. Fig.5 shows that for pedestrians moving
across planes, their height curves will change its slope and more than one peak
will occur in the histogram (left side of Fig.5). For pedestrians moving only on
one of the planes (right side of Fig.5), their height curves will be a single line
ideally, the variation of angles of fitted lines will be small and one peak will occur
in the histogram.

Finally, we obtain the histogram of angles of all the tracks for a specific
walkable region. After applying a moving average to smooth the histogram, we
obtain all the peaks (local maxima). Each peak corresponds to a plane in the
scene and is described as a single Gaussian:

(μθ
i , σ

θ
i , μ

S
i , σ

S
i ) i = 1...Nclass (6)

where μθ
i , σθ

i are the mean and standard deviation of angle θj,i, and μS
i , σS

i are
the mean and standard deviation of intercepts Sj,i for each class i. Nclass is the
total number of classes for the given walkable region (see Fig.12).

Fig. 4. Least square line fitting (red: tracking data points, blue: fitted lines)
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3 Image Segmentation to Scene Planes

3.1 Segmentation of Walkable Region

After the number of planes (classes) for a given walkable region were estimated
as described in the previous section, all image patches are classified to different
planes. The steps to segment a walkable region into planes are summarized as
follows:

1. For each image patch Pm,n of the walkable region, we obtain all the tracked
pedestrians (Bj,k ,Hj,k) whose centre bottom points are located inside this patch
(see Fig.6).

2. A least square line fitting algorithm is applied to obtain the line parameters
cm,n,dm,n for this image patch. The angle between the line and the x-axis, θm,n=
arctan(cm,n) and the intercept Sm,n= -dm,n/cm,n, will then be used as a feature
of this image patch in order to classify it into different planes.

3. A segmentation method similar to the one described in [9] is applied. The
image patch Pm,n is labelled by the class (plane) i (Eq.6) that minimizes the
difference:

Arg min
i∈[1,Nclass]

[α
(θm,n − μθ

i )
2

(σθ
i )2

+ (1 − α)
(Sm,n − μS

i )2

(σS
i )2

, i] (7)

where θm,n is the angle feature for the image patch, and Sm,n is the intercept
for the image patch, and α controls the combination weights between the two
parts.

Fig. 5. Example of line angles and their histograms (Top: bounding boxes of pedestri-
ans, middle: angles, bottom: histogram of angles)
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Fig. 6. Examples of line features for image patches (the red rectangles)

4. Due to noise, a few image patches get an incorrect label during step 3. To
address this issue, the label of an image patch may change by minimizing the
following cost function:

Arg min
i∈[1,Nclass]

[
(θm,n − μθ

i )
2

(σθ
i )2

+ β

m+c,n+c∑
o=m−c,k=n−c

μo,k

|θm,n − θo,k|
] (8)

the cost function takes the difference between the patch Pm,n and its neighbour
patches into consideration (assuming eight neighbours here). μo,k=0 when Pm,n

and Po,k have the same label, and μo,k=1 when Pm,n and Po,k have different
label. The parameter β is set experimentally to 0.5

5. We repeat step 4 until no change of class label is observed.

3.2 Global Motion Variety

People are likely to move towards certain directions when they move on certain
geometric structures. For example, people often follow the path on a bridge,
also, go straight up or down on stairs statistically. Since their motion patterns
can differ on different planes (e.g. the overpass, stairs, the ground), we detect
such difference to distinguish between planes and define a reference plane. We
compute statistics about which direction each pedestrian takes and how many
times: each time a pedestrian’s centre bottom point Bj,k is located within Pm,n,
we compute a motion vector for the next few frames which indicates the direction
of the pedestrian’s motion., Then, all motion directions are accumulated to a
histogram of motion directions, consisting of Nv direction bins, as shown in
Fig.7.

{Vi} i = [1...Nv] (9)

where i indicates the direction of motion (Nv= 4 in this work), and Vi is the
count of the number of times pedestrians have taken that direction.
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Fig. 7. Four direction motion mode

We compute the ”motion variety” for each image patch Pm,n as follows:

Vm,n = { Vi∑Nv

i=1 Vi

,

√∑Nv

i=1[Vi −max(Vi)]2

Nv − 1
} (10)

Then, a reference plane needs to be chosen arbitrarily and the rest of the planes
are defined relative to this reference plane. We choose the region with largest
motion variety as the reference plane. Although this reference plane is not neces-
sarily the flat ground plane, it is more likely to be a plane parallel to the ground
plane, as stairs and slopes tend to have smaller motion variety (see Fig.14b).

4 3D Scene Model Estimation

4.1 Estimating Average Heights

A relative depth map is established by accumulating height observations of
tracked objects for each image patch. We model the noise observations of object
heights of each patch with a single Gaussian to address the issue of noisy. Specif-
ically, for each patch Pm,n, the pedestrian height Hj,k information is obtained,
whose (Bj,k,Cj,k) is located inside this patch. Then, the heights are modelled as
a mean μH

m,n and standard deviation σH
m,n. Note that some image patches will

have very few or no observation at all which implies that those areas are not
walkable by pedestrians.

Fig. 8. Pedestrian height information for image patches (red rectangles)
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4.2 Altitude Estimation

As the reference plane has been chosen in section 3.2 and the pedestrian height
information for each image patch has also been obtained in section 4.1, the next
step is to estimate the relative altitude for each image patch in the scene with
regard to the reference plane.

As illustrated in Fig.8, for each image patch (red rectangles), an average
pedestrian height μH

m,n is obtained as mentioned in section 4.1. One can always
find a position with the same pedestrian height somewhere on the reference plane
using Eq.11. yr

m,n is called the reference vertical position (green rectangles).

yr
m,n =

μH
m,n

Rr
+ yh (11)

The expansion rate Rr and the horizon yh (where the pedestrian height is zero)
for the reference plane is estimated using the line fitting method mentioned in
section 3.1.

If there is a difference between the vertical position of the image patch and
the reference vertical position yr

m,n, this indicates that the image patch may not
be located on the reference plane but on other planes that are higher or lower
than the reference plane. We estimate the relative altitude Arm,n for the image
patch Pm,n by taking the difference of vertical positions and normalize it by
the average pedestrian’s height μH

m,n, we will get an estimation of the relative
altitude Arm,n for the image patch:

Arm,n =
(ym,n − yr

m,n)
μH

m,n

(12)

Finally, we assume an average height of pedestrians Hav (e.g. 1.70 meters) to
convert the altitude of each image patch Pm,n into meters.

Am,n = Arm,nHav (13)

Fig. 9. Illustration of how altitude been estimated
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5 Dataset and Results

5.1 Dataset

The dataset used in this work is called Kingston Hill dataset which is captured
in Kingston Hill campus of Kingston University, London and is available at
http://dipersec.kingston.ac.uk/NCGMdata. It is a multiple camera dataset
with two cameras monitoring roughly the same area and time synchronized.
These videos were recorded by HD cameras. The image resolution is 1280×720.
The dataset contains several hours of videos with pedestrians moving around fre-
quently (with low object density in the scene). There are non-coplanar structures
in the scene such as stairs and overpass.

To the best of our knowledge, there is no existing public surveillance dataset
which deals specifically with scenes of multiple non-coplanar planes. Therefore,
we have made our dataset public available to allow researchers to work on track-
ing in multi-planar environments and compare results.

5.2 Results and Evaluation

In order to verify our method, we tested our algorithm on the dataset described
above. The frames from HD videos are divided into regular 10pix×10pix patches.
A motion tracker is used to obtain the position and size of each pedestrian when
they walk through the scene and more than 200 tracks are obtained. In Fig.11,
we show the results of grouping the camera FOV into walkable regions (Sec.2.2).

Fig.12a and Fig.12b show the result of the histogram of angles of all the tracks
for each walkable region (Sec.2.3). Fig.13a and Fig.13b show the intermediate
and final scene segmentation results respectively (Sec.3.1). At this stage, the
walkable region (1) was split to a flat area (red) and the stairs (green).

Fig.14a shows the motion variety for different coplanar regions for camera
one (Sec.3.2). We can see that the motion vectors on the overpass are very clear
and uniformed (mainly on direction 0). Motion on the stairs is fairly uniformed
(mainly on direction 1). However, on the flat area, the motion vectors are diverse,
therefore, the motion variety will be larger.

Fig.14b shows a relative depth map based on average pixel-wise pedestrian
height for each image patch where different colours represent different pedestrian
heights (Sec.4.1).

Fig. 10. Kingston Hill Dataset, camera view 1(left) and camera view 2(right)

http://dipersec.kingston.ac.uk/NCGMdata
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Fig. 11. Group of walkable regions for camera1

Fig. 12. a) Histogram of angles of lines for walkable region1 b) Histogram of angles of
lines for walkable region2

Fig. 13. a) Intermediate segmentation result for camera 1, b) Final segmentation result
for camera 1

Fig.15a and Fig.15b show the results of estimated altitude for each image
patch of both camera views. The x, y axes are the image coordinates and the z
axis is the estimated altitude. We can see a rough 3D structure of the scene: the
flat area, the stairs and the overpass which is higher than the stairs. In order
to evaluate the accuracy of the altitude estimation, we measured the real sizes
of the stairs and overpass. There are 19 steps, the first 18 of them are 18 cm in
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Fig. 14. a) Global motion variety for camera1 with histograms showing motion direc-
tion frequency, b) Pedestrian height for each image patch for camera1

Table 1. Evaluation on altitude estimation in meters

Ground truth Camera1 Camera2

Overpass: 5.0 5.1 5.0
Stairs: 3.4 3.3 3.5
Flat area: 0.0 0.0 0.1

Fig. 15. a) Estimated attitude for each image patch for camera1, b) Estimated attitude
for each image patch for camera2

height, and the last step is 16 cm in height. Hence the height of the stairway is
3.4 meters in total. The height of the overpass is 5 meters.

In table 1, we can see that our estimations of the heights of the stairs and
the overpass for the first camera view are 3.3 and 5.1 meters respectively (3.5
and 5.0 for the second camera view). Therefore, the proposed method estimated
accurately (overall error: less than 0.1 meter) the real altitude for 3D scene
structures.
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6 Conclusion and Future Work

We proposed a method to automatically estimate a non-coplanar scene model
by statistically exploring the variation of pedestrian heights across the camera
FOV. The proposed method is able to find out the relative depth, segment the
image plane into regions which belong to the same geometric coplanar plane,
identify a reference plane and estimate the altitude for each image pixel, thus
building up a 3D scene model which contains multiple non-coplanar planes.
Such a method is very useful for surveillance applications, as it allows 3D (single
or multiple camera) tracking in scenes which contain non-coplanar structures
such as multiple levels, overpasses and stairs. We also demonstrated that our
estimation of altitude is sufficiently accurate.

For future work, we aim to build up a 3D model which reflects the real world
scale of the scene structures by taking the real scale of pedestrians into con-
sideration. We also aim to extend our method to multiple cameras. Such an
approach will not only produce more accurate 3D representations but also will
map each of the 2D image views into a common 3D scene model that will allow
multiple-camera tracking in wide area non-coplanar environments.
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Abstract. In this paper, we explore region-based 3D representations of
the human face. We begin by noting that although they serve as a key
ingredient in many state-of-the-art 3D face reconstruction algorithms,
very little research has gone into devising strategies for optimally de-
signing them. In fact, the great majority of such models encountered in
the literature is based on manual segmentations of the face into subre-
gions. We propose algorithms that are capable of automatically finding
the optimal subdivision given a training set and the number of desired
regions. The generality of the segmentation approach is demonstrated on
examples from the TOSCA database, and a cross-validation experiment
on facial data shows that part-based models designed using the proposed
algorithms are capable of outperforming alternative segmentations w.r.t.
reconstruction accuracy.

1 Introduction

Many problems in computer vision deal with objects that can be subdivided into
meaningful parts by a human observer. It is widely believed—both in psychol-
ogy [1] and in computer science—that such a decomposition can enhance our
understanding of an object. This may enable us for example to identify partially
occluded or locally deformed objects, or to extrapolate from known examples
of an object class. Because of its social relevance, one of the most frequently
studied object classes in computer vision is the human face.

In this paper we demonstrate that—taking faces as a good case in point—the
optimal subdivision into parts does not follow the intuitive subdivisions that
have been used so far. We derive a method to extract better parts and show
their superiority in 3D face reconstruction experiments.

Many authors have demonstrated the usefulness of intuitive part-based rep-
resentations in automatic face recognition tasks. In one of the earliest works,
Brunelli and Poggio [2] showed that a template matching scheme based on a com-
bination of facial features such as the eyes, nose, and mouth provides better facial
recognition rates than a similar technique based on the face as a whole. More
recently, variations on this approach incorporating eigenfeatures have proven to
be particularly useful when dealing with partial occlusions and facial expres-
sions [3,4, 5]. Similar results have also been found for 3D face recognition [6].
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An important aspect of part-based representations is that they enable more ac-
curate reconstructions of novel examples of the object class. Blanz and Vetter [7]
augmented their 3D Morphable Model (3DMM) of the human face by manually
partitioning the face into four regions. By independently adjusting the shape
and texture parameters for these regions, and blending the results into a single
face model, they were able to obtain more accurate 3D face reconstructions than
with a holistic approach. Similarly, Peyras et al. [8] used region-specific Active
Appearance Models (AAMs) to enable accurate facial feature fitting on unseen
faces. The same principle has been adopted by various authors [9,10,11,12,13,14]
to enhance the performance of 3DMMs in 3D face modeling, 3D face reconstruc-
tion, and automatic face recognition tasks. The main difference between these
contributions regarding the part-based representation lies in the way the parts
are joined at the boundaries to form a complete face model.

The previously mentioned works have abundantly shown the merits of part-
based representations, but they do not provide any automatic tools for obtaining
the subdivision into parts, instead relying on manual segmentation of the regions.
While this approach may be acceptable for objects where the underlying regions
are intuitively clear, other object classes may benefit from automatic partition-
ing techniques. Furthermore, we will demonstrate that even for familiar object
classes like the human face, a manual segmentation is not necessarily optimal.

In the literature, a large amount of research has gone into the development of
automatic 3D mesh segmentation techniques [15]. The vast majority of these are
based on geometric properties such as curvature or geodesic distances. While
these methods tend to work well for articulated objects like full-body scans,
they are less reliable for faces, where the parts are ill-defined from a geometri-
cal standpoint. Indeed, we believe that in general a method for automatically
subdividing an object class into meaningful parts should not be based solely on
geometric properties, and could benefit greatly from deformation statistics. This
is especially true when the available data is not geometrical in nature, which for
example is the case for color images. In this paper, we demonstrate that good
segmentations can be obtained using only deformation statistics.

For automatic blendshape segmentation in facial animation, Joshi et al. [16]
proposed to apply a thresholding operation to a maximum deformation map,
followed by some post-processing to clean up the resulting regions. A promis-
ing candidate for automatic object decomposition is the Nonnegative Matrix
Factorization (NMF) framework, due to Lee and Seung [17]. NMF and its rela-
tives [18, 19] have been applied to databases of facial images, resulting in a set
of nonnegative basis images capable of reconstructing the original images with
minimal error. By applying sparseness constraints, the basis images can be made
to correspond more or less with facial features, but it is not entirely clear how
to extract distinct facial regions.

While researching transform invariant models for pedestrian detection, Stauf-
fer and Grimson [20] introduced the concept of Similarity Templates as a statis-
tical model of pixel co-occurrences within images of the same object class. By ap-
plying hierarchical clustering to an aggregate Similarity Template of a database
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of aligned pedestrian images, they were able to automatically construct a region
segmentation that corresponds well to meaningful parts of pedestrian images.
Our approach is similar as it uses statistical information about the relationships
between vertices in an aligned database of 3D face models, and applies clustering
techniques to obtain a decomposition into regions of high correlation. Addition-
ally, we present a technique to automatically determine optimal blending weights
for recombining facial parts into a complete 3D face model.

2 Preliminaries

Before introducing our methods for automatically subdividing an object, it is
worth mentioning the problem we set out to solve. Although the data used in
our experiments was derived from a set of laser scanned faces, the formulation
and algorithms are general enough to be applied to any object class that can be
modeled as a linear combination of eigenfeatures.

2.1 Facial Data

The facial data used in this paper is based on the USF DARPA HumanID
3D Face Database of laser scanned faces in a neutral pose. A subset of 187
laser scans has been selected from the original database so that each person’s
face is present only once in the dataset. The laser scans have been brought
into dense correspondence using a regularized non-rigid registration procedure
derived from [21]. The resulting dataset consists of 187 3D face shapes, each
composed of 60 436 vertices. Encouraged by the results of [22,23,24], we decided
to exploit the mirror symmetry properties of the human face space by extending
the dataset with a mirror image of each face.

2.2 Linear Subspaces for Reconstruction

Given a set of data vectors, the optimal set of basis vectors for linearly re-
constructing the original set in the least squares sense is given by Principal
Component Analysis (PCA). This inherently entails some restrictions.

1. The reconstructions are linear combinations of basis vectors. Better results
may be possible when this linearity restriction is removed.

2. The reconstruction error is minimized in a least squares sense. Depending
on the application, this may not be the best error measure.

3. Minimal squared reconstruction error is only guaranteed when reconstructing
vectors from the training set. When a dataset is split into a training set and
a test set, the basis vectors obtained by applying PCA to the training set
may not optimally reconstruct the vectors in the test set.

The third issue is what we are trying to address in this paper. It occurs when
the training set is not large enough for PCA to reliably estimate all the modes
of variation in the population, which is normally always the case when dealing
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Fig. 1. Example of applying the segmentation technique to synthetic data. The data
was generated by applying three independent overlapping gaussian deformations to
a cylinder. Top row: four of the 20 available training examples. Bottom row: three-
component segmentations based on (left) statistically normalized displacement vec-
tors, (center) displacement magnitudes, (right) statistically normalized displacement
magnitudes. Only the last type of feature vectors leads to the correct part subdivision.

with non-synthetic data. One way of improving the reconstruction quality for
vectors outside the training set is by incorporating prior knowledge about certain
regularities in the population. For example, the mirror symmetry of human faces
can be exploited by adding mirrored examples of the original faces to a training
set. When the number of training vectors is less than the size of the vectors, this
trivially boosts the reconstruction quality by increasing the number of degrees
of freedom in the PCA model. Much more importantly, as shown in [23] for
grayscale images of faces, this also improves the quality of the computed basis
vectors, resulting in increased signal-to-noise ratios for reconstructions even when
using a fixed number of basis vectors. This effect was shown to persist even with
large training sets of 5627 images of 64 × 60 pixels. Another popular approach
is to subdivide the original training vectors into separate regions, preferably
corresponding to localized features in the object class, and train a PCA model
on each of those regions. This is known as the eigenfeatures approach [3]. By
doing so, the number of available basis vectors is multiplied by the number of
subregions, resulting in greater representational power, while retaining the ability
to perfectly reconstruct the original training vectors. In principle, one could keep
subdividing the training vectors into more and more regions until the desired
reconstruction accuracy is achieved. However, in most applications it is desirable
to keep the number of basis vectors as low as possible. Therefore, our objective
is—given a limited number of regions—to automatically find those regions that
minimize the reconstruction error outside the training set. It is expected that
these regions will correspond to meaningful parts of the object class.

3 Automatic Segmentation of Facial Regions

Suppose we have a training database of M objects, each sampled at N corre-
sponding vertex locations. When subdividing this set of 3D surfaces into regions,
we wish to cluster vertices together according to some measure of similarity. In
this section, we will design a similarity measure suitable for this context.
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Fig. 2. Segmentations of models from the TOSCA high-resolution 3D database using
weighted k-means clustering of the proposed feature vectors. Weighted k-means was
used to compensate for large variations in local mesh density.

The dataset of 3D surfaces that we wish to segment consists of M surfaces,
each composed of N vertices sij , i ∈ {1, . . . , N}, j ∈ {1, . . . ,M}. Denote by
μi = 1

M

∑M
j=1 sij the mean position of the i-th vertex, averaged over all sur-

faces. Then dij = ||sij − μi||2 is the euclidean distance from the i-th vertex of
the j-th surface to its mean position. The reason why we prefer to work with
distance values rather than displacement vectors is because we want vertices to
be clustered together even if they move in different directions w.r.t. their mean
positions. For example, consider two vertices located on opposite sides of the
nose. If the training set contains faces with noses of varying sizes, then these
vertices will move further apart or closer together, causing them to have differ-
ent displacement vectors. Since such a scaling operation could be represented by
a single basis vector in the eigenfeatures approach, it is more efficient to assign
both vertices to the same region. Based on similar reasoning, we choose not to
work with the distances directly, but rather with the normalized distance values

tij =
dij√∑M
l=1 d

2
il

(1)

where the normalization is performed w.r.t. the entire range of displacements
the vertex undergoes throughout the training set. The normalized vectors ti =
[ti1, . . . , tiM ]T, i ∈ {1, . . . , N} can now be used as feature vectors for determin-
ing similarities between vertices across the training set. By applying a suitable
clustering algorithm to the feature vectors, a segmentation into regions of max-
imum deformation similarity can be obtained. In our experiments, we used the
k-means++ algorithm [25] with 1000 random restarts. The effect of using differ-
ent types of feature vectors is illustrated in Fig. 1 for an artificially generated
dataset. Results on models from the TOSCA high-resolution 3D database [26]
are shown in Fig. 2. For the face dataset described in Section 2.1, we obtained
the facial components shown in Fig. 3.
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Fig. 3. Facial components found by applying the k-means++ clustering algorithm to
the similarity features described in Section 3. The features were computed on the
3D shape of a dataset of 187 registered laser scans of the human face. The red box
(right) shows manual segmentations of the face into four and five regions as used in
our experiments (Section 5.1). The manual subdivisions correspond well with those
commonly found in the literature.

4 Optimal Region Blending

While a subdivision of an object class into disjoint parts can be useful in itself,
it is not enough for optimal part-based reconstructions of a particular object.
Consider a part-based 3D shape model of an object. If one of the model parts is
allowed to change shape while the rest of the model remains constant, disconti-
nuities are likely to occur at the boundaries between the morphing part and the
rest of the model. This is counterproductive in at least two ways:

1. If not properly taken care of, such discontinuities will show up as visible
artifacts in the reconstructed object shape. Traditionally [7, 11, 13, 14], this
is resolved by blending at the boundaries in a post-processing step.

2. When a part-based model is used in an automatic fitting algorithm, discon-
tinuity errors at the boundaries will be taken into account in the objective
function. This may steer the optimization away from the optimal solution,
towards a solution that provides a better fit near the boundaries. This issue
is not solved by post-processing.

To address both issues, the basis vectors of the part-based model need to be
continuous across the entire object. An easy way to achieve this is by training
the model on smoothly overlapping training examples, rather than examples that
contain all the information of a single region, and are abruptly cut off beyond
the region boundaries. The question that remains is how to design the regions
of overlap.

4.1 Algorithm Derivation

In this section, we present an algorithm for automatically determining the op-
timal regions of overlap for a linear part-based model. Recall from Section 3
that we have a training database of M objects, each sampled at N correspond-
ing vertex locations. Ideally, the vertices should be organized such that vertices
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with the same index retain the same physical meaning across all objects. E.g.,
the vertex located at the tip of the nose should have the same index in all face
models of the dataset, and similarly for all other points of the face. To keep the
derivation as general as possible, we assume that each vertex can be represented
by a D-dimensional vector. Furthermore, without loss of generality we assume
that each object is vectorized by vertically concatenating its vertices, and mean-
normalized by subtracting the corresponding mean from each vertex. I.e., the
j-th object in the training set is represented by the DN -dimensional vector

sj = [sT
1j , . . . , s

T
Nj ]

T − [μT
1 , . . . ,μ

T
N ]T (2)

The entire training set can then be written in matrix form as

S = [s1, . . . , sM ] (3)

One of the assumptions of the traditional PCA approach is that a particular
instance of an object class can be approximated by a linear combination of
training examples. Formally, if y is a (mean-normalized) vector representing a
particular instance of the object class, then y can be approximated as

y ≈
M∑
i=1

cisi (4)

This principle can be extended to part-based models by introducing a N -
dimensional per-vertex weighting vector wj for each region j ∈ {1, . . . ,K}. After
extending the weighting vectors to the full dimensionality of the training vectors
by replicating each element D times (which we shall write as ωj), we obtain

y ≈
K∑

j=1

diag(ωj)Scj (5)

where cj is the vector of linear coefficients corresponding to the j-th part of
the object. The weighting vectors wj contain per-vertex weights specifying the
influence that each of the K regions has on the final position (or value) of
each vertex. Note that given the weighting vectors, the coefficient vectors that
minimize the reconstruction error in the least squares sense are found as

[cT
1 , . . . , c

T
K ]T = [diag(ω1)S, . . . , diag(ωK)S]+y (6)

where the superscript (+) denotes the Moore-Penrose pseudoinverse. In the in-
terest of brevity, we introduce the notations

W = [w1, . . . ,wK ] (7a)
SW = [diag(ω1)S, . . . , diag(ωK)S] (7b)

for the matrix containing the region weights and the matrix formed by horizon-
tally concatenating the weighted training vectors.
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The objective is now to find the weights that allow us to minimize the expected
reconstruction error, given the training set. Formally,

Wopt = arg min
W

Ey

[
||y − SW(SW)+y||22

]
(8)

where, in theory, the expectation should be taken w.r.t. the entire population of
possible test vectors. Obviously, we don’t have access to all possible test vectors.
If we did, the optimal basis vectors would be given by a straightforward PCA and
the problem would be solved. Here, we only have the training set available and
we will have to base the expectation on what’s available in there. The solution
we propose is to split the training set in two disjoint parts. One part is used for
building the region-based subspaces, while the other part serves as a source for
generating out-of-training-set examples. To make maximum use of the available
data, and to reduce the danger of overfitting, we propose to randomly reassign
vectors to both sets in each iteration of the algorithm. The optimal weights can
be iteratively estimated with the following alternating least squares algorithm.

Step 1. Given a DN ×MX matrix of training vectors X, a DN ×MY matrix
of test examples Y, and a N ×K matrix of region weights W, we need to find
the coefficient matrix C of dimensions KMX ×MY that optimizes

C∗ = argmin
C

‖Y −XWC‖2
F (9)

where we have used the notations in Eqs. (7a) and (7b). The subscript F indicates
the Frobenius norm. Similar to Eq. (6), the solution is given by

C∗ = (XW)+Y (10)

Step 2. In the next step, we search for the weight matrix W∗ that optimizes

W∗ = arg min
W

‖Y −XWC∗‖2
F (11)

given X, Y, and C∗. First, note that the difference can be rewritten as

Y −XWC∗ = [y1, . . . ,yMY ] −
K∑

i=1

diag(ωi)[vi1, . . . ,viMY ] (12)

by forming the example vectors vij , i ∈ {1, . . . ,K}, j ∈ {1, . . . ,MY } as linear
combinations of the training vectors in X, based on the coefficients in C∗. By
examining Eq. (12), it becomes clear that the least squares solution to Eq. (11)
can be found by solving N independent linear systems (one system of DMY

equations and K unknowns per vertex). Therefore, at least MY ≥ K/D test
vectors are needed to find a solution.1

1 In some applications, particularly where multimodal data is involved, it might be
beneficial to use different weights for each dimension of the vertices. In that case,
the requirement becomes MY ≥ K.
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The following additional notes complete the algorithm:

1. The weights computed in Step 2 of the iteration may include negative values,
which is not physically meaningful. As is standard practice in the NMF
framework [27], a valid weight matrix can be found by setting the negative
values to zero after each iteration.

2. By additionally constraining the weights to sum to one for each vertex of the
model, we ensure that the resulting set of basis vectors retains the ability to
perfectly reconstruct the original training vectors.

3. For high dimensional data—such as high-resolution 3D scans—the algorithm
converges rather slowly. In our implementation, this is resolved by using a
coarse-to-fine approach with four pyramid levels.

4.2 Final Algorithm

To conclude, the final algorithm as used to generate the results in this paper
(Fig. 4) can be stated as follows:

Input:
– Mean-normalized training set S.
– Number of desired regions K.

Initialization:
– Compute pyramid representation of S.
– Compute initial hard segmentation by applying the method described in

Section 3.
– Set initial weights W according to the hard segmentation.

Iteration:
– For each level of the pyramid:

• Iterate until convergence or desired number of iterations reached:
� Randomly split training set into X and Y.
� Compute coefficients C (Step 1).
� Compute weights W (Step 2).
� Set negative entries in W to zero.
� Force W to sum to one for each vertex.

• Upsample W to the next pyramid level.
Output: W

5 Evaluation

Since the objective of the proposed algorithms is to minimize the reconstruction
error for faces that are not present in the training set, the best way to evaluate
their performance is by building region-based models using the output W, and
experimentally testing the reconstruction accuracy on a test set. An important
aspect is to compare the results of using different subdivisions.

First, we need to specify how to build a part-based model starting from a set of
regions and a training set. The models used in our experiments were constructed
according to the following approach:
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Fig. 4. Optimal weights computed with the algorithm described in Section 4 on a
dataset of 187 laser scanned faces, for four (top), five (center), and six (bottom) regions
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Fig. 5. Average reconstruction errors for the 10-fold cross-validation experiments de-
scribed in Section 5.1. The standard deviation of the curves is less than 5 μm, and
roughly corresponds to the line thickness. Note that the approach using the optimal
weights computed with the proposed algorithm (red solid line) clearly outperforms the
approach using manually segmented regions (blue solid line).
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1. Create a global training set by subtracting the mean face from the set of
training examples.

2. Create region-specific training sets by applying the per-vertex region weights
to the global training set (Eq. (7b)).

3. Gather the global and region-specific training sets into a single set and com-
pute basis vectors by applying PCA.

This procedure combines the desirable properties of PCA-based models with
the advantages of part-based models. Specifically, the models have the following
properties:

– The basis vectors are orthogonal, which avoids redundancy in the model and
facilitates the reconstruction task.

– The basis vectors are sorted according to their ability to explain the training
data. This ensures that truncating the model by removing some of the least
significant basis vectors does not greatly impair the reconstruction quality.

– The model was trained on the set of complete faces as well as their parts,
and therefore has knowledge of both global and local deformation statistics.
This is in contrast to models trained on only the parts, which would lack
any knowledge of statistical relations between the parts.

To avoid discontinuity artifacts at the boundaries for those region-based PCA
models that are based on a hard segmentation (either manually or automati-
cally determined), a smooth overlap between regions was created by convolving
the hard partition masks with a Gaussian filter having a standard deviation of
approximately 10 mm. An alternative approach to the region blending problem
that deserves special attention is the method used by Blanz and Vetter [7] for
their 3DMM. Instead of simply blending the surface patches at the boundaries
according to some weighting factor, they employ a blending technique based
on Laplacian pyramids. By simultaneously blending the patches at multiple
pyramid levels, a wavelength-dependent overlap size is obtained, which provides
discontinuity-free blending, while preserving high-frequency detail. To discrimi-
nate between the two blending schemes, we will use the term Weighted PCA for
all region-based PCA models that use a single matrix W to define the regions,
and Laplacian Pyramid PCA for models using different regions of overlap—or
equivalently, different weight matrices—for different spatial freqencies.

5.1 Experiments

In our experiments, we compare the reconstruction accuracy on a test set for
various part-based models of the 3D shape of human faces. Our experimental
setup is as follows. As mentioned in Section 2.1, the dataset consists of 187 laser
scanned faces and their mirror images. We test two scenarios: one where 50 faces
(100 scans when including the mirror images) are available for training, and one
with 100 training faces (200 scans). Ten cross-validation tests are performed. In
each test the dataset is randomly partitioned into a training set and a test set
(taking care to always assign mirrored scans to the same set as the original ones).
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Fig. 6. Examples of face reconstructions based on 50 training faces using four facial
regions. Left: Original face. Center: Reconstructed with a region-based model using
optimal region blending (Section 4). Right: Reconstruction based on manual regions.

First, a global PCA model is trained, and its reconstruction accuracy is evalu-
ated on the test set for a wide range of model truncations (by model truncation,
we mean the operation of retaining the first few basis vectors of a model, while
discarding the rest). The process is repeated for region-based models. As a base-
line, we manually define segmentations into four components (eyes, nose, mouth,
rest) and five components (eyes, nose, mouth, ears, rest) (Fig. 3), and compare
models based on these segmentations against the automatically generated ones.

The results are presented in Fig. 5. As expected, the best results were ob-
tained with a weighted PCA approach based on optimal weights computed with
the proposed algorithm from Section 4.2. The second-best results were obtained
with a weighted PCA model based purely on the automatically clustered regions
from Section 3. Given four regions, part-based models based on the method by
Joshi et al. [16] still managed to outperform the manual segmentations, while
for five regions this method came out last. Our results also show that the per-
formance of Laplacian pyramid PCA models can be improved by using our au-
tomatic segmentations. All region-based PCA models in our tests succeeded in
outperforming the baseline global PCA from about halfway its number of avail-
able basis vectors. Without constraining the number of basis vectors, it is easily
feasible to cut the reconstruction error of global PCA in half, or even in three.

Typical examples of the quality improvements that can be expected when
upgrading from a manually segmented model to a model with optimal region
blending are shown in Fig. 6. Note the overall improved signal-to-noise ratio,
and the improved reconstruction quality of facial features (most visible in the
nose, mouth, and chin regions).

The main conclusion of these experiments is that part-based models can seri-
ously boost the performance of linear eigenspace-based reconstruction methods,
and that there are better alternatives than segmenting the relevant parts by
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hand. When compared to other part-based models, the proposed technique pro-
vides a significant improvement that is essentially for free, since for a given
number of basis vectors the quality improves. Even better: for a given recon-
struction accuracy, models using optimally blended regions often get away with
less than half the number of basis vectors needed by others.

Given the generality of the derived method, it would be interesting to test it
on different modalities, like facial textures, or thermal infrared data. It seems
likely that the optimal regions would differ from those obtained for 3D shapes.

6 Conclusion

We have noticed that although the advantages of part-based 3D face represen-
tations are widely accepted, the mechanics behind them are only superficially
understood. Many state-of-the-art approaches rely on them for enabling lifelike
3D reconstructions, yet none of them seem to have pursued optimality in the
design of the regions. Most of the methods are based on manual segmentations,
and blending at the boundaries is usually done as a post-processing step. In this
paper, we have presented two complementary methods for automatically finding
the underlying parts in vectors representing objects of the same class. The first
method uses suitable features for finding disjoint regions of maximum deforma-
tion similarity, while the second method relaxes the constraints in favor of finding
optimal per-vertex weights that minimize the expected reconstruction error on
objects outside the training set. In our experiments, the resulting part-based
models have been shown to outperform models based on other segmentations.

In future work, it would be interesting to see how these techniques perform
on datasets representing other object classes, or the same object class (i.e. faces)
seen through different modalities. Also, we intend to check whether the im-
proved reconstruction quality translates to better face recognition results in
reconstruction-based approaches.
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Abstract. Upsampling with preserving image details is highly demanded
image operation. There are various upsampling algorithms. Many up-
sampling algorithms focus on the gray image. For color images, those
algorithms are usually applied to a luminance component only, or in-
dependently applied channel by channel. However, we can not observe
the full-color image by a single image sensor equipped in a common
digital camera. The data observed by the single image sensor is called
raw data. The raw data is converted into the full-color image by demo-
saicing. Upsampling from the raw data requires sequential processes of
demosaicing and upsampling. In this paper, we propose direct upsam-
pling from the raw data based on a kernel regression. Although the kernel
regression is known as powerful denoising and interpolation algorithm,
the kernel regression has been also proposed for the gray image. We
extend to the color kernel regression which can generate the full-color
image from any kind of raw data. Second key point of the proposed color
kernel regression is a local density parameter optimization, or kernel
size optimization, based on the stability of the linear system associated
to the kernel regression. We also propose a novel iteration framework
for the upsampling. The experimental results demonstrate that the pro-
posed color kernel regression outperforms existing sequential approaches,
reconstruction approaches, and existing kernel regression.

1 Introduction

Upsampling with preserving image details is one of highly demanded image op-
erations. The upsampling is sometime called a single image super-resolution, an
interpolation, or an inpainting in different context. In this paper we call enlarge-
ment of regularly sampled data upsampling. Imaging from irregularly sampled
data is refered interpolation. There are various algorithms for the upsampling or
the single image super-resolution in the literature [1, 2, 3, 4, 5, 6]. These upsam-
pling algorithms mainly focus on gray image. For color images, these upsampling
algorithms are usually applied to luminance component, while chroma compo-
nents are upsampled by relatively simple algorithms which include a bilinear
interpolation and a joint bilateral upsampling [7]. However, we can not directly
observe the luminance component by common consumer digital cameras, since
the common consumer digital cameras usually use a single image sensor with a

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 290–301, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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color filter array (CFA). Each pixel element of the single image sensor can record
an intensity of one primary color component, typically red, green, or blue. The
most popular CFA is the Bayer CFA [8]. The data observed by the single image
sensor with the CFA is called raw data. The raw data are then interpolated
into a full-color image by a demosaicing process. Then, the luminance compo-
nent is extracted from the interpolated full-color image. Since the quality of the
full-color image strongly depends on the demosaicing process’ performance, var-
ious demosaicing algorithms have been developed in the literature [9,10,11,12].
In order to obtain upsampled full-color image, we need to apply demosaicing
and upsampling sequentially. In this paper, these sequential processes are called
sequential approach.

One of other approaches is a reconstruction-based algorithm. A multi-frame
color direct super-resolution which reconstructs a high-resolution full-color image
from multiple raw data has been proposed [13,14]. Although these reconstruction-
based algorithms have been proposed as multi-frame super-resolution, the main
idea can be applied to the upsampling or the interpolation. The reconstruc-
tion approach with a sparse gradient prior is known as high-performance algo-
rithm [15]. The sparse gradient prior can be also applied to direct upsampling
from the raw data.

Recently, kernel regression with an adaptive steering kernel is used in various
applications such as denoising and image interpolation [1]. The kernel regres-
sion was developed fundamentally for gray images as well as above upsampling
algorithms. The kernel regression can interpolate irregularly sampled data. The
interpolation of the irregularly sampled data is general algorithm and includes
the direct upsampling from the raw data. In this paper, we propose a color kernel
regression for robust direct upsampling from the raw data of the general CFA
pattern. The proposed color kernel regression can also upsample from the raw
data of the general CFA pattern. In the proposed color kernel regression, lumi-
nance is modeled by the quadratic polynomial to represent the details, whereas
chroma is modeled by the constant polynomial to suppress the color artifacts.
We also propose kernel size optimization based on the stability of the linear sys-
tem associated with the kernel regression. Then, a novel iteration framework for
upsampling is presented.

The experimental results demonstrate that the proposed color kernel regres-
sion outperforms existing sequential approaches, reconstruction approaches, and
existing kernel regression.

2 Interpolation with Kernel Regression

Locally weighted least-squares regression is called kernel regression in [1]. The
weighting function is called a kernel and is designed to localize the data. The typ-
ical kernel is the Gaussian kernel. Although the goal of this paper is to upsample
from the raw data of the general CFA pattern, we discuss the interpolation of
irregularly sampled data. The direct upsampling from the raw data is the special
case of the interpolation of the irregularly sample data.
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Fig. 1. Interpolation with kernel regression

Let us consider interpolation of the pixel value at the location xp using irreg-
ularly sampled data {(xi, zi)}, where x = (u, v)T represents a two-dimensional
image coordinate, T represents the transpose operator, z is for the sampled
pixel value, and suffix i represents the i-th sampling. The pixel value around the
location xp is approximated as

ẑ(x) = f
(
x− xp; θ̂(xp)

)
, (1)

where f(x; θ) is the regression function and θ is the parameter of the regression
function. The parameters θ̂(xp) are estimated as

θ̂(xp) = arg min
θ

∑
i

k(xi − xp) [zi − f(xi − xp; θ)]2 ,

where k(x) is the kernel function. The pixel value at the location xp is interpo-
lated as

ẑ (xp) = f
(
0; θ̂(xp)

)
.

In this paper, we consider the Gaussian kernel and the polynomial regression
function. We can interpolate the image by performing this pixel interpolation
for every necessary pixel location. The case of the constant polynomial (zero-
order polynomial) is also known as the Nadaraya–Watson estimator (NWE) [16].
Figure 1 shows the schematic of the interpolation by the kernel regression in one
dimensional case. The triangle and the square in Fig. 1 represent the value
interpolated with quadratic and constant polynomials, respectively.

2.1 Steering Kernel [1]

Takeda et al proposed an adaptive steering kernel for kernel regression [1]. The
steering kernel for the location xp is represented as

kxp(x) = exp

[
−

xT C−1
xp

x

2h2μ2
xp

]
,
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where Cxp is the covariance matrix of the Gaussian kernel, h is called the global
smoothing parameter, and μxp is the local density parameter, which controls the
kernel size. The covariance matrix, Cxp , is estimated based on the derivatives
around the location xxp as

C−1
xp

=
1

|Nxp |

⎛⎜⎜⎝
∑

xj∈Nxp

zu(xj)zu(xj)
∑

xj∈Nxp

zu(xj)zv(xj)∑
xj∈Nxp

zu(xj)zv(xj)
∑

xj∈Nxp

zv(xj)zv(xj)

⎞⎟⎟⎠ ,
(2)

where zu is the horizontal derivative, zv is the vertical derivative, Nxp is neighbor
pixels around the location xxp , and |Nxp | is pixel number of Nxp . In [1], the
global smoothing parameter is estimated through cross validation, and the local
density parameter is estimated as the following [17].

3 Proposed Color Kernel Regression

3.1 Simultaneous Color Kernel Regression

Color images are usually represented by three channels: R, G, and B. For color
image processing, the existing kernel regression algorithms [1, 18] handle each
channel independently. However, it is well known that natural images have strong
color correlations, which are used in the color direct super-resolution [13] and in
various color demosaicing algorithms [9]. The performance of the kernel regres-
sion would be improved if we could involve color correlation into the regression
model.

The YCrCb color space is easy to handle color correlation. The luminance, or
Y channel, includes high-frequency components, although the chroma, or Cr and
Cb channels, include low-frequency components only. Using these properties, we
parameterize the regression function in the YCrCb color space as⎛⎝ Y(u, v)

Cr(u, v)
Cb(u, v)

⎞⎠ = Q(u, v)θ , (3)

where θ is the eight-dimensional vector that represents coefficients of the regres-
sion polynomial, and matrix Q(u, v) is expressed as

Q(u, v) =

⎛⎝u2 uv v2 u v 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎞⎠
.

In this regression model, luminance is modeled using quadratic polynomials to
represent the high-frequency components; the chroma are modeled by the con-
stant polynomials to suppress the high-frequency color artifacts.
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We presume that the input irregularly sampled color data has only a single
channel of pixel value at each sampling point. In order to represent the irregu-
larly sampled color data, we introduce the pixel value vector zi and the mask
vector mi as

zi =

⎛⎝ rigi

bi

⎞⎠
,

mi =

⎛⎝mr
i

mg
i

mb
i

⎞⎠
,

(4)

where (ri, gi, bi)T is the pixel value of each channel for i-th sampled data, and
(mr

i ,m
g
i ,m

b
i)

T is the sampling mask for each channel. The pixel value of the sam-
pled channel represents the sampled value, and the pixel values of non-sampled
channels are set to zero. The sampling mask is set to one if the associated color
channel is sampled, and is set to zero for the other.

Using the color regression function model presented in Eq. (3) and the sampled
data representation in Eq. (4), the proposed color kernel regression is formulated
as an optimization problem to minimize the cost function :

Exp(θxp) =
∑

i

{
kxp (xi − xp; μxp )

[
zi − R Qp

i θxp

]T diag(mi)
[
zi − R Qp

i θxp

]}
,

(5)

where R is a matrix representing the transformation from the YCrCb color space
to the RGB color space, diag(m) is a diagonal matrix whose diagonal elements
are elements of m, and Qp

i is defined as

Qp
i = Q(ui − up, vi − vp) . (6)

The covariance matrix of each kernel is calculated by Eq. (2), where the previous
estimated luminance component is used for the derivative estimation. The cost
function in Eq. (5) is a quadratic form with respect to the regression parame-
ter, θxp . Consequently, the optimal solution is obtainable by solving the linear
system :

A(μxp)θxp = b(μxp) , (7)

where

A(μxp) =
∑

i

kxp(xi − xp; μxp ) (R Qp
i )

T diag(mi)R Qp
i ,

b(μxp) =
∑

i

kxp(xi − xp; μxp ) (R Qp
i )

T diag(mi)zi .

For later discussion, we represent the linear system as a function of the local
density parameter μxp . Once we obtain the regression parameter θ̂xp , the inter-
polated pixel values for each channel of the location xp are calculated as⎛⎝ r̂ĝ

b̂

⎞⎠ = RQ(0, 0)θxp . (8)
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Fig. 2. Kernel shape, kernel size, and data density

3.2 Local Density Parameter Optimization

The local density parameter can control the kernel size. The kernel with the
smaller local density parameter is the smaller size of the kernel. Consequently, the
kernel with the small local density parameter yields sharp interpolation results.
However, the kernel regression with the very small local density parameter is
impossible because the coefficient matrix of the linear system in Eq. (7) becomes
unstable and singular. When we apply the kernel regression with the small local
density parameter for the low data density region, the number of the data which
contribute to the regression is insufficient. For this reason, the linear system
associated to the kernel with the small local density parameter becomes unstable.

Then, we propose the adaptive local density parameter estimation algorithm.
The proposed algorithm estimates the local density parameter, so that the mini-
mum singular value of the coefficient matrix A(μxp) equals the stability param-
eter which is set as small as possible. We manually put 0.01 for the stability
parameter. The minimum singular value of the coefficient matrix is known to
be one of the stability indexes of the linear system. The proposed algorithm can
estimate the minimum local density parameter in the sense of the stability of the
linear system in Eq. (7). In this regard, the local density parameter is optimized
by the proposed algorithm.

Figure 2 illustrates the schematic relation among the kernel shape, the ker-
nel size, and the data density. The kernel regression with the horizontal kernel
is stable because the data exist in a horizontal direction. However, the kernel
regression with the vertical kernel is unstable because no data exist in a vertical
direction. The stability of the linear system depends on the data density and the
kernel shape. The local density parameter estimation based on the data density
is insufficient. For these reasons, we measure the stability of the linear system
directly to estimate the local density parameter.

3.3 Iterative Color Kernel Regression

In the kernel regression, the derivatives are required to calculate the covariance
of the steering kernel as mentioned in Section 2.1. In the proposed color kernel
regression, the steering kernel is spatially adapted, but it is common to color
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Fig. 3. Block diagram of the proposed iterative color kernel regression, where dashed
line represents initial process
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Fig. 4. Block diagram of Takeda’s iterative kernel regression [1], where dashed line
represents initial process

channels since we simultaneously perform kernel regression for all color chan-
nels. For the color kernel regression, the common covariance is calculated based
on the derivatives of the luminance component because the luminance compo-
nent represents the structure or the texture of the image. This is a kind of the
chicken and egg problems. In order to handle this problem, we propose an iter-
ation framework. First, we apply initial interpolation for the initial covariance
calculation. Then, the covariances of the steering kernels are updated based on
the regression result as shown in Fig. 3.

Takeda et al also mentioned an iteration [1]. Figure 4 shows the block diagram
of their iteration. The difference between the proposed and Takeda’s iteration is
the input data of the kernel regression. The input data of the proposed iteration
is the observed raw data, while the input data of the Takeda’s iteration is the
previous upsampled data. In this sense, the upsampling of Takeda’s iteration
is only performed in the initial kernel regression. The following steering kernel
regressions of Takeda’s iteration play as denoising. In the contrast, the color
kernel regressions of the proposed iteration play direct color upsampling.

4 Experiments

4.1 Direct Upsampling from the Raw Data of the CFA Pattern

Typical six images as shown in Fig. 5 are used as original images for the exper-
imental comparisons. First, the original images are spatially downsampled by
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Fig. 5. Six test images
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Fig. 6. Upsampling from raw data of Bayer and random CFA patterns

a factor of two. Then, downsampled images are color-sampled assuming Bayer
CFA pattern and random CFA pattern, respectively. A white Gaussian noise is
also added to the color-sampled data to synthesize the raw data. We perform
upsampling by a factor of two from the synthesized raw data as shown in Fig. 6,
so that we restore the same-sized image to the original image.

We compare five algorithms; the proposed color kernel regression, Takeda’s
kernel regression [1], the gradient sparse prior reconstruction [15], the sequential
approach without denoising [6,11], and the sequential approach with denoising [6,
11,19]. The gradient sparse prior reconstruction is performed by minimizing the
cost function :

I(h) = ||z −Dh||22 + ε
N

M
||Δh||0.8 , (9)

where z is the vectorized input raw data, h is the vectorized upsampled image
to be estimated, Δh is the gradient of the upsampled image, D is the matrix
which represents downsampling and color-sampling, N is the pixel number of
the input raw data, M is the pixel number of the upsampled image, and ε is
a regularization parameter. We experimentally set 10−8 for the regularization
parameter. There are various combinations of demosaicing and upsampling algo-
rithms for the sequential approach. It is infeasible to compare all combinations.
In this paper, we use Xiaolin’s algorithm [11] for the demosaicing and Xiangjun’s
algorithm [6] for the upsampling. Since we add the Gaussian noise when the raw
data are synthesized, we also apply denoising for the sequential approach. The
BM3D algorithm [19] is used for the denoising. The BM3D requires the noise
level. We put the true noise level for the BM3D denoising.
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Table 1. PSNR comparisons of upsampled images from the noise-free raw data of
Bayer CFA pattern

Monarch Sail Lena Peppers Girl Oldman Average
Proposed color kenel regression 28.58 25.47 29.97 31.45 35.62 31.56 30.44
Takeda’s kernel regression [1] 25.65 23.24 27.41 30.25 35.71 31.30 29.02

Gradient sparse prior 24.65 23.03 26.95 29.01 25.42 31.02 28.40
Sequential approach w/o denoising 29.80 26.69 30.32 33.14 37.27 33.07 31.72

Table 2. PSNR comparisons of upsampled images from the noisy raw data of Bayer
CFA pattern, where noise level is 10

Monarch Sail Lena Peppers Girl Oldman Average
Proposed color kenel regression 27.96 24.99 29.02 30.47 33.80 29.08 29.48
Takeda’s kernel regression [1] 24.46 22.52 26.10 27.51 29.51 28.00 26.35

Gradient sparse prior 24.01 22.58 26.15 27.44 30.81 28.78 26.63
Sequential approach w/o denoising 26.90 24.92 27.15 28.38 29.36 28.34 27.51
Sequential approach with denoising 26.35 25.22 28.31 29.90 31.69 29.86 28.81

� � �� ��

Fig. 7. Average PSNRs of upsampled image from the raw data of Bayer CFA pattern

Table 1 shows the PSNR comparisons of upsampled images from the noise-free
raw data of Bayer CFA pattern. The higher PSNR represents that the upsampled
image is closer to the original image. In the noise-free case, the sequential approach
with denoising is not performed. In this case, the sequential approach shows the
highest PSNR for every test images. Table 2 is the PSNR comparisons from the
noisy raw data of Bayer CFA pattern, where noise level is 10. In the noisy case, the
proposed color kernel regression shows the highest PSNR for many test images.
We also evaluate the PSNRs for four noise levels; 0, 5, 15, and 20. The average
PSNRs are shown in Fig. 7. These results demonstrate that the proposed color
kernel regression can robustly upsample from the raw data of the Bayer CFA pat-
tern compared to the sequential approach with denoising, especially in the high
noise case. Note that the demosaicing algorithm [11] of the sequential approach
is specialized for the Bayer CFA pattern, while the proposed color kernel regres-
sion can be applied to the arbitrary CFA pattern. This is one of advantage of the
proposed color kernel regression.
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Table 3. PSNR comparisons of upsampled image from the noise-free raw data of
random CFA pattern

Monarch Sail Lena Peppers Girl Oldman Average
Proposed color kenel regression 27.63 24.83 29.53 30.85 36.02 31.94 30.17
Takeda’s kernel regression [1] 22.71 21.96 25.52 26.94 33.47 29.52 26.68

Gradient sparse prior 20.64 21.03 24.05 24.36 32.66 28.31 25.17

Table 4. PSNR comparisons of upsampled image from the noisy raw data of radom
CFA pattern, where noise level is 10

Monarch Sail Lena Peppers Girl Oldman Average
Proposed color kenel regression 27.00 24.33 28.61 30.08 33.99 30.81 29.13
Takeda’s kernel regression [1] 22.51 21.79 25.14 26.41 31.52 28.63 26.00

Gradient sparse prior 20.54 20.92 23.82 24.10 31.28 27.75 24.74

� � �� ��

Fig. 8. Average PSNRs of upsampled image from the raw data of random CFA pattern

Next, we consider to upsample the image from the raw data of the random
CFA pattern. The random CFA pattern is shown in Fig. 6-(b). We upsample
the image with the same manner to those of the Bayer pattern. However, the
sequential approach can not be applied since the demosaicing algorithm of the
sequential approach is specialized to the Bayer pattern. Tables 3 and 4 show
PSNR comparisons of upsampled images from the noise-free and the noisy raw
data of the random CFA pattern, respectively. The average PSNRs for each noise
level are also shown in Fig. 8. These results demonstrate that the proposed color
kernel regression outperforms existing algorithms for the random CFA patterns.

4.2 Interplation from Irregularly Sampled Data

The kernel regression can interpolate irregularly sampled data. We compare the
interpolation performance of the proposed color kernel regression and Takeda’s
kernel regression [1].

Three input data are synthesized from the standard color lena image by irreg-
ularly sampling in the space and the color channel, so that their respective data
densities are 0.1, 0.2, and 0.3, as presented in Fig. 9. Then, we interpolate color
images using the proposed color kernel regression and Takeda’s kernel regression.
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Fig. 9. Input irregularly sampled data

Data density is 0.1
(26.86 [dB])

Data density is 0.2
(29.37 [dB])

Data density is 0.3
(30.54 [dB])

(a) Interpolated images by Takeda’s kernel regression [1].

Data density is 0.1
(29.73 [dB])

Data density is 0.2
(32.03 [dB])

Data density is 0.3
(33.45 [dB])

(b) Interpolated image by the proposed color kernel regression.

Fig. 10. Comparisons of the interpolation results. The PSNRs are shown in the
subcaption.

Figure 10 shows the interpolation results, where the PSNRs are shown in the
subcaption. For all data density case, the proposed color kernel regression shows
higher PSNR than Takeda’s kernel regression. Interpolation results by Takeda’s
kernel regression include color artifact, especially in a low data density case. In
the contrast, the color artifacts are effectively suppressed by the proposed color
kernel regression.

5 Conclusions

We proposed color kernel regression directly to upsample color image from the
raw data of the general CFA pattern. The key of the proposed algorithm is to
incorporate color correlation into the regression function models. Using the pro-
posed algorithm, the luminance and the chroma are modeled, respectively, as
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quadratic and constant polynomials. The other salient point of this proposal is
local density parameter optimization based on the stability of the linear system
associated to the kernel regression. We have also proposed the iteration frame-
work for the upsampling and the interpolation. The experimental results show
that the proposed color kernel regression robustly upsample the color image from
the raw data.
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Abstract. This paper proposes an intelligent video surveillance sys-
tem to estimate the crowd density by effective region feature extract-
ing (ERFE) and learning. Firstly, motion detection method is utilized
to segment the foreground, and the extremal regions of the foreground
are then extracted. Furthermore, a new perspective projection method
is proposed to modify the 3D to 2D distortion of the extracted regions,
and the moving cast shadow is eliminated based on the color invariant of
the shadow region. Afterwards, histogram statistic method is applied to
extract crowd features from the modified regions. Finally, the crowd fea-
tures are classified into a range of density levels by using support vector
machine. Experiments on real crowd videos show that the proposed den-
sity estimation system has great advantage in large-scale crowd analysis.
And more importantly, better performance is achieved even on variant
view angle or illumination changing conditions. Thus the video surveil-
lance system is more robust and practical.

1 Introduction

Over the past decade, crowd control and management has attracted wide atten-
tion from technical and social research disciplines along with the steady popu-
lation growth and worldwide urbanization. The main reason is on account of a
succession of fatal accidents caused by lost control of large-scale crowd around
the world, such as the Ivory Coast event during the World Cup Qualifier in 2009
and stampede incident during the Hajj pilgrimage in Saudi Arabia in 2006. To
prevent the happening of the sorrowful events, the crowd phenomenon becomes
an important research scene in social activities. Among various parameters of
crowd phenomenon, crowd density is an important issue of crowd feature analy-
sis, which is closely related to the security level [1]. An intelligent video surveil-
lance system for crowd density estimation is proposed in this paper, which is
based on effective region feature extraction (ERFE).

The purpose of the crowd density estimation is to analyze the density level
of the crowd. Early in 1995, Davies [2] started to estimate the crowd density
according to the foreground occupied area ratio in the image. Later, Chow [3]
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utilized the neural network to analyze the pixel statistical features and obtained
the density level of the crowd, which improved the estimation accuracy remark-
ably. However, these methods work under the assumption that the number of
foreground pixels is nearly proportional to the number of people, which is only
true when there are no serious occlusions between people. In this case, the effec-
tiveness decreases with increasing density or the obvious occlusion. Alternative
methods employed the texture feature of the crowd, such as grey level depen-
dence matrix [4, 5], wavelet [6], chebyshev moments [7] to estimate the density
of the crowd. Comparing with [3], the methods based on texture could solve the
occlusion to some extent, but it is incapable to obtain a desirable result when
the density is low. To summarize, previous research failed to obtain an ideal
result whin the whole density scope. In addition, if the installation or the visual
angle of the camera is changed, the parameters of the estimation model need to
be modified, which limits the practicability of the system.

In this paper, the authors present a crowd density estimation system based on
region feature extraction. In contrast to the previous methods, the region feature
deals with the effective regions rather than all the pixels of the foreground.
Logical inference and experimental study both prove that the region features
have distinct properties with different density levels of crowd, which makes the
system robust in all scale density level. Additionally, the system do not depend
on individual detecting or tracking, which is too complicated to implement with
heavy crowded scene. Therefore, the system is more suitable and practical for
large-scale crowd analysis.

The contributions of this paper are three-fold. Firstly, we present a visual
surveillance system which is able to estimate the large-scale crowd density of
the input video frames with effective region feature extraction. Secondly, we
propose a perspective projection method to modify the 3D to 2D distortion of
the extract region, and utilize the regions to fulfill the shadow elimination. Both
of the methods improve the accuracy of the system greatly. Finally, we propose
a crowd feature extraction method based on region feature. Experiments on real
surveillance videos show that the system could achieve a desirable result via
analyzing the feature with support vector machine (SVM) [8].

The remainder of this paper is organized as follows: the structure of the system
is presented in section 2. Then the details of the crowd estimation algorithm are
discussed in section 3, containing the methods to extract and modify the region
feature, and the method to extract the crowd feature based on the region feature,
then we analyze it with SVM to obtain the density level. In section 4, experiment
results of our system will be shown and compared with the traditional methods.
Finally, the conclusion is made in section 5.

2 System Architecture

The system mainly includes three modules, which is shown in Figure 1 with dif-
ferent colors: module I denotes the foreground detection; module II and module
III denote crowd feature extraction based on region feature and crowd density
analysis based on SVM, respectively.
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Fig. 1. System Structure of Crowd Density Estimation

Referring to Figure 1, motion detection segments foreground from the back-
ground based on mixture-of-Gaussian background modeling and the noise is fil-
tered. Then, the effective region of the foreground are extracted. After that, the
corresponding region scale parameters are searched and moving cast shadow is
eliminated to improve the accuracy. Then the statistics feature of the regions de-
scribing the crowd is exacted. Finally, support vector machine (SVM) is utilized
to analyze the crowd density level.

In this paper, we focus our attention on the second module, the crowd feature
extraction module. We propose a crowd feature description method based on effec-
tive region extraction rather than the individual people segmentation. The main
reason are two-fold: first, for highly crowded sites the chances for successfully ex-
tracting the effective regions is far above that for segmenting the individuals; sec-
ond, we are only interested in estimating the crowd density level of the pedestrians
and there is no need for separating every people or tracking. Besides, a scale pa-
rameter is introduced to modify the region and the influence of moving cast shadow
is suppressed with region statistics, both of which improve the performance of the
system greatly.

3 Crowd Density Estimation

3.1 Region Feature Extracted and Modified

Region, simply referring to a set of pixels with a certain property, plays an im-
portant role in computer vision. The region feature can provide complementary
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information about the image, which is not obtained from other descriptors, so we
utilize the region feature to represent the crowd. The Maximally Stable Extremal
Region (MSER) detector proposed by Matas et al. [9] is the most robust region
detector in many cases [10], such as viewpoint or light changing. MSER denotes
a set of distinguished regions that are detected in a gray scale image, which is
initially used to find correspondences between image elements from two images
with different view points. In this paper we employ it as a region extraction
prototype for the crowd feature description.

MSER is defined by an intensity function in the region and on its outer bound-
ary, which has two properties: extremal and stable. The extremal property of
region # implies that

∀p ∈ #, q ∈ ∂# → I(p) ≥ I(q) or I(p) ≤ I(q), (1)

where ∂# denotes the boundary of region #, and I(·) denotes the gray level of
the pixel. The stable property of region # implies that when the threshold ε
varies over a large range, there still exists

I(p) ≥ I(q) ± ε or I(p) ≤ I(q) ± ε, ∀p ∈ #, q ∈ ∂#. (2)

MSER can form their superior performance as stable local detector and it can
also represent the crowd feature reasonably. In many cases, the gray-level of an
unique individual is relatively consistent with a high probability, so the area
of the maximally stable extremal regions extracted from an individual should
appear to be large and the number of the regions would be relatively small.
However, with the density level of the crowd increasing, the occlusion between
people would break the regions, so the extracted regions will appear to contain
less pixels and the number of the regions would be larger. Experiments with
different levels of crowd density in Figure 2 further prove the correctness of the
logical inference.

In Figure 2, we mask each maximally stable extremal region with different
colors in order to distinguish them. From the examples, we can find out that with
the increasing of the density level, the number of the extracted regions become
larger and the average area of each region become smaller. The problem, which
is caused by the typical assumption of previous methods that the number of

Fig. 2. Effective Region Extraction of Different Density Crowd
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foreground pixels is approximatively proportional to the density level, is solved
by means of extracting crowd feature based on region feature extraction, to great
extent. Actually, the region feature could be regarded as the effective pixels
in the foreground, and it can also reduce the noise influence that results from
background modeling or moving cast shadow, which will be explained later. More
accuracy, the traditional MSER need to be modified in two respects, which are
focused as follows.

Region Scale Modified. This problem is caused by the 3D to 2D projection,
especially for the large-scale crowd. Obviously, object with the same sizes will
be smaller in the image when it is farther from the camera, so the region size
should be modified in order to have the same measurement before the crowd
feature is extracted.

In this paper, we present a method based on perspective projection model.
Four restrictive conditions are assumed in the model: all the people are assumed
to have similar size; all the people are located in a horizontal plane; the image
center and the camera optical center are coincide; and all the pixels in the same
row have the same distortion parameter. We will calculate the parameter along
each row first.

Under the previous assumptions, all three-dimensional (3-D) lines with a
nonzero slope along the optic axis have perspective projections on the image
plane that meet at the same point, called the vanishing point. Let f be the focal
length of the CCD (charge-coupled device) sensor and lv be the distance between
the vanishing point and the center of the CCD sensor. Referring to Figure 3, Θ
denotes the horizontal plane and Ω denotes the CCD sensor plane. The visual
angle between them is θ, and could be calculated by the equation (3), which is
presented in [11]:

θ = arctan
f

lv
. (3)

We explain the method in Figure 3 for more details. Suppose there are several
equidistant parallel lines which are parallel to the CCD sensor on the horizontal
plane in the real world. Referring to Figure 3,

−−→
AB and

−−→
CD are the parallel lines

in the horizontal plane, which are also parallel to the CCD sensor plane and
symmetrical to the optical center.

−−−→
A′B′ and

−−−→
C′D′ are corresponding lines in the

CCD sensor plane. The point M , M ′, N and N ′ are intersection points of the
vertical plane and the corresponding lines in Θ and Ω. By using similar triangles,
the following relation can easily be found:∣∣∣−−−→A′B′

∣∣∣ = ∣∣∣−−−→FM ′
∣∣∣∣∣∣−−→FM
∣∣∣
∣∣∣−−→AB∣∣∣ ,∣∣∣−−−→C′D′

∣∣∣ = ∣∣∣−−→FN ′
∣∣∣∣∣∣−−→FN
∣∣∣
∣∣∣−−→CD∣∣∣ , (4)
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where
−−→
AA′ denotes a line segment begins from pointA to point A′. Considering

that
∣∣∣−−→AB∣∣∣ = ∣∣∣−−→CD∣∣∣, therefore,∣∣∣−−−→A′B′

∣∣∣∣∣∣−−−→C′D′
∣∣∣ =
∣∣∣−−−→FM ′
∣∣∣∣∣∣−−→FM ∣∣∣
∣∣∣−−→FN ∣∣∣∣∣∣−−→FN ′
∣∣∣ (5)

Fig. 3. Model of Horizontal Distortion

Figure 4 shows the vertical plane pass through the optical center. Suppose that
the distance between the optic center O of the camera and the ground is h, and
the real length of a pixel in the image is μ. According to the geometry analysis,∣∣∣−−−→FM ′

∣∣∣∣∣∣−−→FM
∣∣∣ could be calculated as equation (6):∣∣∣−−−→FM ′

∣∣∣∣∣∣−−→FM ∣∣∣ =
h2

h1
=
sign(

−−−→
OM ′) |OM ′| · μ · sin θ + f · cos θ

h− f · sin θ , (6)

where
−−→
OM points to the objects that are far away from the camera. Obviously,∣∣∣−−→FN

∣∣∣∣∣∣−−→FN ′
∣∣∣ could be calculated similarly. Consequently, the distortion parameter along

the row could be calculated as equation (7)

rd =

∣∣∣−−−→A′B′
∣∣∣∣∣∣−−−→C′D′
∣∣∣ =

sign(
−−−→
OM ′)

∣∣∣−−−→OM ′
∣∣∣ · μ · sin θ + f · cos θ

sign(
−−→
ON ′)
∣∣∣−−→ON ′
∣∣∣ · μ · sin θ + f · cos θ

(7)
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Fig. 4. Chart of Vertical Section through the Focus Point

Given the distortion parameter of the row that pass the center of the image,
the parameters in the other rows could be calculated iteratively. In this case, the
distortion of the extracted regions # could be calculated by surface integral, as
equation (8) shows, where N denotes the total pixels number in the regions.

wd =
1
N

∫∫
�
rd(x, y)d#. (8)

Shadow Elimination. Shadow is another principal factor that affects the
recognition precision of the system. The method proposed in this paper focuses
on the moving blobs and analyzes the properties of the blobs in the image. Con-
sequently, if the moving blobs are shadow in fact, the estimation tends to be
higher than the practical level. It needs to separate real objects from moving
shadows to make the algorithms robust. However, detecting moving shadows is
still a challenge in computer vision. Considering the complexity and efficiency,
we proposed a shadow elimination method based on the extracted regions.

In order to distinguish between moving cast shadows and moving object
points, Jacques et al. [12] proposed a method for detecting shadow after extract-
ing foreground region. A pixel is considered to be shadow pixel if the following
condition in equation (9) is satisfied:

std�(
It(x, y)
λ(x, y)

) < Lstd and Llow < (
It(x, y)
λ(x, y)

) < 1, (9)

where It(x, y) denotes the intensity of the pixel (x, y) at frame t, λ(x, y) denotes
the media of the pixel (x, y). Additionally, std�( It(x,y)

λ(x,y) ) denotes the standard

deviation of quantities It(x,y)
λ(x,y) over the region #, and Lstd, Llow are thresholds.

It suggests that the intensity of the pixels in the shadow region tends to be
more color invariant than the moving object pixels. Due to the homogeneity of
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Fig. 5. Shadow Detection based on the Extracted Regions

the intensity of the pixels, the shadows in the image tend to be detected as a
larger block of maximally stable extremal region, comparing with the moving
people. In this case, the large blocks of shadow that form when the density is low
could be detected and eliminated. Although the small blocks of shadow could not
be detected effectively when the crowd density is large, they have little influence
on the system performance. The example shown in Figure 5 illustrates the result
of shadow detection based on the extracted regions, which are marked blue. As
it can be observed, the pixels of shadow are correctly identified in the frame.

3.2 Crowd Feature Extraction Based on Region Extraction

As analyzed previously, the size and number of the extracted regions have close
relationship with the crowd density. In this section, we compute the modified
region size histogram of the extracted regions to obtain the density level of the
crowd. Let Hb(i) denotes the count for bin i, s(i) denotes the size for bin i,
which is threshold according to different situations. And M(k) denotes the size
of every extracted regions, the region size histogram is formed as equation (10):

Hb(i) = {#M(k) | s(i) ≤ wd ·M(k) ≤ s(i+ 1)} , (10)

where #M(k) denotes the number of the extracted regions that the modified size
is between s(i) and s(i + 1). Since the sizes of extracted regions vary sharply,
ranging from tens of pixels to several thousands, we compute the logarithm
of the region size before calculating the histogram to make them concentrate.
Therefore, the equation (10) should be modified, that is:

Hlog(i) = {#Mlog(k)|slog(i) ≤ logwd + logM(k) ≤ slog(i+ 1)}. (11)

Crowd Features of different density levels are shown in Figure 6.
In this paper, we extract the crowd feature of ten dimensions with histogram

calculation. The experiment further prove the previous logical inference that the
region size and number distinguish with different density level of crowd. Through
theoretical analysis and experiment, the small blocks of regions predominate the
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Fig. 6. Crowd Feature of Different Density Level based on Extracted Regions

density level of the crowd, but the regions with a large area above a threshold
tend to be shadow. In this case, different dimensions of the crowd feature have
different impact on the estimation result.

Beyond that, the extracted regions based on maximally stable extremal region
can obtain good result with viewpoint, scale or light changing [10], which makes
the system more robust and practical.

3.3 Density Estimation Based on Support Vector Machine

In this section, we will establish the relationship between the crowd feature
vector and the output density, which is a typical regression problem. The support
vector method [8] is a powerful tool to solve the nonlinear regression estimation
problem. The traditional decision function of SVM is shown in equation (12):

f(x̄) = sign(
l∑

i=1

αiK(x̄i, x̄) + b), (12)

where αi is Lagrangian multiplier, and x̄i are support vectors. In this paper we
employ the gaussian RBF function as kernel function, as equation (13) shows:

K(x̄i, x̄) = exp(−‖ x̄i − x̄ ‖2

2σ2 ). (13)

The support vector machines are originally designed for binary classification, but
the crowd density estimation is a multi-class problem. Therefore, there is a need
to extend it for multi-class problem. Considering the computation complexity
and the feature vector property, the one-against-one method [13] is introduced
in the crowd density system. This method constructs k(k−1)/2 classifiers where
each one is trained on data from two classes, and then utilizes the MaxWins
strategy to decide the density level of the crowd.
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4 Experiments and Results

In this work, the video sequences are captured from a camera located with
an angle less than 45◦ towards the ground, which is common position setting
in video surveillance applications. The crowd images are first separated into
four groups according to the congesting degree of the crowds, i.e., low density
(0 ∼ 0.6Peds/m2), moderate low density (0.6 ∼ 1.25Peds/m2), moderate high
density (1.25 ∼ 2Peds/m2) and high density (> 2Peds/m2). These four ranges
of crowd densities correspond with the service levels of pedestrian flow, which
are defined by Polus [1] as free flow, restricted flow, dense flow and jammed flow.
For each crowd density level, we labeled 1000 frames. The system is trained on
first 300 frames, and tested on the remaining 700 frames.

In the first experiment, we compare our proposed crowd feature based on
region with the pixel statistics feature, and the texture feature based on gray
level dependence matrix. The estimation result tested on different feature set is
shown in Figure 7.

As the Figure 7 shows, the estimation accuracy based on region feature per-
forms well on all-scale density level, since it extract the effective blobs of the
crowd and the feature between different density crowds differ more obviously.
With the density level growing, the accuracy of the pixel statistics feature de-
creases significantly, because the area and edge ratio could not represent oc-
clusions between people effectively. And for restricted flow or dense flow, the
estimation based on texture feature does not have a good result, because the
texture feature for these density of crowd is not very distinct.

In addition, we test the proposed system on visual angle varying conditions.
For an actual surveillance system, there always exists need to install a pan/tilt
to monitor a large scale scene. Besides, the installation location of the camera
would also lead to the visual angle varying. All of these conditions would result
in the case that the testing samples are captured from a different angle with
the training samples. The region extracted based on maximally stable extremal
region is invariant with view angle change [10], but the texture feature has a
close relationship with the view angle. The result of the estimation result for
variant view angle problem is shown in Figure 8.

Fig. 7. Estimation Result on Different Feature Set
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Fig. 8. Estimation Result on Different Feature Set for Variant View Angle Problem

As the figure shows that, the accuracy of crowd density estimation is high
for all scale density, compared with the pixel statistics feature and the texture
feature.

5 Conclusion

In this paper, the authors propose a system to estimate the crowd density map
for the input video frame, which is essential for crowd management in intelligent
surveillance system. In this proposed system, the foreground is firstly detected
using mixture-of-Gaussian background modeling. Afterwards, the regions are ex-
tracted based on maximally stable extremal region. Furthermore, we propose a
perspective projection method to modify the 3D to 2D distortion and a mov-
ing cast shadow elimination method based on the extracted region. After that,
the crowd feature is extracted on the modified region with histogram method.
Finally, the system analyze the crowd feature with support vector machine.

Experiments on real videos show that the method proposed in this paper has
a good performance within all scale density level crowd. Besides, on account that
the region extracted based on maximally stable extremal region is invariant to
affine transform and insensitive to light change, the system is more robust and
practical than the previous method.

Other than the density, people counting and abnormal detection are also es-
sential issues for crowd surveillance. Therefore, some approaches to estimate the
number of people in the scene and understand the crowd behavior are desirable
directions in the future.
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Abstract. In this paper, we show how to efficiently and effectively ex-
tract a rich class of low-rank textures in a 3D scene from 2D images de-
spite significant distortion and warping. The low-rank textures capture
geometrically meaningful structures in an image, which encompass con-
ventional local features such as edges and corners as well as all kinds of
regular, symmetric patterns ubiquitous in urban environments and man-
made objects. Our approach to finding these low-rank textures lever-
ages the recent breakthroughs in convex optimization that enable robust
recovery of a high-dimensional low-rank matrix despite gross sparse er-
rors. In the case of planar regions with significant projective deformation,
our method can accurately recover both the intrinsic low-rank texture
and the precise domain transformation. Extensive experimental results
demonstrate that this new technique works effectively for many near-
regular patterns or objects that are approximately low-rank, such as
human faces and text.

1 Introduction

One of the fundamental problems in computer vision is to identify certain feature
points or salient regions in images. These points and regions are the basic build-
ing blocks of almost all high-level vision tasks such as 3D reconstruction, object
recognition, and scene understanding. Throughout the years, a large number
of methods have been proposed in the computer vision literature for extract-
ing various types of feature points or salient regions. The detected points or
regions typically represent parts of the image which have distinctive geometric
or statistical properties such as Canny edges, Harris corners, and textons.

One of the important applications of detecting feature points or regions is to
establish correspondence or measure similarity across different images. For this
purpose, it is desirable that the detected points/regions are somewhat stable
or invariant under transformations incurred by changes in viewpoint or illumi-
nation. In the past decade, numerous “invariant” features and descriptors have
been proposed, studied, compared, and tuned in the literature (see [1,2] and ref-
erences therein). A widely used feature descriptor is the scale invariant feature
transform (SIFT) [3], which to a large extent is invariant to changes in rotation
and scale (i.e., similarity transformations) and illumination. Nevertheless, if the
images are shot from very different viewpoints, SIFT may fail to establish reliable
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(a) Input (r = 35) (b) Input (r = 15) (c) Input (r = 53) (d) Input (r = 13)

(e) Output (r = 14) (f) Output (r = 8) (g) Output (r = 19) (h) Output (r = 6)

Fig. 1. Low-rank Textures Automatically TILTed. From left to right: a butterfly;
a face; a tablet of Chinese characters; and the Leaning Tower of Pisa. Top: windows
with the red border are the original input, windows with the green border deformed
texture returned by our method; Bottom: textures in the green window are matrices
of much lower rank.

correspondences and its affine-invariant version becomes a better choice [4, 5].
While deformation of a small distant patch can be well-approximated by an
affine transform, projective transform becomes necessary to describe the defor-
mation of a large region viewed through a perspective camera. To the best of
our knowledge, from a practical standpoint, there are no feature descriptors that
are truly invariant (or even approximately so) under projective transformations
or homographies.

Despite tremendous effort in the past few decades to search for better and
richer classes of invariant features in images, there seems to be a fundamental
dilemma that none of the existing methods have been able to resolve ultimately:
On the one hand, if we consider typical classes of transformations incurred on
the image domain by changing camera viewpoint and on the image intensity by
changing contrast or illumination, then in strict mathematical sense, invariants
of the 2D image are extremely sparse and scarce – essentially only the topology
of the extrema of the image function remains invariant, known as attributed
Reeb tree (ART) [6]. The numerous “invariant” image features proposed in the
vision literature, including the ones mentioned above, are at best approximately
invariant, and often only to a limited extent. On the other hand, the 3D scene is
typically rich of regular structures that are full of invariants (with respect to 3D
Euclidean transformations). For instance, in an urban environment, the scene
is typically filled with man-made objects that have parallel edges, right angles,
regular shapes, symmetric structures, and repeated patterns. These geometric
structures are rich of properties that are invariant under all types of subgroups
of the 3D Euclidean group and as a result, their 2D (affine or perspective) images
encode extremely rich 3D information about objects in the scene [7,8, 9].
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In this paper we propose a technique that aims to resolve the above dilemma
about invariant features. We contend that instead of trying to seek invariants of
the image that are either scarce or imprecise, we should

aim to directly detect and extract invariant structures of a scene through
their images despite (affine or projective) domain transforms.

Many methods have been developed in the past to detect and extract all types
of regular, symmetric patterns from images under affine or projective transforms
(see [10] for a recent evaluation). As symmetry is not a property that depends on
a small neighborhood of a pixel, it can only be detected from a relatively large
region of the image. However, most existing methods for detecting symmetric
regions and patterns start by extracting and putting together local features such
as SIFT points [9], corners, and edges [11]. As feature detection and edge extrac-
tion themselves are sensitive to local image variations such as noise, occlusion,
and illumination change, such symmetry detection methods inherently lack ro-
bustness and stability. In addition, as we will see in this paper, many regular
structures and symmetric patterns do not even have distinctive features. Thus,
we need a more general, effective, and robust way of detecting and extracting
regular structures in images despite significant distortion and corruption.
Contributions of this Paper. In this paper, we aim to extract regions in a 2D
image that correspond to a very rich class of regular patterns on a planar surface
in 3D, whose appearance can be modeled as a “low-rank” matrix. In some sense,
many conventional features mentioned above such as edges, corners, symmetric
patterns can all be considered as special instances of such low-rank textures.
Clearly, an image of such a texture may be deformed by the camera projection
and undergoes certain domain transformation (say affine or projective). The
transformed texture in general is no longer low-rank in the image. Nevertheless,
by utilizing advanced convex optimization tools from matrix rank minimization,
we will show how to simultaneously recover such a low-rank texture from its
deformed image and the associated deformation.

Our method directly uses raw pixel values of the image and there is no need of
any pre-extraction of any low-level, local features such as corners, edges, SIFT,
and DoG features. The proposed solution and algorithm are inherently robust to
gross errors caused by corruption, occlusion, or cluttered background affecting a
small fraction of the image pixels. Furthermore, our method applies to any image
regions wherever such low-rank textures occur, regardless of the size of their
spatial support. Thus, we are able to rectify not only small local features such as
an edge and a corner but also large global symmetric patterns such as an entire
facade of a building. We believe that this is a very powerful new tool that allows
people to accurately extract rich structural and geometric information about the
scene from its images, that are truly invariant of image domain transformations.
Organization of This Paper. The remainder of this paper is organized as follows:
Section 2 gives a rigorous definition of “low-rank textures” as well as formulates
the mathematical problem associated with extracting such textures. Section 3
gives an efficient and effective algorithm for solving the problem. We provide
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extensive experimental results to verify the efficacy of the proposed algorithm
as well as the usefulness of the extracted low-rank textures.

2 Transform Invariant Low-Rank Textures

2.1 Low-Rank Textures

In this paper, we consider a 2D texture as a function I0(x, y), defined on R2.
We say that I0 is a low-rank texture if the family of one-dimensional functions
{I0(x, y0) | y0 ∈ R} span a finite low-dimensional linear subspace i.e.,

r
.= dim

(
span{I0(x, y0) | y0 ∈ R}

)
≤ k (1)

for some small positive integer k. If r is finite, then we refer to I0 as a rank-r
texture. Figure 2 shows some ideal low-rank textures: a vertical or horizontal edge
(or slope) can be considered as a rank-1 texture; and a corner can be considered
as a rank-2 texture. By this definition, it is easy to see that the image of regular
symmetric patterns always lead to low-rank textures.

Given a low-rank texture, obviously its rank is invariant under any scaling of
the function, as well as scaling or translation in the x and y coordinates. That
is, if g(x, y) .= cI0(ax + t1, by + t2) for some constants a, b, c, t1, t2 ∈ R+, then
g(x, y) and I0(x, y) have the same rank according to our definition in (1).

For most practical purposes, it suffices to recover any scaled version of the
low-rank texture I0(x, y), as the remaining ambiguity left in the scaling can often
be easily resolved in practice by imposing additional constraints on the texture
(see Section 3.2). Hence, in this paper, unless otherwise stated, we view two
low-rank textures equivalent if they are scaled version of each other: I0(x, y) ∼
cI0(ax+ t1, by + t2), for all a, b, c, t1, t2 ∈ R+.

In practice, we are never given the 2D texture as a continuous function in R2.
Typically, we only have its values sampled on a finite discrete, say m×n, grid in
Z2. In this case, the 2D texture I0(x, y) is represented by an m× n real matrix.
For a low-rank texture, we always assume that the size of the sampling grid is
significantly larger than the intrinsic rank of the texture1 i.e.,

r � min{m,n}
Thus, the 2D texture I0(x, y) (discretized) as a matrix has very low rank relative
to its dimensions.

Remark 1 (Low-rank Textures versus Random Textures). Conventionally, the
word “texture” is used to describe image regions that exhibit certain spatially
stationary stochastic properties (e.g. grass, sand). Such a texture can be con-
sidered as a random sample from a stationary stochastic process [12] and is
generally of full rank as a 2D function. The “low-rank textures” defined here are
complementary to such random textures: It is supposed to describe regions in
an image that have rather regular deterministic structures.
1 It is easy to show that as long as the sampling rate is not one of the aliasing frequen-

cies of the function I0, the resulting matrix has the same rank as the continuous
function.
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(a) Input(r = 11) (b) Input(r = 16) (c) Input(r = 10) (d) Input(r = 24)

(e) Output(r = 1) (f) Output(r = 2) (g) Output(r = 7) (h) Output(r = 14)

Fig. 2. Representative examples of low-Rank textures. From left to right: an
edge; a corner; a symmetric pattern, and a license plate. Top: deformed textures (high-
rank as matrices); Bottom: the recovered low-rank textures.

2.2 Deformed and Corrupted Low-Rank Textures

In practice, we typically never see a perfectly low-rank texture in a real image,
largely due to two factors: 1. the change of viewpoint usually induces a trans-
formation on the domain of the texture function; 2. the sampled values of the
texture function are subject to many types of corruption such as quantization,
noise, occlusions, etc. In order to correctly extract the intrinsic low-rank textures
from such deformed and corrupted image measurements, we must first carefully
model those factors and then seek ways to eliminate them.
Deformed Low-rank Textures. Although many surfaces or structures in 3D ex-
hibit low-rank textures, their images do not! If we assume that such a texture
I0(x, y) lies approximately on a planar surface in the scene, the image I(x, y)
that we observe from a certain viewpoint is a transformed version of the original
low-rank texture function I0(x, y):

I(x, y) = I0 ◦ τ−1(x, y) = I0 (τ−1(x, y)
)

where τ : R2 → R2 belongs to a certain Lie group G. In this paper, we assume
G is either the 2D affine group Aff(2) or the homography group GL(3) acting
linearly on the image domain2. In general, the transformed texture I(x, y) as a
matrix is no longer low-rank. For instance, a horizontal edge has rank one, but
when rotated by 45◦, it becomes a full-rank diagonal edge (see Figure 2(a)).
Corrupted Low-rank Textures. In addition to domain transformations, the ob-
served image of the texture might be corrupted by noise and occlusions or contain
some surrounding backgrounds. We can model such deviations as:

I = I0 + E
2 Nevertheless, in principle, our method works for more general classes of domain

deformations or camera projection models as long as they can be modeled well by a
finite-dimensional parametric family.
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for some error matrix E. As a result, the image I is potentially no longer a low-
rank texture. In this paper, we assume that only a small fraction of the image
pixels are corrupted by large errors, and hence, E is a sparse matrix.

Our goal in this paper is to recover the exact low-rank texture I0 from an
image that contains a deformed and corrupted version of it. More precisely, we
aim to solve the following problem:

Problem 1 (Robust Recovery of Transform Invariant Low-rank Textures). Given
a deformed and corrupted image of a low-rank texture: I = (I0 + E) ◦ τ−1,
recover the low-rank texture I0 and the domain transformation τ ∈ G.
The above formulation naturally leads to the following optimization problem:

min
I0,E,τ

rank(I0) + γ‖E‖0 subject to I ◦ τ = I0 + E (2)

where ‖E‖0 denotes the number of non-zero entries in E. That is, we aim to
find the texture I0 of the lowest rank and the error E of the fewest nonzero
entries that agrees with the observation I up to a domain transformation τ .
Here, γ > 0 is a weighting parameter that trades off the rank of the texture
versus the sparsity of the error. For convenience, we refer to the solution I0

found to this problem as a Transform Invariant Low-rank Texture (TILT)3.

Remark 2 (TILT versus Affine-Invariant Features). TILT is fundamentally dif-
ferent from the affine-invariant features or regions proposed in the literature [4,5].
Essentially, those features are extensions to SIFT features in the sense that their
locations are very much detected the same way as SIFT. The difference is that
around each feature, an optimal affine transform is found that in some way “nor-
malizes” the local statistics, say by maximizing the isotropy of the brightness
pattern [13]. Here TILT finds the best local deformation by minimizing the rank
of the brightness pattern in a robust way. It works the same way for any image
region of any size and for both affine and projective transforms (or even more
general transformation groups that have smooth parameterization). Probably
most importantly, as we will see, our method is able to stratify all kinds of re-
gions that are approximately low-rank (e.g. human faces, texts) and the results
match extremely well with human perception.

Remark 3 (TILT versus RASL). We note that the optimization problem (2) is
strikingly similar to the robust image alignment problem studied in [14], known
as RASL. In some sense, TILT is a simpler problem as it only deals with one
image and one domain transformation whereas RASL deals with multiple images
and multiple transformations, one for each image. Thus, in the next section, we
will follow a similar line of development to solve our problem as that in [14].
However, there are some important differences between TILT and RASL. For
example, to make TILT work for a wide range of textures, we have to incorporate
new constraints so that it achieves a large range of convergence. Moreover, we
use a much faster convex optimization algorithm than the APG-based method
used in [14], which will be described in the next section.
3 By a slight abuse of terminology, we also refer to the procedure of solving the opti-

mization problem as TILT.
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3 Solution by Iterative Convex Optimization

Although the formulation in (2) is intuitive, the rank function and the �0-norm
are extremely difficult to optimize (in general NP-hard). Recent breakthroughs
in convex optimization have shown that under fairly broad conditions, the cost
function can be replaced by its convex surrogate [15]: the matrix nuclear norm
‖I0‖∗ (sum of all singular values) for rank(I0) and the �1-norm ‖E‖1 (the sum
of absolute values of all entries) for ‖E‖0, respectively. As result, the objective
function becomes:

min
I0,E,τ

‖I0‖∗ + λ‖E‖1 subject to I ◦ τ = I0 + E (3)

where λ > 0 is a weighting parameter. Notice that although the objective func-
tion is now convex, the constraint I◦τ = I0+E remains nonlinear in τ ∈ G. Theo-
retical considerations in [15] suggest that λ must be of the form C/

√
max{m,n},

where C is a constant, typically set to unity, and I0 ∈ R
m×n.

As suggested in [14], to deal with the nonlinear constraint effectively, we may
assume that the deformation τ is small and so we can linearize the constraint
I ◦ τ = I0 +E around its current estimate: I ◦ (τ +Δτ) ≈ I ◦ τ +∇IΔτ , where
∇I represents the derivatives of the image w.r.t the transformation parameters4.
Thus, locally the above optimization problem becomes a convex optimization
subject to a set of linear constraints:

min
I0,E,Δτ

‖I0‖∗ + λ‖E‖1 subject to I ◦ τ +∇IΔτ = I0 + E (4)

As this linearization is only a local approximation to the original nonlinear prob-
lem, we solve it iteratively in order to converge to a (local) minima of the original
problem. Although it is difficult to derive exact conditions under which this con-
vex relaxation followed by linearization converges, in practice, we observe that
the procedure does converge to a locally optimal solution, even when we start
from a large initial deformation τ0.

3.1 Fast Algorithm Based on Augmented Lagrangian Multiplier

In [14], the accelerated proximal gradient (APG) method was employed to solve
the linearized problem (4). Recent studies have shown that the Augmented La-
grangian multiplier (ALM) method [16] is more effective for solving this type
of convex optimization problems [15], and typically results in much faster con-
vergence. For the sake of completeness, we will derive the ALM method to the
linearized problem (4) and then summarize the overall algorithm for solving the
original problem (3). We leave some detailed implementation issues for improving
stability and range of convergence to the next subsection.

The Augmented Lagragian Multiplier method aims to solve the original con-
strained convex program (4) by instead minimizing the augmented Lagrangian
given by:
4 Strictly speaking, ∇I is a 3D tensor: it gives a vector of derivatives at each pixel

whose length is the number of parameters in the transformation τ . When we “multi-
ply” ∇I with another matrix or vector, it contracts in the obvious way which should
be clear from the context.
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L(I0, E,Δτ, Y, μ) .=

‖I0‖∗ + λ‖E‖1 + 〈Y, I ◦ τ +∇IΔτ − I0 − E〉 +
μ

2
‖I ◦ τ +∇IΔτ − I0 − E‖2

F

where Y is a matrix of Lagrange multipliers, and μ > 0 denotes the penalty for
infeasible points. It is known from convex optimization literature [16] that the
optimal solution to the original problem (4) can be effectively found by iterating
the following two steps till convergence:{

(I0
k+1, Ek+1, Δτk+1) ← minI0,E,Δτ L(I0, E,Δτ, Yk, μk)
μk+1 ← ρμk, Yk+1 ← Yk + μk(I ◦ τ +∇IΔτk+1 − I0

k+1 − Ek+1)
(5)

for some ρ > 1.
In general, it might be expensive to find the optimal solution to the first step of

(5) by minimizing over all the variables I0, E,Δτ simultaneously. So in practice,
to speed up the algorithm, we adopt an alternating minimization strategy as
follows5: ⎧⎨⎩

I0
k+1 ← minI0 L(I0, Ek, Δτk, Yk, μk)

Ek+1 ← minE L(I0
k+1, E,Δτk, Yk, μk)

Δτk+1 ← minΔτ L(I0
k+1, Ek+1, Δτ, Yk, μk)

(6)

Given the special structure of our Lagrangian function L, each of the above
optimization problem has a very simple solution. Let St[·] be the soft thresholding
or shrinkage operator defined as follows:

St(x) = sign(x) ·max{|x| − t, 0} (7)

where t ≥ 0. When applied to vectors or matrices, the shrinkage operator acts
element-wise. Suppose that (Uk, Σk, Vk) .= svd(I ◦ τ + ∇IΔτk − Ek + μ−1

k Yk).
Then the optimization problems in (6) can be solved as follows:⎧⎪⎨⎪⎩

I0
k+1 ← UkSμ−1

k
[Σk]V T

k

Ek+1 ← Sλμ−1
k

[I ◦ τ +∇IΔτk − I0
k+1 + μ−1

k Yk]
Δτk+1 ← (∇IT∇I)−1∇IT (−I ◦ τ + I0

k+1 + Ek+1 − μ−1
k Yk)

(8)

We summarize the ALM approach to solving the problem in (3) as Algorithm 1.

3.2 Additional Constraints and Implementation Details

The previous section lays out the basic ALM algorithm for solving the TILT
problem (3). However, there are a few caveats in applying it to real images of
low-rank textures. In this section, we discuss some additional constraints which
make the solution to the problem well-defined and some special implementation
details that improve the range of convergence.
5 It can be shown that under fairly broad conditions, this does not affect the conver-

gence of the algorithm.
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Constraints on the Transformations. As we have discussed in Section 2.1, there
are certain ambiguities in the definition of low-rank texture. The rank of a low-
rank texture function is invariant with respect to scaling in its value, scaling
in each of the coordinates, and translation in each of the coordinates. Thus, in
order for the problem to have a unique, well-defined optimal solution, we need to
eliminate these ambiguities. In the first step of Algorithm 1, the intensity of the
image is renormalized at each iteration in order to eliminate the scale ambiguity
in pixel value. Otherwise, the algorithm may tend to converge to a “globally
optimal” solution by zooming into a black pixel.

To resolve the ambiguities in the domain transformation, we also need some
additional constraints. For simplicity, we assume that the support of the initial
image window Ω is a rectangle with the length of the two edges being L(e1) = a
and L(e2) = b, so that the total area S(Ω) = ab. To eliminate the ambiguity in
translation, we can fix the center x0 of the window i.e., τ(x0) = x0. This imposes
a set of linear constraints on Δτ given by :

AtΔτ = 0 (9)

To eliminate the ambiguities in scaling the coordinates, we enforce (typically only
for affine transforms) that the area and the ratio of edge length remain constant be-
fore and after the transformation, i.e. S(τ(Ω)) = S(Ω) and L(τ(e1))/L(τ(e2)) =
L(e1)/L(e2). In general, these conditions impose additional nonlinear constraints
on the desired transformation τ in problem (3). As outlines earlier, we can linearize
these constraints against the transformation τ and obtain another set of linear con-
straints on Δτ :

AsΔτ = 0 (10)

As a result, to eliminate both scaling and translation ambiguities, all we need
to do is to add two sets of linear constraints to the optimization problem (4).This
results in very small modifications to Algorithm 1 to incorporate those additional
linear constraints6.

Multi-Resolution and Branch-and-Bound. To further improve both the speed
and the range of convergence, we adopt the popular multi-resolution approach in
image processing. For the given image window I, we build a pyramid of images by
iteratively blurring and downsampling the window by a factor of 2 until the size
of the matrix reaches a threshold (say, less than 30 × 30 pixels7). Starting from
the top of the pyramid, we apply our algorithm to the lowest-resolution image
first and always initialize the algorithm with the deformation found from the
previous level. We found that in practice, this scheme significantly improves the
range of convergence and robustness of the algorithm since in the low-resolution
images, small details are blurred out and the larger structures of the image
drive the updates of the deformation. Moreover, it can speed up Algorithm 1 by
6 By introducing an additional set of Lagrangian multipliers and then appropriately

revising the update equation associated with Δτk+1.
7 In order for the convex relaxation (3) to be tight enough, the matrix size cannot be

too small. In practice, we find that our method works well for windows of size larger
than 20 × 20.
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Algorithm 1. (TILT via ALM)

Input: Initial rectangular window I ∈ R
m×n in the input image, initial

transformations τ in a certain group G (affine or projective), λ > 0.
While not converged Do

Step 1: normalize the image and compute the Jacobian w.r.t. transformation:

I ◦ τ ← I ◦ τ

‖I ◦ τ‖F
, ∇I ← ∂

∂ζ

(
I ◦ ζ

‖I ◦ ζ‖F

)∣∣∣
ζ=τ

;

Step 2: solve the linearized convex optimization (4):

min
I0,E,Δτ

‖I0‖∗ + λ‖E‖1 subject to I ◦ τ + ∇IΔτ = I0 + E,

with the initial conditions: Y0 = 0, E0 = 0, Δτ0 = 0, μ0 > 0, ρ > 1, k = 0:
While not converged Do

(Uk, Σk, Vk) ;← svd(I ◦ τ + ∇IΔτk − Ek + μ−1
k Yk),

I0
k+1 ;← UkSμ−1

k
[Σk]V T

k ,

Ek+1 ;← S
λμ−1

k
[I ◦ τ + ∇IΔτk − I0

k+1 + μ−1
k Yk],

Δτk+1 ;← (∇IT∇I)−1∇IT (−I ◦ τ + I0
k+1 + Ek+1 − μ−1

k Yk),
Yk+1 ;← Yk + μk(I ◦ τ + ∇IΔτk+1 − I0

k+1 − Ek+1),
μk+1 ;← ρμk,

End While
Step 3: update transformations: τ ← τ + Δτk+1;

End While
Output: I0, E, τ .

Fig. 3. Convergence of TILT. Left: representative input images in different regions;
Right: the range of convergence (# of successes out of 20 random trials in each region)

hundreds of times. We tested the speed of our algorithm in MATLAB on a PC
with a 3 Ghz processor. With input matrices of size 50×50, the average running
time over 100 experiments is less than 6 seconds.

Apart from the multi-resolution scheme, we can make Algorithm 1 work for a
large range of deformation by using a branch-and-bound approach. For instance,
in the affine case, we initialize Algorithm 1 with different deformations (e.g., a
combination search for all 4 degrees of freedom for affine transforms with no
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translation). A natural concern about such a branch-and-bound scheme is its
effect on speed. Nevertheless, within the multi-resolution scheme, we only have
to perform branch-and-bound at the lowest resolution, find the best solution, and
use it to initialize the higher resolution levels. Since Algorithm 1 is extremely
fast for small matrices at the lowest-resolution level, running multiple times with
different initializations does not significantly affect the overall speed. In a similar
spirit, to find the optimal projective transform (homography), we always find
the optimal affine transform first and then use it to initialize the algorithm. We
observed that with such an initialization, the branch-and-bound step becomes
unnecesary for the projective transformation case.

Results in all examples and experiments shown in this paper are found by
Algorithm 1 using both the multi-resolution and branch-and-bound schemes,
unless otherwise stated.

4 Experiments and Applications

4.1 Range of Convergence of TILT

For most low-rank textures, Algorithm 1 has a fairly large range of convergence,
even without using any branch-and-bound. To illustrate this, we show the result
of the algorithm with a checkerboard image undergoing different ranges of affine
transform: y = Ax+ b, where x, y ∈ R2. We parameterize the affine matrix A as

A(θ, t) =
[
cos θ − sin θ
sin θ cos θ

]
×
[
1 t
0 1

]
. We change (θ, t) within the range θ ∈ [0, π/6]

with step size π/60, and t ∈ [0, 0.3] with step size 0.03. We observe that the
algorithm always converges up to θ = 10◦ of rotation and skew (or warp) up to

(i) Input I (j) Output I ◦ τ (k) Low rank I0 (l) Sparse error E

Fig. 4. Robustness of TILT. Top: random corruption added to 60% pixels; Middle:
scratches added on a symmetric pattern; Bottom: containing cluttered background
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t = 0.2. Due to its rich symmetries and sharp edges, the checkerboard is a
challenging case for “global” convergence since there are multiple local minima
possible. In practice, we find that for most symmetric patterns in urban scenes (as
shown in Figure 5), our algorithm converges for the entire tested range without
any branch-and-bound.

4.2 Robustness of TILT

The results shown in Figure 4 demonstrate the striking robustness of the pro-
posed algorithm to random corruptions, occlusions, and cluttered background,
respectively. For the first two experiments, the branch-and-bound scheme was
not used.

4.3 Shape from Low-Rank Texture Detection

Obviously, the rectified low-rank textures found by our algorithm can better
facilitate almost all high-level vision tasks than existing feature or texture de-
tectors, including establishing correspondences among images, recognizing texts
and objects, or reconstructing 3D shape or structure of a scene, etc. Due to
limited space, we show a few examples in Figure 5 (left) to illustrate how our
algorithm can extract rich geometric and structure information from an image
of an urban scene.

The image size in this experiment is 1024 × 685 pixels and we use affine
transformations on a grid of 60×60 windows to obtain the low-rank texture. If the
rank of the resulting texture drops significantly from that of the original window,
we say that the algorithm has “detected” a salient region.8 In Figure 5, we have
plotted the resulting deformed windows, together with the local orientation and
surface normal recovered from the optimal affine transformation. Notice that for

Fig. 5. Left: Low-rank textures detected by the TILT algorithm with affine transform
on a grid of 60× 60 windows and the recovered local affine geometry. Middle: low rank
textures recovered by TILT with projective transform, which correspond to the regions
marked with yellow lines; Right: the resulting image with the marked regions edited.

8 The image rank is computed by thresholding the singular values at 1/30 times the
largest one. We also throw away regions whose largest singular value is too small,
which typically correspond to a smooth region such as the sky.
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Fig. 6. Representative results of our method. Top: various patterns and textures;
Middle: various texts and signs; Bottom: objects with bilateral symmetry.

windows inside the building facades, our algorithm correctly recovers the local
geometry for almost all of them; even for patches on the edge of the facades, one
of its sides always aligns precisely with the building’s edge.

Of course, one can initialize the size of the windows at different sizes or scales.
But for larger regions, affine transformations will not be accurate enough to
describe the deformation. In this case, we use projective transformations. For
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instance, the entire facade of the middle building in Figure 5 (left) obviously
exhibits significant projective deformation. Nevertheless, if we initialize the pro-
jective TILT algorithm with the affine transform of a small patch on the facade,
the algorithm can easily converge to the correct homography and recover the
low-rank textures correctly, as shown in Figure 5 (middle).

With both the low-rank texture and their geometry correctly recovered, we can
easily perform many interesting tasks such as editing parts of the images using
the true 3D orientation and the correct perspective. Figure 5 (right) illustrates
this application with an example.

4.4 Rectifying Different Categories of Low-Rank Textures

Since the proposed algorithm has a very large range of convergence for both
affine and projective transformations and it is also robust to sparse corruptions,
we observed that it works remarkably well for a very broad range of patterns,
regular structures, and objects that arise in natural images or paintings. Figure
6 shows a few examples. We observe that with a simple initialization with a
very rough rectangular window, our algorithm can converge precisely onto the
underlying low-rank structures of the images, despite significant deformation.
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Abstract. An important finding in our understanding of the human
vision system is perceptual grouping, the mechanism by which visual el-
ements are organized into coherent groups. Though grouping is generally
acknowledged to be a crucial component of the mid-level visual system, in
computer vision there is a scarcity of mid-level cues due to computational
difficulties in constructing feature detectors for such cues. We propose
a novel mid-level visual feature detector where the visual elements are
grouped based on the 2D translation subgroup of a wallpaper pattern.
Different from previous state-of-the-art lattice detection algorithms for
near-regular wallpaper patterns, our proposed method can detect multi-
ple, semantically relevant 2D lattices in a scene simultaneously, achieving
an effective translation-symmetry-based segmentation. Our experimen-
tal results on urban scenes demonstrate the use of translation-symmetry
for building facade super-resolution and orientation estimation from a
single view.

1 Introduction

Symmetry is an essential concept in perception and a ubiquitous phenomenon
present in all forms and scales in the real world, from galaxies to atomic struc-
tures [1]. Symmetry also is considered a preattentive feature [2] that enhances
object recognition. Much of our understanding of the world is based on the per-
ception and recognition of repeated patterns that are generalized by the math-
ematical concept of symmetry [3].

A translation-symmetry is a translation transformation that keeps a pattern
setwise invariant [4]. Mathematically, such a pattern has to be periodic and
infinite. In practice, we view a finite portion of a periodic pattern in an im-
age as an occluded infinite pattern, thus the term ‘translation-symmetry’ is
equally applicable [5]. 2D translation symmetry detection (lattice detection) has
been gaining more attention in computer vision and computer graphics in re-
cent years [5, 6,7,8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. The underlying topological
lattice structure of a near-regular texture (NRT) under a set of geometric and
photometric deformation fields was first acknowledged and used by Liu et al.
for texture analysis and manipulation [6, 19]. Subsequently, Hays et al. [7] de-
veloped the first deformed lattice detection algorithm for real images without
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pre-segmentation. Hays et al. [7] formulated the lattice detection problem as a
higher order correspondence problem using a spectral method that produces im-
pressive results. Later, Park et al. [8,9] formulated 2D deformed lattice finding as
an inference problem on a Markov Random Field (MRF) and showed improved
speed and accuracy on single lattice detection. Regular lattice detection has also
been formulated by Han et al. [10] using statistical model selection.

In applications, Shindler et al. [15] use lattice detection to geo-tag user photos
and many efforts have been made to remove clutter from real world 2D lattices
and synthesize new views [14,20]. Canada et al. [11] developed lattice detection
for automatic high throughput analysis of histology array images. Liu et al. [21]
apply a lattice detection algorithm to detect and remove a fence region that
occludes interesting objects behind the fence.

However, state-of-the-art lattice detection algorithms cannot detect multiple
lattices in the scene, which prevents wide applicability of 2D translation symme-
try features for many computer vision and graphics applications. In this paper
we present, for the first time, an algorithm for detecting multiple 2D lattices.

2 Translation-Symmetry-Based Perceptual Grouping

The human visual system can detect many classes of patterns and statistically
significant arrangements of image elements. Perceptual grouping refers to the
ability to extract significant image relations and structure from lower-level prim-
itive image features without prior knowledge of high-level image content. Our
proposed method follows this concept. We first detect lower-level primitive im-
age features such as Kanade Lucas Tomasi corners (KLT) [22], Maximally Stable
Extremal Regions (MSER) [23], and Speeded Up Robust Features (SURF) [24].
Then, each set of feature points is grouped by that feature’s descriptor and
2D lattice structures are proposed from each group. The proposed grouping
method is an iterative procedure similar to a standard clustering algorithm such
as K-means or mean-shift clustering, except that the similarity metric reflects
higher-level knowledge of 2D translation symmetry such as texel appearance,
(t1, t2) basis vector pair, and lattice coverage in the image. Once we obtain
this information, we can rectify the perspective distortion of the 2D translation

(a) (b) (c) (d)

Fig. 1. (a) Lower-level visual primitives (KLT, MSER, and SURF) (b) Visual grouping
of each type of feature (c) (t1, t2) basis grouping by RANSAC (d) 2D lattice completion
and grouping
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symmetry as well as collect additional valid lattice points that were not de-
tected by any of the low-level features detectors. This increases the quality of
the detected 2D translation symmetry.

2.1 Low-Level Feature Aggregation

The use of different types of lower-level primitive features is beneficial because
KLT features, MSER, MSER on the inverted image, and SURF with a positive
or negative laplacian generate different responses to different visual elements,
and therefore we can reliably find a wide range of 2D lattice points. As can be
seen in Figure 2, some of the valid 2D lattice points are only identified by one or
two of the detector types, thus justifying using a set of complementary feature
detectors.

(a) KLT (b) MSER (c) SURF

Fig. 2. Low-level primitive visual features detected by KLT, MSER, and SURF. Some
of the valid lattice points are not identified by all of the feature detectors but only a
subset of them. MSER and MSER on the inverted image are displayed in green and
red, respectively, and SURF features with a positive and negative laplacian are colored
red and green.

2.2 Grouping of Low-Level Features

Since the number of repeating patterns is not given a priori, we use the mean-
shift algorithm with a varying bandwidth to cluster the different types of lower-
level features. Since KLT only specifies the 2D location of points and MSER
only gives a 2 by 2 scatter matrix of the region, we extract 11 by 11 subimages
centered at each KLT feature and the center of the MSER region. Each subimage
is normalized by subtracting the mean pixel value, and dividing by the standard
deviation of pixel values to compensate for illumination changes.

2.3 Translation-Symmetry-Based Grouping

We seek a (t1, t2)-vector pair that represents the generators of the translation
symmetry subgroup using a RANSAC-based method, similar to the work of Park
et al. [9] and Schindler et al. [15]. Schindler et al. [15] randomly select 4 points
from a set of SIFT features, whereas Park et al. [9] improve this random proposal
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(a) KLT (b) MSER (c) SURF

Fig. 3. Sample results of mean-shift clustering of low-level features. For clarity we
manually choose clusters that are on the 2D lattice structures.

by considering proximity of KLT points to avoid proposals with an invalid affine
transformation. We further examine whether the proposed 4 points form a valid
quadrilateral to increase the likelihood of finding a feasible perspective mapping.
Using this proposal, we iteratively complete the 2D lattice structure under a
perspective deformation model while allowing some tolerance using a normalized
threshold that is independent of the image.

Proposals of a basis quadrilateral: For each detected feature point cluster,
we randomly sample three points {a; b; c} to form a (t1, t2) vector pair given by
b−a and c−a, compute the fourth point, d given by t1 + t2 +a, and compute the
perspective transformation that maps these four points from image space into
the integer lattice basis {(0, 0), (1, 0), (0, 1), (1, 1)}. We can now transform all
remaining points from image space into their equivalent lattice positions via the
same perspective transform, and count as inlier points those whose lattice space
coordinates are within some threshold1 of an integer position (x, y) . If the four
chosen points {a; b; c; d} define a valid basis quadrilateral of a 2D translational
pattern, many additional supporting votes should emerge from other interest
points having a similar spatial configuration.

Lattice completion: Since many of the valid lattice points are not detected
by any of the lower-level primitives, we further seek to recover all missed lattice
points that are not initially identified by the feature detectors. For this task
we evaluate normalized cross correlation between the basis quadrilateral and in-
put image. Note that this is not possible without the hypothesized perceptual
grouping of low-level features since otherwise we do not know whether there
are repeating patterns, how many there are, and what they look like. Due to
possible foreshortening effects, identifying all of the valid lattice points in one
iteration using cross correlation suffers from inaccurate localization of the likeli-
hood peaks. To avoid this problem we first rectify the image using the mapping
from the current observed lattice points, {pc(j, i)|1 ≤ j ≤M, 1 ≤ i ≤ N} to the
1 0.2 is used for all our experiments and this threshold is image independent since all

the points are transformed to normalized coordinates (integer coordinates).
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(a) Proposals of quadrilateral (b) Final grouping

Fig. 4. Sample results of quadrilateral proposals and final grouping result: (a) Note
that there are many duplicate basis quadrilaterals found on the same building. (b)
These are further clustered and filtered by the proposed algorithm.

regular lattice constructed by the found (t1, t2) basis vector pairs. The (t1, t2)
basis vector pair and regular lattice point, pr(j, i) are given by

t1 = pc(1, 2)− p(1, 1), t2 = pc(2, 1)− pc(1, 1)
pr(j, i) = pc(1, 1) + t1(i− 1) + t2(j − 1)

(1)

We then compute a perspective mapping, Hcr from pc(j, i) to pr(j, i) and warp
input image Ii to get a rectified image Ir = H(Ii). Next, we compute a me-
dian quadrilateral, Tm from all the quadrilaterals centered at lattice coordinates
pr(j, i) defined by (t1, t2) basis pairs. We compute the normalized cross corre-
lation between median texel Tm and the rectified image Ir (NCC(Ir , Tm)) and
get local peaks (x, y) by non-maxima suppression.

At this stage, the procedure becomes iterative. We propose a refined mapping,
H

(t)
ri from p

(t)
r (j, i) to (j, i) at each iteration t. Only the peaks that are trans-

formed to neighborhoods2 of integer positions (x̂, ŷ) are chosen as valid lattice
points and used to update the lattice point set p(t+1)

r (j, i) = p
(t)
r (j, i)∪(x̂, ŷ). We

then recompute the rectification mapping H(t+1)
ri using correspondences between

p
(t+1)
r (j, i) and (j, i) and repeat the entire procedure until p(t+1)

r (j, i) = p
(t)
r (j, i).

This is summarized by pseudo code in Figure 5.

Perceptual grouping of lattices: From all candidate proposals, {Pri|i = 1 ∼
N} we sort all the proposals by the normalized A-score introduced in [6]. The
more that quadrilaterals in the lattice look alike and the higher the number
of quadrilaterals in the lattice, the smaller the A-score. Starting from the best
proposal in terms of the normalized A-score, we group Pri while performing
the lattice-completion algorithm (section 2.3). As can be seen in Figure 7, the

2 The same tolerance threshold as section 2.3 is used in all of our experiments.
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1: set t=0, Compute (t1, t2) and p
(t)
r (j, i) by equation (1)

2: Compute mapping Hcr using correspondences p(j, i) to pr(j, i)
3: Rectify the input image Ii by Hcr to get the rectified image, Ir

4: Compute median quadrilateral Tm

5: Compute normalized cross correlation NCC(Ir, Tm) between Tm and Ir.
6: Compute non-maximum suppressed peaks (x, y) from NCC(Ir, Tm)
7: repeat
8: compute H

(t)
ri from p

(t)
r (j, i) to (j, i)

9: if distance between H
(t)
ri [x;y] and round(H(t)

ri [x;y]) ≤ 0.2 then

10: p
(t+1)
r (j, i) = p

(t)
r (j, i) ∪ (x, y)

11: end if
12: t=t+
13: until p

(t+1)
r (j, i) = p

(t)
r (j, i)

Fig. 5. Pseudo code for the lattice-completion algorithm

output of the lattice-completion algorithm (section 2.3) gives rough segmenta-
tions of the scene, therefore, we use this information to group the Pri. Let the
input lattice proposal and output lattice be Pri and Li respectively and let the
lattice-completion algorithm (section 2.3) be F (), then Li = F (Pri). The initial
cluster center, which is a completed 2D lattice, is initialized by L1 = F (Pr1)
and we then group {Pri|2 ≤ i ≤ N} only when more than 70% of the 2D
lattice points in Pri are contained in the quadrilaterals in L1. From the Pri
that are not grouped to the first cluster center we choose the best proposal in
terms of its normalized A-score and we generate a second cluster center using
the lattice-completion algorithm (section 2.3). This procedure repeats until no
more ungrouped proposals are left. For example, Figure 7a has 72 proposals and
the proposed method is successful in grouping all of the proposals. Pseudo code
for grouping is given in Figure 6.

2.4 Quantitative Evaluation

We have compared the proposed perceptual grouping algorithm, which we will
refer to as PG, against Park et al. [9], which we will refer to as PAMI09. We
have tested the PAMI09 and PG algorithms on a publicly available dataset
containing 120 real-world urban scene images with ground-truth [9]. We eval-
uate the precision and recall rate of the detected lattices using the automated
evaluator described in [9]. The number of true positives (TP) is given by the
number of correctly identified texels, the number of false positives (FP) is given
by the number of falsely detected texels, and the number of false negatives (FN)
is given by the number of ground-truth texels minus the number of true posi-
tives. When N is the number of 2D lattices in the entire data set, the precision
and recall rates are given as

Precision =
∑N

i=1 TPi∑N
i=1(TPi + FPi)

, Recall =
∑N

i=1 TPi∑N
i=1(TPi + FNi)

(2)
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1: For every Pri for 1 ≤ i ≤ N
2: Sort Pri by normalized A-score
3: Enqueue each Pri to Qp, Enqueue(Qp, P ri)
4: Initialize queue, QL for lattice grouping. QL = NULL
5: while Qp! = NULL do
6: L=F(Dequeue(Qp))
7: Enqueue(QL,L)
8: Initialize temporary queue Qt = NULL
9: while Qp! = NULL do

10: P=Dequeue(Qp)
11: if L ⊃ P then
12: Group P to L
13: else
14: Enqueue(Qt,P)
15: end if
16: end while
17: Qp = Qt

18: end while

Fig. 6. Pseudo code for perceptual grouping

Instead of computing average precision and recall rates, equation (2) is used
to reflect the difference between the successful detection of lattices with, for
example, 1000 texels versus 4 texels.

Accuracy: We measure the detection rate of PAMI09 and PG only when
these two algorithms detect the same lattice structure, since PAMI09 [9] is
intended for detecting only a single deformed lattice (14672 ground-truth texels).
Second, we measure detection rates against all of the ground-truth to show
the multiple lattice detection capability of PG (23753 number of ground-truth
texels). Since PAMI09 [9] is not intended for multiple lattice detection, we first
run PAMI09 [9], then remove the portion of image where the 2D lattice is
found, and repeat until no more lattices are found.

As can be seen in Figure 8, the precision rate of PG has improved by 8.4 %
over PAMI09 [9] for both single and multiple lattice detection and the recall
rate of PG is improved by 10% and 20% over PAMI09 [9] for single and multiple
lattice detection respectively. In addition, the precision and recall rates of PG
and PAMI09 [9] for detecting multiple lattices does not drop significantly from
the rates on single lattices, as can be seen in Figure 8. This effectiveness of
our method comes from: 1) feature aggregation from a variety of interest point
detectors, which is more reliable at exposing repeating structures; 2) modeling
the deformation of the lattice by perspective projection rather than non-rigid
deformation for fast, simple, and accurate application to rigid objects; and 3)
perceptual grouping of multiple lattices.
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(a) (b)

Fig. 7. Sample results of translation-symmetry-based perceptual grouping are shown.
Different colors mean different groups.

Fig. 8. The blue and red bars indicate precision and recall rate of single lattice detection
(14672 ground-truth texels) for the PG (red) and the PAMI09 [9] (blue) algorithms.
The green bar indicates precision and recall of sequential runs of PAMI09 [9] and
the purple bar indicates precision and recall rate of PG for detecting multiple lattices
within a single image (23753 ground-truth texels).

Efficiency: The PG algorithm takes 4.2 ± 2.07 min using a 2.4 GHz Intel
P8600 4GB machine in MATLAB while PAMI09 [9] takes 15.8 ± 11.3 min.
This confirms that the new method is more efficient and more accurate.

3 Application

To demonstrate a possible application using the 2D lattice grouping proposed
in this paper, we have used the detected lattices for single view super-resolution
and urban scene analysis.
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3.1 Super-Resolution from a Single View

Recently Glasner et al. [25] showed the power of super-resolution from a single
view. Recurrence of similar patches in an image forms the basis for their single
view super-resolution approach in [25], and therefore correctly identifying cor-
responding patches is very important in this. As can be seen in our results in
Figure 7, we solve this correspondence problem for texels in a lattice structure.

Instead of running a state-of-the-art super-resolution algorithm such as [25],
we took a basic approach where multiple images of the same scene are regis-
tered, a median image is computed, and de-blurring is performed. In our case
we rectify each quadrilateral in the 2D lattice into the same coordinate system,
compute a median texel, and perform deconvolution to get a high resolution
(HR) image. We map each recovered HR image back to the original space and
combine the existing original low resolution (LR) image to transfer high fre-
quency HR information while retaining original lighting and shadow changes.
We first perform a discrete cosine transform (DCT) on the HR image to isolate
the high frequency components by truncating absolute DCT coefficients larger
than 80% of the largest absolute DCT components to get truncated DCT block
D3. Inverse DCT is then performed to get HRhf and HRhf is added back to the
original LR image, thus preserving local information4. Sample results are shown
in Figure 9.

3.2 Frontal View Facades Estimation from a Single View

Before we attempt to analyze an urban scene, we need to resolve ambiguity of
(t1, t2) vector pairs under perspective distortion since there could be many choices
of valid (t1, t2) vector pairs for a given perspective distortion of a 2D wallpaper
pattern. This can make estimation of frontal facets of buildings ambiguous. We
want the (t1, t2) vector pair to be aligned to vertical and horizontal edges of the
building, since these edges are typically aligned with meaningful directions, either
parallel to or perpendicular with the ground. Figure 11 (a) shows (t1, t2) vector
pairs that are not aligned with the horizontal and vertical edges of the building.
Figure 11 (b) shows (t′1, t

′
2) vector pairs after the desired correction. In the follow-

ing section we will explain in detail how we correct (t1, t2) vector pairs.

Resolving ambiguity of (t1, t2) vector pairs: Most modern architecture
falls into either the pmm or p4m subgroup of the 17 possible 2D wallpaper
patterns [15]. In such cases, the (t1, t2) vector pair should be aligned with both
the reflection axes and the horizontal and vertical edges of the building5. First,
we enumerate variations of (t1, t2) from the current detected lattice. Let a lattice
point at row j and column i be given by p(j, i), then the current t1 and t2 are

3 This is the inverse of JPEG procedure where one wants to discard high frequency
information to achieve compression.

4 For further details, please refer to our supplemental material.
5 We do not examine horizontal and vertical gradient information to correct (t1, t2)

as there might be severe perspective distortion.



338 M. Park et al.

Fig. 9. Sample single view SR results are shown. I stands for original input, B stands for
bicubic interpolation, SR-1 stands for super-resolution with the exact copy of the texels,
SR-2 stands for super-resolution with a local information transfer such as lighting and
shadow. (a-d) input selection. (a-B ∼ d-B) results of 2× bicubic interpolation. (a-SR1,2
∼ d-SR1,2) results of 2× SR.

given as t1 = p(j, i + 1) − p(j, i) and t2 = p(j + 1, i) − p(j, i) respectively.
The variation of (t1, t2) can be given as t′1 = p(j, i + 1) − p(j, i) and t′2 =
p(j+1, i+ 1)− p(j, i), or t′1 = p(j, i+1)− p(j, i) and t′2 = p(j+ 1, i− 1)− p(j, i)
as can be seen in Figure 10b or Figure 10c.

We then compute a median texel from quadrilaterals which have been trans-
formed from their 4 observed points in the lattice, {p(j, i), p(j, i) + t1, p(j, i) +
t1 + t2, p(j, i) + t2}, to rectified points, {(1, 1), (w, 1), (w, h), (1, h)} where h and
w are the height and width of rectified texels (both set as 50 pixels). Then we tile
nine copies of the computed median texel in a 3 by 3 grid to form a small reg-
ular lattice pattern and attempt to find the two reflection axes. We only search
through x and y directions near the center of the rectified median texel. This is
sufficient and necessary because, if reflection axes exist, they must be parallel to
the (t1, t2) vector pair.
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(a) (b) (c)

Fig. 10. (a) The current (t1, t2) vector given as t1 = p(j, i + 1) − p(j, i) and t2 =
p(j + 1, i) − p(j, i) (b) The variation of (t1, t2) vector given as t′1 = p(j, i + 1) − p(j, i)
and t′2 = p(j + 1, i + 1) − p(j, i) (c) The variation of (t1, t2) vector given as t′1 =
p(j, i + 1) − p(j, i) and t′2 = p(j + 1, i − 1) − p(j, i)

(a) Before (b) After

(c) Best Chosen (d) Candidate 1 (e) Candidate 2 (f) Candidate 3

Fig. 11. Sample results of correction of (t1, t2) vector pair using reflection axes analysis.
(a) before (b) after (c) best texel shape (d-f) candidate texel shapes.

We repeat this procedure for all the enumerated (t1, t2) vector pairs and seek
reflection axes. The sum of the absolute difference between the median texel and
the flipped median texel is computed and we select the (t1, t2) vector pair that
generates the minimum sum as the best pair. Sample results are shown in Figure
11 (c,d,e,f). As can be seen in Figure 11, the analysis is successful in aligning
(t1, t2) to the vertical and horizontal edges of the building facade.

Computation of Frontal View: Collins and Beveridge [26] showed that when
the vanishing points of a 3D plane projected onto an image and the angular field
of view of the camera are known, a 3D rotation matrix can be used to relate
observed image locations on the plane to the image coordinates they would have
if the plane were rotated to face the camera (having a normal vector pointing
directly along the camera view direction). Their formulation shows that if the
vanishing line of the plane is given by the formula ax+by+c = 0, then the normal
to that plane, in camera coordinates, is n = (a, b, c)/‖(a, b, c)‖. The matrix that
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will perform the projective transform simulating the desired 3D rotation is, in
homogeneous coordinates,

ki

⎡⎣x′iy′i
f

⎤⎦ =

⎡⎣ E F a
F G b
−a −b c

⎤⎦⎡⎣xi

yi

f

⎤⎦ (3)

where

E =
a2c+ b2

a2 + b2
, F =

ab(c− 1)
a2 + b2

, G =
a2 + b2c

a2 + b2
(4)

where f is the focal length given by f = w
2tan(FOV/2) where w is the image width

and FOV is the camera’s angular field of view.
A perspectively distorted lattice that has been identified by our method will

converge to two vanishing points, one in each direction of 2D repetition. We can
calculate the vanishing points for a lattice covering the facade of a building, then
calculate the line connecting the vanishing points in the form ax + by + c = 0.
From that equation, the values (a, b, c) are the normal vector to the plane in
camera coordinates [26]. We use these values to draw the normal vectors to
building facades in Fig. 12.

(a) (b)

Fig. 12. This figure shows the computation of surface normals from a lattice detected
on a building facade. The blue arrow indicates the surface normal of the building.

We cannot perform the projective transform that would simulate bringing
the building facade into a frontal view without knowing the angular field of
view of the camera. However, we assume that the two directions of repetition on
a building facade are orthogonal in a frontal view. If an incorrect field of view
were assumed and used to bring the lattice into a frontal view, the two directions
generating the lattice would not be orthogonal. Specifically, an incorrect field of
view used to generate the frontal view will induce a scaling along the direction of
the facade normal in image coordinates. In our supplemental material, we show
that a simple search routine can quickly converge upon the one unique value
for angular field of view that can be used to bring a lattice into a frontal view
while preserving the orthogonality of the directions of 2D repetition. We show
the computed size and shape of the lattice and texels for three images in Fig. 12.



Translation Symmetry-Based Perceptual Grouping 341

This is a powerful application of our method because computation of building
facade normals can be used for 3D reconstruction and geotagging. The calcu-
lation of a frontal view of a building facade also can enable extraction of the
building appearance as a 2D texture, and can be useful for building recognition
where only the frontal appearance of a building is known.

4 Conclusion

A novel 2D translation-symmetry-based method of perceptual grouping is pre-
sented that shows superior performance in terms of detecting single and multiple
lattices in an image over the state-of-the-art algorithm. Perceptual grouping is
possible when mid-level information of scene structures is successfully obtained.
Also, we have demonstrated that the detected lattice structure can be used for
single view super-resolution as well as for 3D orientation estimation in urban
scenes. We plan to extend this work on single view 3D urban scene reconstruc-
tion and apply mid-level visual features for object categorization.
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Abstract. We propose a novel algorithm for unsupervised segmentation
of images based on statistical hypothesis testing. We model the distribu-
tion of the image texture features as a mixture of Gaussian distributions
so that multi-normal population hypothesis test is used as a similar-
ity measure between region features. Our algorithm iteratively merges
adjacent regions that are “most similar”, until all pairs of adjacent re-
gions are sufficiently “dissimilar”. Standing on a higher level, we give a
hypothesis testing segmentation framework (HT), which allows different
definitions of merging criterion and termination condition. Further more,
we derive an interesting connection between HT framework and previous
lossy minimum description length (LMDL) segmentation. We prove that
under specific merging criterion and termination condition, LMDL can
be unified as a special case under HT framework. This theoretical result
also gives novel insights and improvements on LMDL based algorithms.
We conduct experiments on the Berkeley Segmentation Dataset, and our
algorithm achieves superior results compared to other popular methods
including LMDL based algorithms.

1 Introduction

Image segmentation, the task of partitioning an image into regions with homoge-
neous texture, is a crucial first step for high-level image understanding. A good
segmentation can significantly reduce the complexity of many visual tasks such
as object recognition and scene understanding.

In the literature, many models and principles that can lead to good segmenta-
tion have been proposed. Traditional clustering algorithms aim at extracting the
statistical characteristics of the region data, such as k-means and Mean Shift [1].
NCuts [2] [3] and F&H [4] formulate the segmentation as a graph-cut problem,
while several approaches such as [5] aim at combining the cues of homogeneous
color or texture with contours in the segmentation process. Because of the huge
diversity of definitions of “optimal segmentation”, some recent work such as [6]
focused on giving a unified evaluation procedure addressing the problem “what
is a good segmentation”.
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More recently, an objective metric based on the notion of lossy minimum
description length (LMDL) has been proposed for evaluating segmentation of
images [7] [8] [9] [10]. This metric is built on the definition of an “optimal seg-
mentation”, which is the one that minimizes the number of bits needed to code
the segmented data, subject to a given distortion. According to the previous
LMDL based algorithms, this objective has been shown to be highly consistent
with human segmentation of images. Preliminary success of this approach leads
to the following important question: why such objective metric fits well for hu-
man understanding of images? It has also been noticed that how to choose the
distortion parameter is still a main difficulty in LMDL based approaches.

From another point of view, segmentation is widely accepted as an inference
problem, i.e., what caused the observed data. The image data can be character-
ized by sample points from complicated mixed distribution. It is widely accepted
that a good segmentation should group image pixels into regions whose statistical
characteristics(e.g. color or texture) are homogeneous. Also, in a good segmen-
tation, segments should be statistically different, i.e., they are corresponding to
significantly different distributions. In this view, segmentation can be viewed
as a hypothesis testing problem, which tests the equality of distributions. Sta-
tistically identical or similar regions should be merged, otherwise split. There
are simple choices of hypothesis test such as Fisher’s test and homogeneous ML
test [11]. However, such tests can not distinguish between two distributions with
the same means but different variances.

Paper Contributions. In this paper, we propose a simple yet effective algo-
rithm for segmentation of images via hypothesis testing. Based on the obser-
vation that a homogeneously textured region of a natural image can be well
modeled by a Gaussian distribution, we model segmentation as a multi-normal
population hypothesis test problem, which tests the equality of normal popu-
lation means and variances at the same time. A generalized hypothesis testing
(HT) framework is then proposed. The main advantages of the HT framework
and the specific contributions of this paper are as follows:

1. HT is a general framework that allows different criteria embedded to yield
good segmentations. Under this framework, we propose a specific segmenta-
tion algorithm, which is comparable or even better than the best segmentation
algorithms.

2. We have proved an interesting result that under specific merging crite-
rion and termination condition, the previous lossy minimum description length
(LMDL) segmentation can be unified into our HT framework as a special case.
This theoretical contribution reveals the statistical base of LMDL criterion.

2 Segmentation by Hypothesis Testing

2.1 Statistical Model of Image Segmentation

We start by introducing the hypothesis testing model of segmentation. For a
given image I, we denote the feature vector as V = (v1, v2, ..., vm) ∈ Rp×m,
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in which m is the number of pixels and p is the feature dimension. The goal
of image segmentation can be viewed as grouping the image pixels into regions
with homogeneous feature properties which will hopefully correspond to objects
or object parts. A region R is considered to be homogeneous if its feature values
are consistent with having been generated by a particular distribution P (I | Θ),
where Θ are the parameters of the distribution. In a good segmentation, different
region should correspond to statistically different distributions. Consequently,
segmentation can be viewed as a hypothesis testing problem, i.e., testing the
equality of the corresponding distributions that generate the image region data.

We focus on the case that data are drawn from multivariate Gaussian distri-
bution. In [10], it has been carefully investigated that a homogeneously textured
region of a natural image can be well (not exactly) modeled by a Gaussian
distribution. We denote the feature vector in each region Ri as Vi, such that⋃M

i=1 Vi = V . For the Gaussian case, each Vi is the observed data from a multi-
normal distribution P (I|μi, Σi), in which μi and Σi are the mean and variance
of multi-normal distribution. In a bottom-up process, the merging of two regions
can be viewed as a multi-normal population hypothesis test problem [12] [13]:

H0 : μ1 = μ2 and Σ1 = Σ2
H1 : μ1 �= μ2 or Σ1 �= Σ2

(1)

Under certain significance level, if null hypothesis H0 is accepted, these two
regions R1 and R2 are statistically “similar” so that can be merged.

2.2 Multi-normal Population Hypothesis Test

We then give the likelihood ratio of the hypothesis test specified in (1).
Suppose each population has mi observed sample points denoted as vij , i =

1, 2; j = 1, 2, ...,mi. Note that each sample point vij has dimension p. Denote

the sample mean vector for each population as Vi = 1
mi

mi∑
j=1

vij , i = 1, 2; The

total mean vector of these two populations is V = 1
m

2∑
i=1

mi∑
j=1

vij ,m =
2∑

i=1
mi. The

scatter matrix for each population is Ai =
mi∑
j=1

(vij − Vi)(vij − Vi)T , i = 1, 2;

And the total scatter matrix T =
2∑

i=1

mi∑
j=1

(vij − V )(vij − V )T .

The likelihood ratio for the null hypothesis H0 has the following form [12] [13]:

λ =

2∏
i=1

|Ai|
mi
2

|T |
m
2

· m
mp
2

2∏
i=1

m
mip

2
i

(2)

If we have a large number of sample points m, the likelihood ratio λ has the
following approximately distribution when H0 is true: −2(1− b) lnλ ∼ χ2(f), in

which f = 1
2p(p+ 3), b = (

2∑
i=1

1
mi−1 −

1
m−2 )(2p2+3p−1

6(p+3) )− p
(m−2)(p+3) .
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Under given significance level α, we have P (λ < λα) = α when H0 is true.
This means in hypothesis testing, the probability that H0 is wrongly rejected is
at most α. Based on the likelihood ratio method, when the calculated value of
λ is smaller than λα, the null hypothesis H0 should be reject, otherwise accept.
Consequently, {λ < λα} induces the rejection range of H0. If the likelihood ratio
falls into the rejection range, the corresponding two regions are statistically
“dissimilar”.

2.3 Segmentation by Hypothesis Testing

The above hypothesis test gives a measure of “how similar two regions look
like”, from statistical perspective. Before presenting our hypothesis testing seg-
mentation algorithm, another two essential components have to be made clear:
merging criterion and termination condition, i.e., which two regions are chosen
to be merged in each bottom-up iteration and how to terminate the algorithm.

Merging Criterion. Denote the merging criterion as MC. A reasonable choice
is, in the group of pairs of regions that the corresponding null hypothesis H0s
are accepted, the pair of regions that “most likely” to be the same should be
merged. In the likelihood ratio mehod, a large value of λ indicates that the
corresponding two populations have a large probability to be the same. From this
perspective, we merge the two regions that the corresponding H0 has maximum
λ: MC = {maxλ}.
Termination Condition. Denote the termination condition as TC. One choice
is to use the threshold λα induced by a given significance level α. If there isn’t
any pair of regions that the corresponding likelihood ratio is larger than λα, the
algorithm will terminate. We searched α from 0.00001 to 0.5 and found that
α should be very small (less than 0.0001) to achieve good segmentations in the
Berkeley Segmentation Dataset. This result implies that segmentation of natural
images may require very small type I error (The probability that H0 is wrongly
rejected) to derive segmentations that are consistent with human perception.
Although this TC is feasible, the choice of α is difficult for the user because a
very small change of it will make significantly different segmentations.

In our algorithm, instead, we use a direct way to define the TC. Since we use
hypothesis test to merge the pairs of “similar” regions, a natural idea is that
TC should be that feature distributions in adjacent regions must be sufficiently
dissimilar. In statistics, the Mallows distance is a commonly used metric between
two distributions. For two Gaussian distributions N(μ1, Σ1) and N(μ2, Σ2), the
Mallows distance has the following expression [14]:

d2
M = (μ1 − μ2)T (μ1 − μ2) + tr(Σ1 +Σ2 − 2(Σ1Σ2)

1
2 ) (3)

For a given segmentation, we calculate the Mallows distance between all pairs of
adjacent segments. The termination condition is defined to be that the minimal
dM is larger than a preselected threshold θ. That is: TC = {min dM > θ}. While
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in essence, this TC is the same as using test level, both of which can be viewed
as the statistical measures of dissimilarity between adjacent regions.

Algorithm. After defining MC and TC, the hypothesis testing segmentation
algorithm is summarized as below:

Algorithm 1: Hypothesis Testing
1. Input: image data V = (v1, v2, ..., vm) ∈ Rp×m and parameter θ > 0;
2. Initalize: sets (regions): R := {Ri = {v} |v ∈ V };
3. do

apply multi-normal hypothesis test on each pair of adjacent regions in R;
choose distinct sets R1, R2 such that the corresponding H0 has maximum

value of λ; (MC is satisfied)
merge R1, R2: R := (R\{R1, R2}) ∪ (R1 ∪R2);

While |R| > 1 and {min dM ≤ θ}; (TC is not satisfied)
4. Output: R.

Since hypothesis test requires a certain number of sample points, it is better
to obtain the initial regions R by an over-segmentation procedure. In our experi-
ments, we use the publicly available over-segmentation code [15] with parameter
Nsp = 200.

Hypothesis Testing Segmentation Framework. In fact, different definitions
of MC and TC induce a different segmentation algorithm. Based on the use of
hypothesis testing as the region similarity measure, we can build a segmentation
framework, which allows different definition of MC and TC. In the next section,
we will prove that segmentation by lossy minimum description length (LMDL) [7]
[10] [8] can be unified into hypothesis testing framework as a special case, under
specific MC and TC.

3 Segmentation by Hypothesis Testing and Lossy Data
Coding: A Unified Approach

In this section, we will first modify the likelihood ratio by considering noise, and
then, derive the connection between LMDL and HT framework.

3.1 Noise Modified Likelihood Ratio

In statistical point of view, the image data may have outliers or noise. We as-
sume that images are perturbed with independent additional noise nw: E(nw)
= 0, var(nw)= Σw. This noise can either be viewed as noise in the original im-
age, or the perturbation caused from data filtering, quantization, down-sampling
or lossy compression. Then the noise-perturbed image region vector Vi can be
viewed as having been generated by the noise-mixed distribution: P (I|μ∗

i , Σ
∗
i ),

in which μ∗
i = μi + E(nw) = μi, Σ

∗
i = Σi + Σw. Here μi and Σi are the mean

and variance of original normal distribution corresponding to Vi without noise.
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Given finite samples, Σi can be estimated as: Σi = Ai

mi
, i = 1, 2. Denote Σ as

the total sample variance matrix for the two normal populations without noise
:Σ = T

m . For mathematical tractability, here we use the biased variance. Then
we get the following theorem:

Theorem 1. The noise-modified likelihood ratio for the null hypothesis H0 is:

λ∗ =

2∏
i=1

∣∣ΣiΣ
−1
w + I

∣∣mi
2

∣∣ΣΣ−1
w + I

∣∣m2 (4)

Proof. Rewrite equation (2) considering noise:

λ∗ =

2∏
i=1

|Ai+miΣw|
mi
2

|T+mΣw|
m
2

· m
mp
2

2∏
i=1

m
mip

2
i

=

2∏
i=1

∣∣∣ Ai
mi

+Σw

∣∣∣mi
2

| T
m +Σw|m

2

=

2∏
i=1

[|ΣiΣ
−1
w +I|

mi
2 ·|Σw|

mi
2 ]

|ΣΣ−1
w +I|m

2 ·|Σw|
m
2

=

2∏
i=1

|ΣiΣ
−1
w +I|

mi
2

|ΣΣ−1
w +I|m

2

3.2 Lossy Minimum Description Length Segmentation: A
Hypothesis Testing Perspective

In [7], Ma et.al proposed an objective segmentation quality measure, which is
based on the lossy minimum description length (LMDL) criterion. Given a po-
tentially mixed data set, the “optimal segmentation” is that, over all possible
segmentations, minimizes the coding length of the data, subject to a given dis-
tortion. For data drawn from a mixture of Gaussians, the optimal segmentation
can often be found efficiently using an agglomerative clustering approach, called
Pairwise Steepest Descent (PSD) algorithm. LMDL criterion has later been ap-
plied to image segmentation, known as CTM algorithm [8].

In both approaches, at each iteration, a pair of regions V1 and V2 is merged
such that the decrease in the coding length due to coding V1 and V2 together is
maximal. Let L(V ) denote the total number of bits needed to encode the region
data V . The algorithms terminate when the coding length can no longer be
reduced by merging any pair of regions. That is to say, if their exist two regions
V1 and V2 such that

L(V1 ∪ V2) − L(V1, V2) < 0 , (5)

PSD and CTM will continue to merge regions.
Consider that the data distribution is Gaussian: N(μ,Σ). For region data

V = (v1, v2, ..., vm) ∈ Rp×m, we assume m % p so that we can ignore the
asymptotically insignificant terms in the coding length function, which is also
done in [7]. Followed by their result, the coding length function for V is:

L(V ) =
m

2
log2 det(I +

p

ε2
Σ) +

p

2
log2(1 +

μTμ

ε2
) (6)
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Here ε is the distortion.We consider two regions’ merging case. If V1, V2 are coded
separately, each Vi has mi sample points, m is total number of sample points:

m =
2∑

l=1
mi, then the total number of bits needed is [7]:

L(V1, V2) =
2∑

i=1

[L(Vi) +mi(− log2(mi/m))] (7)

Then we have the following proposition:

Proposition 1. When the noise variance Σw satisfies Σw = (ε2/p)I, then the
merging condition in LMDL segmentation specified in (5) is equivalent to

λ∗ >
(1 + μT μ

ε2 )
p
2

( m
m1

)m1( m
m2

)m2(1 + μT
1 μ1

ε2 )
p
2 (1 + μT

2 μ2

ε2 )
p
2

, (8)

in which λ∗ is the noise-modified likelihood ratio defined in (4).

Proof. Replace L(V1 ∪ V2) and L(V1, V2) in (5) using (6) and (7), we can get:

∣∣∣I+
∑

1
ε2/p

∣∣∣m1
2
∣∣∣I+

∑
2

ε2/p

∣∣∣m2
2∣∣∣I+

∑
ε2/p

∣∣∣m2 · ( m
m1

)m1 ( m
m2

)m2(1+
μT
1 μ1
ε2 )

p
2 (1+

μT
2 μ2
ε2 )

p
2

(1+ μT μ

ε2 )
p
2

> 1 , (9)

in whichΣ1, Σ2 are sample variance matrices of V1 and V2. Under given condition
Σw = (ε2/p)I, the first term in the left side equals to λ∗. Move the second term
in the left side to the right side of the above inequation, we can get (8).

Note that ε is a special case of the noise variance Σw, because the distortion ε
implies that the noise in all feature dimensions are i.i.d distributed, with variance
ε2/p. In real situation, different feature dimensions may have different noise
variances and they may be correlated, as in the general case of Σw.

We will next show that under specific merging criterion and termination con-
dition, LMDL can be unified into HT framework.

Proposition 2. (Merging Criterion) The merging criterion (MC) in LMDL
segmentation is:

MC = {max[λ∗ · ( m
m1

)m1 ( m
m2

)m2 (1+
μT
1 μ1
ε2 )

p
2 (1+

μT
2 μ2
ε2 )

p
2

(1+ μT μ

ε2 )
p
2

]}.

Proof. In PSD and CTM, two regions V1, V2 are merged if and only if L(V1, V2)−
L(V1 ∪ V2) is positive and maximum. This is equivalent to maximizing the left
side of (9).

In the special case where the data are i.i.d samples from a zero-mean Gaussian
distribution, the above MC can be simplified as:

MC = {max[λ∗ · e
m

2∑
i=1

(−mi
m ln mi

m )
]}

The second term in this simplified MC is closely related to the entropy. It can
be understood as a reliability-weight of the likelihood ratio: firstly, if we fix the
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sample proportion m1
m and m2

m , it has a large value when total sample number
m is large, which means larger sample number generally makes the hypothesis
test more reliable; secondly, if we fix the total sample number m, this term has
a maximum value when m1 = m2 = m

2 . This means under the constraint that
there are fixed m samples available, the hypothesis test is reliable when sample
number in both populations are balanced because both populations can have
plenty of sample points for sample mean/variance estimation.

Proposition 3. (Termination Condition) The termination condition (TC)
in LMDL segmentation is that for all pairs of adjacent regions, the corresponding
λ∗ satisfy λ∗ ≤ λα. The threshold λα is given by :

λα =
(1+ μT μ

ε2 )
p
2

( m
m1

)m1 ( m
m2

)m2 (1+
μT
1 μ1
ε2 )

p
2 (1+

μT
2 μ2
ε2 )

p
2
.

Proof. From proposition 1, if there is no pair of regions satisfies (8), PSD and
CTM will terminate. Let λα equals to the right side of (8), then the proposition
holds.

Under this TC, the rejection range of H0 is adaptively determined by λα, which
is a function of sample number, sample mean and preselected distortion ε. Con-
sequently, the meaning of this TC is that under adaptively determined rejection
range, the corresponding null hypothesis H0s of all pairs of adjacent regions are
rejected, i.e., statistically dissimilar. Briefly speaking, LMDL criterion tries to
find an optimal segmentation that each region has a high self-similarity, and
different regions are sufficiently dissimilar. The so-called “similarity” here is
measured by multi-normal population hypothesis test. Similarly, the recently
proposed TBES algorithm [10] can also be viewed as a special case of HT with
a boundary penalty term as the reliability-weight of the likelihood ratio.

HT Framework: Insights and Improvements. According to [8], a typical
difficulty in LMDL is the choice of distortion,which reveals the noise scale of image.

Fig. 1. (color) Result comparison between CTM algorithm and our HT based algo-
rithm. Top row: Original images. Middle row: CTM’s results. Bottom row: Our results.
Our algorithm better extracts the subject of images from background.
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As illustrated in Fig. 1 (row 2): it is often failed to segment out the subject
from the background, under the same segmentation scale. This is because CTM
uses a fixed ε to code the feature vectors of the entire image, despite the fact
that these textures may have different noise variances (e.g., foreground versus
background). In a word, distortion is not easy to determine, and is not global
consistent even in a single image.

Under HT framework, we require no particular choice of distortion (in the
likelihood ratio form in (2)). While the distortion controls the segmentation
scale, in our algorithm, instead, we use the Mallows distance threshold θ to play
the similar role. It doesn’t rely on the distortion, and provides a global consis-
tent measure of the region dissimilarity. As a result, our algorithm successfully
extracts the subject of an image from the background (row 3, Fig. 1).

4 Experiments

We conduct extensive experiments to validate the performance of Algorithm 1
on the Berkeley Segmentation Dataset (BSD) [16], which consists of 300 natural
images and each of them has been manually segmented by a number of different
subjects. We will first describe the feature construction, and then show both
qualitative and quantitative results.

4.1 Feature Construction

As shown in Fig. 2, given an image in RGB format, we convert it to the L ∗
a ∗ b color space, which has been investigated in [9] that such color space better
facilitates representing texture via mixture of Gaussians. In order to capture the
variation of a local texture, we directly apply the 7×7 cut-off window around each
pixel. Since the likelihood ratio (2) is uniquely determined by the sample mean
and scatter matrix of regions, to estimate them empirically, we need to exclude
the windows that cross the boundary of region R. Such windows contains pixels
from the adjacent regions, which can not be well modeled by a single Gausssian
distribution.

In the next step, we stack the color values inside the window into a vector
form. Each window is smoothed by convolving with a 2D Gaussian kernel before
stacking. Finally, for the ease of computation, we project the feature vectors
into an 8-dimensional space using PCA. The whole procedure and pre-processing
are similar as in [10]. From computational point of view, when calculating the
likelihood ratio in (2), one can add a relatively small positive number to the
diagonal elements of each scatter matrix to ensure that the scatter matrices are
positive definite.

4.2 Verification

Qualitative Verification. We first verify the segmentation results on the BSD
visually. Since our algorithm relies on the choice of dissimilarity threshold θ, a
reasonable result is that smaller θ tends to oversegment images, while larger θ
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Fig. 2. Feature construction. The 7 × 7 windows around each pixel on the L ∗ a ∗ b
color space are convoluted with 2D Gaussian kernel, stacked into a one column vector
and then use PCA.

Fig. 3. (color) Results of Hypothesis Testing (HT) segmentation under different θ.
Left: Originals. Middle left: θ = 0.30. Middle right: θ = 0.45. Right: θ = 0.60.

tends to undersegment images. Fig. 3 shows the results under θ = 0.30, 0.45 and
0.60. Fig. 4 illustrates more representative segmentation results.
Quantitative Verification. To provide a basis of comparison for the perfor-
mance of the HT algorithm, we make use of five unsupervised algorithms that
have been made publicly available: NCuts [2], F&H [4], mean-shift (MS) [1],
CTM [8] and TBES [10]. To obtain quantitative evaluation of the performance
between our algorithm and the ground truth segmentations in the BSD, we use
two widely used quantitative measures: the Probabilistic Rand Index (PRI) [17]
and the Variation of Information (VoI) [18]. For brevity, we refer the reader to
the stated references for the definition of each index.

The performance of these five methods and that of human’s, based on PRI
and VOI measures, were obtained via personal communication with the authors
of [10]. The user-defined parameters of these methods have been tuned to achieve
the best overall tradeoff between PRI and VoI. In particular, we report our results
with θ = 0.60.

Note that in Table 1, our method achieves the best result on PRI and the
second best result on VoI. It is perhaps not surprising that TBES achieves better
VoI since TBES uses additional boundary penalty term to penalize non-smooth
contours, while in essence, it can be unified as a special case of HT framework. We
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Fig. 4. (color) Qualitative results of our algorithm on the BSD. Each region in the
segmented image is colored by its mean color.

Table 1. Quantitative comparison on the BSD. Boldface indicates the best results.

Index/Method Human HT MS FH NCuts CTM TBES

PRI (Higher is better) 0.868 0.792 0.772 0.770 0.742 0.742 0.787
VoI (Lower is better) 1.163 1.897 2.203 2.844 2.651 2.002 1.824

also found that, if we could choose θ to optimize the PRI, the average PRI would
become 0.804, while similar optimization would bring the VoI down to 1.692.

5 Conclusion

In this work, we have proposed a hypothesis testing segmentation framework
which tests population means and variances at the same time.We have proved
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that the lossy minimum description length segmentation can be unified into our
framework as a special case. This result has found the statistical prototype of
LMDL, and gives novel insights and improvements over LMDL based algorithms.
Our future direction is to extend this work to non-Gaussian case.
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NSFC(60635030), NSFC(61075003) and NSFC(60775005).
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A Convex Image Segmentation: Extending
Graph Cuts and Closed-Form Matting
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Abstract. Image matting and segmentation are two closely related top-
ics that concern extracting the foreground and background of an image.
While the methods based on global optimization are popular in both
fields, the cost functions and the optimization methods have been devel-
oped independently due to the different interests of the fields: graph cuts
optimize combinatorial functions yielding hard segments, and closed-
form matting minimizes quadratic functions yielding soft matte.

In this paper, we note that these seemingly different costs can be rep-
resented in very similar convex forms, and suggest a generalized frame-
work based on convex optimization, which reveals a new insight. For the
optimization, a primal-dual interior point method is adopted. Under the
new perspective, two novel formulations are presented showing how we
can improve the state-of-the-art segmentation and matting methods. We
believe that this will pave the way for more sophisticated formulations
in the future.

1 Introduction

Estimating the foreground and background of an image is of great importance in
computer vision. When the boundary details are not critical, hard segmentation
methods are usually employed that assign a label to every pixel. Graph cuts are
among the most successful methods in this class. This might be sufficient for some
tasks such as recognition, however, an accurate soft matte (foreground opacity)
is often required, for instance, in image editing. Recently, the closed-form for-
mulation using matting Laplacian [15] has been proven to be very effective for
matting [26]. While generating accurate boundaries, however, it usually requires
the unknown region to be small unlike graph cuts. This sort of complementary
property has triggered the development of algorithms that take advantage of
both sides [18]. Our work reveals the link between the two problems, and the
better approaches are obtained through generalization. Note that we will con-
sider the two-layer (foreground and background) segmentation and matting only,
but multiple layers can be handled in a standard manner [5,23].

Segmentation is one of the most intensively studied topics in computer vision.
Among many others, graph cuts methods have gained the popularity due to their
capability to infer globally consistent labels incorporating various local cues.
While the original formulation is in a combinatorial form [10], it is known that its

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 355–368, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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continuous relaxation results in a convex function. In particular, [2] reformulated
graph cuts as an unconstrained l1 minimization problem, and solved it using the
barrier method, a general algorithm for solving convex problems. Similarly, we
reformulated the cost function into the following form (Sec. 2.1):

J1(α) = ‖Kα‖1 + ‖V (α− α̂1)‖1 (1)

where α is the relaxed soft segmentation labels. The two terms on the right side
corresponds to smoothness and data terms.

The problem of finding an accurate matte has gained attention relatively
recently. Currently, many of the state-of-the-art methods [12, 17, 18, 22, 27] are
derived from the work of [15]. Generalizing the cost function of these methods
yields the following expression (Sec. 2.2):

J2(α) = ‖L1/2α‖2
2 + ‖W 1/2(α − α̂2)‖2

2 (2)

The similarities of the two expressions are apparent; they are l1 and l2 norms of
the same form.

We recognize this close relationship between the two. Since they are both
convex, the sum of them also yields a convex function allowing us to efficiently
find a global minimum. Hence, we can see graph cuts and closed-form matting
methods within the convex optimization framework. As a result, we propose a
new convex segmentation framework whose cost function is given as

J(α) = J1(α) + J2(α) = ‖Aα + b‖1 + (1/2) ‖Cα+ d‖2
2 (3)

In this expression, we further merged the smoothness and the data terms, and
simply obtained l1 and l2 norms of the linear functions of α. While it is possible
to consider other types of convex functions, we focus on this combination since
each of them is well studied.

This generalization is of more than just the theoretical interests; in fact, by
properly choosing the parameters A, b, C, and d, we can improve both segmen-
tation and matting quality. We will show two particular examples in Sec. 5. For
matting, Sec. 5.1 incorporates l1 data terms, and this makes the method robust
to erroneous data estimates. For segmentation, Sec. 5.2 adopts matting Lapla-
cian as smoothness terms, and shows that the shrinking phenomena of graph
cuts are mitigated.

One related work is [24]. They have obtained a new segmentation algorithm
based on l∞ norms by generalizing graph cuts and random walker [9]. We further
generalize the formulation so that the closed-form matting can be included, and
try optimizing joint cost function.

For the optimization, we used a primal-dual interior point method which is
a standard technique for convex optimization. Since our problem is often very
large including millions of variables and inequality constraints, most general
solvers cannot handle it; we implemented new software for minimizing Eq. (3).
Exploiting GPU computing technology, we could make it fast enough to be
practically used.
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Similar formulations and optimization methods often occur in some other
fields including sparse signal reconstruction, feature selection, and statistics [13].
For image restoration, [7] also used a primal-dual interior point method mini-
mizing mixed l1 and l2 norms. [1] adopted a similar cost function for the feature
learning problem.

In summary, this paper gives a new perspective on segmentation and mat-
ting. We showed the relationship between graph cuts and closed-form matting.
Following the observation, we developed a new method and obtained promising
results. We believe that developing new convex objectives is an attractive future
research direction.

2 Previous Works

We start by clarifying our notation. The c channel color input image is denoted
as I, and Ii is a c × 1 vector representing colors of the ith pixel. We want
to estimate the foreground opacity 0 & α & 1, a column vector of length n
where n is the number of pixels. The curled inequality denotes componentwise
inequality. 0 and 1 are column vectors of 0 and 1, respectively, whose size should
be apparent from the context. Also, ‖·‖i represents li norm. Thus, ‖x‖1 =

∑
i |xi|

and ‖x‖2
2 =
∑

i x
2
i for a vector x.

2.1 Graph Cuts

Graph cuts methods treat the image as a graph, and divide it by finding a
minimum cut of it [10]. The cost function is given as

J(α) =
∑

(i,j)∈N

fij(αi, αj) +
∑

i

fi(αi) (4)

where N is the neighborhood or edge set, and αi ∈ {0, 1}. It consists of two
parts: the smoothness terms that are functions of two neighboring pixels, and the
data terms encoding local likelihoods. Smoothness terms are designed to prefer
similar pixels to be in the same segment, thus, usually defined as a dissimilarity
of neighboring pixels.

The minimum cut is usually found by solving its dual problem: max flow
problem. It involves the classic Ford-Fulkerson [6, 8] or Push-relabel with their
specialized improvements.

While the original formulation restricts the labels to the discrete values, its
continuous relaxation allows α ∈ [0, 1] instead. The cost function should also
be adapted to be defined on the continuous domain. In fact, it is known that a
convex continuous relaxation is possible, if fij is submodular; that is, if fij(0, 0)+
fij(1, 1) ≤ fij(0, 1) + fij(1, 0). One possible form is presented in [2], leading to
an unconstrained l1 minimization problem, and it is solved using the barrier
method.

Similarly, we reformulate Eq. (4) as the following convex continuous form:

J1(α) = ‖Kα‖1 + ‖V (α− α̂1)‖1 (5)
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where each row r of K corresponds to an edge (i, j) ∈ N with its two non-zero
elements being defined as

Kr,i = −Kr,j = (−fij(0, 0) + fij(0, 1) + fij(1, 0)− fij(1, 1)) /2 (6)

and the diagonal matrix V and α̂ are given as

Vi,i = |wi|, α̂1i =

{
1 if wi ≥ 0,
0 if wi < 0,

(7)

where wi is defined as

wi = fi(1)− fi(0)−
∑

j|(i,j)∈N

fij(0, 0) + fij(0, 1)− fij(1, 0)− fij(1, 1)
2

(8)

It is easy to verify that any minimum of Eq. (4) is also a minimum of Eq. (5).

2.2 Closed-Form Matting

Matting problem is to estimate a foreground and a background of an image along
with a opacity for each pixel. Most algorithms typically assume compositing
equation:

Ii = αiFi + (1 − αi)Bi (9)

where Fi and Bi are c×1 vectors representing foreground and background colors
of the ith pixel, respectively. Since the problem is ill-posed, usually a trimap
indicating definite foreground CF , background CB , and unknown region is given.
We enforce αi = 1 for i ∈ CF , and αi = 0 for i ∈ CB.

Currently, matting-Laplacian-based methods produce the best results. They
define a quadratic cost function of α:

J(α) = αTLα (10)

where L is a n× n symmetric matrix referred as the matting Laplacian that we
define:

Li,j =
∑

k|i,j∈wk

(
δij −

1
|wk|

(
1 + (Ii − μk)(Σk +

ε

|wk|
Ic)−1(Ij − μk)

))
. (11)

where δij is Kronecker delta, Σk is a c× c covariance matrix, μk is a c× 1 mean
vector of the colors in a window wk, and Ic is the c×c identity matrix. Typically,
c = 3 for color images. See [15] for the original derivation.

There is another way of defining matting Laplacian. While the above is based
on color line assumption, [22] assumed locally constant color model for an alter-
native derivation. In both cases, the cost function is in a quadratic form.

Often, quadratic data terms or priors are added [12, 17, 18,27].



A Convex Image Segmentation 359

J(α) = αTLα+ (α− α̂)W (α − α̂) (12)

where W is a diagonal matrix penalizing α from deviating from α̂.
We may see Eq. (12) as a combination of closed-form matting and random

walker segmentation [9, 17, 27]. Similarities of their cost functions allow easy
integration; the same optimization method, solving the following sparse linear
system, can be applied.

(L +W )α = Wα̂− b (13)

One noticeable shortcoming of matting Laplacian methods is that the solution
often includes mid-range values; in reality, the alpha values of 0 and 1 are more
likely. Enforcing sparsity prior in quadratic forms are inherently difficult as we
will see in Sec. 5.1.

Rewriting Eq. (12) yields the following expression:

J2(α) = (1/2)‖L1/2α‖2
2 + (1/2)‖W 1/2(α− α̂2)‖2

2 (14)

3 A Convex Segmentation

Many of the best segmentation algorithms can be understood as optimizing
a convex function. We refer those as convex segmentation methods. They are
particulary interesting since the convexity allows the efficient computation of
a global optimum. Among numerous possible convex functions, we suggest a
particular form comprising l1 and l2 norms.

Formally, given an input image I with n pixels, we obtain a foreground opacity
αi for each pixel i, by solving the following optimization problem:

minimize
α

J(α) = J1(α) + J2(α) = ‖Aα + b‖1 + (1/2) ‖Cα+ d‖2
2

subject to αi = 1, i ∈ CF ,

αi = 0, i ∈ CB ,

0 ≤ αi ≤ 1, i = 1 . . .n

(15)

where CF and CB are the sets of pixels that are pre-specified as definite fore-
ground and background, respectively. Each component of α is constrained to be
in [0, 1].

3.1 Specializations

The convex segmentation problem of Eq. (15) includes graph cuts and closed-

form matting methods. If we let A =
[
K
V

]
, b =
[

0
−V α̂1

]
, C = 0T , and d = 0,

then Equ. (15) reduces to graph cuts cost of Eq. (5). If we let A = 0T , b = 0,

C =
[
L1/2

W 1/2

]
, and d =

[
0

−W 1/2α̂2

]
, then Eq. (15) reduces to closed-form

matting of Eq. (14). Note that since L and W are positive semidefinite, L1/2

and W 1/2 are valid.
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3.2 Remarks

In our framework, we have no restriction on A, b, C, and d. This means that
we may have the expressive power beyond the simple mixture of graph cuts and
closed-form matting. For example, the components of α̂1 are constrained to be
either 0 or 1 in graph cuts, but any value is possible in the new form (Fig. 1);
Sec. 5.1 shows the usefulness of this extension. Also, supermodular cost functions
that graph cuts cannot minimize are allowed in this formulation. In fact, Fig. 1
(a) depicts such a case: fij(0, 0) + fij(1, 1) > fij(0, 1) + fij(1, 0).

The l1 and l2 norm minimization problems are well studied in convex op-
timization. l1 norm minimization is robust to data noise and usually leads to
a sparse solution; l2 norm minimization is not robust but has stable solution.
These properties also apply to our segmentation problem as we will see in Sec. 5.
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Fig. 1. Possible cost functions: the top row shows the level contours of the cost with
respect to two labels, and the bottom row plots the cost as a function of a single label.
Our new formulation allows complicated relationships such as (c) and (f) previously
impossible.

4 Optimization

This section gives a summary on solving the problem of Eq. (15) using a primal-
dual interior point method. Although the derivation here is tailored for the l1
and l2 norms, other convex forms might be added harmlessly. We assumed that
readers have some knowledge of convex optimization due to the page limit. Refer
the text of [3] for deeper understanding.
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4.1 Reformulation

First, we reformulate the problem so that it can be better handled. First, we
remove the equality constraints by substitution. Though we may incorporate
them into data terms using large coefficients as in [12], or may just leave it
since the primal-dual interior point method can handle them [3], substitution
is a better strategy since it reduces the number of variables significantly when
dealing with a large trimap. Substituting αi = 1 for i ∈ CF and αi = 0 for
i ∈ CB yields:

minimize
αU

J(αU )=
∥∥A(:,U)αU + A(:,F )1+ b

∥∥
1+ (1/2)

∥∥C(:,U)αU + C(:,F )1+ d
∥∥

1

subject to 0 & αU & 1
(16)

where ·(:,U) and ·(:,F ) give new matrices only with the columns corresponding
unconstrained and foreground pixels, respectively, and αU is α only with un-
constrained pixels. Since A(:,F )1 + b and C(:,F )1 + d are again constant column
vectors, this substitution does not change the form of the equation; it just re-
moves some columns and rows. Hence, without loss of generality, we will assume
the case with no equality constraints from Eq. (15):

minimize
α

J(α) = ‖Aα+ b‖1 + (1/2) ‖Cα+ d‖2
2

subject to 0 ≤ αi ≤ 1, i = 1 . . .n
(17)

Second, we introduce an auxiliary variable w to deal with the nondifferentia-
bility of l1 norms. It is a standard technique, and is also used in [2].

minimize
α,w

J(α,w) = 1Tw + (1/2)‖Cα+ d‖2
2

subject to − w & Aα+ b & w

0 & α & 1

(18)

Eq. (18) is equivalent to Eq. (17), but has a differentiable objective with ad-
ditional inequality constraints. Rewriting once more the inequality constraints
gives the final smooth form that we will handle:

minimize
α,w

J(α,w) = 1Tw + (1/2)‖Cα+ d‖2
2

subject to Z

[
α
w

]
+ Y & 0, where Z =

⎡⎢⎢⎣
−A −I
A −I
−I 0
I 0

⎤⎥⎥⎦ and Y =

⎡⎢⎢⎣
−b
b
0
−1

⎤⎥⎥⎦ (19)

4.2 A Primal-Dual Interior Point Method

We start from the Karush-Kuhn-Tucher (KKT) optimality conditions for
Eq. (19):
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Z

[
α∗

w∗

]
+ Y & 0,

λ∗ ' 0,

diag(λ∗)
(
Z

[
α∗
w∗

]
+ Y

)
= 0,[

CTCα∗ + CT d
1

]
+ ZTλ∗ = 0

(20)

where the column vector λ is a dual variable of length m associated with m
inequality constraints. These conditions must be satisfied by any pair of primal
and dual optimal points α∗, w∗, and λ∗.

We cannot find such a point analytically, so we resort to a sequential numerical
algorithm. We update the current point (α,w, λ) following the primal-dual search
direction (Δα,Δw,Δλ). Until the convergence, the next point (α+, w+, λ+) is
obtained:

α+ = α+ τΔα, w+ = w + τΔw, λ+ = λ+ τΔλ (21)

where τ is called a search step.
Search directions are obtained by Newton’s method applied to a series of

modified KKT equations expressed as rt(α,w, λ) = 0, where we define: (cf.
Eq. (20))

rt(α,w, λ) =

⎡⎢⎢⎣
[
CTCα+ CT d

1

]
+ ZTλ

−diag(λ)
(
Z

[
α
w

]
+ Y

)
− (1/t)1

⎤⎥⎥⎦ (22)

The search step τ is decided so that the updated values still satisfy the two
inequality constraints of Eq. (20):

τ = sup{τ ∈ [0, 1] | Z
[
α+ τΔα
w + τΔw

]
+ Y & 0, λ+ τΔλ ' 0} (23)

After one update, t is recalculated using the surrogate duality gap [3]:

t = μm/(−(Z
[
α
w

]
+ Y )Tλ) (24)

where μ is a parameter that works well on the order of 10.
Note that as t increases, the modified KKT equation better approximates the

equality conditions of Eq. (20), while the inequality conditions are satisfied by
Eq. (23). Hence, the solution converges to a global minimum satisfying all the
KKT conditions.



A Convex Image Segmentation 363

4.3 A Newton Step

The Newton step solves the nonlinear equation rt(α,w, λ) = 0 for a fixed t
by forming Taylor approximation at the current point x = (α,w, λ) yielding a
search direction Δx = (Δα,Δw,Δλ):

rt(x+Δx) ≈ rt(x) +Drt(x)Δx = 0 (25)

In terms of α, w, and λ,⎡⎣ H ZT

−diag(λ)Z diag(−(Z
[
α
w

]
+ Y ))

⎤⎦⎡⎣ΔαΔw
Δλ

⎤⎦ = −rt(α,w, λ) (26)

where H =
[
CTC 0

0 0

]
. A block elimination yields:

[
H + ZT diag(λ)diag(s)−1Z

] [Δα
Δw

]
= −
[
CTCα

1

]
− (1/t)ZT diag(s)−11 (27)

where s = −(Z
[
α
w

]
+ Y ).

We solve the sparse linear system of Eq. (27) using the conjugate gradient
method. Our GPU implementation is influenced by [4]; we also used Jacobian
preconditioner. This leaves rooms for further significant speedup using sophisti-
cated preconditioners.

Once the primal search direction (Δα,Δw) is obtained, the dual search direc-
tion Δλ is given as

Δλ = diag(s)−1diag(λ)Z
[
Δα
Δw

]
− λ+ diag(s)−1(1/t)1 (28)

5 Applications

Having defined the new convex form and knowing that we can optimize it, this
section shows the examples that actually benefit from that. Note that the cost
functions of this section need to be transformed to fit in Eq. (15) before being
optimized. This should be easy following Sec. 2. For every experiment in this
section, the computation time for each image was less than 10 seconds.

5.1 Matting

Many of the current state-of-the-art matting methods incorporate l2 data terms
based on certain global color models resulting in the following cost function (see
Sec. 2.2):

J(α) = αTLα+ (α− α̂)W (α − α̂) (29)
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Fig. 2. Robust data terms for matting: using l1 data terms almost always give lower
errors under the assumption of the estimation model Eq. (31): varying ε and σ does
not change the general shape of the plot.

where α̂i is the most likely opacity value for the pixel i. However, often the
estimation of α̂i is erroneous due to imperfect color models, and the final result
is easily affected by small amount of outliers. In such cases, it is known that using
l1 norms, instead, gives robust results. Hence, we designed a new formulation:

J(α) = αTLα+ ‖W (α− α̂)‖1 (30)

Our expectation is that minimizing Eq. (30) gives more accurate matte than
minimizing Eq. (29), and we have experimentally confirmed this. For the fair
comparison of the two, we have assumed the following hypothetical estimation
model rather than resorting to a particular method:

α̂i ∼
{
U(0, 1) with probability ε,
γi +N(0, σ2) with probability (1 − ε)

(31)

where U(0, 1) is a uniform distribution, γi is the ground truth opacity, and
N(0, σ2) is a Gaussian distribution with variance σ2; we simulate the measure-
ment of the term α̂i. Hence, the measurement is incorrect with the probability ε.
Also, W is assumed to be a diagonal matrix whose diagonal elements are all w.

This experiment requires the ground truth matte, so we used the training
dataset of [19]. We have measured the error with respect to w, which is the
weight of the data term. Fig. 2 shows that using l1 norm significantly reduces
the errors. This is the result averaged over all 27 images.

Since the two error measures, mean absolute difference (MAD) and mean
squared error (MSE), are sometimes inconsistent with the perceptual quality [19],
we also examined the results qualitatively, but we found no inconsistency in this
case. Fig. 3 shows the close-up look at one of the results. As expected, we could
find the problem of non-sparse solution is relieved when the new l1 data terms
are used.
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(a) Input Image (b) Trimap (c) Ground Truth (d) Zoomed-In GT

(e) w = 8.0 × 10−5 (f) w = 5.1 × 10−3 (g) w = 4.1 × 10−2 (h) w = 3.3 × 10−1

(i) w = 4.0 × 10−5 (j) w = 1.6 × 10−4 (k) w = 6.4 × 10−4 (l) w = 4.1 × 10−2

Fig. 3. Qualitative comparison between different data terms for matting. It shows the
zoomed-in results for a particular region. The second row: Eq. (30) with l1 data terms.
The third row: Eq. (29) with l2 data terms. (f) and (j) are the best cases. We can see
that the hairs stand out clear in the l1 case.

5.2 Segmentation

We may also improve the segmentation quality by replacing the smoothness term
of graph cuts with the well-defined matting Laplacian term. Our new formulation
has the following form:

J(α) = λαTLα+
∑

i

fi(αi) (32)

Of course, since fi is only defined when αi ∈ {0, 1}, the continuous relaxation (in
Sec. 2.1) is required. In this way, we can avoid the heuristic step often involved
in defining the smoothness terms. Also, a well known shrinking bias of graph
cuts can be mitigated. However, since this results in a soft segmentation, the
final thresholding step is required; we used the fixed threshold of 0.5.

We first implemented GrabCut method [21] and tried substituting the matting
Laplacian term for the smoothness term. The weighting constant λ is set to 10
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Fig. 4. Segmentation results for GrabCut [21] (blue contour) and our new formulation
(red contour). The grayscale image shows the raw results (the minimum of Eq. (32))
before thresholding. The new formulation shows accurate results for thin parts and
blurry boundaries.
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upon the normalization of data terms: exp(−fi(0)) + exp(−fi(1)) = 1. For the
calculation of L, 5 × 5 windows are used. Then, we tested two methods on the
dataset of [20].

As expected, we could see the performance gain especially in the presence of
fuzzy or blurry boundaries. However, the overall error stayed almost same, be-
cause the new formulation is sensitive to non-Gaussian noise; the image compres-
sion noise often affects the result largely because GrabCut framework relies on
iterative estimation. The qualitative comparison confirmed that the new method
is very promising. Fig. 4 presents some of the results on the segmentation dataset
of [16,20].

6 Conclusion

We presented a novel segmentation framework based on convex optimization by
extending graph cuts and closed form matting methods: we obtained a unified
viewpoint to see segmentation and matting. While many of the previous works
have focused on how to refine the cost function within the fixed forms, e.g. trying
various data terms and smoothness terms, the new formulation suggests that we
may consider altering the form itself. By doing so, we can overcome the inherent
limitation imposed by a certain form.

Encoding new types of prior would be good future research, since some of
the recent works showed that incorporating proper prior often boosts the per-
formance: e.g. bounding box prior [14], geodesic star convexity [11], and connec-
tivity prior [25]. It is interesting that many of them have convex objectives.

Hoping it to be useful for solving large scale problems, we release the reference
implementation1 of the primal-dual interior point method that exploits GPU
computing technology.

Acknowledgement. The ICT at Seoul National University provides research
facilities for this study.
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Linear Solvability in the Viewing Graph
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Abstract. The Viewing Graph [1] represents several views linked by
the corresponding fundamental matrices, estimated pairwise. Given a
Viewing Graph, the tuples of consistent camera matrices form a family
that we call the Solution Set.

This paper provides a theoretical framework that formalizes different
properties of the topology, linear solvability and number of solutions of
multi-camera systems. We systematically characterize the topology of
the Viewing Graph in terms of its solution set by means of the associ-
ated algebraic bilinear system. Based on this characterization, we provide
conditions about the linearity and the number of solutions and define an
inductively constructible set of topologies which admit a unique linear
solution. Camera matrices can thus be retrieved efficiently and large
viewing graphs can be handled in a recursive fashion. The results apply
to problems such as the projective reconstruction from multiple views or
the calibration of camera networks.

1 Introduction

In this paper we extend the notion of solvability for a Viewing Graph as given
in [1], namely the graph relating several views accounted for by fundamental
matrices. We introduce the notion of Solution Set together with a new taxonomy
taking into account both linear solvability and the number of solutions of the
Viewing Graph. In particular we introduce an inductively constructible set of
topologies admitting a unique linear solution. We also show that the method
provided allows for a building blocks design that can be used to inductively
construct more complex topologies.

Inductive topologies are very useful to combine global and incremental meth-
ods for camera matrix estimation. Our formalisation, beside providing a general
theoretical framework, it contributes to the hierarchical and recursive approaches
for solving the n-view problem in 3D reconstruction and, building on linear-
solving subgraphs, it does not involve choosing between multiple solutions or
disambiguating results.

Relying on multiview tensors requires establishing feature correspondences
between pairs [2], triples [3] or quadruples [4] of images. The geometry of a
n-focal system cannot be described by a tensor for n > 4. The fundamental
matrix is the most basic tool to estimate camera matrices and it can be used
as building block to address complex configurations [5]. It can be conveniently
estimated from pairs of views and constitutes a less redundant representation

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 369–381, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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than higher order tensors. On the other hand, fundamental matrices for triples
of views should be compatible [6], a condition that is satisfied in the case of the
trifocal tensor.

Automatic approaches to the computation of structure and motion involve
an estimation of camera matrices to initialise the bundle adjustment [7]. The
problem of how to initialise the estimation, the order and techniques by which
views can be added to the existing ones has been widely faced in literature and
several solutions have been proposed. In particular, global methods, based on
factorisation [8, 9], allow for the computation of sets of views. These methods
require to compute feature correspondences across the entire sequence. On the
other hand, hierarchical approaches [10] overcome this limitation but introduce
the need to merge subsequences in consistent projective frames.

The Viewing Graph was introduced by Levi and Werman in [1] to model
the bifocal constraints from pairs of views. They studied different topologies
and obtained methods to linearly compute the fundamental matrices that can
complete the graph. In [11] camera triplets from fundamental matrices constitute
the basic subgraphs used to inductively solve triangular topologies using the
linearity results from the Viewing Graph.

In this work we start from very well known results on the computation of
projective camera matrices and provide a theoretical framework with two aims:
to collect and systematise the above results about topologies and linear solvabil-
ity in a common formalisation and to characterise the topologies for which the
estimation is linear and admits a unique solution. Thus, the proposed method is
particularly suitable when dealing with the high changeability and severe occlu-
sions that characterise for example the unstructured image datasets collected by
web crawling. The paper is organised as follows. We first introduce the Viewing
Graph and define the Extended and Non Redundant Solution Set, giving also
a sufficient condition for their non-emptiness. In Section 3 a characterisation
of the two solution sets is derived in terms of the Viewing Graph System; dif-
ferent conditions on the number of solutions and on the linear solvability are
formulated and the Linear Minimal Solution Superset and the Linear Maximal
Viewing Subgraph are introduced. Both the taxonomy of the Viewing Graphs and
the inductive construction of Linearly Solvable Viewing Graphs are addressed in
Section 4. Finally, in Section 5, the application to projective reconstruction is
sketched and the conclusions are drawn.

2 The Viewing Graph

According to [1] an N-view scene can be represented as a graph G = (V,E) whose
nodes V are the views and whose edges E are the fundamental matrices between
the views. Levi and Werman in [1] are concerned with the following problems:
1. Given a subset E′ ⊂ E, what further edges can be computed using only E′?
2. Which are the graphs G such that, given G and E′ ⊂ E, E can be identified
univocally? They give algorithms to solve graphs up to 6 views.
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2.1 The Solution Set of the Viewing Graph

We introduce here a weaker notion of solving graph [1], namely, the notion of
Solution Set of a Viewing Graph.

Definition 1 (Solution Set). Given a viewing graph G = (V,E), a solution set
is the set of n-tuples of camera matrices 〈P1, . . . , Pn〉 which satisfy the constraints
associated with the fundamental matrices Fij in E.

Let ℘G be the set of all n-tuples of camera matrices which solve the Viewing
Graph G. We have that, for any projective transformation Z and for any n-
tuple t ∈ ℘G , the tuple tZ, obtained applying Z to any camera matrix in t, is a
solution for the system and so is tZ ∈ ℘G . Moreover, since any projective matrix
is defined modulo a scale factor, if we have that t = (P1, ..., Pn) ∈ ℘G then we
have that t′ = (λ1P1, ..., λnPn) ∈ ℘G for any λi �= 0 as well.

In order to avoid these redundancies of representation we are interested in
finding only the set ΨG = (℘G/GL(4)) /R� of all the orbits of ℘G under the action
of the group of projective transformations and element-wise multiplication by a
scalar.

Definition 2 (Extended and Non-Redundant Solution Set). Given a
Viewing Graph G, the extended Solution Set is the set of all n-tuples of cam-
era matrices which satisfy the constraints imposed by the fundamental matrices
in E. We denote this set by ℘G. The quotient set of ℘G, with respect to pro-
jective transformation and scalar multiplication, is the non-redundant Solution
Set, which we denote by ΨG.

Note that, for practical purposes, only ΨG is of interest.
We shall state now a sufficient condition for the existence of a solution set. We

recall that three fundamental matrices Fij , Fkj and Fki are said to be compatible
if they satisfy the following conditions:

e�ikFijejk = e�kjFkieij = e�kiFkjeji = 0 (1)

with eij �= eik the non collinearity conditions for the camera centers [6]. Here
eij is the epipole arising in view i from view j.

Theorem 1 (Existence of a solution). Let G = (V,E) be a Viewing Graph
on n views. If all the triples of fundamental matrices satisfy the compatibility
condition (1) then there exists a non empty solution set for G.

Proof. Let Fijk be the set {Fij , Fik, Fjk} related to the views vi vj and vk.
Note that, from any initial set of compatible triples we can build a solution for
G recursively starting from a triple of fundamental matrices, finding its solution
and then adding to the solution an unsolved view at a time. The construction
of a solution is illustrated in Section 4.1. �
In the following a Viewing Graph G, in which all triples of fundamental matri-
ces satisfy the compatibility condition, is said to be a fully compatible Viewing
Graph.
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3 The Viewing Graph System

In this section we give a characterisation of the Extended and Non-Redundant
solution sets of a viewing graph and, in particular, we show both the conditions
to obtain a linear solution and a simple computation method.

Let us consider Triggs’s F -e closure [12]:

Two views equation: F12 P1 + γ12 [e′12]× P2 = 0 (2)

where F12 is the fundamental matrix relating the camera matrices P1 and P2,
e′12 is the left epipole, [·]× is the cross matrix operator and γ12 is a free scale
parameter. Since the scale parameter is made explicit, the equation carries 8
constraints and 23 degrees of freedom due to the two camera matrices P1, P2,
including their scale and the overall scale parameter γ12. The two views equation
(2) completely defines two camera matrices given a fundamental matrix, modulo
a projective transformation.

3.1 Characterisation of the Extended and Non-redundant Solution
Sets

Let G = (V,E) be a Viewing Graph and, for homogeneity of representation, let
us define Aij = Fij and Bij =

[
e′ij
]
×, for any Fij ∈ E. The extended solution

set ℘G is characterised by the set of two views equations for any Fij related to
the constraints it imposes, namely:

℘G =
{
(P1, . . . , Pn) | AijPi + γijBijPj = 0, ∀ij such that there exists Fij ∈ E

}
(3)

On the other hand, the quotient set ΨG can be characterised choosing an arbitrary
projective frame to which all the solutions should belong. In particular, let F12 ∈
E, we select the projective frame in which P1 = [I|0] and P2 =

[
[e′12]× F12|e′12

]
.

Moreover, since any projective matrix is defined modulo a scale factor, for
any Pi one of the γij is redundant, hence for any i one of γij can be set to 1.
The non-redundant system characterising the set ΨG is:⎧⎪⎪⎨⎪⎪⎩

AijPi + γijBijPj = 0, ∀ij such that there exists Fij ∈ E, with Fij �= F12}
P2 =
[
[e′12]× F12|e′12

]
P1 = [I|0]
γi k(i) = 1 ∀i ∈ {3..n}

(4)
here k(i) is a total function defined on {3..n}.

As we can see, the characterisation of the two Solution sets (3)(4) are algebraic
bilinear systems for which, in general, there is no known solution except for very
simple special cases [13]

Definition 3 (Linear and Non-Linear Viewing Graph System). Given
a non-redundant Solution Set ΨG , the system associated with ΨG is the Viewing
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Graph System, ΣG. Whenever ΣG is linearly solvable then ΣG and G are, respec-
tively, the Linear Viewing Graph System and the Linear Viewing Graph. Given
a Two Views Equation Euv ∈ ΣG , of a Linear Viewing Graph System, this must
be equivalent to one of the following three forms:

Ωij : AijPi +BijPj = 0
Δκl : AκlPκ +BκlPl = 0
Λiκ : AiκPi + γiκBiκPκ = 0

(5)

Here u, v ∈ {1, . . . , n}, k = {1, 2}, i, j ∈ {3, . . . , n} and Pk the two constant
projective matrices.

When ΣG and G are non-linearly solvable they are, respectively, the Non-linear
Viewing System and the Non-Linear Viewing Graph.

An example of this kind of systems (and of the choice of k(i)) is illustrated in
Section 4 for the Base Case I, II and III.

At this point we are ready to discuss the condition for a Viewing Graph
System to be linear, the number of solutions and the induced properties on the
Viewing Graphs.

Theorem 2 (Unique solution for the Viewing Graph Topology). Let G
be a Viewing Graph of m edges and n + 2 views. Let ΣG be the related non-
redundant Viewing Graph System.
If ΣG has a unique solution then m ≥

⌈11
7 n−

15
7

⌉
.

Proof. ΣG has, by definition, m Two Views Equations in n unknown projec-
tive matrices and m − n unknown scale parameters as in (4). Let χΣ and δΣ
be, respectively, the number of constraints and degrees of freedom of ΣG . We
note that χΣ = 8m because any Two View Equation carries 8 constraints and
δΣ = 12n+ 1(m−n), due to the unknown projective matrices and scale factors.
Hence 7m ≥ 11n. Note that the inequality states that there should be enough
fundamental matrices in order to constrain the degrees of freedom of the un-
known camera matrices. Therefore if ΣG has a unique solution it must be also
that G has m ≥

⌈ 11
7 n−

15
7

⌉
edges. �

We show, now, the conditions for a viewing graph to be linearly solvable. Con-
sider Figure 1, this illustrates a Viewing Graph that can undergo a construction

v1 v2

l

Fig. 1. The Graph G, on the left, satisfies the condition of linear solvability. On the
right the construction required by the condition.
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inducing linear solvability. Linear solvability, indeed, requires a suitable assign-
ment of the scale factor, therefore the Viewing Graph that can be adjusted so
as to guarantee this assignment is linearly solvable. More specifically, consider
the two constant views v1 and v2 associated with the constant cameras, which
therefore must be connected by an edge, and their neighbours. Let us define the
open neighbour set n(v1, v2) to be the set of all nodes connected to v1 and v2,
excluding v1 and v2. Let us cut all the edges between any node vh ∈ n(v1, v2)
and v1, v2. Take any node l ∈ n(v1, v2). If it is possible, starting from l to build
a unique path from l to all the nodes in V − {v1, v2} then we can use this path
to ensure that the scale factor is inherited, through l, to all the nodes. If this
construction is possible, this means that the graph H(v1, v2), illustrated on the
right of Figure 1 can be obtained, hence the starting graph G, as illustrated on
the left of the figure, is a linear Viewing Graph.

More formally:

Theorem 3. Let G = (V,E) be a Viewing Graph with n ≥ 3 views. Let n(v1, v2)
be the union of the open neighbourhood of v1, v2 ∈ V , let H(v1, v2) = G[V −
{v1, v2}] the induced subgraph of G over the vertex set V − {v1, v2}.

If there exist v1, v2 ∈ V , l ∈ n(v1, v2) and a unique orientation for each edge
in H(v1, v2) such that:

– the in-degree of any node in V − {v1, v2, l} is 1 and the in-degree of l is 0,

then G is a Linearly Solvable Viewing Graph.

Proof. We show the statement by constructing directly the linear system accord-
ing to Definition 3 Now we prove by construction that if exist v1, v2, l ∈ V and
H(v1, v2) that satisfy the hypothesis, then the Viewing Graph System associated
to G is linear.

Suppose that v1, v2, l ∈ V and H(v1, v2) exist and satisfy the statement. First
of all, we note that H(v1, v2) has at most n− 3 edges, because any node except
l can have at most an entering edge and the nodes in H(v1, v2) are n− 2. Then
we proceed in the construction of a Viewing Graph System Σ. We start from a
system Σ which contains only the equations P2 =

[
[e′12]× F12|e′12

]
and P1 = [I|0]

For any edge eij (edge from vi to vj) in H(v1, v2) we add in Σ the equation Ωij .
We choose an edge from G which connects l to vκ, with κ ∈ {1, 2} and add to Σ
the equation Δκl. For any other edge eiκ which connects the nodes v1, v2 to their
neighbourhood n(v1, v2) we add to Σ the equation Λiκ. The equations Ω,Δ,Λ
are, thus, as in Definition 3. The system, specified by Ω,Δ,Λ, mentions the two
equations defining P1 and P2. For any edge in G there is the related equation in
ΣG and for any camera matrix Pi, with i = 3 . . .n, the scale parameter is set to
1 (the missing parameter γij in the equation Ωij and γκl in the equation Δκl).

Thus, according to Definition 3, ΣG is a linear Viewing Graph System. �
We can note that this sufficient condition allows us to speak directly about linear
solvability of a Viewing Graph G from a topological point of view without using
the related algebraic representation ΣG .
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Resolution of a general linear Viewing Graph System. Let Σ be a non-
redundant Viewing Graph System composed by m Two Views Equations in n
unknown camera matrices P3, . . . , Pn+3 and r = n−m scale parameters repre-
sented by the vector Γ =

(
γg(1), . . . , γg(r)

)
, where g is a function which associates

the position in the vector Γ to the indices of the fundamental matrix related to
that scale parameter and g−1 its inverse. The solutions can be found vectorising
the system such that it assumes the form Ax = b where A and b are suitable
constant matrices and x is the unknown vector. In that case the space of all
solutions is x = A+b+ null(A)z, with z a free vector of suitable dimension.

In order to transform Σ in the form Ax = b first of all we represent the
unknowns of Σ in the form of a vector x =

(
vec(P3)�, . . . , vec(Pn+3)�, γg(1), . . . ,

γg(r)
)� of length 12n + r and define two matrices selPi = (ϕn,i ⊗ I12×12,0r),

selγij =
(
012n, ϕr,g−1(ij)

)
useful to select respectively only the matrix Pi from x

and only the scale parameter γij . Here vec is the vectorisation operator, ⊗ is the
Kronecker product, ϕn,i is a row vector of length n with all components equal
to 0 excepts the i-th which is 1, 0n is the row vectors of length n of all zeros
and In×n the identity matrix of dimension n× n.

Thus, to transform Σ in the form Ax = b, we simply rewrite the equation in
(5) of Definition 3, with respect to x as follows:

Ωij ≡ {(I4×4 ⊗Aij) selPi + (I4×4 ⊗Bij) selPj}x = 0
Δκi ≡ {(I4×4 ⊗Bκi) selPi} x = vec (AκiPκ)
Λiκ ≡ {(I4×4 ⊗Aiκ) selPi + vec (BiκPκ) selγiκ}x = 0

(6)

Fig. 2. Given a nonlinear Viewing Graph G on the left, the associated Linear Maximal
Viewing Subgraph Γ 


G on the right.

3.2 The Linear Minimal Solution Superset of a Nonlinear Viewing
Graph

Given a Nonlinear Viewing Graph G we are interested in simplifying as much
as possible the search for the solution set ΨG . In order to do so we introduce
the Linear Minimal Superset of ΨG and the Linear Maximal Viewing Subgraph
of G.

Given a Viewing Graph G = (V,E) and the associated Viewing Graph System
ΣG , an edge e in G corresponds to a constraint c in ΣG . This means that removing
e from G, and so obtaining G′ = (V,E − {e}), then the corresponding Viewing
Graph System ΣG′ is less constrained than ΣG indeed ΣG′ = ΣG − {c}. Thus
ΨG ⊆ ΨG′ .
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Definition 4 (Linear Maximal Viewing Subgraph). Given a Viewing
Graph G, and letting lin(G) be the set of all the Linear Viewing Subgraphs of G,
the Linear Maximal Viewing Subgraph of G is the Viewing Graph Γ �

G ∈ lin(G),
such that the associated linear solution set is minimal :

Γ �
G = arg min

Γ∈lin(G)
|ΨΓ |. (7)

See Fig. 2. The definition is well-posed, indeed given a Nonlinear Viewing Graph
G = (V,E) we can always remove edges from G in order to obtain a linearly
solvable Viewing Subgraph L = (V,E′) with E′ ⊂ E and so ΨG ⊆ ΨL. This
means that a Linear Viewing Subgraph of a Viewing Graph System G always
exists (for example L = (V, ∅)).

Definition 5 (Linear Minimal Solution Superset). Given a Viewing Graph
G, the Linear Minimal Solution Superset of G, ΠG, is the Solution Set of the
Linear Maximal Viewing Subgraph Γ �

G

ΠG = ΨΓ �
G

(8)

The Linear Minimal Solution Superset of a nonlinear Viewing Graph is impor-
tant because we have always that ΨG ⊆ ΠG and ΠG is linearly computable. As
a consequence, when we are searching for a solution to G we have only to search
in the minimal linear space ΠG instead of in the huge Cartesian product of all
camera matrices.

Moreover, when ΠG contains only a solution and the fundamental matrices
expressed by G are fully compatible, we have that |ΠG | = 1, |ΨG | ≥ 1, ΨG ⊆ ΠG
and thus ΨG = ΠG . This means that in this case we have only to solve the linear
graph Γ �

G to have the solution of the bigger and possibly nonlinear G.

4 Topology and Solvability

First of all we collect from the previous sections some results about the Topology
of a Viewing Graph, the linearity and the number of solutions of the related
Viewing Graph System.

Any Viewing Graph with m edges and n nodes where m <
⌈11

7 n−
15
7

⌉
and

any linear Viewing Graph whose system is underdetermined has a family of
solutions in the Solution Set.

Any full compatible linear or nonlinear Viewing Graph G for which |ΠG | = 1
admits only one linear solution.

Finally we can introduce the taxonomy of the set of Viewing Graphs in terms
of number of solutions and linear solvability (fig. 3).

4.1 An Inductively Constructible Set of One Solution Linear
Viewing Graphs

If we are able to solve a linear Viewing Graph Γ which admits a unique solution
then we are able to solve all Viewing Graphs for which Γ is the Linear Maximal
Viewing Subgraph.
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I

II

III

NON COMPATIBLE VIEWING GRAPHS

LINEAR 
MULTIPLE 
SOLUTION 

VIEWING 
GRAPHS

NON LINEAR 
MULTIPLE 
SOLUTION 
VIEWING 
GRAPHS NON 

LINEAR 
ONE 
SOLUTION 
VIEWING 
GRAPHS

Fig. 3. Taxonomy of the Set of Viewing Graphs. I) One Solution Linear Viewing
Graphs; II) Viewing Graphs whose Linear Maximal Subgraph has one solution; III)
Viewing Graphs whose Linear Maximal Subgraph belongs to the set of the Recursive
Topologies we presented in subsection 4.1.

Thus, it is important to find a cheap way to span the space of topologies
that lead to Linear Viewing Graphs with unique solution. With this aim, in the
following we give a characterization of a constructible subset of the set of the
One Solution Linear Viewing Graphs.

We apply the results from the previous sections.

Base Linear Case I: Three Views. Consider the Viewing Graph G = (V,E)
given by three views V = (v1, v2, v3) and the three fundamental matrices linking
them E = (F12, F23, F31) (fig. 4). This topology satisfies the necessary and suf-
ficient conditions in section 3 and so it is linear. In addition, when the camera
matrices are in general position, it admits at most one solution. When it satis-
fies the full compatibility condition then G has a unique solution. This is a well
known result [6, 1]. The interesting thing here is that we demonstrated it only
using the tools from the previous sections.

For completeness, we algebraically find a close solution for G. The orbit set of
solutions ΨG is represented by the related non-redundant Viewing Graph System
as follows: ⎧⎪⎪⎨⎪⎪⎩

A23P2 +B23P3 = 0
A31P3 + γ31B13P1 = 0
P1 = [I|0]
P2 =
[
[e′12]× F12|e′12

] (9)

where in the first equation γ23 has been set to 1 in order to disambiguate the
scale of P3 with respect of P2 (see proof of the sufficiency condition in Section
2.1). Thus the system is linear; in general it is overdetermined but, when the
fundamental matrices are compatible, it admits at least one solution which can
be stated in closed form:
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P1 = [I|0]
P2 =
[
[e′12]× F12|e′12

]
P3 =
(
B23
A31

)+ (
A23P2
γ23B31P1

) (10)

where (·)+ is the pseudo-inverse operator and γ23 = − cd�

dd� , with c = UA23P2,

d = V B31P1 and (U V ) = null

(
B23
A31

)
.

Base Linear Case II: Five Views. Let G = (V,E) be the Viewing Graph
with V = (v1, . . . , v5) and E = (F12, F31, F41, F25, F35, F45) as in figure (fig. 4).
This topology satisfy the conditions of section 3 so that it’s linear and, when the
camera matrices are in general position, it admits at most one solution. When
it satisfies the full compatibility condition, then G has a unique solution [1].

For completeness: the set of solutions ΨG is represented by the following Linear
Viewing Graph System ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

A31P3 + γ31B31P1 = 0
A41P4 + γ41B41P1 = 0
A25P2 +B25P5 = 0
A54P5 +B54P4 = 0
A53P5 +B53P3 = 0
P1 = [I|0]
P2 =
[
[e′12]× F12|e′12

]
(11)

here γ25, γ54, γ53 have been set to 1 in order to disambiguate the scale respectively
of P5 with respect to P2, P4 with respect to P5 and P3 with respect to P5 (see
the proof in Section 2.1).

Base Linear Case III: Six Views. Let G = (V,E) be the Viewing Graph
with V = (v1, . . . , v6) and E = (F32, F52, F61, F12, F13, F34, F45, F56) as in figure
(fig. 4).

Even in this case G satisfies the two topological conditions of section 2.1. Con-
sequently, it is linearly solvable. If the camera matrices are in general positions it
admits at most a solution which exist when the full compatibility holds (see [1])

For completeness: the set of solutions ΨG is represented by the following Linear
Viewing Graph System ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A32P3 + γ32B32P2 = 0
A52P5 + γ52B52P2 = 0
A61P6 + γ61B61P1 = 0
A13P1 +B13P3 = 0
A34P3 +B34P4 = 0
A45P4 +B45P5 = 0
A56P5 +B56P6 = 0
P1 = [I|0]
P2 =
[
[e′12]× F12|e′12

]
(12)
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here γ13, γ34, γ45, γ56 have been set to 1 in order to disambiguate the scale re-
spectively of P3 with respect to P1, P4 with respect to P3, P5 with respect to P4
and P6 with respect to P5 (see the proof in Section 2.1).

v1

v2

v3

v1

v2
v3

v4

v5 v1v2

v3

v4

v5 v6

Fig. 4. In order: Base Linear Case I, Case II, Case III

Composition
rule

I II III IV

Merging two
solved graphs
which share two
views

Merging two
solved graphs
which share a
view and are
linked by an
edge

Adding a new
double con-
nected view

Merging two
solved graphs
with three edges

Composition Rule I: Merging two solved graphs which share two
views. Let G be a Viewing Graph composed by two already solved graphs
Γ and Υ which share two views v1 and v2. The solution of G tG can be built
from the solutions tΓ = (P1, P2, . . . ) and tΥ = (P ′

1, P
′
2, . . . ) (Fig. 5). Indeed,

since the cameras P1, P2 and P ′
1, P

′
2 are linked by the same fundamental matrix

F12, a projective transformation exists that maps Pi on P ′
i for i = 1, 2. We can

find it simply by

Z =
(
P1
P2

)+(
P ′

1
P ′

2

)
Once we have Z we have to right multiply all the camera matrices in tΓ in order
to express them in the same projective frame of Υ such that Pi and P ′

i coincide
for i = 1, 2.

Composition Rule II: Merging two solved graphs which share a view
and are linked by an edge. Let G be a Viewing Graph composed by two
already solved graphs Γ = (V,E) and Υ = (W,L) which share a view v1 and are
linked by a fundamental matrix F23 with the related views v2 ∈ V and v3 ∈ W
(fig. 5). We can solve G by finding the solution toΘ= ({v1, v2, v3}, {F12, F13, F23})
through Base Case I and then apply Composition Rule I two times, first to Γ,Θ
and then to (Γ ∪Θ), Υ .
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Composition Rule III: Adding a new double connected view. Let G be
a Viewing Graph with n views composed by an already solved graph Γ = (V,E)
of n − 1 views connected by F1n, F2n to a view vn and let t = (P1, . . . , Pn−1)
the solution for Γ (Fig. 5). We are able to solve the Viewing Graph G as follows.
First of all we calculate F12 by P1 and P2 from t. Then we solve the Viewing
Graph System related to the Viewing Graph Υ = ({v1, v2, vn}, {F12, F1n, F2n})
using the Base Case I and then we merge the two already solved Viewing Graphs
Γ, Υ using the Compositional Rule I.

Composition Rule IV: Merging two solved graphs with three edges.
Let G be a Viewing Graph composed by two already solved graphs Γ = (V,E)
and Υ = (W,L) which are linked by three fundamental matrices F14, F25, F36
with the related views v1, v2, v3 ∈ V and v4, v5, v6 ∈ W (Fig. 5). Supposing
that Γ and Υ are already solved, we can calculate F12, F23, F13 from Γ and
F45, F56 from Υ . Then we can solve G by finding the solution to Θ = (H,K) with
H = {v1, v2, v3, v4, v5, v6}, K = {F12, F23, F13, F45, F56, F14, F25, F36} through
Base Case III and then apply Composition Rule I two times, first to Γ,Θ and
then to (Γ ∪Θ), Υ .

v1 v2 v1

v2

v3

v1

v2

vn
v1

v2

v3

v4

v5

v6

Fig. 5. In order: Compositional Rule I, Rule II, Rule III, Rule IV

In this subsection we substantially sketched a compositional topology that
allows to compute the solution to the Linear Maximal Viewing Subgraph of a
given Graph G in a bottom-up fashion. We can solve arbitrarily chosen parts
of this subgraph and merge them in arbitrary order (in agreement with the
conditions of the composition rules) arriving to the same result, because of the
linearity of the problem under the sufficiency condition of Theorem 1, at least
in the unique solution case.

In the end, due to this invariance to the order, this incremental bottom-up
linear approach makes the problem of choosing a right view order less critical.

5 Conclusions and Discussion

This paper integrates in a common framework previous results on the estimation
of camera matrices from unstructured collections of views with a characterization
of a subclass of topologies for which the solution is linear and unique. The
Viewing Graph has been equipped with its algebraic counterpart, the Viewing
Graph System. This characterization provides a sufficient condition for the linear
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solvability of the system of bilinear equations and the associated Viewing Graph.
Indeed, we translated the linear solvability condition to be directly applied to
the topology of Viewing Graphs, bridging from the algebraic to the graph based
representation. In future works we are going to use the tools described in this
paper to develop heuristic and approximated graph algorithms operating on
Viewing Graphs in order to compute the Linear Maximal viewing Subgraph and
find the Minimal Solution Set. A similar approach is particularly suitable to deal
with the high changeability and severe occlusions that characterize, for example,
the large, unstructured image datasets collected by web crawling.
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Abstract. In this paper, we incorporate shape detection into contextual
scene labeling and make use of both shape, texture, and context informa-
tion in a graphical representation. We propose a candidacy graph, whose
vertices are two types of recognition candidates for either a superpixel or
a window patch. The superpixel candidates are generated by a discrim-
inative classifier with textural features as well as the window proposals
by a learned deformable templates model in the bottom-up steps. The
contextual and competitive interactions between graph vertices, in form
of probabilistic connecting edges, are defined by two types of contextual
metrics and the overlapping of their image domain, respectively. With
this representation, a composite clustering sampling algorithm is pro-
posed to fast search the optimal convergence globally using the Markov
Chain Monte Carlo (MCMC). Our approach is applied on both lotus hill
institute (LHI) and MSRC public datasets and achieves the state-of-art
results.

1 Introduction

As Fig. 1 illustrates, this paper presents an semantic scene understanding (label-
ing) method, motivated by partitioning or segmenting an entire image in (a) into
distinct recognizable regions in (b). This task requires classify all pixels, while
preserving accurate segmentation. By generating recognition candidates by su-
perpixel classification and object detection in the bottom-up steps as shown
in (c) and (d) respectively, we present a candidacy graphical representation to
integrate shape, texture, and context information.

We start by reviewing the literature on two research streams: semantic image
segmentation and structural object detection that are related to the bottom-up
steps of our work.

(i) Many approaches of image segmentation often explore textural appearance
features, and use flat graphical representation to encode local confidence and
pairwise consistency. Examples include the methods based on Markov random
fields (MRFs) and the conditional random fields (CRFs). The former models
the joint probability of the image and its corresponding semantic labels [1],
and latter models the conditional probability of the labels [2, 3]. Recently, the
global and contextual information based on the graphical representation are

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 382–395, 2011.
� Springer-Verlag Berlin Heidelberg 2011



Inference Scene Labeling by Incorporating Object Detection 383

Fig. 1. Illustration of the proposed method. Given an input images in (a), the recog-
nition candidates of over-segmented superpixels (denoted by red letters), as well as
the candidates of template-based detector (denoted by blue rectangles), are extracted
in (c) and (d) respectively. A candidacy graphical representation is constructed with
these candidates as illustrated in (e). The final labeling result is exhibited in (b).

explored by some innovative work [4, 5, 6, 7, 8]. The inference task on graphical
models can be formulated as energy minimization problems with soft and hard
constraints. The algorithms can be divided into deterministic approximation
algorithms, such as the graph cuts [9] and the belief propagation (BP) [10], and
stochastic algorithms, like constraint-satisfaction solvers [11], Gibbs sampler [12].

(ii) Some other methods are aimed at detect and localize object-of-interest
from cluttered scene by capturing shape information. These methods usually
represent structural objects by a spatial or context configuration with a small
number of primitives, such as the PAS-based model [13], the shape context [14],
and the recent proposed active basis model [15].

Though the research in these two streams has made remarkable progress, it
still remains a challenge to combine the two types of method for the entire scene
understanding due to the difficulty of integrating shape and texture model. A
few pioneer work demonstrates this path with some special cases [17, 18].

In this paper, we study (i) a candidacy graphical representation that incorpo-
rates the shape information and textural appearance in a Bayesian framework
(ii) a composite cluster sampling algorithm for energy convergence globally.

Given an input image, we first generate a batch of recognition candidates
(proposals) by two types of classifiers: superpixel classifier and shape detector.
The superpixel classifier is learned by JointBoost method with a bank of low-
level features, inspired by [3], and it gives the possible labels to each superpixel.
The active basis model [15] is employed as shape detector to learn deformable
templates of structural object, and used to generate possible matchings on the
testing image, as shown in Fig. 1 (d). We thus build up an adjacency candidacy
graphical representation with these candidates, as illustrated in Fig. 1 (e) and
Fig. 3, where each graph vertex is equivalent to a recognition candidate. Each
two vertices can be linked by a probabilistic edge denoting the competitive or
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contextual interaction. Thus the semantic parsing can be solved by validating
these candidates while accounting for the interactions among them.

With this representation, we present a composite cluster sampling algorithm
using the Markov Chain Monte Carlo (MCMC) mechanism [19]. Unlike the tra-
ditional single-site sampler [11,12], this algorithm updates large portions of the
solution space quickly to minimize constraint energy, by clustering connected
components in each sampling step. It can be viewed as an extension of the
multiple-site sampler [20] by dealing with the soft (contextual) and hard (com-
petitive) constraints simultaneously. Given the candidacy graphical representa-
tion, this algorithm contains two iterative steps: (i) Sampling the competitive and
contextual edges to form a composite cluster; (ii) Validating the graph vertices of
this cluster following the Markov Chain Monte Carlo (MCMC) mechanism [19].

The remainder of this paper is arranged as follows. We first present the
bottom-up proposal and candidacy representation in Sect. 2, and follow with
a description of the problem formulation in Sect. 3. The inference algorithm is
discussed in Sect. 4. The experimental results are shown in Sect. 5 and the paper
concludes with a summary in Sect. 6 .

2 Representation

In this section, we first introduce the recognition candidate generation by two
types of classifiers and then discuss a candidacy graphical by these candidates.

2.1 Bottom-Up Candidates Generation

Given an input image I, we first use two types of classifier to generate recogni-
tion candidates: one for superpixels with low-level (textural appearance) features
and the other for structural objects with shape templates. A candidate is de-
fined as a universal form ci = (Ai, li). Ai = (Xi, Γi, Λi, ωi) denotes the candidate
attributes, including location Xi, outer contour Γi and image domain Λi, respec-
tively. ωi ∈ {0, 1} is the binary variable that denotes the validation or not of ci.
li = (′car′,′ grass′,′ cow′, . . .) denotes the semantic label.

We start by discussing generation recognition candidates by these two
classifiers.

(i) Superpixel-based candidate.
Superpixels are often used to effectively reduce the solution complexity in

image segmentation. In this work, we use an over-segmentation scheme used
in [24] to obtain the superpixels of both training and testing images. In practice,
each image contains around 30 ∼ 50 superpixels.

Given the annotated training images, we collect a pool of textural features,
including texton filters [3], color [22], and location [4], and then learn a discrim-
inative classifier formed by a set of selected features using a boosting frame-
work [23]. In the testing stage, each superpixel receives a recognition score for
each semantic label by this classifier, and a batch of superpixel candidates are
generated.
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Thus the energy cost for each superpixel-based proposal can be computed by

ET (ci|I) =
n(T )∑
j=1

αjfj(Ai, li), (1)

where fj(Ai, li) is one selected feature (weak classifier) over superpixel and se-
mantic label, and αj is the weight parameter. n(T ) denotes the number of shape
templates.

(ii) Template-based candidate.
A recent proposed active basis model [15] is utilized to capture shape informa-

tion of structural object categories (car, cow, and horse, etc.). Using the model
with a shared sketch algorithm, deformable templates can be learned for each
object category on a small set of aligned positive samples in the same pose with-
out negative samples. A template Bli for category li, consist of a set of active
Gabor basis {Bj} that are allowed to slightly perturb their locations and ori-
entations before they are linearly combined to generate the image. One can use
other object detection approaches [16] without major algorithmic changes.

Car Rhinoceros

(a) (b)

Fig. 2. Template-based recognition candidates generated by active basis model [15].
(a) illustrates the deformable template learning from a set of aligned positive samples
and (b) shows an example of template detection.

In Fig. 2 (a), we intuitively illustrate the template learning process from
several aligned training images, and Fig. 2 (b) shows an example of detecting
the structural object instances by matching the templates in cluttered image,
(red rectangle for car detection and blue rectangle for rhinoceros).

We solve the energy cost for each candidate by template matching [15], as

ES(ci|I) =
n(S)∑
j=1

[λjh(| < I(Λi), Bj > |2) − logZ(λj)], (2)

where h(·) is transformation function on filter response. λj denotes the learned
weight parameter for each basis Bj , and Z(λj) is the normalizing constant and
it can be computed using [15]. n(S) denotes the number of superpixels.
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(a) (b) (c) (d)

Competitive edge Contextual edgeCar Horse Sand Sky

Fig. 3. Incorporating contextual and competitive interactions in the candidacy graph-
ical representation. The blue rectangles indicate the detected object templates. The
polygons on thick line denote the template-based candidates and polygons on thin line
denote the superpixel-based candidates. The different polygons with different colors
denote recognition label. The dashed line and solid line denote the contextual and
competitive edge link respectively. The competitive edges exist between two candi-
dates sharing image domain (as shown in (a) and (b)), and the contextual edges for
connecting candidates defined by context features (as shown in (c) and (d) ).

2.2 Candidacy Graph Construction

With these generated recognition candidates, we establish an adjacency graphical
representation G = (V,E), whose vertex vi is equivalent to a candidate ci. We
thus define the graph vertex set as,

V = VT

⋃
VS = {vi = ci = (Ai, li), i = 1, . . . n(T ) + n(S)}, (3)

where VT and VS are candidate sets from superpixel classifier and shape detec-
tor, respectively. In this graph, the parsing problem can be formulated as the
candidate validating task.

For any two vertices vi and vj specified by two adjacent superpixels, a prob-
abilistic edge e =< vi, vj >, e ∈ E is defined to indicate the competitive or
contextual interaction between them, this leads to E = E+∪E−. Each contex-
tual edge E+ exists between two vertices that share the contextual correlation,
while each competitive edge E− accounts for the mutual exclusion between
two vertices that share overlapping in image domain. Fig. 3 illustrates a typical
example of the candidacy graphical representation.

Competitive edges are defined for the mutual exclusion constraint that the
two vertices should not both be validated if they overlap with each other in image
domain. The overlapping often occurs with two neighboring template candidates
or one template candidate including a superpixel proposal, as illustrated in Fig. 3
(a) and (b) respectively. The connecting probability ρ−e of the competitive edge
is thus defined as

ρ−e =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
exp{ ||Λi

⋂
Λj ||

||Λi

⋃
Λj ||

}, vi, vj ∈ VS , Λi

⋂
Λj �= ∅

0, vi, vj ∈ VS , Λi

⋂
Λj = ∅

1, Λi ⊂ Λj or Λj ⊂ Λi

(4)
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Fig. 4. Pairwise co-occurrence matrix for superpixel candidates

Contextual edges play a key role in our model, which imply contextual
information between two graph vertices. We explore two types of contextual
metrics: the co-occurrence between two superpixel candidates and the layout
between a template candidate and an adjacent superpixel proposal.

– Co-occurrence context, constrains the two connected superpixel candi-
dates according to a learned distribution of related object categories, as
represented by a pairwise co-occurrence matrix HO(·, ·) in Fig. 4. In this
figure, the co-occurrence probabilities are scaled to gray-levels with the di-
agonals contributing zero energy. The darker gray-scale intensity denotes
higher co-occurrence probability. For example, the “car” to “grass” pair has
comparatively low probability because they seldom appear adjacently in our
dataset. Conversely, the probability between “sky” and “mountain” is in-
tuitively high as a result of their frequent co-occurrence in natural scene
images.

– Layout context, constrains the relative location of a superpixel candidate,
given a template candidate. For each structural category and surrounding
superpixels in training set, we learn a 2D probability histogram HL

li
(·, ·)

that encodes normalized pixel number with variational quadrant index and
category index. Fig. 5 illustrates this layout context and the histogram.

Based on the definition of two context metrics, the probability of contextual
edges ρ+

e is thus defined as,

ρ+
e=

⎧⎪⎪⎨⎪⎪⎩
HO(li, lj), vi, vj ∈ VT

n(D)∑
k=1

#(Λj ∩Dk)HL
li (Dk, lj), vi∈VS and vj∈VT

(5)

where Dk refers the pixel map of the j-th quadrant. n(D) denotes the number
of quadrant and we set it as 10. HL

li
(·, ·) is the layout context histogram with

respect to template candidate vi. Λj and lj indicate image domain and semantic
label of the superpixel candidate vj respectively.



388 Q. Zhou and W. Liu

Fig. 5. Layout context probability histogram for the template candidates with sur-
rounding superpixel candidates. (a) illustrates the definition of the layout context
histogram. Given a structural object in training images, the annotated surrounding
superpixels are projected to a number of quadrant (denoted by the Rome number).
Thus the pixel number distribution over the quadrant index and category index can
be calculated as shown in (b).

3 Probabilistic Formulation

Assume two sets of candidates are validated from the candidate set V : Q =
{qi} ⊂ VT , U = {ui} ⊂ VS with ω = 1, and sizes of Q, U are NT , NS respectively.
The solution configuration of parsing is defined as,

W =
{
NT , Q = {qi}NT

i=1, NS , U = {ui}NS

i=1

}
, (6)

We further formulate the solution W in Bayesian framework and solve it by
maximizing a posterior probability as

W ∗ = argmax p(W |I) = argmax p(W )p(I|W ). (7)

Prior term. We define the prior probability over the candidate numbers NT , NS

and the validating set Ψ = (Q
⋃

U), as,

P (W )=P (NT )P (NS)P (Q,U) (8)
∝exp{−αTNT } exp{−αSNS}·P (Q,U),

where αT and αS are tuning parameters and are set as 1 empirically. Since Q
and U are two types of candidates sharing the same definition as graph vertices,
we define

P (Q,U)=
∏

e∈E+

exp{β1(ωi = ωj)}
∏

e∈E−

exp{β1(ωi �= ωj)}. (9)

β ∈ [0, 1] is the tuning parameter and it set as 0.5 in practice. 1(·) ∈ {0, 1} is
an indicator function for a Boolean variable. The probability is maximized when
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all contextual edges have same vertices state and all competitive edges connect
two vertices with differently state labels.

Likelihood term. Using the classifiers for the recognition candidate generation, we
define the likelihood probability of our model with the validated proposals, as

P (I|W ) = P (I|Q,U) ∝
∏

qi∈Q

exp{−ET (qi)}
∏

ui∈U

exp{−ES(ui)}, (10)

where ET and ES are energy costs for each validated candidate given the two
types of classifiers, as defined in Eq. 1 and Eq. 2.

4 Inference by Composite Cluster Sampling

Based on the candidacy graph G =< V,E >, our algorithm simulates a Markov
chain that consist of a sequence of states in the solution space, and travels
the space by realizing reversible jumps between any two successive states. For
each stochastic jump step, whether a new state is accepted is decided by the
Metropolis-Hastings [19] method that guarantees the global convergence of the
inference algorithm. Given two successive states A and B, the acceptance rate
is defined as,

α(A → B) = {1, Q(B → A)P (B)
Q(A → B)P (A)

}, (11)

where P (A) and P (B) are the posterior probability. Q(B → A) and Q(A → B)
are canidae probability of “jumping” between two states. Following the theoret-
ical analysis reported in [20], Q(B → A)/Q(A → B) can be simplified by cluster
sampling, which contains two steps: 1) forming a composite cluster, called con-
nected component (CCP), by sampling the probabilistic edge connection; 2)
flipping the generated CCP by re-validating graph vertices.

Forming a composite CCP in G =< V,E > is equivalent to sampling
the edge probability (defined in Eq. 4 and Eq. 5). For each probabilistic link
e =< vi, vj >, we define the sampling protocol for edge sampling (cutting) as

– Deterministic cut, as illustrated by black “×” in Fig. 6, is performed
(i) on contextual edges connecting two different state vertices, and (ii) on
competitive edges connecting two same state vertices.

– Probabilistic cut, is illustrated by black “‖” in Fig. 6. (i) The contextual
edges connecting two same state vertices are turn off with probability 1−ρ+

e ,
and (ii) the competitive edges connecting two different state vertices are turn
off with probability 1 − ρ−e .

Note we then select one CCP with equal probability if more than one is formed.
Thus the generation of the composite cluster can be calculated by the probability
of “turning off” the edges (as the black “‖” and “×” denote in Fig. 6) around
the composite cluster, as

Q(CCP ) =
∏

e∈E+
⋂

C
(1 − ρ+

e )
∏

e∈E− ⋂ C
(1 − ρ−e ), (12)
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Probabilistically cut Deterministically cut

State A State BComposite Cluster Vcc

State A State B

(a) (b) (c)

(d) (e)

sub-CCPs

Fig. 6. The illustration of composite cluster sampling. (a) shows a current state and
the edge links are cut deterministically or probabilistically denoting by black “×” or
“‖”; (b) shows a composite cluster (in the black ellipse) including three conflicting con-
nected components (CCPs) (in the dashed rectangles), and each one includes vertices
connected by contextual (dashed) links while any neighboring CCPs are connected by
a competitive (solid) link; (c) is the new state resulting from the re-validating in the
composite cluster, and all vertices in a CCP are compatibly validated as a whole; (d)
and (e) are the real segmentation solutions corresponding to states (a) and (c). Note
the solid vertices imply validated candidates.

where C is a set of the edges that has been “turned off” around CCP. The edge
probability ρ+

e and ρ−e are defined in Eq. 5 and Eq. 4 respectively. Note we then
u.a.r select one CCP if more than one is formed.

Flipping the CCP is equivalent to re-validating vertices in the CCP. We split
the selected CCP to many sub-CCPs, as showed in Fig. 6 (b), and then simply
reverse the state of each vertex thus keeping the current constraints satisfied,
since our candidacy representation is a typical Ising model where each site only
has two states.

Thus Q(B → A)/Q(A → B) only depends on the generation of CCP, and
computed by ∏

e∈E+
⋂

CB
(1−ρ+

e )
∏

e∈E− ⋂ CB
(1−ρ−e )∏

e∈E+
⋂

CA
(1−ρ+

e )
∏

e∈E− ⋂ CA
(1−ρ−e )

. (13)

A representative composite cluster CPP with three conflicting connected com-
ponents (sub-CCPs) is shown in Fig. 6 (b), and all vertices in each sub-CCP
should be compatibly validated with the other neighboring ones. Fig. 6 (c) and
(d) demonstrate the real segmentation solutions corresponding in a step of re-
versible jump, taking fully advantage of the composite cluster.
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The overall description for this composite cluster sampling algorithm is sum-
marized in Algorithm 1.

Algorithm 1. Inference Algorithm
Input: testing image I , superpixel-based candidate set VT , template-based

candidate set VS

Output: convergence solution W ∗ ∼ P (W |I)
Construct graph representation: G =< V, E >.1

repeat to sample loop for W to get the final solution2

begin Cut edges to form CCP sets {Vi, i = 1, 2, . . . , M} by edge strength3

for each contextual edge do4

if two vertices have the same state then5

cut the edge by probability 1 − ρ+
e6

else7

cut the edge deterministically8

for each competitive edge do9

if two vertices have the same state then10

cut the edge deterministically11

else12

cut the edge by probability 1 − ρ−
e13

end14

Randomly select a composite CCP ;15

Revalidated each sub-CCP of CCP to form a new state W ′;16

Calculate the accept probability α(W → W ′) by Eq. 11 to move to next17

solution or not.
until Predefined criterion is satisfied.;18

5 Experiments

We evaluate our approach on two public data sets: (i) MSRC 21-class database [3]
that contains 591 images in total, and (ii) LHI 17-class database [21] including
17 × 15 = 255 images. Compared to the LHI database, the MSRC database
was published earlier and many researchers reported result on it, however its
groundtruth annotation is relatively rough as a benchmark for semantic parsing
task. For both data sets, the images are normalized into size of 320 × 213 and
all images are split randomly into roughly 45% for training, 10% for validation
and 45% for testing as well as [3] does. The algorithm is implemented by C++
on a PC with Core Duo 2.8 GHZ CPU. The computation cost is comparatively
lower and it spends around 40 ∼ 60s per image. The average sampling cost time
for convergence is only around 4 ∼ 6 seconds based on the generated candidates.
The speed reported in [3] was 3 minutes and 70 seconds in [8].

MSRC 21-calss databae. We randomly split the dataset into 337 images for
training and 254 ones for testing, like in [3]. Some typical results are shown
in Fig. 7, and the quantitative overall pixel-wise accuracy with comparison is
reported in Table 1.



392 Q. Zhou and W. Liu

Table 1. Overall pixel-wise accuracy on MSRC 21-class database [3] and LHI 17-class
database

Methods MSRC LHI
Proposed 77.6% 77.2%

CRF + Rel.Loc. [4] 76.5% N/A
Bag of Keypoints [24] 75.1% N/A

Auto-Context [8] 72.9% N/A
TextonBoost [3] 72.2% 67.2%

Geodesic-distance [22] N/A 71.4%

Fig. 7. A few typical results on MSRC 21-class data set. From the top row to the
bottom row are: original images, annotated label maps, Result by [3], and our results.
The different color denotes the different object category. The overall pixel-wise accuracy
is proposed in Table. 1.

LHI 17-class database. We further test our approach on more challenging LHI
database that provides more accurate annotated groundtruth. A number of origi-
nal images, annotation labeling, superpixel-based candidates, template-based can-
didates, and the final results are presented in Fig. 9. A few examples of iterative
sampling are exhibited in Fig. 10(b). The confusion matrix of multi-class recogni-
tion for total 17 categories is proposed in Fig. 8, and the overallpixel-wise accuracy
on this dataset is 77.2%. The TextonBoost [3] on this dataset outputs 67.2%.

In another comparison, we implement a recently presented geodesic-distance
method [22] to achieve segmentation based on our superpixel-based candidates.
Like the graph cuts [9], geodesic-distance algorithm deterministically assigns
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Fig. 8. Confusion matrix of labeling for total 17 categories on the LHI 17-class [21]
database. The overall accuracy is 77.2%.

Fig. 9. Example results on LHI 17-calss database [21]. We demonstrate a few original
images, annotation labeling, superpixel-based candidates, template-based candidates,
and the final results from the top row to the bottom row. The column on the right is
a failure example.

(a) (b)

Fig. 10. (a)A comparison with geodesic-distance method (in the middle row). The
original images and our results are shown in the top row and the bottom row respec-
tively. (b)An illustrative examples of iterative sampling. The top two rows exhibit the
original images and the groundtruth annotation. The other rows (3-rd ∼ 6-th) show
the results in iterative sampling.
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label to each pixel based on confident initialization. In this experiment, we set
the initialization by a few candidates with low energy cost. The overall accuracy
reaches 71.4%. However, this deterministic algorithm often depends on confident
initialization and may stuck in local minimal. Three typical examples of geodesic-
distance method are exhibited in Fig. 10(a) to compare with our method.

6 Summary

For the semantic scene understanding task, this paper studies a candidacy graph-
ical representation of integrating the textural appearance and shape information.
In contrast to the current methods using textural appearance and pixel-level
context information, we additionally explore the object structural model in the
candidacy representation, as well as the competitive and contextual interactions.
An efficient composite sampling algorithm based on this representation is pro-
posed in the Bayesian framework. Unlike the traditional single-site sampler, this
algorithm updates large portions of the solution space quickly to minimize con-
straint energy, by clustering connected components in each sampling step. Our
approach is test on both LHI and MSRC public data sets and outperforms the
state-of-art methods.
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Abstract. Accurate localization of the salient object from an image is
a difficult problem when the saliency map is noisy and incomplete. A
fast approach to detect salient objects from images is proposed in this
paper. To well balance the size of the object and the saliency it con-
tains, the salient object detection is first formulated with the maximum
saliency density on the saliency map. To obtain the global optimal so-
lution, a branch-and-bound search algorithm is developed to speed up
the detection process. Without any prior knowledge provided, the pro-
posed method can effectively and efficiently detect salient objects from
images. Extensive results on different types of saliency maps with a pub-
lic dataset of five thousand images show the advantages of our approach
as compared to some state-of-the-art methods.

1 Introduction

Detection of the salient object from an image has many applications in object
recognition [1], image/video retargeting [2], compression [3], retrieval etc. To find
the salient object, a saliency map of the image is firstly generated, where each
pixel is associated with a value that indicates the importance of the pixel. Then
the salient object can be detected or segmented from the saliency map.

A lot of efforts have been reported in saliency detection. However, accurate
localization of the salient region or salient object from an image is still a challeng-
ing and non-trivial problem. First of all, it is not uncommon that the obtained
saliency map is noisy and incomplete. As shown in Fig. 1, only several salient
parts of the flower are highlighted, while the rest are missing. Due to the distrac-
tion from the cluttered background, it is not easy to find the salient region and
accurately crop it out. Moreover, most existing methods apply exhaustive search
for the smallest region that covers a fixed amount of fixation points [4, 5,6], e.g.
95 % of the total salient points [4]. The major limitation is that it is difficult
to predefine the amount of saliency the salient region should contain, as it de-
pends on the size and shape of the salient object, as well as how cluttered the
background is. Ideally, the salient region should be adapted to the shape of the
salient object.

To address the mentioned problems, we propose a novel method to efficiently
detect salient object from the saliency map. Given the saliency map, the goal is to
locate a bounding box from the image that has a small size and contains most of

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 396–408, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Our salient object detection result based on the saliency map proposed
in [7](The first image is the saliency map by [7]. The second image is the binarized
result of the saliency map. The third image is the result of salient object detection by
searching method in [8]. The red bold rectangle is the detected result while the blue
plain one is the ground truth from [4]. The last one is the result by our MSD detection
method.).

the salient parts of the image. We formulate the problem as region localization
with the maximum saliency density (MSD). As a new formulation of salient
object detection, it balances the size of the object and the saliency it contains,
and can tolerate the noise and incompleteness in the saliency map. As shown in
Fig. 1, even though the salient pixels distribute sparsely, the detected saliency
region with highest saliency density accurately crops the object out. Our method
does not require any prior knowledge of the salient object and can automatically
adapt to its size and shape through bounding box search. To avoid an exhaustive
search of all possible bounding boxes of various sizes and at different locations,
a branch-and-bound (B&B) search algorithm is proposed to efficiently find the
global optimal bounding box.

There are several advantages of our method. First of all, it can automatically
adapt to the size and shape of the salient object, despite the cluttered back-
ground. There is no need to find salient object with fixed fraction of saliency
and it does not require the binary mask of the saliency map, where pixels need to
be classified into salient and non-salient ones. Instead, it directly finds the bound-
ing box of maximum saliency density from the original saliency map. Moreover,
by using the branch-and-bound search, it is fast to find the optimal bounding
box, e.g. in tens of milliseconds. Last but not least, our new formulation and
search algorithm can be well applied to different types of saliency maps. A bet-
ter performance is achieved when performed on a fused map of different types
of saliency maps.

2 Related Work

2.1 Saliency Map

Literally, there are two categories of computational saliency map models: local
or edge/corner based [7,8, 9, 10] and global or region based [4, 11, 12]. The first



398 Y. Luo et al.

row in Fig. 3 shows several examples. The 1st and 4th columns are based on
Hou’s method [7]. The 3rd and 6th columns are from Bruce’s method [9]. And
the 2nd and 5th columns are from Achanta’s [12], which generates larger visually
consistent object regions than that of the previous two. In this paper, saliency
map generation method is not our focus. Our main work is to detect salient
objects from various saliency maps.

2.2 From Saliency Map to Salient Object

The simplest method to obtain the salient object region is by thresholding the
saliency map to get a binary mask. Methods to threshold saliency map are in-
tensively discussed in [5,12, 13,14]. This method is restricted on the selection of
threshold and detection accuracy. In order to accurately detect salient objects
from saliency maps, image segmentation result is combined with the saliency
map [10, 8, 12]. However, the performance heavily relies on the accuracy of im-
age segmentation results. Some heuristic methods [4, 15, 16, 17] are proposed to
improve the performance of salient object detection. For example, exhaustive
search is adopted in [4] to find the smallest rectangle window containing 95%
salient pixels. Liu et al. [5] noticed the disadvantages of exhaustive search and
proposed to use dynamic threshold and greedy algorithm to improve the search
efficiency. However, their method is still based on thresholds and not sovled by a
standard optimization method. In [8], the search of the rectangle subwindow is
speeded up by applying the efficient subwindow search (ESS). ESS is a recently
proposed branch-and-bound search method for sliding window search [18]. It has
many applications in image/video analysis [8, 18, 19].

3 The Proposed Method

Given an image I and its associated saliency map S, where S(x, y) indicates the
saliency value of the pixel at (x, y), our goal is to accurately locate the salient
object, i.e. to locate a salient region W ⊆ I. We first review existing methods
then propose our new approach.

3.1 Existing Schemes

Exhaustive search (ES). Some previous approaches proposed to obtain salient
object regions with fixed fraction of saliency by exhaustive search from saliency
maps [5, 12] or binary saliency maps [4]. We take the binary saliency map as
in [4] and the formulation can be written as in Eq. 1:

W ∗ = arg min
W⊆I

area(h(W )) (1)

h(W ) = {W |
∑

(x,y)∈W

Sb(x, y) ≥ λ
∑

(x,y)∈I

Sb(x, y)}.

where Sb(x, y) is the binary image of S(x, y). Sb(x, y) = 1 when S(x, y) ≥ τ and
Sb(x, y) = 0 when S(x, y) ≤ τ . τ is the threshold and W is the subwindow of
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the whole image region I. λ is the fraction threshold. The brute force method
works, however, it is not time efficient and λ is heuristically decided.

Maximum saliency region (MSR). Other approaches proposed to detect the
salient object by efficient subwindow search [8]. Since efficient subwindow search
is based on the maximum subarray problem [18, 20], the idea of salient object
detection in [8] can be formulated as in Eq. 2:

W ∗ = arg max
W⊆I

h(W ) (2)

h(W ) =
∑

Sb(x,y)∈W
Sb(x, y).

where Sb(x, y) is obtained in the same way in Eq. 1 with a slight difference that
Sb(x, y) = −1 when S(x, y) ≤ τ . From Eq. 2, the salient object is located with
the region W ∗ that contains the maximum of saliency. We call this method as the
maximum saliency region (MSR). However, there are two major limitations of
this method: (1) it highly relies on the selection of threshold τ , which is difficult
to optimize; (2) when the binary saliency map is sparse, it prefers to detect a
small region as shown in Fig. 1.

3.2 Our New Formulation

Before giving our new formulation, we first introduce the concept of sparse and
dense saliency map. Fig. 2 shows two examples. Since different saliency map
generation method emphasizes different aspect, edges or corners of the salient
object in Fig. 2(b) are highlighted while in Fig. 2(c) the whole salient object
is popped out with uniform highlighted intensities. Therefore, we can say that
the salient object in Fig. 2(b) is sparsely represented by Hou’s saliency map
and it is densely represented by Achanta’s saliency map in Fig. 2(c). Sparse
saliency map accurately detects the salient parts of the object but the boundary
of the salient object is not well defined. Dense saliency map represents the salient
object completely but some cluttered background is also included in the detection
result. However, one thing is in common: the averaged density of the salient
object region is much larger than that of any other regions on the saliency map.

(a) (b) (c)

Fig. 2. (a)Original image (b) Sparse saliency map example by [7] (c) Dense saliency
map example by [12]
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To address the above characteristics and the problems in section 3.1, we pro-
pose to find the salient region W ∗ with the maximum saliency density from the
raw saliency map S(x, y). Thus we do not need to select the threshold τ and the
fraction ratio λ. Moreover, it balances the size of the salient object when the
saliency map is sparse. We formulate our objective function f(W ) as:

W ∗ = arg max
W⊆I

f(W ) (3)

f(W ) =

∑
(x,y)∈W S(x, y)∑
(x,y)∈I S(x, y)

+

∑
(x,y)∈W S(x, y)

C + Area(W )
.

where C is a positive constant to balance the size of Area(W ). The first term in
f(W ) prefers that W contains more salient points, while the second term ensures
that the detected region W is of high quality in terms of the saliency density.
Therefore, by maximizing the two terms together in f(W ), we balance the size
of the object and the saliency it contains. We call our new formulation as the
maximum saliency density (MSD).

4 Our Algorithm

Exhaustive search of W ∗ from Eq. 3 is time consuming. W ∗ = [T,B, L,R] con-
tains four parameters, where T , B, L, R are the top, bottom, left, and right
position of W ∗, respectively. Suppose the frame is of size m × n, the original
hypotheses space is [0, n−1]× [0, n−1]× [0,m−1]× [0,m−1], where we need to
pick up T , B, L, R from each dimension respectively. To solve this combinatorial
problem, an exhaustive search is of complexity O(m2n2). A branch-and-bound
search method is proposed in [18] to accelerate the search by recursively parti-
tioning the parameter space until it reaches the optimal solution. It shows that
under certain conditions, such a branch-and-bound search can lead to the ex-
act solution as the exhaustive search, while with a practical complexity of only
O(mn). The details of the branch-and-bound search can be referred to [18].

The original branch-and-bound only works for the saliency map having both
positive and negative pixel values. However, in our case, the saliency map only
contains positive elements and we do not want to deliberately introduce negative
pixels. Therefore we need to derive our own branch-and-bound search method.
Considering the efficiency of branch-and-bound search depends on the upper
bound estimation, we derive the upper bound of our f(W ) first. Denote the set
of regions by W = {W1, . . . ,Wi}, where each Wi ⊆ I. Suppose there exists two
regions Wmin (Wmin ∈ W) and Wmax (Wmax ∈ W), such that for any (W ∈ W),
Wmin ⊆ W ⊆ Wmax. Given the set W, we denote by f̂(W) the upper bound
estimation of the best solution that can find from W. In other words, we have
f̂(W) ≥ f(W ), ∀W ∈ W, using Wmin and Wmax, the upper bound can be
estimated as:

f̂(W) =

∑
(x,y)∈Wmax

S(x, y)∑
(x,y)∈I S(x, y)

+

∑
(x,y)∈Wmax

S(x, y)

C + Area(Wmin)
. (4)
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Based on this upper bound estimation, we propose our MSD salient object de-
tection algorithm as shown in table 1, in which the branch-and-bound procedure
is similar to that of [18].

Table 1. MSD Salient Object Detection Algorithm

Require: Image saliency map S ⊆ Rm×n

Upperbound function f̂(W) as Eq. 4
Ensure: W ∗ = arg max

W⊆I
f(W )

Initialize P as an empty priority queue
Set W = [0, n − 1] × [0, n − 1] × [0, m − 1] × [0, m − 1]
Repeat

Split W = W1 ∪ W2 and W1 ∩ W2 = ∅
For i = 1 to 2

Find W min
i and W max

i from Wi

Push (Wi,f̂ (Wi) into P
End For
Retrieve top state W from P

Until W contains only one window, e.g. W min = W max

Return W ∗ = W min

5 Experimental Results

5.1 Database

In order to evaluate the results, a public dataset [4] is used to test our algorithm.
The dataset provides 5000 high quality images each of which contains a salient
object. Each salient object is labeled by nine users by drawing a bounding box
around it. Since different users have different understanding of saliency, the point
voted more than four times is considered as the salient point. The averaged
saliency map Sg is then obtained from user annotation.

Given the ground truth Sg which is the binary mask of the salient object,
we evaluate the performance of our method based on precision, recall, and F-
measure. Suppose Sd is the salient region found by our method, the precision,
recall and F-measure can be defined as:

pre =
∑

Sg × Sd∑
Sd

, rec =
∑

Sg × Sd∑
Sg

, F −measure =
(1 + α) × pre× rec

α× pre + rec
. (5)

where α is a positive constant which weights the precision over recall while
calculates F-measure. We take α = 0.5 as suggested in [8,4].

5.2 Comparison MSD with Exhaustive Search

First of all, we compare our method with the exhaustive search. λ is set to 95%
as [4] suggested. Fig. 3 shows the results obtained by the exhaustive search and
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Fig. 3. Detection results comparison among our MSD, exhaustive search and MSR.
The first row are two examples of saliency maps for Hou’s [7], Achanta’s [12] and
Bruce’s [9] methods respectively. The second row are localization results by exhaustive
search on the three saliency maps. The third row are results by MSR. And the last
row are our MSD results. Detected results are labeled with bold red line. Blue plain
rectangles are ground truth from [4].
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Fig. 4. Precision, recall and F-measure for exhaustive search with four λ {95%, 90%,
85%, 80%} on Hou’s saliency map

our method on the second and the last rows respectively. As 95% is an arbitary
value and not decided based on the content of the saliency map, the detected
results include a large part of the nonsalient object area. While, in our method,
small salient area away from main salient object region is dropped under the
constraint of the saliency density. Therefore, our result is more accurate than
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(a) (b) (c)

Fig. 5. Comparisons precision, recall and F-measure for our MSD to exhaustive search
(ES) and MSR on (a) Hou’s saliency map, (b) Bruce’s saliency map and (c) Achanta’s
saliency map

the exhaustive search. Performaces of precision, recall and F-measure on Fig. 5
further validate our claim. In order to balance the bias caused by arbitarily
choosing λ, we test four different λ values as Fig. 4 shows. Precision is improved
while recall is reduced as λ becomes smaller and there is no direct way to choose
an optimal λ.

5.3 Comparison MSD with MSR

To compare our MSD with MSR, we test both of the methods on three differ-
ent saliency maps. The threshold τ is obtained by Otsu [22] for all saliency maps
in MSR. C is set to be 60625, 2025 and 16200 for Hou’s, Bruce’s and Achanta’s
saliency map respectively in MSD, through parameter evaluation. Fig. 5 shows the
comparison results. The average of precision, recall and F-measure are reported
on each group. On Hou’s saliency map, edges/corners are detected as salient parts.
By using MSR, very small region is bounded while larger salient regions are de-
tected by our MSD. The F-measure and recall are significantly improved by our
MSD. For the other two saliency maps, our MSD also outperforms MSR. The re-
sults on three different types of saliency maps show that our method improves the
F-measure, and at the same time, keeps the high precision rate.

5.4 Evaluation on Different Saliency Maps

Since the salient object detection result is based on the saliency map, the more
accurate the saliency detection is the better performance of the object detec-
tion method obtains. It is worth noting that a single salient object region in [4]
is obtained through supervised learning. Both [10] and [8] have prior knowl-
edge about the region size provided by image segmentation. Thus, they are not
directly comparable with our method. However, even without any prior knowl-
edge of the salient object, our method on Bruce’s saliency map outperforms
Ma’s method [16] which directly uses detected salient region (F-measure 61%)
and search result on Itti’s saliency map [21] which finds the minimum rectangle
containing 95% salient points by the exhaustive search (F-measure 69%). For
our method on Hou’s saliency map, it obtains comparable result compared with
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Fig. 6. Comparison our MSD to other salient object detection results by precision,
recall and F-measure. 1: Ma’s saliency map and their salient region detection result [16];
2: Exhaustive search smallest subwindow containing 95% salient points from Itti’s
saliency map [21]; 3: MSD on Hou’s saliency map; 4: MSD on Bruce’s saliency map; 5:
MSD on Achanta’s saliency map; 6: MSD on the combined saliency map.

the exhaustive search on Itti’s saliency map. Though our result on Achanta’s
saliency map is not as good as the result on [21], the precision is still higher
than searching result on Itti’s and Ma’s saliency maps.

Since different bottom-up saliency map generation method has different ad-
vantages and disadvantages, to minimize the influence to the saliency object
detection result, three previous saliency maps are fused together. Each saliency
map is normalized into [0, 1] and the combination saliency map is obtained by
adding them together then normalizing the summation into [0, 1]. As shown in
Fig. 6 method 6, after combining three saliency maps together, F-measure is
74.67% which is 1.61% larger than the optimal result (73.06%) from Bruce’s
saliency map. This performance is comparable to the learning based salient ob-
ject detection results e.g. [4,8] but our method is much simple and time efficient
than them.

5.5 Parameter Evaluation

To evaluate the influence of the only parameter C in our MSD method, different
values C are tested as shown in Fig. 7. When C is small, the method is sensitive
to the density change and prone to converge to a region with higher average
density but relative smaller size. When a large value of C is selected, density term
becomes trivial in objective function f(W ) and the whole algorithm converges
to a larger region with lower average density. In Fig. 7(a), within the range of
[35000, 84000], it is thus not sensitive to the selection of C. Similarly, when C is
in the range [1500, 3300], the F-measure is above 71.3% in Fig. 7(b); when C in
the range [14200, 23500], the F-measure is above 63.5% in Fig. 7(c). From these
results, we can see that the region based saliency map has a smaller optimal C
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(a) (b)

(c) (d)

Fig. 7. Optimal C-value range for MSD on (a) Hou’s saliency map, (b) Bruce’s saliency
map, (c) Achanta’s saliency map and (d) Combined saliency map (x-coordinate is C-
value measured in unit 104 and y-coordinate is the corresponding averaged F-measure)

Table 2. Time complexity comparison by seconds

Method saliency map by [7] saliency map by [9] saliency map by [12]
Exhaustive Search 22.2359 22.1646 23.3587

MSR 0.0039 0.0048 0.0056
Our MSD 0.0113 0.0351 3.4718

than edge/corner based methods (As Fig. 3 shows Bruce’s saliency map is denser
than Achanta’s.). That further indicates that density term in Eq. 3 is important
when the salient points are densely distributed on the saliency map.

5.6 Time Complexity

The average computational time tested on 5000 images for exhaustive search,
MSR and our method based on Hou’s, Bruce’s and Achanta’s saliency map are
shown in table 2. It is obvious from table 2 that our method is very time effi-
cient compared to the exhaustive search and has comparable time efficiency to
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Fig. 8. More salient object localization results by our MSD method (The first row are
our results on Hou’s saliency map [7]. The second row are our results on Achanta’s
saliency map [12] and the last row are based on Bruce’s saliency map [9]. The red bold
rectangle is the detected result while the blue plain one is the ground truth from [4]).

MSR. The algorithm is tested on a Duo Core desktop of 2.66GHz, implemented
with C++.

6 Conclusion

We propose in this paper a novel method to efficiently detect salient objects
from images. Salient object detection is first formulated with the saliency den-
sity. A branch-and-bound search algorithm is developed to optimize the newly
formulated problem globally. Without a prior knowledge of the salient object,
our method can adapt to different sizes and shapes of the object, and is less sen-
sitive to the cluttered background. The experiments on a public dataset of 5000
images show that our method greatly improves the existing baseline methods on
the measurements of precision, recall and F-measure. Our method gains com-
parable performance compared to learning based salient object detection results
with a high time efficiency. Tests on different saliency maps indicate our method
works well with different types of saliency maps. Our future work includes the
localization of multiple salient objects in images and content based image and
video retargeting.
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Abstract. This paper presents a new hybrid bronchoscope tracking
method that uses an electromagnetic position sensor, a sequential Monte
Carlo sampler, and its evaluation on a dynamic motion phantom. Since
airway deformation resulting from patient movement, respiratory mo-
tion, and coughing can significantly affect the rigid registration between
electromagnetic tracking and computed tomography (CT) coordinate
systems, a standard hybrid tracking approach that initializes intensity-
based image registration with absolute pose data acquired by electromag-
netic tracking fails when the initial camera pose is too far from the actual
pose. We propose a new solution that combines electromagnetic tracking
and a sequential Monte Carlo sampler to address this problem. In our
solution, sequential Monte Carlo sampling is introduced to recursively
approximate the posterior probability distributions of the bronchoscope
camera motion parameters in accordance with the observation model
based on electromagnetic tracking. We constructed a dynamic phantom
that simulates airway deformation to evaluate our proposed solution. Ex-
perimental results demonstrate that the challenging problem of airway
deformation can be robustly modeled and effectively addressed with our
proposed approach compared to a previous hybrid method, even when
the maximum simulated airway deformation reaches 23 mm.

1 Introduction

During minimally invasive diagnosis and surgery of lung and bronchus cancer,
bronchoscopy is a useful tool that enables physicians to perform transbronchial
biopsies (TBB) to obtain samples of suspicious tumors and to treat or remove
precancerous tissue. However, it is still difficult to properly localize the biopsy
needle in the region of interest (ROI) to sample tissue inside the airway tree
because the TBB procedure is usually guided by conventional bronchoscopy,
which only provides 2D information (bronchoscopic video images) and needs to
be performed inside the very complex bronchial tree structure. To deal with such
limitations, navigated bronchoscopy systems have been developed to help the
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bronchoscopist by fusing pre-interventional and intra-interventional information
such as 3D multi-detector CT image data and real-time bronchoscopic video to
provide two fundamental functions: (1) visualization of anatomical structures
beyond the bronchial walls and the anatomical names of the currently displayed
branches; (2) TBB guidance by showing the planned path of the bronchoscope
and localizing the current bronchoscope camera inside the airway tree.

To develop such a bronchoscopic navigation system, the exact pose of the
bronchoscope camera must be tracked inside the airway tree for which many
techniques have been proposed. Image registration-based methods compare the
similarities between real and virtual bronchoscopic images generated from pre-
interventional CT data [1, 2]. However, such an optimization procedure is con-
strained heavily by its initialization and bifurcation or fold information to be
clearly observed on real bronchoscopic images. Sensor-based electromagnetic
tracking (EMT) uses a sensing coil (sensor) attached to the tip of the broncho-
scope and localized by an electromagnetic tracking system, such as the
commercially available superDimension navigation system [3]. However, such
navigation systems suffer from the following bottlenecks: (1) sensitivity to local-
ization problems resulting from patient movement (i.e., airway deformation). An
EMT measurement usually provides the position and orientation of the bron-
choscope camera relative to a fixed, world coordinate system and hence the
current measurement under airway deformation does not correspond exactly to
the current bronchoscope camera pose; (2) measurement inaccuracies because of
magnetic field distortion caused by ferrous metals or conductive material within
or close to the working volume. To address airway deformation, Gergel et al.
applied particle filtering to all camera positions and orientations acquired by
EMT and projected them to a previously segmented centerline of the bronchial
tree [4], so they assume a bronchoscope camera that is always moving along
the centerline of the airways; however this is a hard constraint since it is easily
violated by a bronchoscopist in the operating room. Otherwise, the measure-
ment inaccuracies of EMT are difficult to correct, unless combined with optical
tracking [5,6]. Furthermore, a combination of image- and sensor-based methods
for bronchoscope tracking was originally proposed by Mori et al. [7]. Their hy-
brid method was improved by Soper et al. [8] who integrated electromagnetic
tracking, image-based tracking, Kalman filtering, and a respiratory motion com-
pensation method using a surrogate sensor. According to their evaluation of the
state-of-the-art methods, the hybrid method is a promising means for broncho-
scope tracking and definitely outperforms other methods.

In our paper, we modify hybrid bronchoscope tracking using a sequential
Monte Carlo (SMC) sampler to improve tracking performance and to deal with
the disadvantages of EMT and the restrictions of image-based methods. Broncho-
scope tracking based on Bayesian or motion filtering has already been proposed
in [9, 10]. However, [9, 10] only focused on how to improve the initialization of
image registration methods without estimating the rotational part of the bron-
choscope camera motion. Our proposed method incorporates electromagnetic
tracking and a sequential Monte Carlo sampler to directly estimate the posterior
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probability distribution of the current bronchoscope camera motion parameters.
This modified method significantly increases the accuracy and the robustness of
bronchoscope tracking, as shown in our experimental results.

2 SMC Sampler-Based Bronchoscope Tracking

Our modified hybrid bronchoscope tracking method consists of three stages: (1)
during camera and hand-eye calibration, we apply camera calibration to obtain
the intrinsic parameters of the bronchoscope camera and employ hand-eye cali-
bration to perform electromagnetic sensor and camera alignment; (2) the CT-to-
physical space registration step obtains the initial rigid registration between the
EMT and CT coordinate systems. We can use a landmark-based or a landmark-
free method to calculate this transformation; (3) the sequential Monte Carlo
sampler-based camera motion estimation stage estimates the posterior proba-
bility distribution of the current bronchoscope camera motion parameters and
determines the estimated camera pose at the maximal probability to correspond
to the current bronchoscope camera pose.

Since the first two stages of the proposed method closely resemble the work
of Luo et al. [11], we do not describe them here. We focus on modeling and
predicting the bronchoscope camera motion based on a sequential Monte Carlo
sampler and electromagnetic tracking.

Sequential Monte Carlo samplers such as frameworks [12,13,14] are a general-
ized class of algorithms dealing with the state estimation problem for nonlinear/
non-Gaussian dynamic systems that sequentially sample a set of weighted par-
ticles from a sequence of probability distributions defined upon essentially arbi-
trary spaces using importance sampling and resampling mechanisms. They have
been used previously for vision on the basis of structure from motion (SFM),
for example, the usage of a general Monte Carlo sampler for SFM in the work
of Forsyth et al. [15] and the investigation of particle filtering for simultaneous
localization and mapping (SLAM) in [16].

Generally, sequential Monte Carlo samplers are quite similar: samples are
determinately drifted and stochastically diffused to approximate the posterior
probability distributions of interest. We use an SMC sampler, which resembles
the approach of Qian et al. in [17], and only sample the 3-D camera motion pa-
rameters; however, Qian et al. sampled the feature correspondences for motion
depth determination. We use sequential importance sampling with resampling
(SIR) at each iteration to estimate the posterior probability distribution of cur-
rent bronchoscope camera motion.

2.1 SMC Sampler

Before camera motion estimation, in this section, we briefly review the sequential
Monte Carlo sampler based on the SIR scheme.

Suppose a set of state vectors Xi = {xi : i = 1, ..., N} and similarly a set of
measurements with their history Yi = {yi : i = 1, ..., N}, where N is the number
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of states or measurements. The sampler using the SIR scheme constructs and
approximates the posterior probability distribution p(xi|Yi) of the current state
vector xi, given all available information, for example, the previous posterior
probability distribution p(xi−1|Yi−1). To estimate p(xi|Yi), the SIR algorithm
first generates a set of random samples X k

i = {xk
i : k = 1, ...,M} with associated

weights Wk
i = {wk

i : k = 1, ...,M} (M is the sample size) at time i based
on the previous posterior probability distribution p(xi−1|Yi−1) and the current
measurement yi. After that, p(xi|Yi) is approximated by these samples with
respect to xk

i and wk
i [13]:

p(xi|Yi) ≈
M∑

k=1

wk
i δ(xi − xk

i ), (1)

where δ(·) is the Dirac delta function. wk
i can be calculated by

wk
i ∝ wk

i−1
p(yi|xk

i )p(xk
i |xk

i−1)
q(xk

i |xk
i−1,yi)

, (2)

where the proposal q(·) is called an importance density function that affects the
degree of sample degeneracy. Usually, it is convenient to choose q(·) as the prior:
q(xk

i |xk
i−1,yi) = p(xk

i |xk
i−1), then wk

i ∝ wk
i−1p(yi|xk

i ) [13].
Basically, a pseudo-code description of an SMC sampler using SIR can be

generalized in Algorithm 1 as follows:

Algorithm 1. SMC Sampler Using SIR Scheme [12]

At i = 0, generate M samples X k
0 = {xk

0 : k = 1, ..., M}:1

Set initial importance density q(xk
0 |xk

0 ,y0) = p(xk
0);2

for k = 1 to M do3

Draw sample {(xk
0 , wk

0 )} ∼ q(xk
0 |xk

0 ,y0);4

Assign the sample with weights wk
0 ;5

Compute total weights: W0 =
∑M

k=1 wk
0 , and normalization: wk

0 = W−1
0 wk

0 ;6

for i = 1 to N do7

Calculate the effective sample size: ESS [17], define a threshold: TSS;8

if ESS < TSS then9

Resample {(xk
i−1, w

k
i−1)} to obtain {(x̂k

i−1, ŵ
k
i−1)};10

else11

Set {(x̂k
i−1, ŵ

k
i−1)} = {(xk

i−1, w
k
i−1)};12

for k = 1 to M do13

Draw sample {(xk
i , wk

i )} ∼ q(xk
i |xk

i−1,yi);14

Weight wk
i ∝ ŵk

i−1ω
k
i where incremental importance weight15

ωk
i is defined as: ωk

i = p(yi|xk
i );16

Compute total weights and normalize each weight: wk
i = W−1

i wk
i ;17

Output current estimated state vector x̃i =
∑M

k=1 wk
i x

k
i18



Modified Hybrid Bronchoscope Tracking 413

Fig. 1. Relationship between coordinate systems in our navigated bronchoscopy

2.2 Definitions of Bronchoscopic Camera Motion

We must define the coordinate systems to be used since bronchoscope tracking
seeks a transformation matrix CT TC including translation CT tC and rotation
CT RC from the bronchoscope camera coordinate system to the CT coordinate
system. Fig. 1 outlines the relationships and transformation matrices between
each coordinate system. F TS describes the relationship between the sensor and
magnetic field coordinate systems. W TF is from the magnetic field coordinate
system to the world coordinate system, and CT TW is from the world coordinate
system to the CT coordinate system. We formulate the relationship between the
sensor and world coordinate systems as W T(i)

S = W TF
F T(i)

S , where F T(i)
S is the

i-th sensor output. Additionally, the transformation between the camera and
the sensor (both attached at the bronchoscope tip) is represented by STC .

In our study, we use the SMC sampler to predict the posterior probability
distributions for the bronchoscope camera pose parameters. The camera motion
state is described by translation CT tC and rotation CT RC from the bronchoscope
camera coordinate system to the CT coordinate system. For the rotation part,
we use a quaternion but not a rotation matrix CT RC in our implementation.
The quaternion has been demonstrated to be very powerful to characterize the
rotation part since it has such advantages as compactness and the avoidance of
discontinuous jumps compared to other representations (e.g., Euler angles).

A quaternion representation of rotation can be conveniently considered as a
normalized vector with four components:

q = [ q0 qx qy qz ] , q0
2 + qx

2 + qy
2 + qz

2 = 1. (3)

Global motion state xi that corresponds to the current camera frame can be
parameterized by a seven-dimensional vector:

xi =
[

CT q(i)
C

CT t(i)
C

]
, (4)
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where i means the camera motion state at time i or denotes the i-th electro-
magnetic tracking result.

According to a sequential Monte Carlo sampler, each random sample (xk
i , w

k
i )

represents a potential pose of the bronchoscope camera and involves an impor-
tant weight defined as the similarities between the real and virtual bronchoscopic
images in our case. A random sample set Sk

i = {(xk
i , w

k
i ) : k = 1, 2, 3, ...,M}

is used to approximate the posterior probabilistic density of the current bron-
chocope camera pose at time i.

2.3 SMC Sampler for Camera Motion Estimation

Our proposed hybrid bronchoscope camera motion tracking process is mainly
performed by the following steps described in this section.

After parameterizing the current camera motion state xi involved with the
SMC sampler, bronchoscope tracking continuously estimates the posterior prob-
ability distribution p(xi|Yi) using a set of random samples Sk

i , where the sample
weights are proportional to p(yi|xk

i ), as defined in Algorithm 1. To obtain
these random samples Sk

i , the SMC sampler requires the probabilistic model
p(xk

i |xk
i−1) for the state dynamic between the time steps and likelihood function

(or an important density function) q(xk
i |xk

i−1,yi) for the observations (or mea-
surements) shown in Eq. 2. Additionally, to characterize a random sample Sk

i ,
the weight wk

i also needs to be determined by incremental importance weight
ωk

i that equals p(yi|xk
i ). Therefore, the following steps are implemented for the

SMC sampler to estimate the bronchoscope camera motion.

[Step 1] State Dynamic. During this state transition step, the bronchoscope
motion dynamic at frame i is usually characterized as a second order process
that is described by a second order difference equation [17]

xk
i = Uxk

i−1 + V nk
i , (5)

where the matrix U describes the deterministic drift part of the state dynamic
model and depends on the EMT measurements yi and yi−1 while the matrix
V represents the stochastic diffusion component of the state dynamic model or
describes the uncertainty of inter-frame camera motion defined on the basis of
Eq. 4. We note that nk

i is an independent stochastic variable or a noise term
that is discussed in the following paragraph.

Since we have no prior knowledge of the bronchoscope camera movement, we
utilize a random walk model to characterize p(xk

i |xk
i−1) for the pointwise state

evaluation. As bronchoscopic frames are used as image sources, the changes of
the motion parameters are usually quite small. For example, in our case the
frame rate of the bronchoscope camera is 30 frames per second; however, the
typical moving speed of the camera is around 10 mm per second, so the magni-
tude of inter-frame motion changes at 0.33 mm per second. Therefore, we used a
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random walk on the basis of normal density with respect to noise vector nk
i :

nk
i ∼ N (μ, σ2) to approximate the state dynamic in accordance with Eq. 5 [18]:

p(xk
i |xk

i−1) ∝
1√
2πσ

exp(−(V −1(xk
i − Uxk

i−1) − μ)2/2σ2), (6)

After undergoing a random walk based on normal density, the drifted and
diffused state xk

i has a probabilistic distribution in accordance with Eq. 6.

[Step 2] Observation Model. A good choice of the important density func-
tion q(xk

i |xk
i−1,yi) can alleviate the sample degeneracy problem. In the SIR

algorithm, it is appropriately chosen as prior density p(xk
i |xk

i−1) [13], as men-
tioned above. We follow this choice: q(xk

i |xk
i−1,yi) = p(xk

i |xk
i−1). Therefore, in

our case, the observation density p(yi|xi) can be decided by:

p(yi|xi = xk
i ) ∝ wk

i (
M∑

j=1

wj
i )

−1. (7)

We clarify that the observation yi is defined as the EMT measurement and
modeled as yi = Hxi, where H is the observation matrix and is usually defined
as the transformation from the CT to the EMT coordinates.

[Step 3] Determination of Sample Weight. During the two steps described
above, a sample weight wk

i must be computed to assess the sample performance.
In our study, a sample weight wk

i is defined as the similarity between the
current real bronchoscopic image I(i)

R and the virtual bronchoscopic image IV

generated using estimated virtual camera parameters xk
i based on a volume

rendering technique. Based on the selective image similarity measure [2], after
the division of images I(i)

R and IV into subblocks and the selection of subblocks,
we use a modified mean squared error (MoMSE ) to calculate the similarity:

MoMSE(I(i)
R , IV ) =

1
|A(i)|

∑
D∈A(i)

1
|D|
∑
D

(
(I(i)

R − DI(i)
R ) − (IV − DIV )

)2
, (8)

where |A(i)| is the number of selected subblocks in the list of selected subblocks

A(i), and DI(i)
R and VD are the respective mean intensities of all subblocks D

of I(i)
R and IV . The mean intensities of I(i)

R and IV may be different in an actual
bronchoscopic image because of the different strengths of the light sources. To

reduce this effect, DI(i)
R and DIV are subtracted from each pixel.

The weight wk
i can be formulated as

wk
i = MoMSE(I(i)

R , IV (xk
i )). (9)

Finally, in our case, the output of the SMC sampler for the current estimated
motion state can be determined in accordance with wk

i :

x̃i = arg max
wk

i

{(xk
i , w

k
i )}, (10)
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that is, sample x̃i with maximal weight w̃i corresponds to the maximal similarity
between the current bronchoscope camera frame and the generated virtual frame.

Our modified hybrid bronchoscope tracking based on an SMC sampler can be
summarized in Algorithm 2 as follows.

Algorithm 2. SMC Sampler-Based Bronchoscope Tracking

input : Bronchoscopic video images I
(i)
R , CT-based virtual images IV ,

electromagnetic sensor measurements W T
(i)
S

output: A series of estimates CT T̃
(i)
C of the bronchoscope camera poses

Before SMC sampling:1

1. Camera and hand-eye calibration to calculate STC ;2

2. CT-to-physical space registration for CT TW ;3

Start SMC sampling ⇔ 3. Compute CT T̃
(i)
C4

Initialization: At i = 0,5

Compute CT T
(0)
C = CT TW

W T
(0)
S

STC , observation: CT T
(0)
C ⇔ y0;6

Generate M samples X k
0 = {xk

0 : k = 1, ..., M}:7

for k = 1 to M do8

Draw sample {(xk
0 , wk

0 )} ∼ p(xk
0), p(xk

0) = 1
M

;9

xk
0 = y0;10

wk
0 = MoMSE(I(0)R , IV (xk

0)), according to Eq. 9;11

Compute total weights: W0 =
∑M

k=1 wk
0 , and normalization: wk

0 = W−1
0 wk

0 ;12

for i = 1 to N do13

Calculate effective sample size: ESS [17], define a threshold: TSS;14

if ESS < TSS then15

Resample {(xk
i−1, w

k
i−1)} to obtain {(x̂k

i−1, ŵ
k
i−1)};16

else17

Set {(x̂k
i−1, ŵ

k
i−1)} = {(xk

i−1, w
k
i−1)};18

Compute CT T
(i)
C = CT TW

W T
(i)
S

STC , observation: CT T
(i)
C ⇔ yi;19

for k = 1 to M do20

Draw sample {(xk
i , wk

i )} ∼ p(xk
i |xk

i−1) by:21

Drift and diffusion: xk
i−1 =⇒ xk

i according to [Step 1];22

Calculate observation densities p(yi|xi) according to [Step 2];23

Weight: wk
i = MoMSE(I(i)R , IV (xk

i )) according to [Step 3];24

Compute total weights: Wi =
∑M

k=1 wk
i ;25

Normalization: wk
i = W−1

i wk
i ;26

The current estimated state x̃i: x̃i = arg maxwk
i
{(xk

i , wk
i )};27

Return: x̃i ⇐⇒ CT T̃
(i)
C28

3 Experimental Results

For evaluating the performance of our proposed tracking method, we manu-
factured a dynamic bronchial phantom (Fig. 2) to simulate breathing motion.
We connected the rubber phantom to a motor using nylon threads. A LEGO
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(a) (b)

Fig. 2. Dynamic motion phantom: (a) picture of real phantom and (b) drawing of
phantom movement

Mindstorm (LEGO, Denmark) was utilized as power source to generate move-
ment. With the controller part (NXT: a programmable robotics kit included in
LEGO Mindstorm), we can manipulate the motor motion including the direc-
tions and the rotational speeds. The phantom simulates respiratory motion when
the thread changes its length. We can adjust the amount of simulated motion,
and its maximum deformation is about 24 mm.

For dynamic phantom validation, we compare four tracking schemes: (a)
Solomon et al. [3], only using EMT, (b) Mori et al. [7], intensity-based im-
age registration directly initialized by the EMT results, (c) Luo et al [11], the
better one of two proposed schemes in [11], and (d) our method, as described
in Section 2.3.

Table 1 shows the quantitative results of the evaluation of the methods. Here
we counted the number of frames that were successfully registered by visually
inspecting the similarities between the real and virtual images. The maximum

Table 1. Comparison of registered results (the unit of maximal motion is mm)

Experi. Maximal Number (percentage) of successfully registered frames

(frames) motion Solomon et al. [3] Mori et al. [7] Luo et al. [11] Our method

A(1285) 6.13 850 (66.1%) 958 (74.6%) 1034 (80.5%) 1224 (95.3%)

B(1326) 11.82 783 (59.0%) 863 (65.1%) 1018 (76.8%) 1244 (93.8%)

C(1573) 18.75 894 (56.8%) 972 (61.8%) 1153 (73.3%) 1431 (91.0%)

D(1468) 23.61 716 (48.8%) 850 (57.9%) 1036 (70.6%) 1300 (88.6%)

Total(5652) 3243 (57.4%) 3643 (64.5%)4241 (75.0%)5199 (92.0%)
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simulated respiratory motion for different experiments is also shown in Table 1.
Our proposed method significantly improved the tracking performance. Further-
more, examples of experiments C and D for successfully registered frames are
displayed in Fig. 3, which shows examples of real bronchoscopic (RB) images
and corresponding virtual bronchoscopic (VB) images generated from the cam-
era parameters predicted by each method.

4 Discussion

The objective of this study is to design and improve the performance of hybrid
bronchoscope tracking under airway deformation during bronchoscopic naviga-
tion, in particular, to deal with the limitations of electromagnetic tracking. We
used a sequential Monte Carlo sampler to modify previous hybrid bronchoscope
tracking methods. According to the experimental results, the posterior prob-
ability distributions of the bronchocope camera poses are almost completely
approximated using the sequential Monte Carlo sampler. Hence we improved
our previous proposed hybrid tracking methods [7, 11] in various aspects.

As for the previous hybrid method [7], its tracking robustness and accuracy
usually suffer from the following: (1) dependencies on the initialization of im-
age registration and visible characteristic structures (i.e., folds or bifurcations
of the bronchi) for similarity computation; (2) airway deformation, in particular
respiratory motion. For the registration step (an optimization procedure), the
optimizer is unavoidably trapped in local minima. We have already addressed
these limitations and improved the tracking performance by modifying the ini-
tialization of image registration in our previous work [11]. In this study, our
modified method was more effectively disengaged from these constraints using a
sequential Monte Carlo sampler, compared to our previous methods [7, 11]. We
greatly approximate the posterior densities of the state parameters by collecting
a set of random samples and sequentially predict the camera motion parameters
on the basis of the importance sampling, which provides the ability to main-
tain potential importance modes that either they are confirmed or moved to
be the subsequent observations. This results in our proposed method that can
avoid the optimization registration algorithm which is trapped in local minima in
most cases and particularly has the ability to automatically retrieve the tracking
loss even in case of image artifacts. Hence, our method shows the best tracking
performance in Table 1 and Fig. 3, compared to the previous methods.

However, in our experiments, the modified methods still failed to correctly
register all RB and VB frames when continuously tracking the bronchoscope
for the following reasons: (1) the dynamic error of EMT (because of the ferrous
material contained inside the bronchoscope), as mentioned in Section 1, affected
the observation accuracy; (2) our simulated breathing motion is rather big and
not realistic enough. Currently it is only in the left-right and superior-inferior
directions for the peripheral lung. The trachea does not move. The magnitude of
the motion can be adjusted to 6 ∼ 24 mm. However, for a real patient, respiratory
motion is greatest in the superior-inferior direction (∼ 9 mm), moderate in
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Frame number 0044 0128 0239 0390 0626 0721 0862 0910 1059 1173 1319 1483
RB images

Solomon et al. [3]

Mori et al. [7]

Luo et al. [11]

Our method

(a) Examples of experiment C

Frame number 0085 0202 0279 0302 0453 0687 0729 0869 0986 1078 1185 1332
RB images

Solomon et al. [3]

Mori et al. [7]

Luo et al. [11]

Our method

(b) Examples of experiment D

Fig. 3. Results of bronchoscope tracking for different methods under simulated breath-
ing motion using our dynamic phantom. The top row shows selected frame numbers
and the second row shows their corresponding phantom RB images. The other rows
display virtual bronchoscopic images generated from tracking results using the meth-
ods of Solomon et al. [3], Mori et al. [7], Luo et al. [11], and our method. Our proposed
method shows the best performance.

the anterior-posterior direction (∼ 5 mm), and lowest in the left-right direction
(∼ 1 mm) [19].

Additionally, the average runtime of our proposed method per frame (1.7
seconds) is higher than that of the previous hybrid method (0.5 seconds), because
each random sample must compute its weight based on the similarities between
real and virtual images; this is really time-consuming.

5 Conclusions and Future Work

This paper presented a modified hybrid bronchoscope tracking method that used
an electromagnetic position sensor and a sequential Monte Carlo sampler and
evaluation on a dynamic phantom. We used a sequential Monte Carlo sampler
to approximate the posterior probability distributions of the bronchoscope cam-
era motion parameters. Experimental results demonstrated that the modified
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method gives impressive approximations to the bronchoscope camera motion
and successfully registered a total of 5199 (92.0%) bronchoscopic images, increas-
ing the tracking performance by 17.0% compared to the state-of-the-art hybrid
method. We conclude that our method significantly alleviates the sensitivity to
the localization problems of electromagnetic tracking that usually result from
airway deformation, particularly respiratory motion. Our future work includes
experiments on patient datasets using our proposed method in the operating
room and improvement of its computational efficiency.
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Abstract. We propose a new framework that allows simultaneous mod-
elling and tracking of articulated objects in real time. We introduce a
non-probabilistic graphical model and a new type of message that prop-
agates explicit motion information for realignment of feature constella-
tions across frames. These messages are weighted according to the rigid-
ity of the relations between the source and destination features. We also
present a method for learning these weights as well as the spatial relations
between connected feature points, automatically identifying deformable
and rigid object parts. Our method is extremely fast and allows simul-
taneous learning and tracking of nonrigid models containing hundreds of
feature points with negligible computational overhead.

1 Introduction

Articulated object models have become an active research topic in recent years.
In the vast majority of applications, an object is represented by a graphical
model connecting rigid body parts [1,2]. While those models are usually designed
by hand, some solutions have been proposed to automatically learn articulated
models from tracks of feature points [3,4]. Unfortunately, robust feature tracking
proves to be a challenge on its own in long sequences.

Tracking those points becomes much easier when they can rely on a feature
graph to assist them. Since good tracking requires a model and a model is learnt
based on good tracking, the most obvious solution is to simultaneously track
and learn the feature graph. While some solutions have already been proposed
for offline learning [5] or learning based on a short initialisation period [6], very
few are dedicated to online learning. This domain is indeed very challenging:
not only must both learning and tracking be computed in real time, but also
tracking must rely on an incomplete intermediate model. Although we addressed
the latter issue with an uncertain Gaussian model that explicitly accounts for
its predictive power [7], we were then only able to achieve real-time tracking on
very small feature graphs. Most of the computational time was not dedicated to
learning but to tracking using the popular Belief Propagation solution [8, 9] to
propagate position likelihoods between nodes of the graph.

Here, we propose a new tracking solution that sacrifices the multimodality
of nonparametric, probabilistic methods for a significant gain in computational

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 422–435, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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efficiency. The main idea here is to keep the benefits of a propagation scheme
to share information between nodes, but formulated for a new, non-probabilistic
feature graph. While each node of the graph still represents the current position
of its associated feature point, propagated messages do not convey a potential
function but simply the information needed to align feature points in the new
image. Thanks to this solution, we will show that large feature graphs can be
simultaneously learnt and tracked in real time. As feature points, we will present
our method using edgels (i.e. points along edges) because they are more robust
to illumination changes and lack of texture. This also allows us to show that,
even if each edgel only provides a 2D translational constraint, it can be tracked
properly in a 6-dimensional affine space thanks to our propagation method.

After discussing some background in Section 2, we will introduce in Section
3 the image alignment of a template based on the motion of a complete set of
feature points. This will give us a first idea of the information that has to be
conveyed in order to align features in a new image. In Section 4, we will consider
each feature as a template but with a connection only to its direct neighbours,
and show how information from further features can be propagated in order to
be used in its alignment. In Section 5, we explain how spatial relations between
feature points are learnt and used during Affine Warp Propagation. Finally,
experimental results are presented in Section 6.

2 Related Work

Various methods have been proposed for simultaneous learning and tracking
of rigid graph models [7, 10, 11]. The main drawback of these methods is their
limitation to rigid objects or so small that feature displacements can be assumed
spatially coherent.

Unsupervised learning of articulated models from a video sequence usually re-
lies on existing feature trajectories that are processed off-line [3,4]. Ramanan et al.
[5] proposed an off-line unsupervised method that simultaneously discovers, tracks
and learns articulated models of animals from video. Unfortunately, their method
is slow and requires the whole video to be treated as a block, making it impossi-
ble to adapt to an on-line process. Krahnstoever et al. [6] presented an automatic
on-line acquisition and initialisation of articulated models. Their method extracts
independently moving surfaces and tracks them using Expectation-Maximisation
during a short initialisation period. An articulated model is deduced from these
motions and is used for tracking in subsequent images. Since no model update is
provided, it is strongly dependent on the key-frames selected for learning. Finally,
Droin et al. [12] developed a method to incrementally segment the rigid parts of an
object on-line. It maintains a set of possible models learnt from previous frames,
and uses them for tracking. Although interesting, their technique suffers two main
drawbacks: it requires a foreground extraction, and it doesn’t learn or use any spa-
tial relations during tracking.

In terms of feature-graph tracking, the most popular solution is Belief Prop-
agation (BP) [8, 9] and its derivatives like Nonparametric Belief Propagation or
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Sequential Belief Propagation [9,13,14] that combine BP with particle filters. Al-
though our method is completely different from BP since it is a non-probabilistic
solution, its message passing process is strongly inspired from it. Apart from that,
our method is more closely related to image alignment techniques such as the
Lucas-Kanade algorithm [15, 16].

3 Image Alignment via Affine Warps

Consider, first, that we have a model of the object we want to track. This model
consists of a weighted set of n edgels and their positions X = (x1, . . . ,xn) in the
model’s referential. In order to align this model with a set of target positions
T = (t1, . . . , tn) in a given image, we use an affine warp:

W (xi;p) =
[
1 + p1 p3 p5
p2 1 + p4 p6

]⎡⎣xi

yi

1

⎤⎦ (1)

where p = [p1, p2, p3, p4, p5, p6] corresponds to the warp’s parameters, and xi =
[xi, yi]. Alignment of the model with target positions is given by the warp that
minimises the sum of squared residuals

R =
∑

i

wi‖W (xi;p)− ti‖2 (2)

with wi representing the weight of point i.
In the case of tracking, we can assume that a current estimate of p is known

and target positions T = (t1, . . . , tn) can be obtained using the new image (using
the closest contour points to each edgel for example). Alignment of the template
in the new image is then obtained by minimising R for the incremental warp
W (x, Δp) :

R =
∑

i

wi‖W (W (xi;p);Δp) − ti‖2 (3)

Then parameters p are updated such that

W (x;pnew) = W (W (x;pold);Δp). (4)

In order to solve the warp update, the expression in equation 3 is linearised by
performing a first-order Taylor expansion on W (W (x;p);Δp) to give:

R =
∑

i

wi

∥∥∥∥W (W (xi;p);0) +
∂W

∂p
Δpi − ti

∥∥∥∥2 (5)

Since W (x;0) is the identity warp, W (W (x;p);0) then simplifies to W (x;p).
Following the notational convention that partial derivatives with respect to a
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column vector are laid out as a row vector and with W (x;p) = [Wx,Wy]T , the
Jacobian ∂W

∂p of the warp at equation 5 is given by:

∂W

∂p
=

[
∂Wx

∂p1

∂Wx

∂p2
· · · ∂Wx

∂p6
∂Wy

∂p1

∂Wy

∂p2
· · · ∂Wy

∂p6

]
=
[
x 0 y 0 1 0
0 x 0 y 0 1

]
(6)

Notice that ∂W
∂p is computed for W (W (x;p);Δp), which means that values used

in equation 6 are the current coordinates of the points in the image.
The solution to the minimisation of equation 5 is obtained by setting to zero

its partial derivatives with respect to Δp:

Δp = H−1
∑

i

wi

[
∂W

∂p

]T
Di (7)

where Di = [ti −W (xi;p)]T is the displacement required of point i, and H is
the n× n Hessian matrix (here with n = 6):

H =
∑

i

wi

[
∂W

∂p

]T [
∂W

∂p

]
(8)

The warp update then consists of iteratively applying equations 7 and 4 until
estimates of the parameters p converge (in the case of affine transformation, one
iteration is sufficient since the system is linear in the parameters which wouldn’t
be the case with a parameter such as orientation for example).

The solution obtained in equations 7 and 8 is interesting because it means that

Δp is computed using only the two matrices H and S =
∑

i wi

[
∂W
∂p

]T
Di whose

sizes are independent of the number of points used. The fact that both matrices
are computed as a sum over the points is also advantageous since information
provided by new points will be easily added to the current matrices. Those two
conditions met, a message containing them seems an attractive candidate to
propagate motion information.

4 Affine Warp Propagation

In the case of a feature graph, no feature point is connected to a global model.
Each one has only access to a set of learnt relations with its direct neighbours.
Since the motion of an edgel is locally ambiguous, it will require information
from the biggest possible neighbourhood. Moreover, if relations between edgels
have to be learnt, it would be more convenient to express edgel configurations
in an affine space instead of simply 2D space. In order to compute the affine
warp needed to align a point and its surrounding in a new image, information
will then have to be propagated in the graph. Before getting into the details of
which information is required and how to propagate it, let’s first consider the
representation of the non-probabilistic graphical model we wish to learn.
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wk|(k+1)

wk|j

wi|jw1|2 wα|β

pα pβ pi pjp1 p2

1

1

0

0

Fig. 1. Simple line graph situation where all spatial relations between connected points
are rigid except for the relation between α and β. This means that this graph represents
two uncorrelated rigid sets of points: one on the left and one on the right of the relation
between α and β. The learnt weights between a node k and the node to its right are
given by wk|(k+1) (centre panel). In the case where messages are propagated from left
to right, the bottom panel illustrates the resulting influence wk|j on the rightmost point
j of each upstream point k. Here, the null weight wα|β eliminates the influence on pj

of the points that are not in the same rigid set.

4.1 Non-probabilistic Graphical Model Definition

A node i of a graph contains the set of parameters pi used to warp the corre-
sponding edgel i and its neighbourhood from the origin to a position that aligns
them with the current image. In that sense, a node is similar to the template
discussed in Section 3 except that it doesn’t have direct connection to all the
points used for its alignment.

An edge going from node i to node j represents two types of information.
First, it contains the learnt affine parameters ri|j of i as they were previously
observed in the affine space of j, i.e. the parameters that align i and its sur-
roundings from the origin to their observed positions in the space of j. Secondly,
it contains the weight wi|j node j should give to the information coming from
node i. This weight is directly related to the rigidity of the relation: the lower the
correlation between two features, the lower the weight and then the smaller the
influence of messages passing through this connection. This means that infor-
mation coming from points behind a non-rigid connection will have no influence
on image alignment (see Figure 1 for an example).

4.2 Message Definition

In this section, we will use, for the sake of explanation, the simple line graph
shown in Figure 1. If node j had access to the displacement Dk of all the points
on the graph, its warp update using equation 7 would be

Δpj = H−1
j

∑
k≤j

wk|j

[
∂Wk|j
∂pj

]T
Dk, (9)

whereweuse ∂Wk|j
∂pj

to indicate that theJacobian is computed forW (W (řk|j;pj);0),
i.e. fortheprojectioninthe imagecoordinatesofthe2Dposition řk|j = [rx,k|j , ry,k|j ]
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of node k in the referential of node j. Now, if we define wk|j = wk|iwi|j for the
graph of Figure 1, the sum can be decomposed the following way:

Sj =
∑
k≤j

wk|j

[
∂Wk|j
∂pj

]T
Dk (10)

= wj

[
∂Wj|j
∂pj

]T
Dj + wi|j

∑
k≤i

wk|i

[
∂Wk|i
∂pi

]T
Dk (11)

= Sj + wi|jSi (12)

where wj = wj|j is the weight node j gives to its feature point and, more
importantly, where we made the assumption that

∂Wk|j
∂pj

=
∂Wk|i
∂pi

(13)

This assumption means we consider that point k is projected in the same image co-
ordinates by nodes i and j, i.e. W (řk|j ;pj) = W (řk|i;pj) which is actually correct
if nodes i and j are linked by a perfectly rigid spatial relation. Since the weights
are null for non-rigid relations, this assumption seems valid. Unfortunately, we
will see in Section 4.3 that even if the weights are all correct (which is not guar-
anteed during the learning phase), small numerical errors can trigger a drift from
the correct tracking result. While this will motivate a more general formulation
in Section 4.3, we propose to continue with this assumption for now in order to
understand more easily what type of information a message should contain.

Decomposing Hj in a similar way to Equation 12, we obtain:

Hj = Hj + wi|jHi (14)

Equations 12 and 14 mean that the warp update for a node j based on all the
points of the graph in Figure 1 can be computed using only the information from
itself and that accumulated by node i. In the case of affine warps, Sj and Hj are
given by:

Sj = wj [xjDx,j xjDy,j yjDx,j yjDy,j Dx,j Dy,j ]T (15)

Hj = wj

⎡⎢⎢⎢⎢⎢⎢⎣

x2
j 0 xjyj 0 xj 0
0 x2

j 0 xjyj 0 xj

xjyj 0 y2
j 0 yj 0

0 xjyj 0 y2
j 0 yj

xj 0 yj 0 1 0
0 xj 0 yj 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (16)

where we used Dj = [Dx,j , Dy,j], xj = px,j, yj = py,j. Note that Hj has a lot of
null or identical elements. Without any loss of information, we can thus reduce
it to the vector:

Hj = wj

[
1 xj yj x2

j xjyj y2
j

]T
(17)
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A message containing the two vectors S and H is then enough to convey all the
information needed to align the nodes in the new image. Notice that the messages
are not expressed in the same space as the feature points or the nodes. This way,
displacements can be accumulated through small 12-element messages in order to
compute the affine alignment of the nodes without any loss of information. More-
over, an affine warp can be computed (given that enough nodes have been visited)
with those messages while each node only needs to provide a translation. With a
propagation scheme inspired from Belief Propagation [8, 9], the computation of
the warp update for each node i can be summarised in 3 steps :

1. Initialise the information for each node k of the graph using equations 15
and 17 and send a first message to each neighbouring node i ∈ N (k):

S0
ki = Sk; (18)

H
0
ki = Hk; (19)

2. Propagate the information between the nodes for l iterations (for a message
sent from node i to node j):

Sl
ij = Si +

∑
k∈N (i)\j

wk|iS
l−1
ki (20)

H
l

ij = Hi +
∑

k∈N (i)\j

wk|iH
l−1
ki (21)

3. Compute the update of the warp parameters for each node j:

Sj = Sj +
∑

k∈N (j)

wk|jSl
kj (22)

Hj = Hj +
∑

k∈N (j)

wk|jH
l

kj (23)

Hj ← Hj (24)
Δpj = H−1

j Sj (25)

with N (j) representing the set of neighbouring nodes to node j. This solution
provides a very fast propagation method that allows each node to align itself in
a new image using as much information as possible provided by other feature
points. Notice that no information is lost in the message passing process. This
means that updating the warp parameters by Equation 7 using a template or by
Equation 25 using the message passing process will give exactly the same result
(given that the messages went once through all the nodes of the template).

4.3 Message Correction

In the previous section we made the assumption that W (řk|j ;pj) = W (řk|i;pj)
in order to obtain Equations 12 and 14. This assumption means that a node k
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p̌h p̌j

p̌h|i p̌j|i

th ti tj

Fig. 2. Consider the edgels in Figure 2a. Those edgels should be in straight line but
are not, due to tracking inaccuracy. If nodes i and j are aligned in this new image
using displacement of their direct neighbours, they will drift even further from each
other while they should align along the contour. On the other hand, if they know where
their neighbours should be and compute their displacement from there, the nodes will
be able to correct for the current drift (see Figure 2b where p̌h|i = W (řh|i;pi) and
p̌j|i = W (řj|i;pi) represent the positions nodes h and j should have with respect to
node i).

should be expected in the same position by all the nodes belonging to the same
rigid block. Even if all the nodes are indeed rigidly connected to each other, this
assumption might not be correct simply because of numerical inaccuracies in
the tracking result. Consider, for example, the case of tracking a set of nodes as
shown in Figure 2. Edgels have been extracted along a line segment and tracked
for a few frames. Due to some inaccuracy in the tracking, the edgels are not in
a straight line anymore. If node i aligns itself using its two direct neighbours’
motion information, it will be pushed up while it should actually go down (it will
also be dramatically scaled down on the vertical direction in case of affine nodes).
Similarly, node j will be forced to move down making it drift even further from
the correct tracking result. The reason for this problem is quite simple: each
node acts as the model described in Section 3 but does not itself evaluate the
displacement of the points used. This displacement is indeed provided by each
individual node without any consideration of whether it belongs to the model
of another node or not. If the assumption W (řk|j ;pj) = W (řk|i;pi) is verified,
the points used by a model are located exactly where they are supposed to
be, and the displacement information is therefore correct. If it is not verified
(for numerical reason for example), the node will simply try to match this new
configuration of edgels to the current image instead of trying to get back to
its initial configuration. For the example of Figure 2a, this means matching the
v-shape form by h, i and j to a line segment.

By learning the correct relative positions and using them as the origin of the
displacement (as shown in Figure 2b), the proper relative position of the nodes
can be maintained and the drift problem eliminated. Concerning a message to a
node i, this means that every occurrence of a position p̌k = W (řk|k = 0;pk) must
be shifted to the expected position p̌k|i = W (řk|i;pi). By the same idea, every
displacement Dk = tk − p̌k must be replaced with the expected displacement
Dk|i = tk − p̌k|i. Notice that the target tk is not modified and is then only an
approximation of the true target p̌k|i should have provided. Indeed, the correct
target tk|i cannot be computed since the information about p̌k|i is merged into Si



430 A. Declercq and J. Piater

p̌jp̌i
p̌h

p̌g

p̌g|j

p̌h|i p̌i|j
p̌h|j

p̌g|i

Fig. 3. Position correction: p̌k represents the current 2D position of the edgel associated
with node k, p̌k|i its position as expected by i and p̌k|j its position as expected by j.
In this example, nodes should be align along a straight line while they are more in a
curve configuration. If node i has already corrected the position of the nodes on its left
into a straight line, all is left to do for node j is to apply a single warp to all the p̌k|i to
align them with the p̌k|j . The warp needed to do that is the one that aligns the affine
parameters pi to pi|j .

and Hi. However, since the drift is corrected at each frame, it is kept very small
and tk is therefore a good estimate of tk|i. With these modifications applied, we
can see in Figure 2b that node i will receive coherent information, causing it to
move downwards as needed.

The correction of the positions and displacements of all the points used in
the alignment of a node j is a little tricky because a node j has only access to
the information (ri|jand pi) related to its direct neighbours and the messages

ml
j,i = {Sl

ji,H
l

ji} they send. This means that a message coming from a neigh-
bour i must already be corrected for i (since no spatial relation has been learnt
with further points) and then adapted for j. Figure 3 shows an example of this
situation where, again, we consider the case where all the points should be in
a straight line while they are obviously not. So, assume that all the positions
p̌k and displacements Dk of the points k included in the message ml

j,i have
already been corrected into p̌k|i and Dk|i respectively. In order to obtain the
positions p̌k|j expected by j, the only thing left to do is to adapt the positions{
p̌1|i, . . . , p̌i|i

}
proposed by node i to the positions

{
p̌1|j , . . . , p̌i|j

}
expected by

node j. The correction is the same for all the positions included in the message.
Given that pi and pi|j are known by node j they can be used to compute the
transformation needed to go from p̌k|i to p̌k|j . This transformation is simply
given by

xk|j = W (W (p̌k|i;p−1
i );pi|j) (26)

for any p̌k|i. Equation 26 means that a position p̌k|i is warped back into the refer-
ential of node i and then warped into the image using the warp parameters pi|j .

Since we do not have direct access to positions p̌k|i, we will have to apply this

transformation directly to the message, i.e. to Sl
ji and H

l

ji. Using the notation⎡⎣xk|j
yk|j

1

⎤⎦ = W (W (p̌k|i;p−1
i );pi|j) =

⎡⎣a c v
b d w
0 0 1

⎤⎦⎡⎣xk|i
yk|i

1

⎤⎦ (27)
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for the correction of the points in the message, we will now apply this correction
directly to the Hessian part of the message corrected by node i and sent to j,
i.e.

H
l

ji|i =
∑

k

wk|i

[
1 xk|i yk|i x

2
k|i xk|iyk|i y

2
k|i

]T
(28)

The corrected Hessian part H
l

ji|j is obtained using equation 27 on each of its
terms of, which gives

H
l

ji|j =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
v a c 0 0 0
w b d 0 0 0
v2 2av 2cv a2 2ac c2

vw aw + bv cw + dv ab ad + bc cd
w2 2bw 2dw b2 2bd d2

⎤⎥⎥⎥⎥⎥⎥⎦H
l

ji|i (29)

The correction of Sij is somewhat more difficult because it also depends on
Dk|i = tk − p̌k|i. The target position tk is not modified by the correction, so we
replace Dk|i = [Dx,k|i, Dy,k|i] by [tx,k − xk|i, ty,k − yk|i] in

Sl
ij|i =

∑
k

wk|i [xk|iDx,k|i xk|iDy,k|i yk|iDx,k|i yk|iDy,k|i Dx,k|i Dy,k|i ]T(30)

and apply the same correction as for H
l

ji|i to yield

Sl
ij|j =

⎡⎢⎢⎢⎢⎢⎢⎣
a 0 c 0 v 0
0 a 0 c 0 v
b 0 d 0 w 0
0 b 0 d 0 w
0 0 0 0 1 0
0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦Sl
ij|i +

⎡⎢⎢⎢⎢⎢⎢⎣
0 v 0 a c 0
0 0 v 0 a c
0 w 0 b d 0
0 0 w 0 b d
0 1 0 0 0 0
0 0 1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦H
l

ji|i −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H
l

ji|j(4)

H
l

ji|j(5)

H
l

ji|j(5)

H
l

ji|j(6)

H
l

ji|j(2)

H
l

ji|j(3)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(31)

Using these two equations to correct the messages allows us to solve the drift
problem by maintaining the nodes at their learnt relative positions, making the
tracking more robust to occlusions and clutter.

5 Learning Spatial Relations and Weights

As we noted above, the learnt relations are key to successful tracking with Warp
Propagation. Not only do they define the shape of the correlated neighbourhood
used in the tracking through their weight, but they also model the expected
relative configurations that keep the feature points in proper relative positions.
The relative expected configuration ri|j of a node i with respect to a node j is
learnt from the observed affine parameters of i in the affine space of j. Since
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those relations are learnt online during tracking, they should be reliable from
the first frame even with an obviously incomplete data set to be learnt from.
This means that, while the relations are expected to assist in tracking, they can-
not exert an overly strong bias that would hamper it. Earlier we proposed an
Uncertain Potential Function that solves this problem for visual feature graph
tracking with Sequential Belief Propagation by combining an informative Gaus-
sian model learnt from the previous observations with a non-informative part [7].
This potential function for the relative position of a node i expressed in the affine
space of a node j was given by

ψi|j(pi, pj) = λi|je
− 1

2 (si|j−ri|j)Σ̃
−1
i|j (si|j−ri|j) + (1 − λi|j) (32)

where si|j represents the observed parameters pi expressed in the space defined
by pj , ri|j is the learnt relative configuration (i.e. the mean of the relative con-
figurations already observed), λi|j is the probability that the model is indeed
Gaussian and Σ̃i|j is a covariance matrix that accounts for the uncertainty re-
lated to the incomplete data set. Due to lack of space here, we refer the interested
reader to our earlier work [7] for more details.

While this spatial relation representation is specially designed to be used
for the tracking during its learning phase, it is also specific to probabilistic
feature graphs, which our representation is not. Nevertheless, very few changes
are needed to adapt this uncertain model to our problem. Indeed, the computed
mean ri|j already represents the most likely relative affine configuration we used
in Section 4, so we simply have to compute our relational weight using the
covariance matrix Σ̃ij and model probability λi|j from the uncertain model [7]:

wi|j = λi|j
∏
n

e
−
Σ̃nn,i|j
σ2

n,i|j (33)

where Σ̃nn,i|j represents the nth diagonal element of Σ̃i|j , and σi|j = [σ1,i|j , . . . ,
σ6,i|j ] defines the level of variance accepted for each parameter. This way, the
more variance we observe in the relative configuration of two feature points, the
less weight each one will give to a message coming from the other.

6 Experiments

In this section, we demonstrate the performance of our method on a set of
representative examples of simultaneous learning and tracking. Since we are in-
terested in articulated objects, we propose to use points extracted along their
skeleton (let’s call them skedgels) in addition to edgels. Those points do not
have an appearance in the image and instead rely on edgels to infer their dis-
placement. Models are initialised as shown in the first row of Figure 4 where
relations are created between each pair of skedgels within a distance lower than
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Fig. 4. Examples of simultaneous modelling and tracking of articulated objects. The
first row shows the graphs as they are initialised in the first frame. The three central
rows show intermediate results during the video (arm: frames 40, 90 and 255, body:
60, 130 and 330, finger: 90, 230, 310 and hand: 70, 230 and 310). Connections in red
between skedgels correspond to relations with a weight lower than 0.5. The last row
shows the weights of the relations in the last frame of the video. The y-axis corresponds
to the weights (range between 0 and 1) and the x-axis correspond to the index of the
relation. Although the correspondences of these indices to the feature graphs are not
shown, it is evident that there are clean cuts in the graph with weights close to 0 that
correspond to non-rigid parts, while the rigid relations have a weight close to one.

a given threshold and between skedgels and edgels using Delaunay triangula-
tion. The model is tracked using Warp Propagation with 10 iterations, and rela-
tions between skedgels are updated at each frame with the method explained in
Section 5. Results can be found in Figure 4 where the last row represents
the relation weights between skedgels at the end of the video. Notice that,
while edgels and skedgels on their own would slide long the objects, here their



434 A. Declercq and J. Piater

correct position is maintained thanks to Warp Propagation. Thanks to the learnt
relations, the influence neighbourhood is limited to the rigid parts.

On a Pentium Core 2 Duo 2x2 GHz with 2Gb of RAM, the tracking time for
each frame (including the likelihood propagation) is between 1.6 and 3.6ms, and
the learning time is between 0.3 and 0.7ms. The slowest sequence is the hand
with 99 skedgels, 319 edgels and 99 relations. The fastest is the finger with 42
skedgels, 203 edgels and 41 relations.

7 Discussion

We presented a new framework for efficient propagation of alignment informa-
tion through a feature-point graph. Instead of propagating potential functions
as is usually done, we propagate only the motion information needed to align
feature points and their surroundings in the image. We showed that this solution
allows us to simultaneously track and learn unknown, articulated objects in a
few milliseconds per frame, making our solution practical in real-time scenarios
even with a large number of feature points. This article focused mainly on track-
ing but, in the future, it would be interesting to provide a learning scheme for
articulated relations instead of simple Gaussian models.

Acknowledgement. This work is supported by a grant from the Belgian Na-
tional Fund for Research in Industry and Agriculture (FRIA) to A. Declercq and
by the EU Cognitive Systems project PACO-PLUS (IST-FP6-IP-027657).
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Abstract. Human action recognition is an important problem in com-
puter vision. Most existing techniques use all the video frames for action
representation, which leads to high computational cost. Different from
these techniques, we present a novel action recognition approach by de-
scribing the action with a few frames of representative poses, namely
kPose. Firstly, a set of pose templates corresponding to different pose
classes are learned based on a newly proposed Pose-Weighted Distribu-
tion Model (PWDM). Then, a local set of kPoses describing an action are
extracted by clustering the poses belonging to the action. Thirdly, a fur-
ther kPose selection is carried out to remove the redundant poses among
the different local sets, which leads to a global set of kPoses with the
least redundancy. Finally, a sequence of kPoses is obtained to describe
the action by searching the nearest kPose in the global set. And the pro-
posed action classification is carried out by comparing the obtained pose
sequence with each local set of kPose. The experimental results validate
the proposed method by remarkable recognition accuracy.

1 Introduction

Human action recognition in videos has great potentials in applications such
as video surveillance, content-based video search, human-computer interaction,
etc. In general, an action recognition process can be divided into three steps
briefly: feature extraction, action representation and classification. To extract
features over complex conditions like different person appearances, backgrounds,
viewpoints and resolutions and keep the representation good enough to carry out
robust classification, most conventional approaches employ all the video frames
of an action as the representation [1, 2, 3], which leads to extreme spatial cost
for feature storage.

When the action representation is ready, human action recognition becomes
a classification problem. There are two groups of action classification meth-
ods: time-dependent models and time-independent models. The time-dependent
model consists of states linked together wherein each states summarizes the ac-
tion performance at a certain moment, e.g., Hidden Markov Model [4].
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The time-dependent model describes the complicated actions well but lacks dis-
criminative ability for some related action such as walking and jogging. In con-
trast, the time-independent models deal with this problem well by providing
more discriminative ability, but need extremely high time and memory cost for
computation, such as k-Nearest Neighbor (NN) [3].

It is proved that very few frames are enough to perform action recognition
[5,6,7,8,9,10], which leads to extraordinarily decreasing in spatial and temporal
cost. Schindler et al. [9] combine both shape and flow responses as features and
compare 10 different frame lengths from 1 to 10 as action descriptor. Thurau
and Hlavác [10] use Histogram of Gradient (HoG) [11] as the basis feature and
focus on human pose in each frame by background subtraction and non-negative
matrix factorization. Hatun et al. [5] model an action templates as a string
of poses which are identified by HoG. Novel actions are matched to templates
by applying well-known string comparing method, about a half of poses are
needed only. However, these methods use the fixed same number of frames for
all actions without considering the different characteristics of each action. On one
hand, the frames for an action may be not enough to describe the discriminative
information which leads to misclassification; on the other hand, the frames used
are more than requires which causes extra computation and storage cost.

Action classification

Action training

Training 
poses

Distribution of inter- and 
intra-class distance

Pose-Weighted
Distribution Model

Training
action

Global set 
of kPose

Further 
kPose

selection

Semantic method

KPoses
for each
action

…

Testing
action

Nearest kPose
retrieval

Recognition  
result

Fig. 1. Overview of our approach

Motivated by these issues, we introduce a novel representation of human action
and the corresponding classifying method in this paper. Fig. 1 shows the work-
flow diagram of the proposed approach. The representative pose, namely kPose
which is extracted from a class of poses in our approach, is introduced to describe
the human action and reflects the main state of the action. Different actions are
described by different numbers of kPoses where the numbers are decided auto-
matically by pose-weighted distribution model.

In our approach, HoG is extracted as features from each video frame. All the
poses belonging to an action are clustered ten times, into a certain number of
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classes where the class number is from 1 to 10. To compare the clustering results
of different class number, we computed the distances between poses and divided
them into two sets: intra- and inter-class distance set. These sets are used to
construct the PWDM, which takes the pose templates as directrix and estimates
the impact of class number on clustering results. With maximal estimate value,
the class number is selected as the kPose number for the action. Then, kPoses are
extracted from each class and forms a local set. However, as it is probable that
the local sets from different actions have overlap, further selection is carried out
to remove the redundant kPoses to obtain a global set for action representation.

For the action classification in our approach, each pose in the video is com-
pared with the kPoses in the global set and represented by the the nearest one.
So each action can be described by a set of kPoses and encoded by a series of
numbers indicating the kPoses. Finally, a straight forward matching process is
carried out to identify the action type by referring to the training actions.

2 Feature for Pose Description

Reliable feature extraction and pose detection are crucial for successful pose-
based action recognition. Most difficulties in poses matches arise from back-
ground and pose articulation. Local features, such as interest-point, speedup
robust feature (SURF) [12], are extracted reliably and robust to different back-
ground and localization. Laptev and Lindeberg [13] use Harris corner descrip-
tor [14] as the interest-point in 3D.space-time model where the spatial and
temporal neighborhood undergo a translation in time. In a similar fashion, Dollar
et al. [15] apply Gabor filter on the spatial and temporal dimensions individually
after interest-point extraction. In these approaches, the pose representation is
organized as a collection of local features which often leads to the loss of spatial
correlation and the decreasing of pose detection rate.

Global features, such as silhouette, edge and optical flow which are obtained
through background subtraction or tracking, are powerful because most of the
information in the feature are useful for the description of pose articulation.
However, the global features are usually sensitive to noise, viewpoints and ap-
pearance. To overcome the limitation of global features, Danafar and Gheis-
sari [16] divide the extracted optical-flow into cells, each of which is computed
locally. Davis et al. [2] organize a sequence of silhouettes as history energy image
(HEI). However, overwriting HEI leads to less discriminative ability for action
recognition in moving scene.

Very recently, HoG descriptor shows its robustness in pedestrian detection and
recent works [5, 10, 17] show its power for pose detection in action recognition.
Therefore, as a basis feature for describing poses we use the HoG descriptor which
divides the oriented gradient of each pixel into cells and modelled to histogram.

3 Pose Weighted Distribution Model

At the beginning of this section, we would like to describe the pose template
labelling method which intended to decrease the disagreement between human
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labelling and assumed ground-truth which has been discussed in [18]. Then
the distribution function of intra- and inter-class distance, i.e., the basement
of PWDM, are computed on pose templates. At last, we introduce the PWDM
model which estimates the clustering result to decide the class number for each
action.

Table 1. Semantic labelling method. Each 1 ∼ 2 bits indicate a articulation of a part of
human body, and different value of these bits indicate clear different pose articulations.
This method describes 14 pose templates and corresponding class of poses as presented
in Fig. 2.

Bit index Index parts Value Meanings

1 Orientation 0 Standing up
1 Standing up sideways

2-3 The upper part of body
00 0◦ rotating
01 45◦ rotating
10 90◦ rotating

4-5 Arm lifted angle
00 0◦ lifting
01 90◦ lifting
10 180◦ lifting

6 Arm number
0 One arm
1 Two arms

7 Legs
0 Not separating
1 Separating

8 Leg curling
0 Not curling
1 Curling

It is obviously difficult to manually assign the label to poses because some
poses cannot be distinguished even by human. To tackle this problem, we follow
a part-based semantic way. Namely, each part of human body corresponds to
1 ∼ 2 bits; any clearly different pose is assigned a value as template. The total
of 8 bits binary number, indexes 4 parts of human body and 256 different poses
shown in Table 1.

By setting standing up sideways as the first one in the set of pose templates, a
new pose is added as a novel template once its deviation from all pose templates
which have been in the set is detected. After traversing entire data set, 14 of 256
poses are enough to summarize all the poses, which is shown in Fig. 2.

3.1 Intra- and Inter-class Distance

In this part, we describe the distribution of intra- and inter-class distance set
based on the set of pose templates.

The pose training set X consists of 14 class of poses which are labelled referring
to pose templates. The Euclidean distance of each pose pair (xi, xj), no matter
which class these poses belong to, is computed as D(xi, xj) = ‖xi − xj‖.
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Fig. 2. 14 pose templates and corresponding semantic number. 500 poses selected from
actions are labelled manually to these templates. We use k-means method to cluster
these 500 poses to 14 classes, yet 57 poses are different from our manual label which is
understood as vision error.

The intra-class distance is defined as a set Sw (w for within): for all the
pose pair (xi, xj), if xi, xj belong to the same class, D(xi, xj) is in Sw; else the
D(xi, xj) is in the inter-class distance set Sb (b for between).

The rationale behind the proposed method is based on the following assump-
tion: an optimal action clustering solution with k classes can be obtained by
traversing all possible class number which ensures the optimal balance between
intra- and inter-class distance. This assumption seems very natural: as we in-
crease the class number of clustering, the elements, which are relatively larger
than others in intra-class distance set Sw, are moved into inter-class distance set
Sb. Finally, the increasing trend of Sb and decreasing trend of Sw are balanced
at a certain class number.

We base the balancing procedure on pose templates which are considered
as the perfect clustering result, even though there are vision errors. Assuming
the distance under Gaussian distribution with identical expected values and
variances, the Sw and Sb are described as distribution functions separately:

fw(D) = aw · e−
(D−μw)2

2σw2 (1)

fb(D) = ab · e
− (D−μb)2

2σb
2 (2)

As illustrated in Fig. 3. These two distribution functions are used to indicate the
weights of different distances. The weighted average value of intra- and inter-
class distance over X are computed as: μ′

w =
∑

fw(di)di∑
fw(di)

and μ′
b =

∑
fb(dj)dj∑
fb(dj)

where di ∈ Sw, dj ∈ Sb. In the next section, we will discuss how to use these
functions and values during the balancing procedure .

The assumptions above are validated by experiment, where the optimal class
number has always been found within 10 time tries (class #1 ∼ 10).

3.2 Pose-Weighted Distribution Model Learning

Given a novel action Xi, which consists of several classes of poses, we use fw

and fb to compute the weight of distance for all pose pairs. Then, we present a
method to estimate the class number of the action by comparing the intra- and
inter-class distance to the pose templates. However, it is difficult to compare the
elements between action Xi and pose templates one by one. Thus the weighted
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(a)The distribution of intra-class
distance of pose templates

(b)The distribution of inter-class
distance of pose templates

Fig. 3. Assuming the distance under Gaussian distribution. μw = −31.58, σw = 9.86,
μb = 4, 893 and σb = 2.471 where 500 poses (about 10%) are randomly selected from
the data set.

intra-class distance dw and weighted inter-class distance db are computed for
each class. For jth class Xi,j , the computation result is presented by a 3-tuple:

Ri,j = (nj , db, dw) (3)

where nj is the class size, dw and db are defined as:

dw =
∑nj

l=1
∑nj

k=l D(xl, xk) · fw(D(xl, xk))∑nj

l=1
∑nj

k=l fw(D(xl, xk))
(4)

db =

∑
xk /∈Xi,j

∑nj

l=1 D(xl, xk) · fb(D(xl, xk))∑
xl /∈Xi,j

∑nj

l=1 fb(D(xl, xk))
(5)

Then we present a probability density function P (Ri,j |R0), which quantizes the
comparability between a class of poses in the new action and the existing pose
templates.

e(i, j) = P (Ri,j |R0) = P (db|μ′
b)P (dw|μ′

w)P (nj |Ci/k) (6)

e(i, j) is the computed probability, where R0 = (Ci/k, μ
′
b, μ

′
w), k is the class

number of the action, and Ci =
∑k

j=1 nj is the action size. The three terms in
(6) defined as follows:

P (db|μ′
b) = (1 − βb)|db−μ′

b| (7)

P (dw|μ′
w) = (1 − βw)|dw−μ′

w| (8)

P (nj |Ci/k) =

⎧⎨⎩(1 − βc)
|nj−Ci/k

Ci/k
| |nj−Ci/k

Ci/k | < ε

(1 − βc)ε others
(9)
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P (db|μ′
b) is the probability density of intra-class distance, and P (dw|μ′

w) is that
of inter-class distance. Variance σb, σw are computed by Gaussian fitting in
Section 3.1, and βb

σb
= βw

σw
= γ. The optimal factor γ has been determined empir-

ically, and has been proved to be stable across different pose selection method
for pose templates. P (nj |Ci/k) constrains the class size to be neither too large
nor too smaller.

3.3 KPose Based Action Representation

Given an action training set X = {X1, · · · , XN}, where Xi is the ith action
of X , and Xi = {xi,1, · · · , xi,Ci}, we define that the minimal kPose number is
1 and maximal kPose number is 10 which are experimentally enough to find
optimal class number. To collect kPoses for action Xi, the clustering operation
is performed 10 times where the class number varies from 1 to 10 for action Xi.

Table 2. The algorithm of kPose calculation and selection

Input: X = {X1, X2, · · · , XN} //action training set
fw, fb, μ′

w, μ′
b //kPose model parameter

η //predefined threshold
Output: Y = {y1, y2, · · · , yn} //global set of kPoses

Yi = {y′
1, y

′
2, · · · , y′

ni
} //kPoses for action Xi

1. begin
2. for i = 1 to N do begin //Part 1: kPose calculation:
3. for n = 1 to 10 do begin
4. cluster action Xi to n classes under global k-means method
5. calculate E(Xi, n)
6. end //for on line 3
7. ni = arg maxn E(Xi, n)
8. calculate Yi for action Xi

9. Y ← Yi

⋃
Y

10. end while 1 //Part 2: kPose global selection:
11. calculate r(yi, yj) for each kPose pair (yi, yj)
12. r ← max r(yi, yj)
13. if (r > η) do begin
14. remove yj from Y
15. replace yj with yi for all Yk

16. else break
17. end //while on line 12
18. end

As we have defined the probability in(6) for a class of poses, a weighted
estimate value for the action is defined as below:

E(Xi, n) =

∑n
j=1 size(j) · e(i, j)∑n

j=1 size(j)
(10)
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where size(j) is the size of jth class, and e(i, j) is the probability value of jth

class as defined in (6). To make the clustering robust to the clustering kernel
and the starting condition, we employ global k-means algorithm [19] in our ap-
proach, which functions in an incremental way, i.e., before solving the clustering
problem ψ with M sets, all intermediate problems with 1, 2, · · · ,M − 1 sets are
sequentially solved. This algorithm ensures that the clustering result does not
depend on any initial parameter value. Then we find class number corresponding
to maximal estimate value nmax(Xi) = argmax10

n=1 E(Xi, n) where the number
also corresponds to the number of kPoses.

For a well clustered action Xi, Xi,j = {x1′ , · · · , xn′
j
} is jth class, and the

kPose computed as:

y(Xi,j) = arg min
nj∑

xi,k′ ,xi,l′∈Xi,j ,k=1

‖xi,k′ − xi,l′‖2 (11)

After kPose computation from each action, the kPoses which can represent such
action are selected, however there is possibility that the kPoses from different
actions are similar which deprives of the discriminative and decreases the action
recognition rate. As feature selection in [20], kPose is apt to discarded if there is
similar one. The similarity of a kPose pair (yi, yj), where yi, yj ∈ Y , is defined
as the the linear correlation coefficient r as below:

r(yi, yj) =
∑

k (yi,k − yi)(yj,k − yj)√∑
k(yi,k − yi)2

√∑
k (yj,k − yj)2

(12)

where yi is the means of yi, and yj is the mean of yj. The value of r lies between
-1 and 1, inclusive. If yi and yj are completely correlated, r takes the value of 1
or -1; if yi and yj are totally independent, r is zero. It is a symmetrical measure
for two kPoses. η ∈ [0.8, 1] is a threshold, and |r| > η means two kPoses are
too similar to abandon one. The kPose computation and selection algorithm is
illustrated in Table 2.

4 Action Classification

Given a new sequence to be classified and global set of kPoses Y , we first compute
the nearest kPose for each frame, and construct a matrix to record the result.
The index is the kPose and each record indicates the number of poses, which
take such kPose as the nearest one. For kPose description Yi of action Xi, we
summarize the corresponding number of poses and classify the action to the
one with maximal summation. The details of the proposed action classification
method is given in Table 3.

The proposed classification algorithm holds high fault tolerance of pose de-
tection rate. Assuming there are n poses taking kPose yi as the nearest one,
making wrong decision about a kPose needs [n

2 ]+1 error. And the probability of
this situation is:

∑n
i=[ n

2 ]+1 C
i
nα

(n−i)(1 − α)i, where α is the pose detection rate.
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Table 3. The algorithm of action classification

Input: Y = {y1, y2, · · · , yn} //global kPose set
Yi = {y′

1, y
′
2, · · · , y′

ni
} //kPoses for each action Xi

P = {p1, p2, · · · , pm} //a novel action sequence
Output:T //the type of the novel action
1. begin
2. for j = 1 to m do begin
3. compute the nearest kPose yi for pj

4. M(yi) ← M(yi) + 1 // matrix M record the number
5. end //of poses for each kPose
6. for l = 1 to K do begin
7. for k = 1 to nl do begin
8. suml ← M(yk) + suml

9. end //for on line 7
10. end //for on line 6
11. T = arg maxK

l=1 suml

12. end

For instance, assuming α = 0.8, n = 20, the probability of making wrong deci-
sion is 0.26%. Then, assuming there are 5 kPoses for an action, the probability
of making wrong decision on the action class is 1 − (1 − 0.26%)5 = 1.29%.

5 Experiment

We evaluated our approach on Weizmenn data set [1] in terms of the procedure
of kPose computation, action recognition rate, and parameter of the distribution
of intra- and inter-class distance. This data set consists of ten actions performed
by nine subjects. There are a total of 93 videos and 5600 frames.

Fig. 4. The procedure of clustering an action into classes of poses: (a) skip, (b) jump,
(c) jack, (d) run, (e) side, (f) walk, (g) pjump, (h) wave2, (i) bend, (j) wave1

We depict the procedures of 10 times clustering and the estimate value of
different class numbers for each action in Fig. 4. The class number with maximal
estimate value is selected as the kPose number. The number for each action
are: bend 3 kPose, jack 6 kPose, jump 1 kPose, skip 2 kPose, pjump 2 kPose,
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run 3 kPose, side 3 kPose, walk 3 kPose, wave1 4 kPose and wave2 7 kPose.
The total of 34 kPoses are computed for different actions. Finally 28 kPoses
constitute the global set after further selection as described in Section 3.3. There
are two or three actions sharing the same kPose: kPose #5 ∈ jack, side, pjump,
kPose #25 ∈ run, skip, walk, kPose #3 ∈ run, skip, and kPose #19 ∈ run, side.

Similar to our work, [5, 6, 7, 8, 9, 10] use parts of the entire videos for action
recognition on Weizmann data set. As show in Table 5a, the proposed method
yields competitive results. Specially, using only 28 kPose for 10 actions, average
2.8 kPose per action, recognition result of 97.6% are obtained.

Fig. 5b shows the confusion matrix of recognition result. Our approach per-
fectly classifies 8 of all the actions while only mis-classifying two examples in
the remaining 2 actions. The kPose for jump is {#16} and the kPose for pjump
is {#28,#5}. There isn’t the same kPose for both actions, but one kPose for
jump makes the recognition less robust.

Method Rec.rate(%) #frames

Ours 97.6 Average 2.8

Roth [17] 94.2 2

Mauthner [14] 91.3 2

94.3 6

Thurau[19] 70.4 1

94.4 all

Niebles[15] 55.0 1

72.8 all

Schindler[18] 93.5 2

96.6 3

99.6 10

Hatun[9] 92 half

Blank[2] 100 all

Fathi[8] 100 all

(a)Recognition rates and number
of required frames for different ap-
proaches.

bend 1

Jack 1

Jump 1

Pjump 0.11 0.88

Run 0.88 0.11
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(b)The confusion matrix of proposed
kPose method.

Fig. 5. We performed leave-one-person-out experiment. For each action, eight subjects
for action training and one subject for action classification. In Table 5a, the results
[1,5,6,7,8,9,10,21] are copied from the original papers.

To train the PWDM model, pose templates are selected from the data set.
And the rest actions are used in action recognition. To prevent the distribution of
the intra- and inter-class distance from being affected by different poses, we test
four different schemes: 10 videos from one subject; 25 videos from 5 subjects, 5
for each one; 9 videos from 9 subjects like a diagonal matrix; randomly selecting
500 frames of poses (of 5600 frames at all, about 10% of the entire data set). We
calculate μd, μw, σd, σw for the four schemes, and depict in Fig. 6.

Our experiment is based on 500 random poses for distance distribution compu-
tation. Because this selection method made the least influence over the actions
used in recognition part. All evaluations on this data set are performed with
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Fig. 6. Evaluation on the distribution of intra- and inter-class distance. The distribu-
tion function is trained under four different methods of pose template selection. The
expected value and variance preserve slight float around the average value. The vari-
ance of these parameter: μb is 0.4%, σb is 0.7%, μw is 13%, σw is 8% corresponding to
the average of each parameter.

Leave-one-person-out cross-validation, i.e., 8 subjects are used for training, the
remaining one for testing; and this procedure is repeated for all 9 permutations.

6 Conclusion

We present a new action representation method for human action recognition.
KPoses, the representative poses for each action, are extracted to describe the ac-
tions under pose-weighted distribution model which is leaned on pose templates.
Corresponding classification method is carried out in a straight forward way with
the kPose based action representation. Experimental results validated the pro-
posed method by remarkable recognition accuracy on a benchmark data set.

The experiments presented indicate that very few poses already contains suf-
ficient information about action. However, the HoG extracted from each frame
still not enough to present the discriminative information of poses. We believe
that more information obtained by additional feature could have better results.
It is a beneficial attempt to extend the kPose concept to other fields, such as
irregular action detection and complex activities recognition.
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Abstract. Automatic processing of video data is essential in order to
allow efficient access to large amounts of video content, a crucial point in
such applications as video mining and surveillance. In this paper we focus
on the problem of identifying interesting parts of the video. Specifically,
we seek to identify atypical video events, which are the events a human
user is usually looking for. To this end we employ the notion of Bayesian
surprise, as defined in [1, 2], in which an event is considered surprising
if its occurrence leads to a large change in the probability of the world
model. We propose to compute this abstract measure of surprise by first
modeling a corpus of video events using the Latent Dirichlet Allocation
model. Subsequently, we measure the change in the Dirichlet prior of the
LDA model as a result of each video event’s occurrence. This change
of the Dirichlet prior leads to a closed form expression for an event’s
level of surprise, which can then be inferred directly from the observed
data. We tested our algorithm on a real dataset of video data, taken by a
camera observing an urban street intersection. The results demonstrate
our ability to detect atypical events, such as a car making a U-turn or a
person crossing an intersection diagonally.

1 Introduction

1.1 Motivation

The availability and ubiquity of video from security and monitoring cameras
has increased the need for automatic analysis and classification. One urging
problem is that the sheer volume of data renders it impossible for human viewers,
the ultimate classifiers, to watch and understand all of the displayed content.
Consider for example a security officer who may need to browse through the
hundreds of cameras positioned in an airport, looking for possible suspicious
activities - a laborious task that is error prone, yet may be life critical. In this
paper we address the problem of unsupervised video analysis, having applications
in various domains, such as the inspection of surveillance videos, examination of
3D medical images, or cataloging and indexing of video libraries.

A common approach to video analysis serves to assist human viewers by mak-
ing video more accessible to sensible inspection. In this approach the human
judgment is maintained, and video analysis is used only to assist viewing. Algo-
rithms have been devised to create a compact version of the video, where only
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certain activities are displayed [3], or where all activities are displayed using
video summarization [4].

We would like to go beyond summarization; starting from raw video input, we
seek an automated process that will identify the unusual events in the video, and
reduce the load on the human viewer. This process must first extract and analyze
activities in the video, followed by establishing a model that characterizes these
activities in a manner that permits meaningful inference. A measure to quantify
the significance of each activity is needed as a last step.

1.2 Related Work

Boiman and Irani [3] propose to recognize irregular activities in video by con-
sidering the complexity required to represent the activity as a composition of
codebook video patches. This entails dense sampling of the video and is there-
fore very time consuming, making it cumbersome to apply this algorithm to real
world data. Itti and Baldi [1] present a method for surprise detection that oper-
ates in low-level vision, simulating early vision receptors. Their work is directed
at the modeling and prediction of human visual attention, and does not address
the understanding of high level events.

Other researchers use Bayesian topic models as a basis for the representation
of the environment and for the application of inference algorithms. To detect
landmark locations Ranganathan and Dellaert [5] employ the surprise measure
over an appearance place representation. Their use of only local shape features
makes their approach applicable in the field of topological mappings, but not in
object and behavior based video analysis. Two closely related models are that
of Hospedales et. al. [6] and Wang et. al. [7]. Both models use topic models over
low level features to represent the environment. [6] uses Bayesian saliency to
recognize irregular patterns in video scenes, while [7] defines abnormal events
as events with low likelihood. Both approaches may be prone to the ‘white
snow paradox’ [1], where data that is more informative in the classic Shannon
interpretation does not necessarily match human semantic interests.

1.3 Our Approach

We present a generative probabilistic model that accomplishes the tasks outlined
above in an unsupervised manner, and test it in a real world setting of a webcam
viewing an intersection of city streets.

The preprocessing stage consists of the extraction of video activities of high
level objects (such as vehicles and pedestrians) from the long video streams
given as input. Specifically, we identify a set of video events (video tubes) in
each video sequence, and represent each event with a ‘bag of words’ model. In
previous work words were usually chosen to be local appearance features, such as
SIFT [8,9] or spatio-temporal words [10]. We introduce the concept of ‘transition
words’, which allows for a compact, discrete representation of the dynamics
of an object in a video sequence. Despite its simplicity, this representation is
successful in capturing the essence of the input paths. The detected activities
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are then represented using a latent topic model, a paradigm that has already
shown promising results [6, 9, 11, 12].

Next, we examine the video events in a rigorous Bayesian framework, to iden-
tify the most interesting events present in the input video. Thus, in order to
differentiate intriguing events from the typical commonplace events, we measure
the effect of each event on the observer’s beliefs about the world, following the
approach put forth in [1, 2]. We propose to measure this effect by comparing
the prior and posterior parameters of the latent topic model, which is used to
represent the overall data. We then show that in the street camera scenario, our
model is able to pick out atypical activities, such as vehicle U-turns or people
walking in prohibited areas.

The rest of the paper is organized as follows: in Section 2 we describe the basic
extraction and representation of activities in input videos. In Section 3 the ‘bag
of words’ model is used to represent the input in a statistical generative manner
as explained above. Section 4 and Section 5 introduce the Bayesian framework
for identifying atypical events, and in Section 6 the application of this framework
to real world data is presented.

2 Activity Representation
2.1 Objects as Space Time Tubes

To recognize unusual activities in input videos, we first need to isolate and
localize objects out of the image sequence. The fundamental representation of
objects in our model is that of ‘video tubes’ [13]. A tube is defined by a sequence
of object masks carved through the space time volume, assumed to contain a
single object of interest (e.g., in the context of street cameras, it may be a vehicle
or a pedestrian). This localizes events in both space and time, and enables the
association of local visual features with a specific object, rather than an entire
video.

Tubes are extracted by first segmenting each video frame into background
and foreground regions, using a modification of the ‘Background Cut’ method,
described in [14]. Foreground blobs from consecutive frames are then matched by
spatial proximity to create video tubes that extend through time. A collection
of tubes extracted from an input video sequence is the corpus used as the basis
for later learning stages.

2.2 Trajectories

An obvious and important characteristic of a video tube is its trajectory, as de-
fined by the sequence of its spatial centroids. Encoding the dynamics of an object
is a crucial step for successful subsequent processing. A preferable encoding in
our setting should capture the characteristic of the tube’s path in a compact and
effective way, while considering location, speed and form.

Of the numerous existing approaches, we use a modification of the method
suggested in [15]. Denote the displacement vector between two consecutive spa-
tial centroids Ct and Ct+1 as D =

−−−−→
CtCt+1 (Fig. 1a). Since the temporal difference
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is constant (a single frame interval between centroids) we may ignore it, and as-
sume D has only spatial components (Δx,Δy). Quantization of possible values
of D is obtained through the following procedure: First, the magnitude of all
displacement vectors is normalized by the largest displacement found in the tra-
jectory - ‖D‖max. Then the normalized magnitude is assigned to one of three
uniform quantization levels. The orientation component of each displacement
vector is binned into one of eight sectors of the unit circle, each sector covering
π/4 radians. The combination of three magnitude scales and eight orientation
sectors gives 24 quantization bins (Fig. 1b). Adding another bin to indicate zero
displacement, we have a total of 25 displacement bins. After quantizing all of the
displacement vectors of a trajectory, we create a transition occurrence matrix
(Fig. 1c), indicating the frequency of bin transitions in the tube.

This matrix can be viewed as a histogram of ‘transition words’, where each
word describes the transition between two consecutive quantized displacement
vectors. The final representation of a trajectory is this histogram, indicating the
relative frequency of the 625 possible transitions.

(a) (b) (c)

Fig. 1. Trajectory representation: the three stages of our trajectory representation: (a)
compute the displacement of the centroids of the tracked object between frames, (b)
quantize each displacement vector into one of 25 quantization bins, and (c) count the
number of different quantization bin transitions in the trajectory into a histogram of
bin transitions

3 Modeling of Typical Activities Using LDA

The Latent Dirichlet Allocation (LDA) model is a generative probabilistic model,
first introduced in the domain of text analysis and classification [16]. As other
topic models, it aims to discover latent topics whose mixture is assumed to be the
underlying cause of the observed data. Its merits lie in that it is a truly generative
model that can be learned in a completely unsupervised manner, it allows the use
of priors in a rigorous Bayesian manner, and it does not suffer from over-fitting
issues like its closely related pLSA model [17]. It has been successfully applied
recently to computer vision tasks, where the text topics have been substituted
with scenery topics [9] or human action topics [12].

As is common with models from the ‘bag of words’ paradigm, the entities
in question (video tubes, in our case) are represented as a collection of local,
discrete features. The specific mixture of topics of a single video tube determines
the observed distribution of these features.
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More formally, assume we have gathered a set of video tubes and their trajec-
tories in the corpus T = {T1, T2, ..., Tm}. Each tube is represented as a histogram
of transition words taken from the trajectory vocabulary V = {w1−1, w1−2, ...,
w25−24, w25−25}, |V | = 625. Thus the process that generates each trajectory Tj

in the corpus is:

1. Choose N ∼ Poisson(ξ), the number of feature words (or, in effect, the
length of the trajectory).

2. Choose θ ∼ Dirichlet(α), the mixture of latent topics in this tube.
3. For each of the N words wn, where 1 ≤ n ≤ N :

– Choose a topic zn ∼ Multinomial(θ)
– Choose a codebook word wn from the multinomial distribution

p(wn | zn, β)

In this model, α is a k-dimensional vector that is the parameter for the Dirichlet
distribution, k is the predetermined number of hidden topics, and β is a k × V
matrix that characterizes the word distributions conditioned on the selected
latent topic. The entry βi,j corresponds to the measure p(wj = 1 | zi = 1).
A plate notation representation of the model is shown in Fig. 2a. The joint
distribution of the trajectory topic mixture θ, the set of transition words w and
their corresponding topics z can be summarized as:

p(θ,w, z | α, β) = p(θ | α)
N∏

n=1

p(zn | θ)p(wn | zn, β) (1)

Once the model has been learned and the values of the vector α and the matrix
β are known, we can compute the posterior distribution of the hidden variables
of a new unseen tube:

p(θ, z | w, α, β) =
p(θ,w, z | α, β)
p(w | α, β)

(2)

Fig. 2. (a) Graphical model represntation of LDA using plate notation. (b) Simplified
model used to approximate the posterior distribution.
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Although this distribution is computationally intractable, approximate inference
algorithms such as Gibbs sampling or variational methods can be used. The
basic principle behind the variational approach [18] is to consider a simplified
graphical model, where problematic ties between variables are removed. The
edges between θ, z, and w cause the coupling between θ and β, which is the
reason for the intractibility of Eq. (2). Dropping these edges and incorporating
the free variational parameters γ and φ into the simplified model (Fig. 2b), we
acquire a family of distributions on the latent variables that is tractable:

q(θ, z | γ, φ) = q(θ | γ)
N∏

n=1

q(zn | φn) (3)

where γ approximates the Dirichlet parameter α and φ mirrors the multinomial
parameters β.

Now an optimization problem can be set up to minimize the difference be-
tween the resulting variational distribution and the true (intractable) posterior,
yielding the optimizing parameters (γ∗, φ∗), which are a function of w. The
Dirichlet parameter γ∗(w) is the representation of the new trajectory in the
simplex spanned by the latent topics. Thus it characterizes the composition of
the actual path out of the k basic trajectory topics.

Based on this inference method, Blei [16] suggests an alternating variational
EM procedure to estimate the parameters of the LDA model:

1. E-Step: For each tube, find the optimizing values of the variational param-
eters {γ∗

t , φ
∗
t : t ∈ T.}

2. M-Step: Maximize the resulting lower bound on the log likelihood of the
entire corpus with respect to the model parameters α and β.

The estimation of the model’s parameters α and β completes our observer’s
model of its world. The Dirichlet prior α describes the common topic mixtures
that are to be expected in video sequences taken from the same source as the
training corpus. A specific mixture θt determines the existence of transitions
found in the trajectory using the per-topic word distribution matrix β. Crude
classification of tubes into one of the learned latent topics can be done simply
by choosing the topic that corresponds to the maximal element in the posterior
Dirichlet parameter γ∗

t .

4 Surprise Detection

The notion of surprise is, of course, human-centric and not well defined. Sur-
prising events are recognized as such with regard to the domain in question,
and background assumptions that can not always be made explicit. Thus, rule
based methods that require manual tuning may succeed in a specific setting,
but are doomed to failure in less restricted settings. Statistical methods, on the
other hand, require no supervision. Instead, they attempt to identify the ex-
pected events from the data itself, and use this automatically learned notion of
typicality to recognize the extraordinary events.
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Such framework is proposed in the work by Itti [1] and Schmidhuber [2].
Dubbed ‘Bayesian Surprise’, the main conjecture is that a surprising event from
the viewpoint of an observer is an event that modifies its current set of beliefs
about the environment in a significant manner. Formally, assume an observer
has a model M to represent its world. The observer’s belief in this model is
described by the prior probability of the model p(M) with regard to the entire
model space M. Upon observing a new measurement t, the observer’s model
changes according to Bayes’ Law:

p(M | t) =
p(M)p(t | M)

p(t)
(4)

This change in the observer’s belief in its current model of the world is defined
as the surprise experienced by the observer. Measurements that induce no or
minute changes are not surprising, and may be regarded as ‘boring’ or ‘obvious’
from the observer’s point of view. To quantify this change, we may use the KL
divergence between the prior and posterior distributions over the set M of all
models:

S(t,M) = KL(p(M), p(M | t)) =
∫
M

p(M)log
p(M)

p(M | t)dM (5)

This definition is intuitive in that surprising events that occur repeatedly will
cease to be surprising, as the model is evolving. The average taken over the
model space also ensures that events with very low probability will be regarded
as surprising only if they induce a meaningful change in the observer’s beliefs,
thus ignoring noisy incoherent data that may be introduced.

Although the integral in Eq. (5) is over the entire model space, turning this
space to a parameter space by assuming a specific family of distributions may
allow us to compute the surprise measure analytically. Such is the case with
the Dirichlet family of distributions, which has several well known computa-
tional advantages: it is in the exponential family, has finite dimensional sufficient
statistics, and is conjugate to the multinomial distribution.

5 Bayesian Surprise and the LDA Model

As noted above, the LDA model is ultimately represented by its Dirichlet prior α
over topic mixtures. It is a natural extension now to apply the Bayesian surprise
framework to domains that are captured by LDA models.

Recall that video tubes in our ‘bag of words’ model are represented by the
posterior optimizing parameter γ∗. Furthermore, new evidence also elicits a new
Dirichlet parameter for the world model of the observer, α̂. To obtain α̂, we
can simulate one iteration of the variational EM procedure used above in the
model’s parameters estimation stage, where the word distribution matrix β is
kept fixed. This is the Dirichlet prior that would have been calculated had the
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new tube been appended to the training corpus. The Bayesian Surprise formula
when applied to the LDA model can be now written as:

S(α, α̂) = KLDIR(α, α̂) (6)

The Kullback - Leibler divergence of two Dirichlet distributions can be computed
as [19]:

KLDIR(α, α̂) = log
Γ (α)
Γ (α̂)

+
k∑

i=1

log
Γ (α̂i)
Γ (αi)

+
k∑

i=1

[αi − α̂i][ψ(αi) − ψ(α)] (7)

where

α =
k∑

i=1

αi and α̂ =
k∑

i=1

α̂i

and Γ and ψ are the gamma and digamma functions, respectively.
Thus each video event is assigned a surprise score, which reflects the tube’s

deviation from the expected topic mixture. In our setting, this deviation may
correspond to an unusual trajectory taken by an object, such as ‘car doing a U-
turn’, or ‘person running across the road’. To obtain the most surprising events
out of a corpus, we can select those tubes that receive a surprise score that is
higher than some threshold.

6 Experimental Results

6.1 Dataset

Surveillance videos are a natural choice to test and apply surprise detection al-
gorithms. Millions of cameras stream endless videos that are notoriously hard to
monitor, where significant events can be easily overlooked by an overwhelmed
human observer. We test our model on data obtained from a real world street
camera, overlooking an urban road intersection. This scenario usually exhibits
structured events, where pedestrians and vehicles travel and interact in mostly
predefined ways, constrained by the road and sidewalk layout. Aside from secu-
rity measures, intersection monitoring has been investigated and shown to help
in reducing pedestrian and vehicle conflicts, which may result in injuries and
crashes [20].

The training input sequence consists of an hour of video footage, where frame
resolution is 320x240 and the frame rate is 10fps. The test video was taken
in the subsequent hour. The video was taken during the morning, when the
number of events is relatively small. Still, each hour contributed about 1000
video tubes. The same intersection at rush hours poses a significant challenge to
the tracking algorithm due to multiple simultaneous activities and occlusions,
but this tracking is not the focus of this work. Subsequent analysis is agnostic
to the mode of tube extraction, and the method we used can be easily replaced
by any other method.
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6.2 Trajectory Classification

The first step in our algorithm is the construction of a model that recognizes
typical trajectories in the input video. We fix k, the number of latent topics to
be 8. Fig. 3 shows several examples of classified objects from four of the eight
model topics, including examples from both the training and test corpora. Fig. 4
shows the distribution of trajectories into topics, in the train and test corpora.

Note that some of the topics seem to have a semantic meaning. Thus, on the
basis of trajectory description alone, our model was able to automatically catalog
the video tubes into semantic movement categories such as ‘left to right’, or ‘top
to bottom’, with further distinction between smooth constant motion (normally
cars) and the more erratic path typically exhibited by people. It should be noted,
however, that not all latent topics correspond with easily interpretable patterns
of motion as depicted in Fig. 3. Other topics seem to capture complicated path
forms, where pauses and direction changes occur, with one topic representing
‘standing in place’ trajectories.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. Trajectory classifications: (a,b) cars going left to right, (c,d) cars going right
to left, (e,f) people walking left to right, and (g,h) people walking right to left
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Fig. 4. Number of trajectories assigned to each topic in the train (left) and test (right)
corpora. 1306 tubes were extracted from the training sequence, and 1364 from the test
sequence.
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6.3 Surprising Events

To identify the atypical events in the corpus, we look at those tubes which have
the highest surprise score. Several example tubes which fall above the 95th per-
centile are shown in Fig. 6. They include such activities as a vehicle performing
a U-turn, or a person walking in a path that is rare in the training corpus, like
crossing the intersection diagonally.
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Fig. 5. Posterior Dirichlet parameters γ∗ values for the most surprising (a) and typical
(b) events. Each plot shows the values of each of the k = 8 latent topics. Note that the
different y scales correspond to different trajectory lengths (measured in frames).

(a) (b) (c)

(d) (e) (f)

Fig. 6. Surprising events: (a) a bike turning into a one-way street from the wrong way,
(b) a car performing a U-turn, (c) a bike turning and stalling over pedestrian crossing,
(d) a man walking across the road, (e) a car crossing the road from bottom to top, (f)
a woman moving from the sidewalk to the middle of the intersection.
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In Fig. 5 the γ∗ values of the most surprising and typical trajectories are
shown. It may be noted that while ‘boring’ events generally fall into one of
the learned latent topics exclusively (Fig. 5b), the topic mixture of surprising
events has massive counts in several topics at once (Fig. 5a). This observation
is verified by computing the mean entropy measure of the γ∗ parameters, after
being normalized to a valid probability distribution:

H(γsurprising) = 1.2334, H(γtypical) = 0.5630

7 Conclusions

In this work we presented a novel integration between the generative probabilistic
model LDA and the Bayesian surprise framework. We applied this model to
real world data of urban scenery, where vehicles and people interact in natural
ways. Our model succeeded in automatically obtaining a concept of the normal
behaviors expected in the tested environment, and in applying these concepts
in a Bayesian manner to recognize those events that are out of the ordinary.
Although the features used are fairly simple (the trajectory taken by the object),
complex surprising events such as a car stalling in its lane, or backing out of its
parking space were correctly identified, judged against the normal paths present
in the input.
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Abstract. There is an abundant literature on face detection due to its
important role in many vision applications. Since Viola and Jones pro-
posed the first real-time AdaBoost based face detector, Haar-like features
have been adopted as the method of choice for frontal face detection. In
this work, we show that simple features other than Haar-like features can
also be applied for training an effective face detector. Since, single feature
is not discriminative enough to separate faces from difficult non-faces, we
further improve the generalization performance of our simple features by
introducing feature co-occurrences. We demonstrate that our proposed
features yield a performance improvement compared to Haar-like fea-
tures. In addition, our findings indicate that features play a crucial role
in the ability of the system to generalize.

1 Introduction

Face detection is an important first step for several computer vision applica-
tions. It was not until recently that face detection problem received considerable
attention among researchers owing to the impressive performance of Viola and
Jones’ face detector [1]. Their detector was the first algorithm that achieved
real-time detection speed and high accuracy comparable to previous state of the
art methods. Their work consists of three contributions. The first contribution
is a cascade of classifiers. The second contribution is the boosted classifier where
a combination of linear classifiers is formed to achieve fast calculation time with
high accuracy. The last contribution is a simple rectangular Haar-like feature
which can be extracted and computed in fewer than ten Central Processing Unit
(CPU) operations using integral image.

Haar-like wavelet features are defined as a difference between the accumulated
intensities of filled rectangles and unfilled rectangles. Several researchers have
proposed various approaches to extend the robustness and discriminative power
of Haar-like features [2, 3]. Lienhart et al. proposed a novel set of rotated Haar-
like features which can also be calculated efficiently [2]. Li and Zhang later
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proposed a simple Haar wavelet, which separates Haar-like rectangles at some
distance apart [3]. The authors tested their proposed features on multi-view
faces and demonstrated excellent performance. Huang et al. [4] further extended
Haar-like features in a slightly different way. Instead of using rectangles, they
proposed sparse granular features, which represent a sum of pixel intensities
in a square. An efficient weak learning algorithm is introduced which adopts
heuristic search method in pursuit of discriminative sparse granular features.
Since, sparse granular features have a smaller rectangular region than Haar-like
features; it has a better discriminative power for multi-view faces due to their
less within-class variance.

Nonetheless, Haar-like wavelet and its variants are not the only visual de-
scriptor that has gained tremendous success, other locally extracted features,
e.g., edge orientation histograms (EOH) [5], Histogram of Oriented Gradients
(HoG) [6], Local Binary Pattern (LBP) operator [7], have also performed re-
markably well in vision applications. Levi and Weiss [5] proposed EOH which
divides edges into a number of bins. Three set of features are then used to de-
scribe an image region:- a ratio between each orientation, a ratio between a
single orientation and the difference between two symmetric orientations. For
frontal face detection, EOH achieves state of the art performance using only a
few hundred training images. Dalal and Triggs proposed histogram of oriented
gradients in the context of human detection [6]. Their method uses a dense grid
of histogram of oriented gradients, computed over blocks of various sizes. Ojala
et al. proposed LBP feature, which is derived from a general definition of tex-
ture in local neighborhood [7]. Two most important properties of LBP operators
are its invariance against illumination changes and its computational simplicity.
Recently, Wang et al. [8] combined HoG and LBP descriptors as the feature set
for human detection. The authors reported that the combined classifier yields
the best descriptor for classifying pedestrians.

Although these recently proposed descriptors have shown excellent results in
many empirical studies, when compared to simple Haar-like features, they have
a much higher complexity and computation time. Since, face data sets are less
complex than human data sets, i.e., faces have less variation than human and
partial occlusions happen less in faces, we simplify the best descriptor reported
in Wang et al. [8], namely a combination of HoG and LBP, for the task of
face detection. Our aim is to lower the time it takes to extract features while
maintaining their high discriminative power. In order to further improve the
generalization performance of our simple features, we create a more distinctive
features combination using sparse least square regression.

The rest of the paper is organized as follows. Section 2 begins by describing
the concept of HoG and LBP descriptors. We then provide details of our simple
edge descriptors, which combine the strength of both HOG and LBP descriptors,
and propose our joint features. Numerous experimental results are presented in
Section 3. Section 4 provides a brief discussion of our proposed features. We
conclude the paper in Section 5.
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2 Simple Edge Descriptors

Our descriptors are based on HOG and LBP features, which have shown to give
excellent results in many vision applications. The intuition of our descriptors is
that the appearance of faces can be well characterized by horizontal, vertical
and diagonal edges, as shown in [1]. Hence, we modify parameters’ value used
in HoG and LBP to reduce the feature extraction time. In this section, we first
give a brief review of HoG and LBP descriptors. We then mention how we adopt
HoG and LBP to face detection problem.

2.1 HoG and LBP

After Lowe proposed Scale Invariant Feature Transformation (SIFT) [9], many
researchers have studied the use of orientation histograms in other areas. Dalal
and Triggs [6] proposed histogram of oriented gradients in the context of human
detection. Their method uses a dense grid of histogram of oriented gradients,
computed over blocks of various sizes. Each block consists of a number of cells.
A local 1D orientation histogram of gradients is formed from the gradient ori-
entations of sample points within a region. Each histogram divides the gradient
angle range into a predefined number of bins. The gradient magnitudes vote
into the orientation histogram. In [6], each block is quantized into 2×2 cells and
the gradient angle in each cell is quantized into 9 orientations (unsigned gradi-
ents, i.e., [0, 180] degrees), resulting in a 36-dimensional descriptor (9 bins/cell
× 4 cells/block). In their approach, the final object descriptor is obtained by
concatenating the orientation histograms over all blocks.

LBP was first proposed as a gray level invariant texture primitive. LBP op-
erator describes each pixel by its relative gray level to its neighbouring pixels,
e.g., if the gray level of the neighbouring pixel is higher or equal, the value is
set to one, otherwise to zero. Hence, each center pixel can be represented by a
binary string. The histogram of binary patterns computed over a region is then
used to describe image texture. Fig. 1 illustrates LBP of radius 1 pixel with
8 neighbours. For LBP of radius 1 pixel, an 8-bit binary number is generated,
resulting in 28 distinct values for the binary pattern. LBP has several properties
that favour its usage, e.g., it is robust against illumination changes, has high
discriminative power and also fast to compute.

2.2 Rectangular Features Based on HoG and LBP

Similar to HoG and LBP, we consider the change of pixel intensities in a small
image neighbourhood to provide a measurement of local gradients inside each
rectangular region. For HoG, we set the number of cells in each block to be
one. Each block can have various rectangular sizes. For LBP, a binary pattern
is extracted inside a given rectangular region. In this paper, we simplify the
computational complexity of both HoG and LBP features for fast feature ex-
traction time. To achieve this, we quantize the gradient angle into 2 orientations
(horizontal and vertical axes). We build histogram for both signed and unsigned
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Fig. 1. Top: An illustration of LBP. Bottom: An illustration of our edge binary pattern.
Both descriptors have a radius of 1 pixel.

gradients. Hence, each block can be represented by a 4-D feature vector. A vec-
tor is normalized to an �2 unit length. We also represent our features similar to
LBP by making use of binary pattern on a smaller neighbourhood. Fig. 1 illus-
trates our simplified edge binary pattern of radius 1 pixel. For each rectangular
block, we normalize HoG and LBP separately and concatenate them to get the
final block descriptor. Building on the fundamental concept of HoG and LBP
descriptors, the new descriptor has many invariance properties such as being
tolerance to illumination changes, robustness to image noise, and computational
simplicity. In our paper, multidimensional decision stumps are used as AdaBoost
weak learner to train our features.

2.3 Joint Rectangular Features

In our work, we use the AdaBoost classifier with multidimensional decision
stumps as weak learner. One disadvantage of training a weak learner with a
single feature is that the generalization performance hardly improves in later
rounds of boosting. Many researchers have observed that adding more weak
learners can reduce the training error but not the generalization error [3,10,11].
More importantly, the detection performance of single features drops drastically
in later stages of the cascade. We believe that single features are not discrimi-
native enough to separate faces from difficult non-faces.

The use of feature co-occurrences in each weak classifier has been shown to yield
higher classification performance compared to the use of a single feature [11]. Sim-
ilar to Mita et al. [11], we solve this problem by applying the concept of joint fea-
tures to create a more distinctive co-occurrence of features. Instead of using class-
conditional joint probabilities, we approach this problem by using sparse least
square regression to train our weak classifiers. Least square regression is proved
to be one of the most effective weak classifiers in various literatures [12,13]. Joint
features using sparse least square regression make it possible to classify difficult
samples that are misclassified by weak classifiers using a single feature.
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Let training data sets consist of n samples (Xi, yi), i = 1..n, where Xi =
[R1, R2, .., Rj ] is the vector of 1D rectangular features and yi is an object class
∈ {−1, 1}. The least square model has the form f(X,β) = β1R1 + β2R2 + · · ·+
βjRj + β0. The least square method finds optimum parameters, β̂, where the

weighted sum of squared residuals,
∑n

i=1 wi[yi − f(Xi, β̂)]
2
, is minimized. Here,

wi is the sample weights. In order to construct a set of distinctive feature co-
occurrences, we focus on a subset of rectangular features. In other words, we add
a sparsity constraint into our least square problem. The optimization problem
can now be defined as

min
i

∑
i

wi[yi − f(Xi, β̂)]
2
, (1)

subject to Card(β) = k,

where Card(β) = k is an additional sparsity constraint and Card(·) counts the
number of nonzero components. The problem is non-convex, combinatorial and
NP-hard. Since, least square problem can be viewed as Generalized Rayleigh
Quotient problem [14], an efficient greedy approach similar to the one proposed
in [15] can be adopted here. In other words, the optimal solution to sparse
generalized Eigen-value decomposition [15] is also the optimal solution to our
sparse least square regression.

To improve the generalization performance, a simple decision stump is intro-
duced to each rectangular feature. Hence, each feature value is represented by
a decision stump’s output (binary response), specifying object or non-object,
respectively. The threshold value in threshold function is selected based on Ad-
aBoost sample weights in each iteration.

3 Experiments

This section is organized as follows. The data sets used in this experiment,
including how the performance is analyzed, are described. Experiments and the
parameters used are then discussed. Finally, experimental results and analysis
of different techniques are presented.

3.1 Frontal Face Detection

Due to its efficiency, Haar-like rectangle features [1] have become a popular choice
as image features in the context of face detection. We compare our rectangular fea-
tures with Haar-like features. Similar to the work in [1], the weak learning algo-
rithm known as decision stumps is used here due to their simplicity and efficiency.

Performances on Single-node Classifiers. In order to demonstrate the per-
formance of our features, we replace Haar wavelet like features used in [1] with
our features. In the first experiment, we compare a single strong classifier learned
using AdaBoost with Haar wavelet like features and our proposed rectangular
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Fig. 2. Best viewed in color. Comparison of (a) error rates between Haar-like features
and rectangular features. The joint rectangular classifier consists of two rectangles in
each weak classifier. (b) false alarm rates on test sets between Haar-like features and
rectangular features.

features. The data sets consist of 10, 000 mirrored faces. They were divided into
three training sets and two test sets. Each training set contains 2, 000 face ex-
amples and 2, 000 non-face examples. The faces were cropped and rescaled to
images of size 24×24 pixels. For non-face examples, we randomly selected 5, 000
non-face patches from non-faces images and added 5, 000 difficult non-faces, for
a total of 10, 000 patches. For each experiment, three different classifiers are gen-
erated, each by selecting two out of the three training sets and the remaining
training set for validation. The performance is measured by two different curves:-
the test error rate and the classifier learning goal (the false alarm error rate on
test sets given that the detection rate on the validation set is fixed at 99%).

Experimental results are shown in Figs. 2a and 2b. The following observations
can be made from these curves. Having the same number of learned features,
rectangular features achieves lower generalization error rate and false positive
error than Haar features. Based on our observations, Haar features seem to
perform slightly better than rectangular when the number of features is less
than 5. This is not surprising since Haar features contain more variety of shapes
than our rectangular features. The first few selected Haar features often combine
different parts of the faces and therefore would be more discriminative than our
rectangular shape. The performance of our joint rectangular features is also
shown in the figure. On face data sets, we observe a lower error rate when we
combine two rectangular features. Combining three or more rectangular features
does not improve the performance any further.

Performances on Cascades of Strong Classifiers. In the next experiment,
we used 2, 500 frontal faces (5, 000 mirrored faces) that we obtained from [1]. All
faces were cropped and rescaled to a size of 24×24 pixels. For non-face examples,
we randomly downloaded over 7, 000 images of various sizes from the internet.
We used MIT+CMU test sets to test our system. The set contains 130 images
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Fig. 3. Performance comparison between our rectangular features, joint rectangular
features and Haar features on cascades of strong classifiers

with 507 frontal view faces. We set the scaling factor to 1.2 and window shifting
step to 1. The technique used for merging overlapping windows is similar to [1].
Multiple detections of the same face in an image are considered false detections.

For fair evaluation of both rectangular and Haar-like features, we adopted
a simple cascade as proposed in [1]. Each cascade layer consists of the same
number of features (weak classifiers). The non-face samples used in each cascade
layer are collected from false positives of the previous stages of the cascade
(bootstrapping). The cascade training algorithm terminates when there are not
enough negative samples to bootstrap. Fig. 3 shows a comparison between the
Receiver Operating Characteristic (ROC) curves produced by both features.
The ROC curves show that rectangular features outperform Haar-like features
at all false positive rates. Similar to previous experiment, the combination of two
rectangular features in each weak classifier performs best. From the figure, the
performance gap between single and joint features is wider at low number of false
positives, i.e., at 85% detection rate, joint features achieve 10 less false positives
than single features. Experimental results indicate that the type of features we
use has a crucial role in the ability of the system to generalize. Fig. 4 shows single
and joint rectangular features selected in the first cascade layer. Most selected
patches cover the area around the eyes and forehead.

Since, face labeling process is rather tedious and time consuming; it is quite
common that the labeled faces are misaligned and rotated. In the next exper-
iment, we compare the performance of rectangular features and Haar-like fea-
tures on noisy face data sets. In other words, we want to determine how much
effect the noisy training data will have on the detection performance. We au-
tomatically rotate, shift and illuminate faces in the training sets using some
predefined rules. Some of the modified faces are shown in Fig. 5. Similar to
previous experiments, we used AdaBoost to train both features. Some readers
might point out that AdaBoost is vulnerable to handling noisy data and the use
of other classifiers, e.g., LogitBoost [16] and BrownBoost [17], would yield better
generalization. However, this would defeat the purpose of comparing Haar fea-
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Joint rectangular features

Single rectangular features

Fig. 4. The first few selected rectangular features from the first layer of cascade. Black
boxes indicate HoG features and white boxes indicate LBP feature.

Fig. 5. Manipulated faces. Top row: faces are exposed to random illumination changes
and translated randomly. Second row: faces are randomly in plane rotated and exposed
to random illumination changes. Third row: faces are randomly in plane rotated and
randomly translated. Last row: faces are randomly rotated, randomly translated and
exposed to random illumination changes.

Table 1. Performance comparison of classifiers using rectangular features and Haar-like
features on noisy data sets. Here, we compare the detection rate on MIT+CMU test sets
when the number of false positives is 50. R means faces are in plane rotated. L means
faces are exposed to illumination changes (lighting). M means faces are translated by
a few pixels (misaligned).

Rectangle shaped Haar-like features Perf. Improvement

Original 0.905 0.878 3.0%
R+L 0.844 0.790 6.3%
M+L 0.856 0.821 4.3%
R+M 0.835 0.814 2.5%
R+M+L 0.826 0.739 12.0%
Average 0.853 0.808 5.5%
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tures with rectangular features. Table 1 shows detection rates of both features
when trained on different noisy data sets and tested on MIT+CMU test sets.
Based on our results, rectangular features are much better at handling noisy
training data. We notice less performance drop when the classifier is trained
with rectangular features.

The disadvantage of rectangular features compared to Haar-like features is
that we now have to keep 8 integral images in the memory for fast feature
extraction (signed and unsigned vertical edge responses, signed and unsigned
horizontal edge responses and 4 bins for LBP histogram). In terms of an eval-
uation time, rectangular features have a higher evaluation time than Haar-like
features due to an overhead in integral images’ calculation.

4 Discussion

In this paper, we proposed a simple and robust local feature descriptor for face
detection. Our rectangular features can be denoted by a 4-tuple, (x, y, w, h),
where x and y denote the x-coordinate and y-coordinate of the top left position
of the block, w and h are the width and height of the rectangles, respectively.
Rectangular features are based on simplified HoG and LBP features. Our sim-
plified HoG can be viewed as a sum of edge responses, in vertical and horizontal
directions. For unsigned gradients, we apply an absolute value function to edge
responses. The absolute value of a real number is its numerical value without its
sign. From image processing point of view, the absolute values of the intensity
changes represent the magnitude of the edges without taking into consideration
the polarity of the edges. Each rectangle is represented by a 4-D feature vec-
tor, which is normalized to an �2 unit length. Simplified binary operator can be
viewed as applying the simple threshold function to both vertical and horizontal
edge responses. The threshold function can be classified as one form of activation
functions commonly used in neural network. The output of the functions takes
on the value of 1 or 0 depending on the sign of both horizontal and vertical
gradients, (2).

φ1(x, y) =
{

1 if x ≥ 0 and y ≥ 0;
0 otherwise,

φ2(x, y) =
{

1 if x ≥ 0 and y < 0;
0 otherwise,

φ3(x, y) =
{

1 if x < 0 and y ≥ 0;
0 otherwise,

φ4(x, y) =
{

1 if x < 0 and y < 0;
0 otherwise. (2)

where x and y denote vertical and horizontal edge responses.
An illustration of our rectangular features based on HoG and LBP is shown in

Fig. 6. We can generalize rectangular features as follows. First, we apply edge fil-
ters to the original image. Edge filter is one of the most popular techniques used
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Fig. 6. An illustration of rectangular features

to detect a rate of changes at any given pixel coordinates. Edge responses can be
calculated from partial derivatives in horizontal and vertical directions of a given
pixel location. After deriving vertical and horizontal edge responses, we apply
two non-linear functions to these responses; namely absolute value function and
2-D threshold function. By introducing non-linearity into low-level features, we
observe an improvement in the overall performance on visual classification tasks.
These non-linear functions might look over-simple. However, many researchers
have reported that applying these simple approach often leads to performance
improvement in vision applications, e.g., binary operator has been used in LBP
to describe image texture as described in Section 2.1, absolute value function has
also been used in Speeded Up Robust Features (SURF) [18] where it performs
remarkably well in describing key-point descriptor. In summary, our rectangular
features consider the change of pixel intensities in a small image neighbourhood
to provide an approximate representation of edge responses inside the specific
region. This finding raises several open questions related to possible face de-
tection features. In the future we plan to research on learning a more efficient
rectangular feature, which would be more memory efficient, work well on general
objects and can achieve a comparable speed to Haar-like features.

5 Conclusion

In this work, we proposed the use of simple edge descriptors, which combine the
discriminative power of HoG with the strength of LBP operators. Since, single
feature is not discriminative enough to separate faces from difficult non-faces,
we further improve the generalization performance of our simple features by
applying feature co-occurrences. Experimental results show that our new features
not only outperform Haar-like features but also yield better generalization when
training on noisy data. On average, we achieve a performance improvement of
5.5% when trained with rectangular features.
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Economy and the Australian Research Council through the ICT Centre of Ex-
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Abstract. This paper addresses the problem of finding correspondences
between two sets of features by using multiple order constraints all
together. First, we build a high-order supersymmetric tensor, called mul-
tiple order tensor, to incorporate the constraints of different orders (e.g.,
unary, pairwise, third order, etc.). The multiple order tensor naturally
merges multi-granularity geometric affinities, thus it presents stronger
descriptive power of consistent constraints than the individual order
based methods. Second, to achieve the optimal matching, we present
an efficient computational approach for the power iteration of the mul-
tiple order tensor. It only needs sparse tensor elements and reduces the
sampling size of feature tuples, due to the supersymmetry of the multi-
ple order tensor. The experiments on both synthetic and real image data
show that our approach improves the matching performance compared
to state-of-the-art algorithms.

1 Introduction

Finding correspondences between two sets of features is a very important prob-
lem in large research areas of computer vision, such as feature tracking, object
recognition, shape matching, wide baseline stereo, 2D and 3D registration. The
correspondence problem is normally referred to as graph matching. Given a set of
features, a graph is used to represent the important internal structure of the fea-
tures(e.g., points). The aim of graph matching is to identify a mapping between
two node sets of two graphs while keeping as much as possible the constraints
between two sets of nodes.

Over the past years, a great number of graph matching approaches were pro-
posed and a comprehensive survey was given by Conte et al. [1]. According to the
complexity of geometric relationships, graph matching problems can be divided
into two categories. The first class is regarded as solving the linear assignment
problem, and the second class is related with solving high-order assignment
problems. The linear assignment problem only concerns about the affinity mea-
sures between two graph nodes(e.g., the Euclidean distance between two feature
points). Such affinity measures rely heavily on local image descriptors (e.g., shape
context[2], sift[3]) in many computer vision tasks, so these first-order methods are
failure-prone due to the image ambiguities, such as repeated patterns, textures
or non-discriminative local appearance. To overcome these problems, the affinity
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measures defined between pairs of feature correspondences have been proposed
to enhance the geometric consistency. If two features in one graph are separately
matched to the other two features in another graph, then the relationships de-
rived from these two pairs of matchings are close to each other. The pairwise
geometric information of features can help to find correct correspondences even
when the features are less or non discriminative.

Recently, several high-order constraints beyond pairwise potentials have been
proposed. For example, Zass and Sashua[4] used hypergraphs to describe the
high-order affinities, and the problem of searching for high-order feature corre-
spondences is transferred to hypergraph matching. Duchenne et al.[5] introduced
a third-order tensor to represent the affinities of feature tuples instead of the
affinity matrix, and a high-order power iteration was used to achieve the final
matching. Chertok et al.[6] also built a third-order affinity tensor and got the
optimal matching by the rank-one approximation of the tensor. However, they
derived a marginalization scheme mapping a triplets tensor to a matrix , and
the rank-one approximation of the affinity tensor was accomplished by matrix
eigendecomposition. In general, high-order graph matching methods, especially
tensor based methods, improve the stability of the affinity model and offer much
better accuracy than the pairwise based approaches.

With different granularities of geometric constraints, first-order potentials
concentrate on individual feature descriptors, while pairwise affinities start to
encode geometric properties like local isometry. Moreover, the high-order poten-
tials bring in stronger geometric consistency constraints on larger scales.

In this paper, we present a novel approach to search for feature correspon-
dences by merging multiple order constraints together, which can be called mul-
tiple order graph matching. Actually, Leordeanu et al.[7] presented a method to
merge information of different orders together, but just limited to second order.
Duchenne et al.[5] expanded to high-order case, however, they just combined
potentials of different orders in a simple manner, without much consideration of
the interrelation among different orders, and their implementation of the ten-
sor power iteration ignored the supersymmetry of the tensor. In general, our
contributions are as follows:

1. We build a high-order supersymmetric tensor to accommodate various
affinities of different orders. Such multiple order tensor has more power-
ful expressivity of consistent relationships than the individual order affinity
models.

2. We present an efficient approach to implement the power iteration of the
multiple order tensor, while just using a small number of its elements. Our
method takes full advantage of the supersymmetry of the multiple order ten-
sor, which reduces the sampling size of feature tuples and makes significant
savings in computational complexity on power iterations.

The experiments show that our method is more accurate and robust than the
state-of-the-art approaches, with competitive computational cost.
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The rest of the paper is organized as follows. In Section 2 the formulation of
the multiple order tensor is introduced, and the related power iteration method
is given in Section3. In Section 4 some implementation issues are discussed, and
the experiments are given in Section 5. The last part is the conclusion.

2 Multiple Order Tensor Formulation

Given two sets of features P1 and P2, assume that P1 and P2 contain N1 and N2
features respectively. The correspondences problem is to find an optimal mapping
or assignment set C of pairs (i, i′), where i ∈ P1 and i′ ∈ P2. Each candidate
assignment ci = (i, i′) associates with a score or an affinity measure that define
how well the feature i ∈ P1 matches with the feature i′ ∈ P2. Different problems
impose different kinds of mapping constraints on C.

In the first order case, the affinity measures M1 just build on ci, so the match-
ing cost is defined by an affinity matrix A ∈ RN1N2 such that Ai,i′ = M1(ci).
The optimal assignment is just given by

C∗ = arg max
C

∑
C

M1(ci) (1)

subject to the constraint that the matching should be one-to-one.
In the second order case, the pairwise affinities M2 measure the compatibilities

between each pair of assignments ci and cj . Therefore, the pairwise affinity ma-
trix A ∈ RN1N2×N1N2 is constituted by M2(ci, cj), and the optimal assignment
is achieved by maximizing the sum of corresponding pairwise affinities

C∗ = arg max
C

∑
C

M2(ci, cj) (2)

An important constraint is that A should be non-negative.
The high-order assignment is an extension of the pairwise case. The nth-order

potentials Mn measure the affinities of n pairs of assignments (ci1 , ci2 , . . . , cin).
In [5] , the nth-order affinities Mn are represented by a nth-order tensor Tn,
such that Tn(i1, i2, . . . , in) = Mn(ci1 , ci2 , . . . , cin). Since Mn(ci1 , ci2 , . . . , cin)=
Mn(Ω(ci1 , ci2 , . . . , cin)), where Ω is any permutation of the indices, tensor Tn is
supersymmetric. The final optimal assignment will be estimated by the rank-one
approximation of the tensor Tn.

The constraints of different orders vary in granularity of the geometric in-
formation. It could improve the expressivity and accuracy of the affinity mea-
surements to use the potentials of different orders in the same time. Leordeanu
et al.[7] put unary and pairwise items together into a matrix, while Duchenne
et al.[5] combined different orders within one tensor power iteration framework.
Here we build a nonnegative supersymmetric tensor to accommodate all the
affinities of different orders in a more natural way.

Definition 1 (Multiple Order Tensor). Given a nonnegative nth-order (n �
3) M×M×· · ·×M supersymmetric tensor Tn, which satisfies that Tn(l1, l2, . . . , ln)



474 A. Wang, S. Li, and L. Zeng

= Tn(Ω(l1, l2, . . . , ln)) , where Ω is any permutation of the indices. There exist
a subset Ψ of potential indices {Φ1, Φ2, . . . , Φn−1}, and a related subset M̃ of
affinities {M1,M2, . . . ,Mn−1}. Tn is a nth-order multiple order tensor when it
builds on Ψ ∪ {Φn} and M̃ ∪ {Mn}, as

Tn(Φ1(i)) = M1(ci)
· · · · · ·

Tn(Φm(i1, i2, . . . , im)
m<n

) = Mm(ci1 , ci2 , . . . , cim)
∀p,q∈{i1,i2,...,im} p�=q, cp �=cq

· · · · · ·
Tn(Φn(i1, i2, . . . , in)) = Mn(ci1 , ci2 , . . . , cin)

∀p,q∈{i1,i2,...,in} p�=q, cp �=cq

where the elements Mi are the ith-order potentials, and the indices are

Φ1(i) = (i, i, . . . , i︸ ︷︷ ︸
n

)

· · · · · ·
Φm(i1, i2, . . . , im)

m<n
= Ω(span(i1, i2, . . . , im))

∀p,q∈{i1,i2,...,im} p�=q, cp �=cq

· · · · · ·
Φn(i1, i2, . . . , in) = Ω(i1, i2, . . . , in)

∀p,q∈{i1,i2,...,in} p�=q, cp �=cq

where span(i1, i2, . . . , im) stands for all the n-tuples constituted by n elements
picked from (i1, i2, . . . , im), and every member in (i1, i2, . . . , im) must appear at
least once in each one of these n-tuples.

Take third-order multiple order tensor T3 for instance. Given three affinities
of different orders M1, M2, M3 and the associated indices Φ1, Φ2, Φ3, T3 can be
expressed as

T3(Φ1(i)) = T3(i, i, i) = M1(ci) (3)

T3(Φ2(i, j)) = T3(i, i, j) = T3(i, j, i) = T3(j, i, i)
= T3(i, j, j) = T3(j, i, j) = T3(j, j, i) = M2(ci, cj)

(4)

T3(Φ3(i, j, k)) = T3(i, j, k) = T3(i, k, j) = T3(j, i, k)
= T3(j, k, i) = T3(k, i, j) = T3(k, j, i) = M3(ci, cj , ck)

(5)

According to Def. 1, the nth-order multiple order tensor has some different pat-
terns. We do not have to incorporate all the potentials below the nth order, while
some orders can be omitted, depending on different applications. For example,
T4 may include the first order, the second order and the fourth order, or just the
first order and the fourth order, or only the fourth order which becomes the one
used in [5].

Definition 2 (Full Order Multiple Order Tensor). A nth-order multiple
order tensor is called full nth-order multiple order tensor only if it includes all
the potentials from the first order to the nth order.
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From the definition of the multiple order tensor we can see that the whole tensor
with numerous elements can be expressed by small number of elements, which
depends on #{Ψ ∪ {Φn}} . Such characteristic makes the computation much
simple and efficient, which we will discuss in section 3.

3 Tensor Power Iteration

The graph matching problem is to find an assignment matrix X ∈ {0, 1}N1×N2 ,
∀i1 ∈ P1, i2 ∈ P2, Xi1,i2 = 1, when i1 matches i2, otherwise Xi1,i2 = 0. X can be
row-wise vectorized to an assignment vector x ∈ {0, 1}N1N2 . Given a nth-order
M×M×· · ·×M (M = N1N2) dimensions multiple order tensor Tn, the optimal
assignment vector x∗ can be found by

x∗ = arg max
x

∑
i1,i2,...,in

Tn(i1, i2, . . . , in)xi1xi2 · · ·xin (6)

Solving Equ. 6 is known as a np-complete problem, while x∗ can be estimated
by solving the best rank-one approximation T̂n of Tn [8]

T̂n
def
= λ u � u � · · · � u = λ u�n (7)

where λ is a scalar and u ∈ RN1N2 is an unit-norm vector. � is called Tucker
product[9]. The optimal assignment vector x∗ can be derived by discretizing u
with many different approaches.

3.1 Symmetric Higher-Order Power Iteration

The higher-order power method(HOPM) is proposed for the rank-one approxi-
mation [8], and the version for supersymmetric tensors, called S-HOPM, is given
by [9]. The S-HOPM algorithm converges under the assumptions of the convex-
ity for the functional induced by the tensor[9], which are often satisfied in many
practical applications. The S-HOPM algorithm is presented as Algorithm 1.

Algorithm 1. Symmetric higher-order power iteration method

Input: nth-order supersymmetric tensor Tn

output: unit-norm M -vector u
1. Initialize u0, k = 1
2. repeat

3. û(k) = I Tn
� (u(k−1))

Tn

 (n−1)

4. u(k) = û(k)/‖û(k)‖ ; k = k + 1
5. until convergence

In Algorithm 1,
Tn
� is called Tn-product[9], and it satisfies that

û(k) = I Tn
� (u(k−1))

Tn
� (n−1) ⇔ (8)

∀i1, u
(k)
i1

=
∑

i2,...,in

Ti1,i2,...,inu
(k−1)
i2

u
(k−1)
i3

· · ·u(k−1)
in

(9)
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3.2 Symmetric Multiple Order Tensor Power Iteration

For a nth-order multiple order tensor Tn, which is supersymmetry and can be
expressed by sparse elements, it is convenient to implement Equ. 9 by using
elements of different orders respectively. Taking the full third-order multiple
order tensor T3 as an example, according to Def. 2, we have following equations:

∀i ∈ Φ1 , u
(k)
i = T3(i, i, i)u

(k−1)
i u

(k−1)
i = T3(Φ1(i))u

(k−1)
i u

(k−1)
i (10)

∀(i, j) ∈ Φ2 ,

u
(k)
i = T3(i, j, j)u

(k−1)
j u

(k−1)
j + T3(i, i, j)u

(k−1)
i u

(k−1)
j + T3(i, j, i)u

(k−1)
j u

(k−1)
i

= T3(Φ2(i, j))(u
(k−1)
j u

(k−1)
j + 2 u(k−1)

i u
(k−1)
j )

(11)

u
(k)
j = T3(j, i, i)u

(k−1)
i u

(k−1)
i + T3(j, i, j)u

(k−1)
i u

(k−1)
j + T3(j, j, i)u

(k−1)
j u

(k−1)
i

= T3(Φ2(i, j))(u
(k−1)
i u

(k−1)
i + 2 u(k−1)

j u
(k−1)
i )

(12)

∀(i, j, l) ∈ Φ3 ,

u
(k)
i = T3(i, j, l)u

(k−1)
j u

(k−1)
l + T3(i, l, j)u

(k−1)
l u

(k−1)
j

= T3(Φ3(i, j, l)) 2 u(k−1)
j u

(k−1)
l

(13)

u
(k)
j = T3(j, i, l)u

(k−1)
i u

(k−1)
l + T3(j, l, i)u

(k−1)
l u

(k−1)
i

= T3(Φ3(i, j, l)) 2 u(k−1)
i u

(k−1)
l

(14)

u
(k)
l = T3(l, i, j)u

(k−1)
i u

(k−1)
j + T3(l, j, i)u

(k−1)
j u

(k−1)
i

= T3(Φ3(i, j, l)) 2 u(k−1)
i u

(k−1)
j

(15)

Replacing the Equ. 8 in Algorithm 1 with Eqs. 10 to 15, we extend the general
S-HOPM algorithm to the symmetric multiple order tensor power method (Al-
gorithm 2, full third-order multiple order tensor as instance). It is efficient to
perform the power iteration by just considering potential items, and the com-
plexity of the whole iteration process only depends on the size of all affinities.

In order to eliminate the overlaps that may appear during the iteration pro-
cess, we impose a constraint on {Φ1, Φ2, . . . , Φn} that none of them has repetition
inside, which can be expressed as

∀(i1, i2, . . . , im), (j1, j2, . . . , jm) ∈ Φm
m�n

, (i1, i2, . . . , im) �= Ω(j1, j2, . . . , jm) (16)

Such constraint not only keeps the iteration process accurate, but also makes
the feature sampling process efficient, which we will discuss in section 4.2.

There are many initialization schemes proposed for the power method[8,9],
while here we just use a random scheme to initialize the u0 and make sure it has
only positive values. The positive initial vector will make the algorithm converge
to a meaningful result.
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Algorithm 2. Symmetric multiple order tensor power iteration method

Input: full third-order supersymmetric multiple order tensor T3

output: unit-norm M -vector u
1. Initialize u0, k = 1
2. repeat
3. for all i ∈ Φ1

4. u
(k)
i = T3(Φ1(i))u

(k−1)
i u

(k−1)
i

5. end
6. for all (i, j) ∈ Φ2

7. u
(k)
i = u

(k)
i + T3(Φ2(i, j))(u

(k−1)
j u

(k−1)
j + 2u

(k−1)
i u

(k−1)
j )

8. u
(k)
j = u

(k)
j + T3(Φ2(i, j))(u

(k−1)
i u

(k−1)
i + 2u

(k−1)
i u

(k−1)
j )

9. end
10. for all (i, j, l) ∈ Φ3

11. u
(k)
i = u

(k)
i + T3(Φ3(i, j, l)) 2u

(k−1)
j u

(k−1)
l

12. u
(k)
j = u

(k)
j + T3(Φ3(i, j, l)) 2u

(k−1)
i u

(k−1)
l

13. u
(k)
l = u

(k)
l + T3(Φ3(i, j, l)) 2u

(k−1)
i u

(k−1)
j

14. end

15. u(k) = û(k)/‖û(k)‖ ; k = k + 1
16. until convergence

The normalization method used in Algorithm 2 is different with the Frobenius
norm used in general S-HOPM algorithm. We only perform normalization of
each column as the way in [5], and [5] gives a strict proof on convergence of the
power iterations for unit norm columns. This method actually makes a tighter
relaxation of the assignment matrix X ∈ {0, 1}N1×N2 , with

∑
i1
Xi1,i2 = 1, which

implies that a feature in the first graph is matched to exactly one in the second
graph and the opposite does not hold. Such constraint is reasonable, because
two separate graphs may have different number of features to be matched.

Finally, the optimal assignment result is obtained by a natural projection step
as choosing the maximum element in each column to build the final discrete
assignment matrix.

4 Implementation Issues

4.1 Potential Details

Here we introduce several commonly used affinities from the first order to the
third order, which also applied in our experiments, and we design a method to
combine all the different potentials within one uniform affinity framework.

First-order potentials. There are many feature descriptors proposed for dif-
ferent kinds of features. We choose shape context[2] of feature point to be the
first-order potentials, because the shape context of a point captures the geomet-
ric location distribution of the other circumambient points.

Second-order potentials. Pairwise affinities are often defined as

M2(ci, cj) = M2({i, i′}, {j, j′}) = exp(−1/ε2(‖i− j‖2 − ‖i′ − j′‖2)2) (17)
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where ε > 0 is the is the kernel bandwidth. Such kind of pairwise potentials has
a well geometric characteristic called local isometry.

Third-order potentials. In most cases, the triangles formed by three points
keep local geometric invariance on scale, rotation and translation. Using the
difference of corresponding angles, the third-order affinities are defined as

M3(ci, cj, ck) = M3({i, i′}, {j, j′}, {k, k′}) =

exp(−1/ε2
∑

(l,l′)
(‖θl − θl′‖)2) (18)

where ε > 0 is the is the kernel bandwidth, and the θl and θ′l are the angles of
triangles formed by the feature triples (i, j, k) and (i′, j′, k′).

Also there are many other invariant feature potentials of different orders can
be used, which depending on different applications.

Uniform potentials measurement. Since potentials of different orders are
defined in various manners, we have to bring them into an uniform measurement
framework. Given n potentials of different orders M1, . . . ,Mn, the first step is
to carry out normalization for each of the potentials ∀i,Mi = Mi/‖Mi‖2. Then
we use one affinity function to rebuilt all the potentials, here we use

∀i,Mi = exp(−1/ε2Mi) (19)

where ε > 0 is the is the kernel bandwidth. Different affinity functions can be
used here to enhance the discrimination for each of the potentials.

4.2 Sampling

In Section 3.2 it is mentioned that each potential set Mi should have no dupli-
cated items, therefore every feature sampling process for affinities of different
orders should make sure that the constraint(formula 16) is satisfied. Actually,
such constraint improves the matching accuracy while reduces the sampling size,
as will be shown by our experiments.

There exist many different sampling strategies on different purposes. Here
we just discuss the general random sampling method. Under the no-repetition
constraint, the maximal sampling size is O(n) on a graph with n features in the
first order case, and O(n(n − 1)/2) in the pairwise case. For higher dth-order
potentials, the maximal sampling size is O((n(n− 1)(n− 2) · · · (n− d+ 1))/d!).
Apparently, it costs much to use the maximal sampling strategy on both graphs.

For high-order sampling, we adopt a smart sampling scheme as an efficient
approximation like the way in [5]. Take third-order potentials as an example, for
graph one, only n1 ∗ t triplets are sampled, and the number of t should just be
sure to make every feature in graph one be sampled. For graph two, we use all
the possible triangles. Then for each selected triangle of graph one, we find its k
nearest neighbors of graph two to build the indices of the tensor. Thus, all the
sampling size is O(n1t+ n2(n2 − 1)(n2 − 2)/3!). Fortunately, we find that when
two graphs are of the close size, both graphs can use random sampling triplets
to build the the indices of the tensor without loss of accuracy, which means the
sampling size can be reduced to O(n1t + n2t).
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5 Experiments

The proposed method was applied to artificial graphs as well as real images, and
compared to the contemporary state-of-the-art algorithms. For all experiments
we used the full third-order multiple order tensor as an example.

5.1 Synthetic Data

We used synthetically generated random graphs to quantify the accuracy and
robustness of our method, and made a comparison to the bipartite graph match-
ing method[2](first-order method), the spectral method[10](pairwise method),
the third-order tensor based method[5] and its third-order multiple order based
method[5]. The task is to recover the point-to-point matching and all results are
expressed by the accuracy measured as the proportion of correct matches.
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Fig. 1. The result of rotation test
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Fig. 2. The result of rescaling test

Four kinds of experiments were carried out: rotation test, rescaling test, dis-
tortion test and outlier test. For the first three tests, we generate 50 random
points, uniformly distributed in 2D space, as graph P1 , and graph P2, with the
same number of nodes, is obtained by

rotation test:
P2 = Rθ · Sδ · P1 + N(0, 0.05), θ ∈ {0, 7π/4} step by π/4, ∀Sδ ∈ (0.5, 1.5)

scaling test:
P2 = Rδ′ · S · P1 + N(0, 0.05), S ∈ {1, 8} step by 2, ∀δ′ ∈ (−10◦, 10◦)

distortion test:
P2 = Rδ′ · Sδ · P1 + N(0, σ), σ ∈ [0, 1], ∀δ′ ∈ (−10◦, 10◦), ∀Sδ ∈ (0.5, 1.5)

where Sδ and Rδ′ are little disturbances of scale and rotation, and N stands for
Gaussian noise. θ, S and σ are assigned manually. Here rotation means all points
in a graph rotate around the straight line perpendicular to the center of the 2D
plane with the same angle θ.

For the last outlier test, we generate 20 random points as graph P1 , and add
appointed number of random outliers to graph P1 to build graph P2, combin-
ing with small random changes on scale and rotation and also with Gaussian
noise(σ = 0.05).
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Fig. 3. The result of distortion test
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Fig. 4. The result of outlier test

Each kind of experiment was executed 50 times for each different method, with
different random graphs generated each time. The mean matching accuracy over
all experiments are given in Figure 1 to 4.

From the results of rotation test and rescaling test, we can see that our method
remains stable and outperforms others. Under different rotations and scalings,
the bipartite graph matching method[2] is easily to fail, while high-order methods
are much better due to the rich geometric constraints. However, the multiple
order method in [5] does not perform well, because the quantity relationships
among elements of different orders are not established accurately. It is also clear
that the spectral method[10] cannot deal with large rescaling.

In the distortion test and the outlier test, it is shown that our multiple order
method is much more robust than other methods.

In the first three tests(rotation, rescaling and distortion) P1 and P2 are of
the same size, and we used random sampling scheme on both P1 and P2 for
third-order sampling. The number of sampling triangles is 50 ∗ t = 50 ∗ 50 for
both P1 and P2 in all these three tests. In outlier test, considering the size of P2
is larger than P1, we adopted random sampling scheme on P1 and full sampling
scheme on P2, with 20 ∗ t = 20 ∗ 50 sampling triangles used by P1.

For the third-order method[5], we carried out its original sampling strategy,
as is random sampling on P1 and full sampling on P2. The sampling size is
50 ∗ t = 50 ∗ 100 on P1 in the first three tests and 20 ∗ t = 20 ∗ 100 in the
last outlier test. By contrast, out third-order potential sampling size is smaller
than [5]. Since the sampling size of the first order and the pairwise are limited,
our method has competitive performance on computational cost compared to [5].

5.2 Real Images

We chose images from the Caltech-256 image database to verify our method. Here
we find correspondences between two point sets, generated from the silhouettes
of two different objects with similar topology structure. First we extracted the
main silhouette of each object by edge detector, and then built graphs of points
by subsampling those silhouettes. Two graphs were matched to each other by
our method, the spectral method[10] and the third-order tensor based method[5]
respectively. The results are presented in Figure 5. In order to have a fair com-
parison, our method and method[5] had same sampling size on the third-order.
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(a)

(b)

(c)

Fig. 5. Results of silhouette matching. The up rows of 5a, 5b and 5c are scatter dia-
grams. The red × and blue ◦ represent two graphs respectively. The columns of 5a, 5b
and 5c, from left to right, are the results of the spectral method[10], the third-order
method[5] and our multiple order method.

The spectral method[10] and the third-order tensor based method[5] are prone
to error by ambiguities of local context, while because our method merges multi-
granularity geometric information, the matching results are much more accurate.
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6 Conclusion

In this paper, we presented a multiple order tensor based approach to solve
high-order graph matching problems. The multiple order tensor naturally merges
multi-granularity geometric affinities of different orders, and enhances the expres-
sivity of consistent constraints compared to the individual order based methods.
We also derived an efficient high-order power iteration algorithm for the rank-
one approximation of the multiple order tensor. It only needs sparse elements
of the tensor, and reduces the sampling size of feature tuples. The experiments
on both synthetic and real image data demonstrate that our approach improves
the matching performance compared to state-of-the-art algorithms.
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Abstract. Humans have abstract models for object classes which helps
recognize previously unseen instances, despite large intra-class variations.
Also objects are grouped into classes based on their purpose. Studies in
cognitive science show that humans maintain abstractions and certain
specific features from the instances they observe. In this paper, we ad-
dress the challenging task of creating a system which can learn such
canonical models in a uniform manner for different classes. Using just
a few examples the system creates a canonical model (COMPAS) per
class, which is used to recognize classes with large intra-class variation
(chairs, benches, sofas all belong to sitting class). We propose a robust
representation and automatic scheme for abstraction and generalization.
We quantitatively demonstrate improved recognition and classification
accuracy over state-of-art 3D shape matching/classification method and
discuss advantages over rule based systems.

1 Introduction

Some specific objects can be described using their image based features, shape
and size, however, describing object classes is a much difficult task. Thus a system
which learns, abstracts and generalizes autonomously from examples is desirable.
The philosophy that object classes must be based on their function/purpose has
been known since the early works of Winston [1, 2], Brady [3, 4] and Minsky
[5]. Similar to the idea of Brady et al. in ‘The Mechanics Mate’ [4], our object
classes are based on both purpose and 3D structure of objects. Though much
has been theorized and implemented, deployment of such systems has been lim-
ited. With growing interest and technology to develop domestic and assistive
robots, vision systems capable of object purpose identification are as essential
as specific object identification. Our work is motivated and geared towards such
applications and hence our choice of object classes include objects used for Sit-
ting (chairs, sofa, benches), as Tables (coffee tables, dining tables, desks), for
Sleeping (different types of beds), in Drinking (cups, mugs) and as Bottles. We
ask and answer the following questions, (1) Can all types of objects within a
purpose based class be recognized with just a single model? What is the extent
of abstraction and generalization possible? (2)How do we represent and learn
such a model? Can it be derived automatically and uniformly for all classes? (3)

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 483–496, 2011.
� Springer-Verlag Berlin Heidelberg 2011

http://vims.cis.udel.edu
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Fig. 1. Given a few training instances, we abstract it to obtain a single canonical model
for a class. The canonical model is then used to recognize (previously unseen) members
of the class through generalization. The categories have large intra-class variation (for
eg., chairs, benches and sofas all belong to the same class).

What are the advantages of this perspective over existing approaches? The main
contributions of our work are as follows. We demonstrate that abstraction and
generalization can indeed be achieved for classes with very large variation. We
propose a representation, COMPAS (Canonical Object Model Based on Purpose
And Structure), to derive and represent the abstract model. We present a novel
scheme that achieves this in an uniform and automatic fashion. In addition, the
proposed scheme has computational advantages such as, training with very few
examples per class and need for just one canonical model per class for recog-
nition. The above combined with increased accuracy demonstrates the impact
and significance of the novel approach proposed in this paper. The problem of
classification is intriguing in both machine vision and human cognitive studies.
We model our system based on findings from both areas. It is believed that hu-
man classification can be thought of as a multi-system, where both the abstract
nature of the object 3D structure/shape and specific details which separate one
class from another is used. For example, we would think of a Sittable object as
that which has a sufficiently big seat. A chair, sofa, bench can all be described
abstractly as containing a seat, a backrest and legs. Even though beds or tables
also fulfill the criterion of seating area with support, we are able to separate in-
stances which are previously unseen and can appear significantly different from
what has been seen. To obtain a computational model for the above idea, we use
spherical functions to represent 3D structures. The canonical model is derived
using Gaussian Mixture Models (GMM). The abstraction is achieved by employ-
ing a dual component GMM on aligned spherical functions. We show how only
a few training examples (order of 5 to 10) are sufficient to learn the canonical
model for each class. We define various features and measures on this model,
trained using Random Forests, to obtain a robust classifier. We have augmented
the Princeton Shape Benchmark dataset, in the relevant classes, to form a large
testing dataset. To demonstrate the robustness and practicality of our system,
we also test it on a models from stereo images. This shows that our scheme
can handle partial and noisy data. We quantitatively compare our method with
the state-of-art 3D shape matching/classification scheme implemented on the
Princeton 3D Shape Matching engine. This demonstrates that existing shape
matching schemes with coarser labels cannot be used to achieve the same goal.
We also show that the proposed method is indeed performing recognition at an
abstract level, yet maintaining inter-class separation. The rest of the paper is
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organized as follows. We discuss in detail the motivation for our scheme and
related works in vision and cognitive science in Section 2. The dataset used is
detailed in Section 3. The proposed scheme is discussed in Section 4. Results
and discussions are presented in Section 5 and we conclude in Section 6.

2 Motivation and Related Work

The problem of classification is intriguing in both machine vision and human
cognitive studies. It is interesting to note that some concerns involved in devel-
oping computational and algorithmic solutions have also been key inspirations
during the formulation of theories about classification tasks in humans. We will
now discuss those key issues from the perspective of developing vision systems
and findings in cognitive studies, with references to related work in both ar-
eas. Abstraction vs Exemplar: A long standing debate in both fields has
been about the extent of abstraction. The two extreme views have been total
abstraction vs. remembering every example/instance of a class. Humans have
abstract/conceptual models of chairs – a backrest and seat; tables – flat surface
with legs; etc. Thus it may appear that the former theory is more acceptable and
that humans just store the central tendency of each class. This view, referred to
as prototype view in cognitive literature, was held by many works [6,7,8]. A sim-
ilar philosophy was used in machine vision by GRUFF based systems [9,10,11].
The GRUFF system used manually created rules/descriptions for each class, for
eg: a chair is made of two planar surfaces at approx. right angles etc. However,
it was found that this view did not explain how humans handle correlations
between different features or large intra-class variability [12, 13]. Also, uniform
and automatic generation of models is a key requirement for practical vision
based systems. At the other end of the spectrum is the exemplar view, which
believes that each instance is stored in memory and a one-one match performed
during recognition [14, 15]. This can be achieved in a vision system by using
a 3D shape matching scheme with coarser labels, i.e,storing one or more exam-
ples for each class. The class of the best matched example(s) is assigned to the
test object. This scheme does not allow for generalization and hence requires
that examples are sufficient to span possible intra-class variations. However, it
is not always clear how many and what types of examples must be used. As the
number of classes increase, scalability of such systems for on-board implemen-
tation is affected. The same argument of memory economy and variation was
also raised in cognitive science [16]. Since the two views were found insufficient
in isolation, a multiple-systems perspective was adapted [17, 18, 19, 20, 21, 22].
The main theme of this intermediate view being that humans ‘have multiple cat-
egorization utilities that learn different statistical features of the repeating and
differentiating environments’ [22]. This is the main motivation for our proposed
scheme. Representation: Minsky in his ’Society of Mind’ [5], has stated that
the representation plays an important role in the concepts learnt and the gener-
alizations possible. In works like [23,24], appearance and human action are used
to identify objects/purpose. Color was used as object features in [23], hence the
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Class Sitting Drinking Sleeping Tables Bottles
Types Chair,Bench, Sofa Cup,Glass, Mug Bed Dinning, Coffee Bottle,Flask
Total(PSB) 87(26) 43(7) 40(8) 73(68) 26(12)

(a) 3D models Dataset

(b) Stereo Dataset

Fig. 2. (a) Some of the objects in the 3D dataset. Objects in the first row all belong to
Sitting class, second row contains the Drinking and Sleeping class, third row contains
Tables and Bottles. (b)The objects in our stereo dataset and some of the 3D models
created of the objects.

system was limited to apply the learnt features to the specific environment and
viewpoint. The GRUFF based systems [9, 10, 11] used superquadrics (planes,
sticks, blobs) to represent components. A recognition-by-components (GEONS)
[25] style system was then used to describe objects in a class. Segmentation of
3D models into superquadrics is sensitive to noise and hence has been difficult to
deploy in stereo or laser based systems. To overcome some of the above limita-
tions, we present methods and representation to capture the abstract structure
(3D geometric structure) from just a few training examples. The method is uni-
form over all classes. We devise features on this representation to capture the
specific/differentiating aspects between classes. We would like to stress that no
exemplars (3D models) are stored once the initial training has been performed.
We demonstrate how the representation can be used to perform generalization
by recognition of classes with large intra-class variability.

3 Dataset

We augment the Princeton Shape Benchmark (PSB) [26] and use the extended
dataset. The details are provided in the table of Figure 2(a). The number in
parenthesis indicates the number of models available from PSB. We obtained
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the other models from various sources on the Internet. Some of the models are
shown in Figure 2(a). Note however that our classification is different from PSB.
Our classes are based on purpose and structure, while it is purely shape on PSB
(for eg., the Tables are further separated into round and rectangular in PSB).
Same for other classes like Sittable. We have also created a dataset from stereo
images. The partial models collected from a single viewpoint are used to test
robustness of our scheme. The objects imaged and some of the generated 3D
models are shown in Figure 2(b).

4 Creating COMPAS

Intuitively, the abstract/canonical model we wish to derive represents the com-
mon structural characteristics of objects in the same class. So our approach is to
view each object instance as a combination of canonical part and instance spe-
cific variations. Figure 3 shows the overview of the process used to obtain the
canonical model from training and using it for recognition. In simple terms, we
need to align all instances of a class and extract only the intersection . This seem-
ingly simple task is challenging due to several factors like intra-class variation,
noise in the data and partial data due to single view point or occlusion. Next we
seek a suitable representation that can preserve the relevant information from
the training examples in a single model (Note that based on the context, model
may refer to 3D mesh or the canonical model we build for the class-COMPAS).
We can see that some form of a statistical model would be most suitable. We
use Gaussian Mixture Models (GMM) to derive the canonical model. We must
now determine the domain of the mixture model. We employ a robust represen-
tation using spherical extent functions. Features are derived from the canonical
model to build classifiers using Random Forests. For recognition similar steps
of transformation, alignment and feature extraction is performed on the input
model. The learnt classifier is used to determine the membership class of the test
object. In the following sub-sections, we provide the intuitive idea and formal
algorithms for our scheme.

4.1 Representation

Our representation uses a combination of spherical functions and GMM as de-
scribed below. Algorithm 1 details the process. Each input 3D model is centered

Fig. 3. Overview of the Training and Recognition process
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(a) (b) (c) (d) (e) (f)

Fig. 4. Representation: (a) Illustration of the spherical extent function. (b),(c) A chair
model and its extent function illustrated as a 2D map. (d),(e) Second chair model and
its map. (f) Map of second model (shown in e) aligned with the first (shown in c).

and normalized to fit in a unit cube, i.e, each of the x,y and z co-ordinates lie
between 0 and 1 (anisotropic normalization). Then it is represented as a spher-
ical extent function [27] and stored as a 2D map over the two angles. This is
derived by intersecting the 3D model with rays originating at the center at dis-
crete angles (θ and φ) and storing the length of the ray (r) where it intersects the
model. 256 discrete values of the two angles are used in our implementation. The
function can be visualized on a 2D map, where the two axes represent the angles
and the value is r. In case of models with holes or missing data, r is set to zeros
for those rays. This allows using the representation for data obtained from single
view, such as stereo. Figure 4(a)-(e) illustrate the spherical extent function and
show the 2D map for two chair models. Suppose we were to find intersection
between the two models using this function, the first step would be to align the
two models. Finding the best 3D alignment would result in searching the SO(3)
space, i.e. the space of all possible three axis rotations. It is known that best
3D alignment results in maximal correlation between the spherical functions.
Thus we can perform efficient (fast, low order computations) and robust align-
ment of the spherical functions in the Fourier domain instead of 3D point cloud
alignment. We use the techniques outlined in [28,29] to perform this alignment,
which is also robust to missing data and noise. SOFT 2.0 package is used for the
alignment. Figure 4(f) shows the spherical function for the second chair after it
is aligned to the first.

Initialization: With more such aligned models, the next task is to separate the
commonly occurring geometric structures from the distracting designs or struc-
tural variations (for e.g, the parts for stylized handles on chairs). The common
structures would then constitute a canonical model, specifying the parts which
are essential to check for membership in a class. Once the spherical functions
have been aligned, the values at a given pixel (the value of r at the given θ,φ)
represent matching structural components of the 3D model. Thus the canonical
model can be represented by a similar spherical function where the value at each
pixel represents the commonly occurring structure over “most” examples. We
would like to stress that a simple operation such as mean of all such function
maps cannot be performed to obtain the model, as the distribution, in general, is
not unimodal. We found using a mixture of two Gaussians to model each pixel to
give good results. In our implementation, the Gaussian Mixture Model (GMM)
is initialized using 5-10 examples for each class. Figure 5 shows an example
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Algorithm 1.Obtaining the Canonical model and map
– Let M(v, f) represent a 3D mesh with vertices v and faces f . We center and

normalize M(v, f).
– Let Ψ(M(v, f)) = S, where S(Θ, Φ) = r(Θ, Φ) is the spherical function

corresponding to M . Θ ∈ [0, 2π], Φ ∈ [0, π].
– Let Si, Sj be two spherical functions. If we consider Si = Λ(g)Sj. We can

estimate the rotation, g ∈ SO(3), by correlating the two functions and finding
the gj that maximizes the following integral

∫
S2 Si(ω)Λ(g)Sj(w)dω. We denote

Sij = Λ(gj)Sj .
– With N examples of a class used for initialization, we align the (N − 1) 3D

models to the first to obtain S1, S21, . . . , SN1. For each discrete Θ, Φ, we define
sets of the form XΘ,Φ = {S1(Θ, Φ), S21(Θ, Φ), . . . , SN1(Θ, Φ)}.

– A Mixture Model of K components is defined by the probability density function
p(X)=

∑K
k=1 p(k)p(X|k). Here X denotes the input data points, p(k)= πk is the

prior and p(X|k) is the conditional probability density function described by the
normal distribution N(X; μk, σk). The parameters {πk, μk, σk} denote the prior,
means and covariance matrix of the components of the GMM. In our
implementation we use K = 2. The parameters are estimated using Expectation
Maximization (EM) algorithm.

– For each Θ, Φ, we obtain a GMM GΘ,Φ described by {πΘ,Φ
k , μΘ,Φ

k , σΘ,Φ
k } using

X = XΘ,Φ.
– We form the canonical map C as follows. C(Θ, Φ) = μΘ,Φ

j , where
j = argmaxk=1,2(πΘ,Φ

k ) and Θ ∈ [0, 2π], Φ ∈ [0, π]. Note that C and S are
functions defined over the same domain and range. We use this fact during
recognition.

– We use the above process to derive the canonical model and map for each of the
classes to obtain the set {Cc, c ∈ {Sitting, Tables, Sleeping, Drinking, Bottles}}.

initialization for chairs using five examples. The mean of the component with
highest prior can be visualized as a 2D map, as shown in Figure 5(b). We refer
to this 2D map as the canonical map for the class. The value of r ≈ 0 at a
pixel indicate the absence/suppression of parts of the 3D structure. Note that
here we have shown a model created with only chairs for easier visualization. In
the actual experiments, the Sitting class contains examples of chairs, sofa and
benches. Figure 5(c) shows a 3D visualization of the map by reconstructing
the spherical function and plotting only the tips of the rays. The sparsity of the
model is due to sub-sampling. Note that the 3D is shown for illustration pur-
poses only and not used at any processing stage. The mean of the other Gaussian
component is shown in Figure 5(d). The algorithm for the above ideas is pre-
sented in Algorithm 1. We use the same notation in the following sections.

4.2 Features and Measures

As motivated before, we must devise features and measures to compare both the
abstract structure and separate between classes. To enable this, we define two
types of features, Type I and Type II. We noted before that the canonical map



490 G. Somanath and C. Kambhamettu

(a) (b) (c) (d) (e)

Fig. 5. Initialization: (a) Examples from Sittable class, (b) The canonical map obtained
from the examples, and (c) its 3D visualization. (d),(e) The components with lower
prior in the GMM. (Only chairs are used here for ease of understanding/visualization.
See text).

Algorithm 2. Feature extraction
– Let {(S1, c1), (S2, c2), . . . , (Sn, cn)} be the n training examples in spherical

function form and known class label.
– For each Si

For each class c
• Align Si with Cc to obtain Sci

• Derive Type I features as follows
F I

1 (c) = correlation between Cc and Sci.
Let H(.) denote the Spherical Harmonic transform and P (.) the power

spectrum. F I
2 (c) = 1 − |P (H(Sci)) − P (H(Cc))|.

• Obtain Type II features, F II
1 (c), F II

2 (c), for aligned Sci using Algorithm 3
• Obtain feature vector Fi = [F I

1 F I
2 F I

1 + F I
2 F I

1 − F I
2 F I

1 ∗ F I
2 F II

1 F II
2 ]

C and the spherical function S are comparable. Thus, during recognition we
represent the test 3D model as a spherical function. The extraction of features
is described in Algorithms 2 and 3. Type I features measures similarity using
correlation of the two functions and L-1 error of the power spectrum difference
in the transformed domain. Intuitively, the Type I measures are more sensitive
to the dominating structures and capture the gross shape, such as the dominant
plane forming the mattress in a bed. Therefore, the need for Type II features
which are are sensitive to smaller structures and relative placement of parts.
Type II features can be visualized as dividing the 2D map into grids and taking
the mean and mode values inside each grid. In our implementation, we use
N = 256, Pres = 16 (see Algorithms 2, 3).

4.3 Classifier

We use Random Forests (RF) [30] to obtain a robust ensemble classifier from
the different features. The choice was based on its computational efficiency over
other schemes such as neural networks or SVM. Since decision trees mainly learn
thresholds to if-else rules, we employ the standard trick to include algebraic
combination of matching scores (Type I) as features. Thus for 5 classes, our
feature vector Fi is of length 2585 (see Algorithm 2). The feature vectors Fi

and the corresponding class labels are used to train the RF. We experimented
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Algorithm 3. Obtain Type II features for a spherical function map
– Let S(Θ, Φ) be defined for N discrete values of the angles, Θ1, . . . , ΘN and

Φ1, . . . , ΦN .
– Choose Pres < N and Set count = 0.
– for i = 1 : Pres : N

for j = 1 : Pres : N
• s = S(Θa, Φb),∀Θi ≤ Θa ≤ Θi+Pres , Φi ≤ Φb ≤ Φi+Pres

• count = count + 1
• F II

1 (count) = mean(s)
• F II

2 (count) = mode(s)
– Return F II

1 , F II
2

with different number of trees and found using more than 400 trees did not
improve the overall performance significantly.

5 Recognition

What is stored for recognition? Once the training has been performed, we
can now discard the individual 3D examples used. Only the canonical maps C
and the Random Forest structure need to be stored for recognition. We use a
little over 2 MB to store everything required to perform recognition/classification
of 5 classes. Typically a 3D mesh file is of the order of 500KB (0.5MB) to 1MB.
Thus with same memory, a maximum of four 3D mesh models can be stored
in the exemplar scheme. We would like to stress again that just one COMPAS
is required to recognize all types of Sitting objects - chairs, benches or sofas.
Similarly for the other classes. This would not be possible in the 3D shape
matching scheme with just one 3D example.

To use the canonical model and RF for recognition, we follow similar steps of
representing the input 3D model as its spherical function. It is then aligned to
each of the canonical maps and Type I,II features are derived as before. The fea-
ture vector is then tested with the RF to obtain the unknown class label. We com-
pare the performance of our system with the 3D shape matching/classification
system on the Princeton 3D model searching engine [31]. We use the implementa-
tion provided by the authors at http://www.cs.jhu.edu/ misha/Code/Matching/.
Since we use five examples to create the canonical model, we obtain matching
score using the author’s code for all the five models to be fair. The final score
for each class is determined using two methods - mean (PSBMean) and max
(PSBMax). The final class is determined by the class with highest score. The
recognition experiments are reported below.

5.1 Experiment 1

Our results are geared towards answering the following questions, (1) What is
the extent of abstraction achieved? (2) Is the derived canonical model sufficient
to recognize class members of varied types? (3) What is the accuracy gain over
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(a)Accuracy (%) (b) Our scheme

(c)PSBMean (d) PSBMax

Fig. 6. Experiment 1 results: (a) Overall accuracy of recognition over the different
trials (black: Our method, magenta:PSBMean, green:PSBMax), (b) Average confusion
matrix for our method, (c) PSBMean and (d) PSBMax.

existing approaches? We report results from 50 trials, with random splits of the
dataset. Note that just 5-10 examples per class are used for training in each trial.
We first report results on the 3D model dataset described in Section 3. Figure
6 shows the overall accuracy and the average confusion matrix for our scheme
and the 3D shape matching/classification algorithm. Our average accuracy is
≈ 80% while that of the compared method is ≈ 67% (PSBMax) and ≈ 58%
(PSBMean). The variance in accuracy for our method is ≈ 6.7%, while that for
PSBMean and PSBMax is ≈ 21% and ≈ 23%. The confusion matrix shows that
though both schemes perform almost equally well in cases like Bottles, where
the intra-class variation is comparitively low, our scheme outperforms the 3D
shape matching scheme significantly in the Sleeping, Sitting and Tables classes
where the intra-class variation is very large. We now look at this in detail.

Extent of abstraction-generalization achieved: It is known that the ex-
amples used during training affect the overall performance, especially the extent
of abstraction and generalization possible [32, 1]. To show that matching has
indeed been done at an abstract level, we look at a case where initialization was
performed with examples of a limited type. For instance, consider the case shown
in Figure 7. The overall accuracy for the trial was 83.6% (one of the highest), the
individual class accuracies is provided in the figure. The corresponding overall
accuracy for the PSB based method was 65% (PSBMax) and 59% (PSBMean).
For each class, Figure 7(a) shows the models that were used to build the corre-
sponding canonical model. The other results in parts (b)-(d) correspond to the
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Bottles
(95.25%)

Drinking
(94.74%)

Sitting
(80.5%)

Sleeping
(91.43%)

Tables
(73.33%)

(a) Examples used to create the canonical models for the corresponding class.

(b) Some examples successfully recognized by our system but PSB fails.

(c) Some examples which both schemes failed to recognize.

(d) Examples which were recognized by PSB scheme but not by our scheme.

Fig. 7. Demonstrating extent of abstraction-generalization
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trial with the training in (a). Figure 7(b) shows some of the examples which
were succesfully recognized by our system but not by the 3D Shape matching
(PSB) scheme. Notice that the examples have large variation from those used
during the training. For e.g: the bottle (first object in (b)) has a body shape that
is quite different from those in the training; similarly though mugs with different
handles were used for training the Drinking class, cups and glasses were success-
fully recognized by our system. This is captured by the Type I features, which
helps match parts corresponding to the ‘cup’ like structure (where the liquid is
held). For the case of Sitting, mostly chairs and benches were used for training,
but sofas were successfully recognized. The canonical model for Sittable class
is dominantly seat and backrest, which allows robust recognition of sofas and
different chairs despite other structural variations. Also the anisotropic scaling
handles the difference in aspect ratio of parts. The objects in Sleeping class are
interesting due to large variation in the distracting elements like pillows, etc.
Note that some very simple beds were not recognized by the PSB scheme (first
object in last row of (b)). Similarly for the Tables, though only one example had
a round top and most had very simple legs, the matched examples have artistic
legs or additional items on the surface. Figure 7(c) shows examples which were
not recognized by both our scheme and PSB. The first example is that of a bed
which was wrongly identified as a table, the second example is of a glass which
has two ‘cup’ like structures. The third and fourth are examples of sofa. The
last three are tables. We note that in general, neither scheme can recognize self
repeating structures - like the table with multiple shelf like structures.

5.2 Experiment 2

Lastly, we performed experiments on 3D data acquired from stereo. Instead of
using volumetric reconstructions, we used the partial models from single view-
points to test our scheme, since this would be the case for a real world robot. It
is possible to use our scheme for recognition of partial data since we define the
spherical function to have r = 0 in case of models with holes/missing data. Also
the alignement scheme is known to be robust to such occlusions. We used the
initializations from the previous experiment and performed recognition on the
stereo models. We found that our method had an average accuracy of ≈ 65%,
while PSBMean and PSBMax had an average accuracy of ≈ 51% and ≈ 56%,
respectively.

6 Future Direction and Conclusion

The results from Experiment 1 showed that our scheme was indeed able to
capture abstract structures and perform generalization for successful recognition
in classes with large intra-class variation. We also saw that this did not affect
the inter-class separation significantly. In future, we seek to perform detailed
experiments to derive heuristics which will guide us during training. On one
hand, it may seem that providing examples with large variance during training
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would lead to best overall performance. But the case shown in Experiment 1
does not fit this trend. We may argue that this is due to lack of consensus on
the canonical structure. The question about the characteristics of the training
samples, and their effect on the balance between individual class performance
and inter-class separation, remains unanswered in many fields related to learning.
Since our system is the first to allow such abstraction-generalization in a uniform
and automatic way over many classes, it would now be possible to search for
heuristics of the above nature for such vision systems.

In this paper, we presented a novel scheme for object classification and recog-
nition. Our contributions are as follows (1) We proposed a novel representation
for the canonical model, suitable for extracting features for the set goals. We
showed the robustness of the scheme even on partial and noisy real world data
acquired from stereo cameras. (2) We provided results to demonstrate that ab-
straction and generalization was indeed achieved, allowing recognition despite
large intra-class variations (for e.g: recognizing sofas when chairs, benches dom-
inated the training set). (3) We have proposed a novel automatic scheme which
takes the multi-system approach to classification, motivated from findings about
human classification task. (4) We have demonstrated that the system is more
robust, scalable and practical compared to existing approaches. (5) We have
also shown how 3D shape matching schemes with coarser class labels cannot be
employed for the task. We quantitatively demonstrated increase in recognition
performance and memory efficiency.
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Abstract. We propose a super-resolution method that exploits self-
similarities and group structural information of image patches using only
one single input frame. The super-resolution problem is posed as learning
the mapping between pairs of low-resolution and high-resolution image
patches. Instead of relying on an extrinsic set of training images as of-
ten required in example-based super-resolution algorithms, we employ a
method that generates image pairs directly from the image pyramid of
one single frame. The generated patch pairs are clustered for training a
dictionary by enforcing group sparsity constraints underlying the image
patches. Super-resolution images are then constructed using the learned
dictionary. Experimental results show the proposed method is able to
achieve the state-of-the-art performance.

1 Introduction

Super-resolution algorithms aim to construct a high-resolution image from one
or multiple low-resolution input frames [1]. They address an important prob-
lem with numerous applications. However, this problem is ill-posed because
the ground truth is never known, and numerous algorithms are proposed with
different assumptions of prior knowledge so that extra information can be ex-
ploited for generating high-resolution images from low-resolution ones. Exist-
ing super-resolution algorithms can be broadly categorized into three classes:
reconstruction-based, interpolation-based, and example-based approaches.

Interpolation-based super-resolution methods assume that images are spa-
tially smooth and can be adequately approximated by polynomials such as bi-
linear, bicubic or level-set functions [1,2,3]. This assumption is usually inaccurate
for natural images and thus over-smoothed edges as well as visual artifacts often
exist in the reconstructed high-resolution images. These edge statistics can be
learned from a generic dataset or tailored for a particular type of scenes. With
the learned prior edge statistics, sharp-edged images can be reconstructed well
at the expense of losing some fine textural details.

For reconstruction-based algorithms, super-resolution is cast as an inverse
problem of recovering the original high-resolution image by fusing multiple low-
resolution images, based on certain assumed prior knowledge of an observation
model that maps the high-resolution image to the low resolution images [4, 5].

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 497–510, 2011.
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Each low-resolution image imposes a set of linear constraints on the unknown high-
resolutionpixel values.When a sufficientnumber of low-resolution images are avail-
able, the inverse problem becomes over-determined and can be solved to recover
the high-resolution image. However, it has been shown that the reconstruction-
based approaches are numerically limited to a scaling factor of two [5].

For example-based methods, the mapping between low-resolution and high-
resolution image patches is learned from a representative set of image pairs, and
then the learned mapping is applied to super resolution. The underlying assump-
tion is that the missing high-resolution details can be learned and inferred from
the low-resolution image and a representative training set. Numerous methods
have been proposed for learning the mapping between low-resolution and high-
resolution image pairs [3, 6,7,8, 9, 10, 11] with demonstrated promising results.

The success of example-based super-resolution methods hinge on two ma-
jor factors: collecting a large and representative database of low-resolution and
high-resolution image pairs, and learning their mapping. Example-based super-
resolution methods often entail the need of a large dataset to encompass as much
image variation as possible [3, 6, 7, 8, 9, 10, 11] with ensuing computational load
in the learning process. Moreover, the mapping learned from a general database
may not be able to recover the true missing high-frequency details from the low-
resolution image if the input frame contains textures that do not appear in the
database. For example, the mapping function learned from low-resolution/high-
resolution image pairs containing man-made objects (e.g., buildings or cars) is
expected to perform poorly on natural scenes. Furthermore, the rich image struc-
tural information contained in an image is not exploited. In light of this, Glasner
et al. [12] propose a method that exploits patch redundancy among in-scale and
cross-scale images in an image pyramid to enforce constraints for reconstructing
the unknown high-resolution image.

In [10], Yang et al. present a super-resolution algorithm by employing sparse
dictionary learning on high-resolution and low-resolution images. In this algo-
rithm, the low-resolution images are considered as a downsampled version of
high-resolution ones with the same sparse codes. Using a representative set of
image patches, a dictionary (or bases) is learned for sparse coding using both
high-resolution and low-resolution images. Their approach performs well under
the assumption that image patches of the input image are similar to the ones
in the training data, e.g., similar types of images. Existing dictionary learning
algorithms often operate on individual data samples without taking their self-
similarity into account in searching for the sparsest solutions [13]. Observing
this, Mairal et al. [14] recently propose an algorithm exploiting the intuition
that similar patches in an image should admit similar sparse representation over
the dictionary. By enforcing group sparsity, their experimental results on image
denoising and demosaicing demonstrate improvements over existing methods.

We propose a super-resolution method that exploits self-similarities and group
structural constraints of image patches using only one single input frame. In
contrast to [10], our algorithm exploits patch self-similarity within the image
and introduces the group sparsity for better regularization in the reconstruction
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process. Compared with [14], we exploit not only the patch similarity within
scale but also across scales. In addition, we are the first to show structural
sparsity can be successfully applied to the image super-resolution (which is not
a trivial extension). Different from [12], we enforce constraints in constructing
high-resolution image patches within an image pyramid, and exploit group spar-
sity and generate better super resolution images. Experimental results show the
proposed method is able to achieve the state-of-the-art performance for image
super resolution using one single frame.

2 Proposed Algorithm

We present the proposed algorithm in this section. Our approach exploits both
patch similarity across scale and group structural constraint underlying the nat-
ural images. In contrast to existing super-resolution algorithms that resort to
a large data of disparate images, we show that the training patches generated
directly from the input image itself facilitate finding more similar patches.

Our algorithm consists of two main steps in which we exploit self-similarities
among image patches. We first generate high-resolution/low-resolution patch
pairs from one single frame by exploiting self-similarities. To generate high-
resolution/low-resolution patch pairs from one single frame, we create an image
pyramid and build the patch pairs between corresponding high-resolution/low-
resolution images. As shown in [12], the use of an image pyramid provides an
effective method to generate a sufficient number of high-resolution patches from
low-resolution ones.

After creating high-resolution/low-resolution patch pairs, we enforce the group
sparsity constraints among similar patch pairs. The group sparsity constraints
have been shown to be effective for image denoising and demosaicing [14]. In
contrast to [14], we exploit not only the patch similarity within image scale but
also across image scale. In addition, we show that structural sparsity can be
successfully applied to the image super-resolution. We present the details of our
algorithm in the following sections.

2.1 Exploiting Self-similarities to Generate Example Pairs

In the first step, we generate a set of high-resolution/low-resolution patch pairs
from one single input image. These generated patch pairs are used to construct
the output high-resolution image in the second step. Conventionally, the source
of image pairs for example-based algorithms can be extracted from an extrin-
sic large dataset that encompasses a wide range of scenes or a category-specific
one (e.g., [6, 10]). Alternatively, such image pairs can be extracted intrinsically
from one single frame (e.g., [12]). The advantage of using extrinsic dataset is
the availability of plentiful patch pairs, which may facilitate finding matches
between high-resolution and low-resolution image patches. However, the draw-
back is the ensuing problem with large image variation inherent among image
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pairs from diverse sources. Consequently these algorithms may find similar low-
resolution patches from the dataset, but the paired high-resolution patches are
not necessarily suitable for constructing high quality super-resolution images.

To avoid this problem, we generate patch pairs naturally bearing strong sim-
ilarities directly from the input low-resolution image itself. Motivated by the
observations of [12], we build image patch pairs from an image pyramid to pro-
vide highly similar patch pairs.

Assume the relationship between high-resolution image Ih, and low-resolution
image Il is

Il = (Ih ∗B) ↓s, (1)

where ∗ is a convolution operator, B is an isotropic Gaussian kernel, and ↓s is
a subsampling operator with scaling factor s. From an input image I0 shown
in Fig. 1, we first generate low-resolution images Ik (k = −1, . . . ,−n). By well
controlling the scaling factors and the variance parameters of the Gaussian ker-
nels, it is possible to create high-resolution patches by exploiting self-similarity
among the input image and generated low-resolution images. Fig. 1 illustrates
the concept, and Proposition 1 states the relationship between scaling factors
and the corresponding Gaussian variance parameters.

Proposition 1. For any two downsampled images Ip = (I0 ∗Bp) ↓sp and Iq =
(I0 ∗ Bq) ↓sq of the image pyramid, the variances of their Gaussian kernels are
related by σ2

p = σ2
q · log(sp)/ log(sq).

Fig. 1. Exploiting cross-scale patch redundancy in an image pyramid: I0 is the input
image. I−1 and I−2 are downsampled layers from I0. The pixels of I ′

1 and I ′
2 are copied

and enlarged from image patches of I0. For a source patch Ps in I0, several similar
patches (P1 and P2) can be found in lower-resolution images (I−1 or I−2). For each
found patch (P1 or P2), a corresponding region (R1 or R2) in I0 are determined.
Similarly, a corresponding region (D1 or D2) are determined by two factors: (1) the
region of source patch Ps, (2) the layer index of the found patch (-1 of I−1 or -2 of
I−2). Finally, the intensity value of R1 are copied to D1 with enlarged area, so as R2

to D2.
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The proof of this proposition is presented in Appendix 1. We assume the input
image I0 is a downsampled result from an unknown high-resolution image Ik

(k ≥ 1), so that we can exploit patch similarity across scales to fill regions in Ik.
We set sk = sk/n (k = −1, . . . ,−n) where s is the expected scaling factor for final
output image and n is the number of low-resolution images. This exponential
setting is critical because our goal is to create high-resolution/low-resolution
patch pairs for second part. Only with this setting described in Proposition 1,
the Gaussian kernel variances between Ik to Ik−n are the same as In to I0.

For a source patch Ps in the input image I0, we use the approximate nearest
neighbor algorithm [15] to find most similar patches in low-resolution images.
Assume two patches are found, i.e., P1 and P2 in Fig. 1, their corresponding
regions (R1 and R2) in I0 have larger size than P1 and P2. Similarly any image
patch Ps of I0 can be assumed to be generated by high-resolution images with
Equation 1, and the corresponding regions in the high-resolution images are
D1 and D2. The relationship between Pk to Rk should be similar as Ps to
Dk, and thus we set Dk to have the same intensity as Rk. However, Ps is not
completely the same as Pk and Rk is not completely the same as Dk. We compute
their weights based on their similarity with exp(−‖Ps−Pk‖2/σ2) to average the
overlapped high-resolution patches, where σ controls the degree of similarity.

Denote the high-resolution images are I ′1 and I ′2 in Fig. 1, they contain many
copied patches but may have some uncovered regions (i.e., some source patches in
I0 may not find similar patches in the image pyramid). We fill the uncovered area
with the back projection algorithm [4] for improving image resolution. Because
the blur kernels are known in our formulation, we generate high-resolution images
by compensating low-resolution images

Ih = I ′′h − (I ′′l − I ′l) ↑s, (2)

where I ′′h is an initial high-resolution image, I ′′l is the image generated by I ′′h in
Equation 1, and I ′l is the images where Dk is copied to. The upsampling operator
↑s we use here is bicubic interpolation. If I ′l has uncovered areas, we ignore these
regions and set their pixel values to to zero. We generate the initial I ′′n with
bicubic interpolation of I0, and compensate I ′n to I0. We summarize the first
step to generate high-resolution/low-resolution image pairs in Algorithm 1.

2.2 Exploiting Group Self-similarities to Construct High-Resolution
Images

The method presented in Section 2.1 can generate a high-resolution image H , but
the resulting image may contain significant amount of noise. In this section we
propose a method to further refine it by exploiting the group sparsity constraints
among image patches. As the high-resolution image H and low-resolution image
L are known, and the width of the Gaussian kernel σ is also known, we can
generate several high-resolution images from H by the downsampling process
described in Equation 1.

From the first step, we have n + 1 pairs of images between Ik and Ik−n

(k = 0, . . . , n). We form image pairs that every low-resolution patch in Ik−n has
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Algorithm 1. Construct high-resolution images from single input frame
Data: Input image L, Zooming factor z, Gaussian kernel variance σ2

6 , Number
of similar patches m, Similarity weight parameter σw, Back-projection
loop number lb

Result: High-resolution images I1 to In (n is decided by z)
Set I0 = L with resolution (h0, w0);1

for k = 1, . . . , 6 do2

Set scaling factor s−k = (1/1.25)k ;3

Compute convoluted image C−k by convolving I0 with a Gaussian kernel4

whose variance σ2
−k = σ2

6 ∗ log(k)/ log(6);
Set h−k = h0 ∗ s−k, and w−k = w0 ∗ s−k (possibly non-integer);5

Compute image I−k by subsampling C−k to the resolution (h−k,w−k);6

for k = 0, . . . , 5 do7

for each 5×5 patch Ps in I−k do8

Compute the corresponding region Rs in C−(k+1) (boundary9

coordinates of Rs are usually non-integer);
Compute Qs by subsampling Rs into a 4 × 4 patch;10

Save patch pair (Qs, Ps) into patch pair database B;11

Compute number of upsampling image n=roundup(log(z)/ log(1.25));12

for k = 1, . . . , n do13

Compute image Ik’s resolution as (h0 × (1.25)k , w0 × (1.25)k) ;14

for each 5×5 region in Ik do15

Compute the corresponding region Rq in Ik−1 (boundary coordinates of16

Rq are usually non-integer);
Compute query patch Qq by subsampling Rq into a 4 × 4 patch;17

Query Qq in database B to find similar patches Q1 ∼ Qm with paired18

5 × 5 patches P1 ∼ Pm and difference value dt = ‖Qq − Qt‖2;
for t = 1, . . . , m do19

Compute patch weight wm = exp(−dt/σw);20

Record each patch P and weight w;21

Compute average image A by weighted average overlapped patches {P} and22

weights {w};
Set scaling factor sk = 1.25k ;23

Compute Gaussian kernel whose variance σ2
k = σ2

6 ∗ log(k)/ log(6);24

Set the initial value of back-projected image Y as A;25

for t = 1, . . . , lb do26

Compute back-projected image Y respect to I0 with Gaussian27

projection kernel (variance = σ2
k), downscale and upscale factor sk,

back-projection kernel the same as projection kernel;
Set Ik = Y ;28

Add patch pairs (Q,P ) to B from image pairs Ik−1 and Ik as above;29
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Algorithm 2. Refine image through group sparse coding
Data: Image Pyramid {Ik} k = −6, . . . , n , Zooming factor z, Gaussian kernel

variance σ2
6 , Low-resolution patch size m, Cluster number c, Group

sparsity threshold δ, Dictionary size d, Dictionary update loop number K
Result: Refined high-resolution image H
for k=0, . . . , 6 do1

Denote low-resolution image Lk = I−k;2

Compute expected scaling factor s = 1.25−k ∗ z and index3

t =roundup(log(s)/ log(1.25));
Denote upsampled image Is = It;4

Set σ2 = σ2
6 ∗ 6 ∗ log(1.25)/ log(s);5

Compute Ic by convolving Is with a Gaussian kernel whose variance is σ2;6

Set expected resolution (hh, wh) = (s ∗ h0, s ∗ w0) where (h0, w0) is I0’s7

resolution;
Compute Hk by subsampling Ic to resolution (hh, wh) ;8

for each m × m patch P l
i on Lk do9

Set patch P h
i = the corresponding mz × mz patch of P l

i on Hk;10

Compute high-resolution feature vector fh,r
i = P h

i − mean(P h
i );11

Compute low-resolution feature vector f l,r
i with gradient vectors P l

i ;12

Normalize feature vector fh,r
i to fh,n

i and record the norm value vh
i ;13

Normalize feature vector f l,r
i to f l,n

i ;14

Concatenate vectors fh,n
i and f l,n

i to single vector fc
i ;15

Normalize vector fc
i to vector yi, and save fc

i ’s norm value vc
i ;16

Cluster all {f l,r
i } by K-means clustering to get c clustering sets {Uj}, j = 1 . . . c,17

from vector set. Each Uj contains several indexes of similar f l,r;
Denote Y as all vectors {yi} and set initial dictionary D0 = first d non-repeated18

yi vectors;
for k=1 , . . . , K do19

For every cluster Uj , find the coefficient set Aj by Equation 3;20

Denote Ak as all coefficient sets {Aj} j = 1, . . . , c and compute residual21

rk = ‖Y − Dk−1Ak‖F ;
for each m × m patch P l

i on l0 do22

Reconstruct yr
i = D · ai, where ai is yi’s coefficients in Aj ;23

De-normalized yd
i = yr

i · vc
i ;24

Reconstruct normalized high-resolution feature vector25

fh,r
i = de-concatenatehigh(yd

i );
Reconstruct de-normalized feature vector fh,d

i = fh,r
i · vh

i ;26

Reconstruct high-resolution intensity patch P h,r
i = fh,d

i + mean(P h
i )27

where P h
i is P l

i ’s corresponding mz × mz patch on Hk;

Compute Hk = average of overlapped P h,r
i ;28

Update dictionary Dk from Dk−1 by Equation 4;29

Set H = Hk, where k = arg min{rk} ;30
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a corresponding high-resolution patch in Ik whose scaling factor is s. We use
all the patch pairs to learn a dictionary with their group sparsity in order to
capture the relationship among all the high-resolution or low-resolution patches,
respectively.

In order to train this dictionary, we first extract features from low-resolution
patches and high-resolution patches similar to [10]. The features we extract from
low-resolution patch are two first-order image gradients and two second-order
image gradients along horizontal and vertical axes, i.e. [1, 0,−1], [1, 0,−1]�,
[−1, 0, 2, 0,−1], [−1, 0, 2, 0,−1]�. For each high-resolution patch, each feature
vector is formed by raster scan of pixel values after subtracting the mean value
of that patch.

For each high-resolution/low-resolution patch pair, we compose one concate-
nated feature vector. As the dimensions of low-resolution patch feature and
high-resolution patch feature are different, we normalize both feature vectors in-
dependently in order to balance their contributions, before concatenating them
into one single vector. All of the concatenated feature vectors are normalized to
unit-norm vectors for dictionary learning with group sparsity constraints. Due to
the feature design, it is possible that both of the high-resolution feature vector
and low-resolution feature vector are zero. In such cases, these feature vectors
are discarded.

To exploit the group similarity among patch pairs, we group pairs with similar
feature vectors into clusters by K-means clustering. The feature we choose is the
image gradient generated by low-resolution patches regardless of high-resolution
patches because the low-resolution patches are more reliable than high-resolution
patches.

With a given dictionary D, we solve the group sparse coefficients for each
cluster Ui as

min
Ai

‖Ai‖1,2 s.t. ‖Yi −DAi‖F ≤ √
niδ, (3)

where ‖A‖1,2 =
∑n

k=1 ‖Rk‖2 and Rk is A’s k-th row. In the equation above,
Yi is the column-wise feature vector in cluster Ui, ni is the column number
of Yi, ‖ · ‖F is the Frobenius norm, and δ is a threshold controlling how similar
the reconstructed feature vectors should be constructed from the original feature
vectors. We use the SPGL1 package [16] to solve the above optimization problem.

As the group sparse coefficients are solved within separated cluster and the
dictionary is given before solving the above equation, we need to update the
dictionary for overall optimization. We denote A as the union of all coefficients
Ai, and Y as the union of all feature vectors Yi. The dictionary D is updated by
the K-SVD algorithm [13],

D = argmin
D

‖Y −DA‖F s.t. ‖Dj‖2 = 1 ∀ j, (4)

where Dj is the j-th column of D. We iteratively solve group sparse coefficients
in Equation 3 and Equation 4 until both A and D converge. The product of
dictionary D and coefficient A contains the resulting feature vectors by patch
similarity not only within each cluster but also among all clusters. We use these
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feature vectors to generate the output high-resolution image. We summarize the
process of this step in Algorithm 2.

3 Experimental Results

In this section, we describe the experimental setups and present the results
using the proposed method and other algorithms. For all the experiments, we
set the number of support low-resolution image n = 6, the number of nearest
neighbor m = 9, variance of Gaussian blur kernel σ2 = 0.8, scaling factor s
= 3, and group sparse coding threshold δ = 0.05. For a color input image, we
convert it to YCbCr space and apply our algorithm only on luma component Y,
and simply bicubic interpolate chroma components CbCr since human eyes are
much more sensitive to luma rather than chroma. To compare with the state-
of-the-art example-based algorithms, we use the original code provided by [10],
and implement the algorithm of [12]1. More results and MATLAB code can be
found on http://eng.ucmerced.edu/people/cyang35

(a) Bicubic (b) Yang et al. [10] (c) Proposed

Fig. 2. Horse (results best viewed on a high-resolution display) Our result shows
sharper edge than bicubic interpolation and less artifacts than [10] along fence and
front legs.

We use images in the Berkeley segmentation dataset [17] for experiments. As
shown in Fig. 2-7, the proposed algorithm generates shaper images with less

1 This is based on our best efforts to implement the algorithm by Glasner et al. [12]
with their help and suggestions as the authors do not release their code. The results
may not be exactly the same as their reported results due to parameter settings.
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(a) Glasner et al. [12] (b) Yang et al. [10] (c) Proposed

Fig. 3. Deer (results best viewed on a high-resolution display). Compared with result
generated [12], our super-resolution image has fewer artifacts (e.g., the antler region
is smoother).Compared with result generated by [10], our super-resolution image has
fewer artifacts (e.g., the antler region).

(a) Glasner et al. [12] (b) Yang et al. [10] (c) Proposed

Fig. 4. Swimmer (results best viewed on a high-resolution display). Compared with
result generated by [12], our result has fewer artifacts (e.g., muscle and rib regions).
Compared with result generated by [10], our result has fewer artifacts (e.g., around the
head region).

(a) Glasner et al. [12] (b) Yang et al. [10] (c) Proposed

Fig. 5. Gentleman (results best viewed on a high-resolution display). Compared with
result generated by [12], our result has less artifacts (e.g., on the forehead). Compared
with result generated by [10], our result has less artifacts (e.g., on the collar region).
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(a) Original (b) Proposed

(c) Yang et al. [10] (d) Glasner et al. [12]

Fig. 6. Boy (results best viewed on a high-resolution display). Compared with result gen-
erated by [12], our super-resolution image has fewer artifacts (e.g., several blotches in the
facial and collar regions). Compared with result generated by [10], our super-resolution
image has fewer artifacts (e.g., several large blotches in the lip and contour regions).

(a) Bicubic (b) Yang et al. [10] (c) Proposed

Fig. 7. Young Man (results best viewed on a high-resolution display). Our result shows
sharper edge than bicubic interpolation and less artifacts than [10] along the collar and
the stripes.
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artifacts than the ones obtained by the example-based super-resolution algo-
rithm [10]. Due to space limitation, we cannot present the full resolution images
in this manuscript and these images are best viewed on high-resolution displays
(additional results with high resolution images can be found in the supplemen-
tary material). For example, the super-resolution images generated by [10] have
more artifacts along vertical strips or regions with intensity discontinuity, e.g.,
the horse legs in Fig. 2, the swimmer’s cap in Fig. 4, the gentleman’s collar in
Fig 5, and the stripes in Fig. 7. In addition, the proposed algorithm outperforms
the conventional super-resolution algorithm using bicubic interpolation. The re-
sults can be explained by the assumption of example-based super-resolution
algorithm which entails the need to find matches between low-resolution and
high-resolution image pairs from a large training set. However, this assumption
does not always hold when the training set contains disparate images which are
not directly relevant to the test image (i.e., the trade-off between generality and
specialty). In contrast, our algorithm does not have this problem because the
training set is constructed directly from the input frame rather than a fixed
dictionary.

Compared with the results generated by [12], the super-resolution images by
our method also have fewer artifacts, e.g., along antlers of the deer in Fig. 3 and
facial regions around eyes and mouth in Fig. 6. The success of [12] depends on
whether there are plentiful similar patches in the image pyramid generated by
the input frame. For images with numerous repetitive patterns (e.g., sunflower
fields or butterfly wings), this algorithm tends to work well. This algorithm is not
expected to perform well for an image containing a unique object, e.g., a human
standing in a natural scene as shown in Fig. 6. As this unique object occupies a
relatively small region, this algorithm is not able to find a sufficient number of
similar patches in the natural image using the low-resolution patches from the
unique object (e.g., faces), and consequently produce improper high-resolution
patches (i.e., generate super-resolution image patches of foreign objects). The
resulting effects are especially noticeable as these unique objects are usually
the focus of attention in these images. Our proposed algorithm does not have
such artifacts because we exploit both of group similarity and patch similarity
rather than mere patch similarity in [12]. Although the patches on human faces
are few, they can be included in similar groups to maintain the similarity in
the dictionary learning. Consequently, they produce much fewer artifacts in the
super-resolution images.

4 Concluding Remarks

In this paper we propose an example-based super-resolution algorithm by ex-
ploiting self-similarities using one single input image. We exploit self-similarities
on two fronts: both in generating image pairs and learning dictionary with group
sparsity. Experimental results show our algorithm is able to achieve the state-of-
the-art super-resolution images. Our future work will focus on algorithms that
take the geometrical relationships among image patches into account for efficient
and effective dictionary learning.
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Appendix

Proof of Proposition 1: Assume s2 = sn
1 , where n is a natural number and the

subsample operator ↓ does not decrease image quality, then Iin ∗B2 is equivalent
to ((((Iin ∗B1) ↓s1) ∗B1) ↓s1 · · · ∗B1) ↓s1 .

Also assuming the subsample operator can be ignored, it implies Iin ∗ B2 =
((Iin ∗ B1) ∗ B1) · · · ∗ B1 n times. Using the associative law of a convolution
operator in the discrete domain, i.e., (f ∗ g) ∗h = f ∗ (g ∗h), it follows Iin ∗B2 =
Iin ∗ (B1 ∗ · · · ∗B1), and B2 = B1 ∗ · · · ∗B1 n times.

Because we use Gaussian blur kernel and the convolution of two Gaussian
kernels is still a Gaussian kernel whose variance is the sum of the two variances,
i.e., σ2

2 = n · σ2
1 as B2 = B1 ∗ · · · ∗B1. With these equation together, σ2

2 = n · σ2
1

and s2 = sn
1 , it follows that σ2

1 = σ2
2 · log(s1)/ log(s2). ��
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Abstract. This paper presents a new method for object tracking based
on multiple kernel learning (MKL). MKL is used to learn an optimal
combination of χ2 kernels and Gaussian kernels, each type of which cap-
tures a different feature. Our features include the color information and
spatial pyramid histogram (SPH) based on global spatial correspondence
of the geometric distribution of visual words. We propose a simple effec-
tive way for on-line updating MKL classifier, where useful tracking ob-
jects are automatically selected as support vectors. The algorithm handle
target appearance variation, and makes better usage of history informa-
tion, which leads to better discrimination of target and the surrounding
background. The experiments on real world sequences demonstrate that
our method can track objects accurately and robustly especially under
partial occlusion and large appearance change.

1 Introduction

Visual tracking is an important task in many computer vision applications like
visual surveillance, human computer interaction, and traffic monitoring or sports
analysis. Tracking is significantly challenging because of the intrinsic appearance
variability, and extrinsic illumination change. In order to ameliorate the adapt-
ability of the algorithm to scene change, many different methods have been
proposed for it. To adapt to the changes of object and background during track-
ing process, it is necessary to introduce on-line learning mechanism into trackers.
Avidan’s ensemble tracker [1] replaces some old weak classiers with new ones
by AdaBoost at each frame. Grabner etal [2] adopt online AdaBoost firstly for
feature selection and introduce selectors which paved the way for application on
visual object tracking. In the paper [3, 4], different online SVM algorithms are
proposed and applied to object tracking. However, due to using results which
the tracker gives to update the tracker itself, slight inaccuracies in the tracker
can therefore lead to incorrectly labeled training examples, which degrades the
classifier and may cause further drift. To resolve the problem, Avidan [1]adopts
a simple outliers rejection scheme, and Babenko etal. [5]introduce the concept
of Multiple Instance Learning into visual tracking. Also these methods are in-
clined to fail in case of partial or complete occlusion, for they rely on the global
template model focusing on the integrated appearance information of the object.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 511–522, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Yin etal. [6] consider visual object tracking as a numerical optimization problem
by making a numerical hybrid local and global mode-seeking tracker that com-
bines detection and tracking. “Frag-Track” [7] extracts the integral histogram of
multiple image fragments or patches to represent the template, calculates each
patch voted by comparing its histogram with the corresponding image patch
histogram and then combines voted maps of the multiple patches. Experiments
demonstrate that the approach can deal with partial and swift occlusion well.
In addition, some works are also tried to resolve the occlusion problem in the
multiple objects tracking.

Recently multiple kernel learning (MKL) methods [8, 9]have shown great ad-
vantages in various classification(e.g. Learning the discriminative power-
invariance trade-off; Support kernel machines for object recognition). Instead of
using a single kernel in support vector machine (SVM) [10], MKL learns an op-
timal kernel combination and the associated classifier simultaneously, and pro-
vides an effective way of fusing informative features and kernels. However, these
methods basically adopt a uniform similarity measure over the whole input space.
When a category exhibits high variation as well as correlation with other cate-
gories in appearance, they are difficult to cope with the complexity of data distri-
bution. Varma etal. [11] proposed combining multiple descriptors using Multiple
Kernel Learning(MKL) and showed impressive results on varied object classifi-
cation tasks. So in this paper, we propose Multiple Kernel Learning for Tracking
(MKLT) approach uses an easily obtained training data as input, and then tunes
itself to the classification for tracking at hand. It simultaneously updates the train-
ing examples to tailor them towards the objects in the scene. It also updates the
weights that determine the optimal combination of different kernels, while allow-
ing different combinations to be chosen for different objects. Finally, it tunes the
classifier to the updated training data. Our final system is obtained by combin-
ing the outputs of this online classifier with the high probability outputs of the
original classifier trained on the first frames.

We firstly describe the MKL formulation of Bachetal. [12]. More efficiency
in multiple kernel learning known as SimpleMKL [13], which we use to obtain
a classifier for initial training frames. SimpleMKL carries out this optimization
in an SVM framework to learn the SVM model parameters as well as kernel
combination weights simultaneously. Our tracking procedure with MKL is an
exacting online solution that allows us to update the Lagrangian multipliers of
the training data, as well as the kernel combination weight, five or ten frames at a
time. The main contribution is that we adopt spatial pyramid [14] to obtain the
features’ spatial information which is inspired by the remarkable ability of “bag
of words” to handle intra-class pose variant and occlusion. The spatial pyramid
works by computing rough geometric correspondence on a global scale using an
efficient approximation technique adapted from the pyramid matching scheme of
Grauman and Darrel [15]. However, the satisfactory results are obtained by our
approach when occlusions occur or the object’ length and scale change severely,
as well as the ability to recapturing the object.
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2 Related Work

Early works on an object feature extracting used global features such as color
or texture histogram [16]. However, these features were not robust to view-point
changes, clutter and occlusion. Over the years, more sophisticated approaches
such as part-based [17]and bag of features [18]methods have become more popu-
lar. Increased interest in object recognition has resulted in new feature descrip-
tors and a multitude of classifier. Inspired by the pyramidal feature matching
approach of [15], Bosch et al. proposed two new region descriptors - the Pyramid
Histogram of Oriented Gradients (PHOG) and Pyramidal Histogram of Visual
Words (PHOW) [19]zhang etal. used the Geometic Blur(GB) feature [20]and
proposed using a discriminative nearest neighbor classification for object recog-
nition. Wu etal. [21]used edge features to capture the local shape of objects.

Kernel based method is one of attractive research areas for object categoriza-
tion in recent years. Diverse kernels such as pyramid matching kernel(PMK) [15],
spatial pyramid matching kernel(SPK) [14], distribution kernel (PDK) [22] and
chi-square kernel are delicately designed to compute the similarity of image pair
on certain features that represent particular visual characteristics. Multi-kernel
based classifiers have been introduced into object categorization yielding promis-
ing results. And multiple features (e.g. appearance, shape) are employed and ker-
nels (e.g. PMK and SPK with different hyper-parameters) are linearly combined
in MKL framework.

Lanckriet etal [23]introduced the MKL procedure to learn a set of linear
combination weights, while using multiple features of information with a kernel
method, such as an SVM. It can result in a convex but non-smooth minimization
problem. The algorithm worked for hundreds of examples or hundreds of kernels
[12] provided the additional advantage of encouraging sparse kernel combina-
tions. Our initial object classifier built the object’s features from the first few
frames. Our work builds on MKL and fits well into the SVM framework. And also
we provide the online updating process to retrain the classifier that accounts for
appearance changes and allows reacquisition of an object after total occlusion.

3 Algorithms

3.1 The Multiple Kernel Learning

Kernel based learning methods have proven to be an extremely effective discrim-
inative approach to classification as well as regression problem. One approach
performing kernel selection is to learn a kernel combination during the train-
ing phase of the algorithm. One prominent instance of this class is MKL. Its
objective is to optimize jointly over a linear combination of kernel(equation1).
Given multiple features, one can calculate multiple basis kernels, one for each
feature. So the kernel is often computed as a convex combination of the basis
kernels,where xi are objects’ some samples, km(xi, xj) is the mth Kernel, and
dm are the weights given to each kernel.
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K(xi, xj) =
M∑

m=1

dm km(xi , xj) ,

M∑
m=1

dm = 1 , dm � 0 (1)

Learning the classifier model parameters and the kernel combination weights in
a single optimization problem is known as the Multiple Kernel Learning prob-
lem [23]. There are a number of formulations for the MKL problem, our approach
builds on the MKL formulation of [13], known as SimpleMKL. This formulation
enables the kernel combination weights to be learnt within the SVM framework.
The optimization equation is given by equation 2,3,4:

min
∑
m

1
dm

wm wT
m +C

∑
i

ξi (2)

such that yi

∑
m

ϕm(xi) + yi b � 1− ξi ∀i (3)

ξi � 0 ∀i, dm � 0 ∀m,
∑
m

dm = 1 (4)

Where b is the bias, ξi is the slack afforded to each sample data and C is the
regularization parameter. The solution to the MKL formulation is based on a
gradient descent on the SVM objective value.

The final binary decision function of MKL is of the following form:

FMKL(x) = sign(
M∑

m=1

βm(km (x)T α + b)) (5)

The only free parameter in the MKL approaches is the regularization constant
C, which is chosen using Cross Validation (CV). In this paper we study a class
of kernel classifiers that aim to combine several kernels into a single model. We
associate object features (color features, spatial pyramid histogram features)
with different parameters of kernels (Gauss kernel, χ2 kernel) functions, kernel
combination/selection translates naturally into feature combination/selection.

k(x1, x2) = χ2(x1, x2) χ2(x1, x2) =
∑ (x1 − x2)

(x1 + x2)

2

(6)

k(x1, x2) = exp((−(x1 − x2)2)/(2σ2)) (7)

A conceptually simple approach is the use of CV to select the different parame-
ters of kernels.

3.2 Spatial Pyramid Histogram Feature

The traditional bag of features methods, which represent an image as an orderless
collection of local features, have severely limited descriptive ability, because there
methods disregard all information about the spatial layout of features. Lazebink
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etal. [14] provides repeatedly subdividing the image and computing histograms
of local features at increasingly fine resolutions. The spatial pyramid framework
suggests a possible way to address the issue: namely, the best results may be
achieved when multiple resolutions are combined in a principled way.

We describe the original formulation of pyramid matching [15]. Consider
matching two images each consisting of a 2D point set, where we wish to de-
termine matches between the point sets when the images are over laid for a
particular point the strength of the match depends on the distances from its
position to points in the other set. Each image is divided into a sequence of
increasingly finer spatial grids by repeatedly doubling the number of divisions in
each axis direction. The number of points in each grid cell is then recorded. This
is a pyramid representation because the number of points in a cell at one level is
simply the sum which is divided into four cells at the next level. The cell counts
at each level of resolution are the bin counts for the histogram representing that
level. The correspondence between the two point sets can then be computed as
a weighted sum over the histogram intersections at each level. Similarly, the lack
of correspondence between the point sets can be measured as a weighted sum
over histogram differences at each level. It is illustrated in Fig.1.

A spatial pyramid histogram is the single histogram intersection of “long”
vectors which is formed by concatenating the appropriately weighted histograms
of all cells at all resolutions. In the long histogram, the three color bins denote
features’ bins of image and the height expresses occurrence which extracted
features fall in each bin. When L=0, the histogram is the first part (level 0 -
there are only three bins). We can see details in [14].

3.3 Online Updating

There is a set of data samples (x1, x2, . . . , xn) with corresponding class labels
(y1, y2, . . . , yn). Let Φk(xi, xj) be the set of K kernels. The MKL solution for the

1

4

1

4

1

2

Fig. 1. Example of constructing a three-level spatial pyramid histogram. We weight
each spatial histogram and concatenate them to form a long histogram.



516 H. Lu, W. Zhang, and Y.-W. Chen

Fig. 2. (a):The object region,search region and the context region.(b):The black circles
and rectangles are support vectors.kernel 1 (brown bar) kernel 2(red bar).(b)shows the
effect of adding a new sample (shown in red) on the original samples and weights.
Some samples change.(c)shows the final classifier after adding a new sample; and the
corresponding weights are changed.

given data is obtained by SimpleMKL [13]. The data samples are divided into
three disjoint sets based on their Lagrange multipliers: lying on the correct side
of the margin vectors (αi = 0) support vectors (0 < αi < C) and lying on the
wrong side of the margins (αi = C).In this paper, we adopt the online updating
the tracker to make it adapt to the appearance change of the target. Through
the above, a classifier based MKL is formed. When a new object sample is added
to the solution, we need to calculate its Lagrange multiplier (0 � αt � C) such
that the KKT conditions are satisfied once again by using the support vectors
last time and the new samples. In the process of solving the problem, the kernel
weights and the bias will be changed to maintain the constraints in KKT. It
is shown in Fig.2 in short. A new point marked in red is added to the system.
In order to adopt the KKT conditions, the margin changes, while some of the
other points change set membership. At the same time, the kernel combination
weights also change. The KKT conditions for our problem are derived from the
Lagrangian function corresponding to equation 8.

L =
1
2

∑
m

wm wm

dm
+ C
∑

i

ζi −
∑

i

vi ζi −μm dm −A− λ(
∑
m

dm − 1)

A =
∑

i

αi(yi wm φm(xi) + yi b−1 + ζi)
(8)

4 Our Tracking Framework

Within the context of object tracking, we define the object region and its sur-
roundings as positive samples and negative samples respectively, as shown in
Fig.2(a). Our target is to learn a MKL classifier which can classify the positive
sample and negative sample in the new frame. Starting from first few frames, the
positive and the negative samples are used to training the MKL classier. Then
the search region can be estimated in the next frame. Finally, the target region
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in next frame is located with local maximum score within the search region.The
incremental tracking [24] performs as guidance in our whole tracking process.

In order to improve the discriminative power, we utilize higher dimensional
“strong features”–spatial pyramid histogram and color histogram. We use a
dense regular grid instead of interest points’ detection to extract SIFT features
because the former can capture uniform regions such as forest, face. And the
SIFT descriptors are then vectors quantized into visual “words” for the dictio-
nary. The vector quantization is carried out by K-means clustering algorithm.
Therefore, an image can be represented as a histogram which is equivalent to the
occurrence frequency of dictionary of a sample. SIFT features are extracted by
a dense regular grid technique, and are multi-image representations of an image
neighborhood. They are Gauassian derivatives computed at 8 orientation planes
over a 4×4 grid of spatial locations, giving a 128-dimension vector. The color
histogram is well known so we don’t need to introduce it.

One of the most difficult tasks for a tracker is how to online update the tracker
to make it adapt to the appearance change of the target. Here we propose a

Algorithm 1. Online MKL Tracking & Updating

Input: In Video frames for processing
Output: Rectangles of target object’s region
Training with the first frames In(n = 10+):
(1) Manually initializing parameters describing the property of region of interest
(center, size and rotation angle) in the first frame.
(2) Parameters sampling and considering the optimization produced by IVT[19]
model as positive samples in the first few frames. Also obtaining negative samples
around the positive samples.
(3) Extracting features (color histogram and spatial pyramid histogram) from the
positive and negative samples.
(4) Train the MKL classifier (in the processing of kernel calculation, the Gaussian
kernels are computed on the color features and χ2 kernels are computed on the

spatial pyramid histogram features) to get FMKL(x) = sign(
M∑

m=1

βm(km (x)T α +

b)), and its support vectors V1 = {xi, yi}M
i=1

Online tracking: When a new frame comes:
(1) Randomly sampling 300 candidates with different affine parameters around the
object’s position obtained in the previous frame.
(2) Extract features, using the trained MKL classifier to find the maximum score
(the object’s location) given by FMKL(x) and go to the next frame.
(3) Approximately accumulate five or ten frames, update the MKL classifier (re-
fresh positive samples pn = V

+ ∪C
+ and negative samples Nn = V ∪C V is the

support vectors, and C are the new positive and negative samples by tracking).
(4) Retrain the MKL classifier using new samples for updating to FMKL(x) =

sign(
M∑

m=1

βm(km (x)T α + b))

Go to next frame.
End
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simple yet effective way for on-line updating the linear MKL classifier which is
inspired by the [25]. And our tracker can not only record the “Key Frames”(first
few frames) of the target as the history information, but can also update online
to decrease the risk of drift. By online updating, the MKL tracker can adjust
its hyper-plane for the maximum margin between the new positive and negative
samples. The support vectors transferred frame by frame contain important “Key
Frames” of the target object in the previous tracking process. The details are
described as Algorithm 1.

We adopt the random sampling for improving efficiency rather than sliding
window technique: in the following frame, a number of candidates with different
affine parameters are generated according to a Gaussian distribution centered
at the central position of the target in the previous frame. Incremental PCA
tracking [24] is applied in order to collect sufficient training samples in the
first few frames. In each frame, we obtain one optimal tracking result as the
positive sample according to incremental PCA [24]. At the same time, a few
negative samples are randomly selected around the optimal target. Note that
the sampling radius should be properly predefined to guarantee that negative
samples cannot overlap with the positive ones. While combining features is very
beneficial, the gain obtained by MKL over simple one kernel or averaging is
modest. However MKL determines a sparse selection of features, which helps
improve the efficiency of inference.

5 Experimental Results

Our tracking framework is implemented on a Pentium Dual Core 1G PC with 1G
memory. All the test sequences are 320× 240 resolutions. A 128-dim SIFT feature
is extracted to represent objects at first. The size of dictionary which we have
formed is 20. And the spatial pyramid’s level is 3. Thus an object is represented
as a 420-dim vector (spatial pyramid histogram) by the method proposed. The

Fig. 3. “sail”sequence Top row: results of RGBSVM. Middle row: results of pyra-
midSVM. Bottom row: results of our approach.
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Fig. 4. “singer1”sequence Top row: results of RGBSVM. Middle row: results of pyra-
midSVM. Bottom row: results of our approach.

Fig. 5. “Meetwalksplit”sequence Top row: results of RGBSVM. Middle row: results of
pyramidSVM. Bottom row: results of our approach.

object’s color histogram is a 256-dim vector. We sample 300 candidates randomly
around the tracked object in the previous frame in the tracking. All participating
kernels are Gaussian kernels and χ2 kernels. There are 50 different parameters
of Gaussian kernels (in the range from 5 to 250) and χ2 kernels respectively
(in the range from 10 to 500). For MKL we fix C = 1000 which yields best
results. In our experiments, we compare the results of the color information with
the single kernel (RGBSVM), spatial pyramid information with the single ker-
nel (pyramidSVM) and our approach (color+spatial information with MKL)on
publicly available datasets and our own datasets. In Fig.3(sequence “sail”–our
datasets), the boy’s face is occluded by a book constantly. At the beginning all
the three approaches can keep track of the face, but RGBSVM gradually fails
when encountering complex and long time occlusion. At the same time, pyra-
midSVM can track the object reluctantly. But it is not stable and it drifts away
the face. On the contrary, our approach successfully tracks the face during the en-
tire tracking process. Fig.4 shows the tracking results for the “Singer1”sequence
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Fig. 6. “EnterExitCrossingPaths1cor”sequence Top row: results of RGBSVM. Middle
row: results of pyramidSVM. Bottom row: results of our approach.

Fig. 7. The four videos’ quantitive comparisons among the results of the three ap-
proaches –our approach(red), RGBSVM(blue) and pyramidSVM(green)

which is from Junseok Kwon etal. [26]. This sequence includes scale change and
large illumination changes. The RGBSVM can not lock the object completely
when there are illumination changes but pyramidSVM track the object all the
same. We deduce that the spatial pyramid histogram feature displays better
than the generally features. Our approach combines color, global and local fea-
ture (spatial pyramid histogram), adds updating mechanism, keeps the target
still and is more robust. Fig.5, in the “Meetwalksplit”video which is from the
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CAVIAR database1, both RGBSVM and pyramidSVM display badly, looses the
target completely after frame 30. The video exhibits challenges, including oc-
clusions, the small target and fast motion (which causes motion blur). But our
approach performs the best. Another result -“EnterExitCrossingPaths1cor”(It
is also from the CAVIAR database1) Fig.6 also shows the compared results.
Though the experiment results, the approach which uses multiple kernels can
be performed better than the single kernel approach, because we combine dif-
ferent features and different kernels.Different from existing approaches that use
a linear weighting scheme to combine different features, our approach does not
require the weights to remain the same across different samples, and therefore
can effectively handle features of different types with different kernels. Fig.7
is the previous four videos’ quantitive comparisons among the results of the
three approaches–our approach, RGBSVM and pyramidSVM. RGBSVM and
pyramidSVM perform not well mostly. In contrast, our approach is robust in
handling occlusion,scaling and illumination changing.

6 Conclusions

In this paper, we propose a tracking framework successfully incorporating “spa-
tial pyramid histogram” and Multiple Kernel Learning(MKL) to deal with oc-
clusions and illumination changes, scale changes. We adopt IVT algorithm to
collect training samples to training the MKL classifier using color feature and
spatial pyramid histogram in the first few frames. The most important part in
our paper is that we apply the spatial pyramid method to partition the im-
age into increasingly fine sub-regions to construct long weighted and jointed
histogram which includes the images’ spatial information. The spatial pyramid
can represent the object globally and locally. An updating mechanism –online
Multiple Kernel Learning classier is adopted to deal with pose and appearance
changes of object. Experiments show that our approach outperforms RGBSVM
in handling occlusions and pyramidSVM in handling scaling and rotation. In a
word, our approach is more robust in various situations than other methods.
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Correspondence-Free Multi Camera Calibration
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Abstract. In the present paper, we propose a multi camera calibration
method that estimates both the intrinsic and extrinsic parameters of
each camera. Assuming a reference plane has an infinitely repeated pat-
tern, finding corresponding points between cameras is regarded as being
equivalent to the estimation of discrete 2-D transformation on the ob-
served reference plane. This means that the proposed method does not
require any overlap of the observed region, and bundle adjustment can
be performed in the sense of point-to-point correspondence. Our exper-
iment demonstrates that the proposed method is practically admissible
and sufficiently useful for building a simple shape measurement system
using multiple cameras.

1 Introduction

Camera calibration is a fundamental problem in computer vision. As such, a
great deal of research has been conducted on this topic. In the present paper,
we propose a practical multi camera calibration method using a simple reference
plane without any previous knowledge about the global correspondence between
camera images and points on the reference plane. The proposed method is similar
to Zhang’s calibration for a single camera [1] except that the proposed method
also estimates the relative positions and orientations (referred to hereinafter as
‘pose’) of the synchronized cameras. The calibration process is quite simple: users
simply take several images synchronously using multiple cameras while moving
the reference plane in front of the cameras.

Generally, relative pose estimation requires corresponding points between the
camera images. In order to obtain these points, users often use a complex pattern
that is easily detectable with a computer or simply impose some restrictions on
the alignment of cameras such that, for example, the directions of all cameras
are similar or the fields of view of the cameras generally overlap.

In contrast, the proposed method does not require such correspondence
beforehand. Assuming an (infinitely) repeating pattern in a reference plane,
correspondence detection can be regarded as the estimation of a discrete 2-D
transformation within assigned temporal coordinates of the reference plane ob-
served by each camera, as described later herein. This enables not only rough
relative pose estimation based on geometry, but also enables bundle adjustment

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 523–534, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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(a) Observation planes (b) Individual camera calibration (c) Merger and optimization

Fig. 1. Proposed calibration steps

to be performed in the sense of point-to-point correspondence. The proposed
calibration method consists of the following steps (Fig. 1):

1. Single camera calibration (Zhang’s method) of each camera,
2. Estimation of the relative positions of each camera using geometric con-

straints,
3. Estimation of correspondence between camera images,
4. Bundle adjustment of the corresponding points.

There are three categories of calibration methods when grouped according to
the type of reference object: (a) a 3-D reference object, (b) a reference plane,
and (c) natural features (self-calibration). Using a 3-D reference object allows
us to directly compute a camera parameter from a set of sufficient pairs of 3-D
reference points on the object and its image point [2]. This technique requires
precisely created 3-D objects. In contrast, self-calibration does not use reference
objects [3]. Although self-calibration is a sophisticated technique, this technique
cannot determine the scale of a scene. Furthermore, it requires corresponding
points, which generally reside in a region that can be observed by another cam-
era. This leads to over-fitting of the region.

The plane-based method uses a reference plane instead of a 3-D object but is
flexible in that the plane can be moved arbitrarily by hand. In addition, scale
information can be recovered using knowledge of the pattern on the reference
plane. Thus, the plane-based method is suitable for practical applications that
require scale information. However, since the method estimates only the intrinsic
parameter of a single camera, relative poses must be determined by another
method when using a multi camera system [4]. Geometrically, such relative poses
can be estimated from the set of poses of the reference planes [5]. However, bundle
adjustment is not performed because of the lack of information on point-to-point
correspondence.

Ueshiba et al. proposed a multi camera calibration method using a lattice
patterned reference plane based on the factorization method [6]. Although this
method can recover relative poses using corresponding points between camera
images, the method by which to obtain such a correspondence was not described.
Ramalingam et al. proposed a plane-based calibration for a generic camera (in-
cluding multi camera systems) [7]. Although this method does not require cor-
respondence, it does requires overlapping of the reference planes of each camera
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view. Another solution to the problem of correspondence detection is to encode
coordinate information into the pattern [8]. However, this approach has prob-
lems. First, creating a pattern without special software is difficult. Moreover,
pattern recognition is more complicated. Finally, dense arrangement of patterns
is not possible due to the requirement of a certain marker size.

2 Single Camera Calibration Using a Reference Plane

2.1 Zhang’s Method [1]

The relationship between a 3-D point and its image point in a pinhole camera
model is represented as

λx̃ = A[R | t]X̃ (1)

where x̃ and X̃ are the homogeneous vectors of x ∈ R2 and X ∈ R3, respec-
tively, A is a 3×3 upper triangular matrix of the intrinsic parameter, and [R | t]
is a 3×4 matrix of the extrinsic parameter consisting of a rotation matrix R
and a translation vector t. Practically, an image captured by a real camera is
distorted nonlinearly by the lens. In order to eliminate this effect, the imaging
process may be extended by adding two (or more) parameters, as follows:⎧⎨⎩ x̆ = x + x

(
κ1
(
x2 + y2

)
+ κ2
(
x2 + y2

)2)
y̆ = y + y

(
κ1
(
x2 + y2

)
+ κ2
(
x2 + y2

)2) (2)

where (x, y) and (x̆, y̆) are the ideal and distorted coordinates, respectively, in
the normalized coordinate system, and κ1 and κ2 are coefficients for modeling
the (radial) distortion [1].

Homography H between a reference plane and an image plane is described as
follows:

λx̃ = A[r1 r2 t][X Y 1]T = H [X Y 1]T. (3)

In the closed form of Zhang’s calibration, the relationship between the intrinsic
parameter and the homography matrix is given as follows:[

vT
12

v11 − v22

]
b = 0 (4)

where

B = {Bij} = A−TAT (5)

b = [B11, B12, B22, B13, B23, B33]T (6)

vij = [hi1hj1, hi1hj2 + hi2hj1, hi2hj2,

hi3hj1 + hi1hj3, hi3hj2 + hi2hj3, hi3hj3]T
. (7)

By arranging the above equations for each observation into V , we obtain the
following linear equation:

V b = 0. (8)
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Fig. 2. Assigned coordinates of each camera

Next, the intrinsic parameter can be computed from this solution, and the extrin-
sic parameter is computed by λ′A−1Hi = [ri1 ri2 ti]. This extrinsic parameter
describes the relative pose between the camera and the observed reference plane.

The initial value of the distortion parameters can then be estimated, if desired,
followed by nonlinear optimization, which minimizes the reprojection error:∑

i,j

||xij − x̆(A, κ1, κ2, Ri, ti,Xj)||2 (9)

where x̆(·) is the projection of a 3-D point Xj at frame i to the image plane.
In our implementation, we adopt the weighed least squares method rather than
Eq. (9) in order to handle the reliability of point detection.

2.2 Corresponding Points between Two Cameras

In the homography-based calibration of a single camera, the origin or direction
of axes assigned to a reference plane at each observation need not be considered,
because only the pose and scale of the reference plane are meaningful. However,
the correspondence of the coordinates is required for computing the relative
pose of two (or more) cameras. If an observed scene is sufficiently complex, such
correspondence is obtained by comparing a feature of points [9], although this is
difficult for a simple tiled pattern, which tends to have several similar features.

Next, consider taking images of a reference plane using two cameras and arbi-
trarily assign coordinates to each of the observed planes. Then, the relationship
between these coordinates is represented by a transformation on a 2-D plane
(Fig. 2). [

X
Y

]
=
[
cos θ − sin θ
sin θ cos θ

] [
X ′

Y ′

]
+
[
tx
ty

]
(10)

Using the knowledge that the reference pattern contains a repeated pattern, in
the case of Fig. 2, the transformation can be restricted to[

tx
ty

]
= a

[
1
0

]
+ b

[ 1
2√
3

2

]
, θ = c · π

3
[rad] (11)

where a, b, and c are arbitrary integers, and we assume the interval length to
be 1. Therefore, when we obtain an approximate transformation, we can exactly
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match the coordinates of each camera by simply rounding the approximate values
to integers. Then, all of the points on a reference plane observed by one camera
correspond exactly to points observed by the other camera.

As mentioned above, matching points on a repeated pattern is equivalent to
estimating a certain discrete 2-D transformation. Thus, conditions such as the
condition by which corresponding points must be observed from all cameras are
no longer required. In the next section, we describe the method used to estimate
this 2-D transformation using the relative poses of the reference plane at each
observation of each camera obtained through Zhang’s calibration.

3 Multi Camera Calibration

After applying Zhang’s calibration to n cameras observing m planes, we obtain
n sets of intrinsic parameters and nm relative poses of reference planes:

{Ai}n
i=1, {Rij , tij}i=1..n

j=1..m. (12)

Note that each relative position vector tij generally does NOT represent the
same point on the reference plane for any combination of (i, j). Because Zhang’s
calibration requires only a homography set, the user can freely assign an arbitrary
2-D coordinate system to each plane. We refer to this coordinate system as the
temporal coordinate system (Fig. 3).

3.1 Observation of a Reference Plane

As we described in Subsection 2.2, temporal coordinates can be represented by a
combination of translation and rotation on a 2-D plane of a certain base coordi-
nate system (i.e., global coordinate system ). Therefore, the extrinsic parameters
{Rij , tij}i=1..n

j=1..m obtained through Zhang’s calibration contain the following:

reference planes

camera 1

temporal coordinate

camera 2

Fig. 3. Coordinate systems
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– relative pose of the i-th camera ([CRi
Cti]),

– relative pose of a reference plane at j ([RRj
Rtj ]),

– discrete 2-D transformation of the temporal coordinates ([PRij
Ptij ]).

Thus, the entire process of the observation of a reference plane can be described
as

λij x̃ij =
[
Ai 0
] [CRi

Cti

0T 1

] [
RRj

Rtj

0T 1

] [
PRij

Ptij

0T 1

]
ξ̃j (13)

where ξ̃j is a point on the global coordinate system on the reference plane, PRij ,
Ptij is the transformation between the global and temporal coordinate systems.

Without loss of generality, we can regard the coordinates of the first camera as
the global coordinates. In this case, CRi, Cti are the relative poses from camera
1, and RRj = R1j , Rtj = t1j are the poses of reference planes in the coordinate
system of camera 1 (Fig. 3).

3.2 Initial Estimation of the Relative Poses of Cameras and Its
Optimization

Placing the first camera at the origin of the global coordinates, the relative poses
of cameras and 2-D transformation of the temporal coordinates require only the
initial values, where the poses of a reference plane have already been obtained
as relative poses in the coordinate system of the first camera. First, we describe
the method of estimating the relative pose of each camera using geometric con-
straints. This part of the process corresponds to relative pose estimation using
vanishing points [5].

Let ξ = [r1 r2 t][X Y 1]T, and then multiplying the cross product of r1, r2
from the left-hand side yields

[(r1×r2)T, −(r1×r2) · t] ξ̃ = 0. (14)

This is a 3-D plane equation and is a pure geometric representation independent
of the assigned temporal coordinates. This equation can be reinterpreted using
the normal vector n and the distance −c from the origin, and by considering
that the pose of a reference plane at observation j is common to all cameras, the
estimation of relative camera poses is transformed to the problem of finding R
and t for all observed pairs of the normal vector and distance, e.g., n′

j and c′j ,
and nj and cj, that satisfies

find R, t; x′ = Rx + t (15)

with {
λ(nT

j x + cj) = 0
λ′(n′T

j x′ + c′j) = 0 (16)

where nj and n′
j are the unit normal vectors of the corresponding plane derived

from Eq. (14). Substituting Eq. (15) for Eq. (16) and letting x ← nj , we have{
μj = n′T

j Rnj

n′T
j t = μjcj − c′j

(17)
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where μj = ±1 is a parameter that denotes which side of the j-th plane is
observed by camera i. If a reference plane is a single-sided pattern, {μj} is
always equal to 1. The first equation relates to the rotation and can be solved if
{μj} is determined by Horn’s method [10]:∑

j

μjn
′T
j R(q)nj −→ max (18)

where R(q) is a rotation matrix represented by a unit quaternion q. To com-
pute this rotation, at least three observations are required. If {μj} is unknown,
maximize

∑
j(n

′T
j R(q)nj)2. In this case, at least four observations are required.

Then, the estimation of translation vector t is carried out using {μj}.
Next, we compute the initial value of a discrete 2-D transformation in the

temporal coordinates. Here, we have the intrinsic parameters Ai, the relative
poses of camera CRi and Cti, and the relative poses of a reference plane RRj

and Rtj . Thus, we can directly compute the global coordinates ξj from the
image coordinates xij . Then, comparing the assigned temporal coordinates ηj

and global coordinates ξj , we determine the 2-D rotation PRij and translation
Ptij .

ηj =
1
λ′H

′−1xij = PRijξj + Ptij (19)

H ′ = Ai[CRi
Cti][Rrj1

Rrj2
Rtj ] (20)

It is possible to normalize this result as described in 2.2. The following cost
function is optimized once, and then we perform optimization again for the final
bundle adjustment while fixing the normalized PRij , Ptij .∑

i,j,k

wijk||xijk − x̆(Ai, κi1, κi2,
CRi,

Cti,
RRj ,

Rtj ,
PRij ,

Ptij , ξk)||2 (21)

We adopt the Levenberg–Marquardt method for this optimization.

3.3 Proposed Method

The proposed method is summarized as follows:

1. Single camera calibration (Zhang’s method) for each camera.
2. Estimation of the relative poses of each camera using geometric constraints.
3. Estimation of the correspondence between camera images.

(a) Computation of 2-D translation by back-projecting image points.
(b) (Optimization,) Normalization (rounding) of the estimated translation.

4. Bundle adjustment on the corresponding points.

By following these steps, the user can easily perform multi camera calibration
by taking a few (≥ 3) images of a reference plane without consideration of poses
of each reference plane.
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4 Experiments Using Real Images

4.1 Stability Evaluation with a Polka-Dot Pattern

In this section, we evaluate the stability of the proposed method. We used three
digital cameras (Point Grey Flea2, VGA, and grayscale) fitted with 6-mm lenses.
We performed the proposed method in three configurations: (a) vertical, (b)
tilted, and (c) horizontal. We moved only the middle camera (Fig. 4).

(a) vertical (b) tilted (c) horizontal

Fig. 4. Camera configurations (left: camera 1, right: camera 2, middle: camera 3)

In each configuration, we captured 14 images with the moving reference plane
(Fig. 5) and used the center of fitted ellipses1. We assigned temporal coordinates
as follows. First, we set the center of the circle closest to the image center as the
origin and set the directions to the right and toward the bottom of the neighbor
circle to +x and +y, respectively. Thus, the origins and the basis directions in
each image, indicated by the arrows in Fig. 5(c), are different from each other.
Figure 5(c) shows the set of images observed for the horizontal case. Here, it
is difficult to discern that the image of camera-3 (top center) is rotated by
approximately 90 degrees with respect to the other images. Then, we calibrate
1,001 (= 14C4) quadruples, all of which are combinations chosen from the 14
observations for each case, and calculate the means and standard deviations.

In Table 1, RMS is the root mean square of the reprojection error in pixels. The
value of the RMS depends on the camera model, although the average value in
the model used herein is within 0.1–0.3. Note that the RMS of Zhang’s calibration
does not take into account the initial estimate of the relative poses. The RMS of
1 Under perspective projection, since the image of a circle does not form a ellipse, the

center of gravity of the fitted ellipse deviates from the image of the center of the
circle. This deviation is up to fr2/(2D

√
D2 − r2), where f is the focal length, D

is the distance to the center of the circle, and r is the radius of the circle. In the
present experiment, this maximum deviation is approx. 0.06 pixels. So this effect is
negligible.
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(a) Dimensions of the pattern used

(b) Reference plane (c) Temporal coordinate assignment

Fig. 5. Detection of a polka-dot reference pattern

Table 1. Mean error of 1,001 quadruples in intrinsic parameters ((a) vertical)

Camera α β γ u v κ1 κ2 RMS (SD)
Zhang’s calibration 1 Mean 825.8 823.6 1.12 326.2 247.0 -0.22 0.15

(initial value) SD 4.84 4.82 0.14 1.93 0.68 0.003 0.012
2 Mean 824.4 822.6 1.07 319.5 245.8 -0.22 0.17

SD 4.24 4.20 0.20 1.10 0.87 0.003 0.009
3 Mean 833.9 832.0 1.31 319.6 253.6 -0.22 0.15

SD 4.42 4.49 0.17 0.74 1.31 0.002 0.009 0.151 (0.00329)
After optimization 1 Mean 827.8 825.5 1.13 327.0 247.1 -0.22 0.15

SD 3.71 3.74 0.14 1.88 0.67 0.003 0.012
2 Mean 825.5 823.7 1.07 319.0 245.9 -0.22 0.17

SD 3.28 3.30 0.19 1.28 0.93 0.002 0.009
3 Mean 829.7 827.7 1.27 319.3 252.6 -0.21 0.15

SD 3.59 3.62 0.16 0.70 1.22 0.002 0.009 0.152 (0.00348)

Zhang’s calibration generally provides better results than the proposed method,
which has additional constraints.

Table 2 shows that the initial estimates of t, q, and the optimization results to
be similar. This indicates that the initial value estimation of the present study is
reasonable. Here, q of the third camera rotates around the +z axis by −40.3 and
−87.9 deg, which exactly correspond to configurations (b) and (c), respectively.

Summarizing these results, even though the proposed method calibrates mul-
tiple cameras simultaneously, the proposed method has the same level of stability
as Zhang’s calibration for a single camera.

4.2 Building a Simple Shape Measurement System

In this section, we arranged six cameras (Flea2), as depicted in Fig. 6(a), and cal-
ibrated these cameras. Since the proposed method is independent of the pattern
on the reference plane, we adopted a widely used chessboard pattern instead of
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Table 2. Difference between initial values and the final results for relative poses

Initial value After optimization
camera case Mean Mean SD

2 (a) t (-148.7, 0.4, 33.4) (-148.8, 0.6, 33.2) (2.28, 2.74, 1.27)
q (0.98; 0.00, 0.20, 0.00) (0.98; 0.00, 0.20, 0.00) (0.00; 0.00, 0.00, 0.00)

(b) t (-150.5, 1.8, 35.4) (-149.2, 1.5, 34.2) (2.71, 1.73, 1.21)
q (0.98; 0.00, 0.20, 0.00) (0.98; 0.00, 0.20, 0.00) (0.00; 0.00, 0.00, 0.00)

(c) t (-145.8, -2.7, 36.4) (-147.3, -1.3, 35.4) (7.92, 6.39, 2.25)
q (0.98; 0.00, 0.20, 0.00) (0.98; 0.00, 0.20, 0.00) (0.00; 0.00, 0.00, 0.00)

3 (a) t (-73.8, 64.1, 4.5) (-73.6, 64.8, 2.2) (1.79, 2.03, 0.88)
q (0.99; 0.09, 0.10, 0.01) (0.99; 0.09, 0.09, 0.01) (0.00; 0.00, 0.00, 0.00)

(b) t (-48.5, 106.4, 10.3) (-47.9, 105.7, 10.2) (2.24, 2.33, 1.12)
q (0.94; 0.12, 0.12, -0.30) (0.94; 0.12, 0.12, -0.30) (0.00; 0.00, 0.00, 0.00)

(c) t (8.6, 119.9, 14.4) (9.2, 120.5, 14.1) (5.13, 6.55, 1.60)
q (0.72; 0.15, 0.10, -0.67) (0.72; 0.15, 0.10, -0.67) (0.00; 0.00, 0.00, 0.00)

(a) System setup

camera 1 camera 2

camera 3 camera 4

camera 5 camera 6
(b) Detected chessboard pattern

Fig. 6. Calibration using a chessboard pattern

a polka-dot pattern. Points on the chessboard pattern are detected as the point
of intersection of two lines, which is more accurate than the detection of a circle.
We used OpenCV for the detection (Fig. 6(b)). Figure 6(b) shows that each cam-
era observes the scene in a different direction. Therefore the origins and the basis
directions of the assigned temporal coordinates may differ among camera images.

After calibration, we formed camera pairs (1, 2), (3, 4), and (5, 6); and re-
constructed the shape of the target using a simple block matching method for
each camera pair (Fig. 7(a)). The length of the base line of each pair is approx-
imately 17 [cm], the distance between each camera pair and the target object
(a toy melon) is approximately 100 [cm], and the diameter of the target is ap-
proximately 13 [cm] (Fig. 7(b)). Figure 7(c) shows the images captured by each
camera. The reconstruction results for each pair are shown in Figs. 8(a) through
8(c). Figures 8(d) and 8(e) show the results of displaying all of the reconstructed
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(a) Observation scene

(b) Target object

camera 1 camera 2

camera 3 camera 4

camera 5 camera 6
(c) Captured images

Fig. 7. 3-D shape measurement

(a) Cameras 1 and 2 (b) Cameras 3 and 4 (c) Cameras 5 and 6

(d) Top view (e) Quarter view

Fig. 8. 3-D reconstruction result
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results together from different viewpoints. We confirmed that the object shape
obtained using the proposed method is reasonable and that the relative poses
of each camera are correctly estimated. Therefore, we believe that the proposed
calibration method has sufficient accuracy for practical application.

5 Conclusion

In the present paper, we propose a calibration method for multi camera systems
using a simple patterned reference plane. The proposed method can be used to
perform full calibration for each camera and estimate the relative poses of the
cameras without the requirement for correspondence points. Furthermore, the
proposed method can optimize parameters in the sense of bundle adjustment by
estimating the 2-D discrete transformation of an observed pattern on a reference
plane. The proposed method is stable in practice. Therefore the user can easily
construct a simple full-calibrated 3-D shape measurement system.
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Abstract. In this paper, we propose a novel over-segmentation based
method for the detection of foreground objects from a surveillance video
by integrating techniques of background modeling and Markov Random
Fields classification. Firstly, we introduce a fast affinity propagation clus-
tering algorithm to produce the over-segmentation of a reference image
by taking into account color difference and spatial relationship between
pixels. A background model is learned by using Gaussian Mixture Models
with color features of the segments to represent the time-varying back-
ground scene. Next, each segment is treated as a node in a Markov Ran-
dom Field and assigned a state of foreground, shadow and background,
which is determined by using hierarchical belief propagation. The rela-
tionship between neighboring regions is also considered to ensure spatial
coherence of segments. Finally, we demonstrate experimental results on
several image sequences to show the effectiveness and robustness of the
proposed method.

1 Introduction

Extracting foreground objects from image sequences is a critical task for many
computer vision applications, such as video processing, visual surveillance and
object recognition. Background subtraction is a core component for video surveil-
lance, whose objective is to discriminate the foreground from the background
scene. To achieve this goal, a robust background modeling technique is essen-
tial. The basic idea of background modeling is to maintain an estimation of the
background image model which represents the scene with no foreground objects.
Then, moving objects can be detected by a simple subtraction and thresholding
procedure. Hence, the more accurate the background model, the more accurate
is the detection of the foreground objects.

Most traditional background modeling techniques are pixel-based, and they
usually estimate the probability of the individual pixels belonging to background
by using GMMs [1] or to label each pixel as foreground or background by
MRFs [2]. However, pixel-based models are less efficient and effective in han-
dling illumination change and dynamic scene such as swaying vegetation, waving
trees, fluttering flags, and so on. Even though the background is static, camera
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jittering and signal noise may still cause non-stationary problems. Several block-
based methods were developed to overcome such problems, which partition a
background image into sub-blocks to utilize block correlation [3] or to compute
block-specific features, such as local binary pattern histograms [4]. However, the
fix-sized blocks often fail to correctly classify the foreground objects because
they are not well fitted to object boundaries, which also results in inaccurate
shape of the detected foreground objects.

Motivated by the above issues, we propose a novel over-segmentation based
approach for foreground objects detection in this paper. Unlike pixel-based or
block-based methods, the proposed method exploits the observation that neigh-
boring pixels are very likely to have the same foreground or background classifi-
cation if they are appropriately grouped together according to certain similarity
measure. Despite the simplicity of dividing an image into blocks, the subdivided
regions usually do not fit to the object boundaries well. We thus propose a fast
and effective affinity propagation algorithm to obtain the over-segmentation of
a background image to facilitate the task of background modeling. By consid-
ering color and spatial coherence of neighboring pixels, the proposed method is
capable of handling illumination change in a scene effectively. In the following

Fig. 1. System flowchart
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foreground/background classification stage, we produce the over-segmentation
of various resolutions on the reference image to form a hierarchy of MRFs and
each segment is treated as a node. Hierarchical belief propagation [5] is then
utilized to label the MRFs.

Fig. 1 illustrates the flowchart of the proposed background modeling and fore-
ground detection system. In the training phase, an reference background image
is selected and its over-segmentation is produced by performing fast AP clus-
tering algorithm. Based on the over-segmented image, the background models
are learned via GMMs and a hierarchy of MRFs is constructed. Foreground
object detection is accomplished through MRF classification by hierarchical be-
lief propagation when new images are acquired from a test sequence and the
corresponding background models are updated accordingly.

The rest of this paper is organized as follows. In Section 2, we first briefly
review the related work. Then, the over-segmentation based background model-
ing method is introduced in Section 3. In Section 4, the detection of foreground
objects by MRFs classification is described. In Section 5, we show some exper-
imental results and quantitative comparisons to demonstrate the superior per-
formance of the proposed method over previous methods. Section 6 concludes
this paper.

2 Related Work

Many approaches for background subtraction have been proposed over the past
decades, but they usually differ in the ways of modeling the background. Most
of them can be classified as pixel-based approaches. A well-known method by
Grimson and Stauffer [1] proposed to use GMMs for background modeling. It
describes each pixel as a mixture of Gaussians and updates the models adap-
tively according to the input image sequence. Zivkovic proposed an improved
GMM learning algorithm that estimates the parameters of the GMM and si-
multaneously selects the number of Gaussians [6]. Elgammal et al. introduced
nonparametric estimation method for per-pixel background modeling [7]. They
utilized a general nonparametric kernel density estimation technique for building
a statistical representation of the background scene.

Spatial and temporal neighboring relationships of pixels are useful informa-
tion for object segmentation. In [2], Paragios and Ramesh proposed a MRF-based
method to deal with change detection for subway monitoring. Migdal and Grim-
son adopted MRFs to model spatial and temporal relationship of neighborhood
pixels [8]. Wang et al. [9] introduced dynamic CRFs for foreground object and
moving shadow segmentation in indoor video scene. An approximate filtering al-
gorithm is exploited to update parameters of CRF models according to previous
frames. Huang et al. [10] proposed a region-based motion segmentation algo-
rithm to obtain motion-coherence regions. Both spatial and temporal coherence
of regions are taken into account to maintain the continuity of segmentation by
using MRFs.

Recently, several block-based methods were developed for background mod-
eling and subtraction to more effectively deal with illumination change and



538 T.-F. Su, Y.-L. Chen, and S.-H. Lai

dynamic scenes. Generally, block-based algorithms start by dividing a back-
ground image into blocks and construct the background models by calculat-
ing block-specific features extracted from these blocks. In [3], the correlation
between blocks is measured by the normalized vector distance to realize ro-
bust background subtraction against varying illumination. Heikkila and Pietiki-
nen [4] proposed to model the background scene based on Local Binary Pattern
(LBP) histogram and produce coarse detection of foreground object. However,
the LBP histogram cannot capture temporal variation in the pattern. Follow-
ing [4], Chen et al. proposed a contrast histogram measure to describe each block
and performed object detection by combining a pixel-level GMMs and block-wise
contrast descriptors [11].

Cast shadows are difficult to be correctly detected by most background sub-
traction methods. It is often misclassified as the foreground region, resulting in
inaccurate object shapes and the degradation of model updating. Shadow de-
tection techniques can be classified into two groups: model-based and property-
based techniques. Model-based techniques rely on models representing the prior
knowledge of the geometry of the scene or objects, and the illumination [12].
Property-based techniques identify shadows by using features, such as bright-
ness [13, 14], geometry [15] or texture [16].

3 Over-Segmentation Based Background Modeling

To enable the background model to more effectively handle changes occurred
in the scene, it is preferable to divide a background scene into sub-regions and
learn the background models accordingly. To this end, we propose a simple and
efficient affinity propagation clustering algorithm to over-segment a reference im-
age IR among an input sequence before the background model learning process.
Furthermore, a hierarchy of over-segmentation built over IR is constructed to
facilitate the following foreground object detection by MRF classification (Sec-
tion 4). In this work, we adopt GMMs [1] as underlying the background models,
which are trained for both pixel and segmentation level.

Affinity propagation (AP) [17] is an iterative algorithm that groups data
points into clusters by sending messages between data points. The pairwise sim-
ilarity s(i, k), which measures how well-suited data point k is to be the exemplar
(i.e. cluster center) for data point i, is taken as input and AP aims to search
for a number of clusters such that the net similarity is maximized. Unlike other
clustering techniques, such as the k-means clustering that needs the number of
clusters to be explicitly specified, AP takes for each data point k a preference
value s(k, k) as input that indicates a candidate exemplar’s potential of being
chosen as an exemplar. Exemplars emerge during the process of message passing
and the number of identified exemplars depends on the input preference values.
There are two kinds of messages to be updated during each iteration, i.e. respon-
sibility and availability, and each accounts for a different kind of competition.
Briefly speaking, responsibility update lets all candidate exemplars compete for
ownership of a data point while availability update collects evidence from data
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Algorithm 1. Affinity propagation
Initialization:

r(i, k) = 0, a(k, i) = 0 for all i, k
Responsibility updating:

r(i, k) ← s(i, k) − max
j:j 	=k

{a(j, i) + s(i, j)}
Availability updating:

a(k, k) ←
∑

j:j 	=k

max{0, r(j, k)}

a(k, i) ← min{0, r(k, k) +
∑

j:j /∈{k,i}

max{0, r(j, k)}}

Exemplar assignments:
c∗i ← arg max

k
r(i, k) + a(k, i)

points reflecting the competence of each candidate exemplar. The message up-
dating procedures are summarized in Algorithm 1.

The messages are directional. The responsibility r(i, k), sent from data point i
to candidate exemplar k, delivers the accumulated evidence for how well-suited
it is to assign point i to point k, by considering other potential exemplars’
competition for point i. The availability a(k, i), sent from candidate exemplar k
to point i, delivers the accumulated evidence for how appropriate it would be for
point i to choose point k as its exemplar, by considering the aggregate support
of choosing point k to be an exemplar from other points. After convergence,
availabilities and responsibilities can be combined to identify exemplars. For
point i, it is assigned to the exemplar ci that maximizes r(i, k) + a(k, i).

In the application of image over-segmentation, neighboring pixels of similar
color are grouped together and each pixel competes for exemplarship by ex-
changing messages with each other. One drawback of AP clustering is its high
complexity of message updating, which is O(N2) if each pixel sends messages to
all the other pixels. To achieve efficiency, we exploit the assumption that distant
pixels are not possible to be assigned to the same exemplar and thus message
exchange between pixels far away is not necessary. To further reduce the amount
of messages, we take advantage of a set of virtual exemplars, which are respon-
sible for competing for pixels, to form the over-segmentation. We do not define
pixel-to-pixel similarity since the image pixels are no longer candidates of exem-
plars to form the final segmentation. Therefore, the amount of messages to be
updated is greatly reduced, leading to an efficient algorithm.

Following the convention of AP, we define the following negative real-valued
similarity measure between a pixel p and its nearby virtual exemplar v, taking
into account color difference and spatial relationship

s(p, v) = −(λc‖cp − cv‖2 + λs‖up − uv‖2), (1)

where λc and λs are weighting coefficients to balance the two terms. Initially,
we obtain an initial over-segmentation by partitioning the input image into a
regular grid consisting of fix-sized blocks, e.g. 8 × 8, and associate each block
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with a virtual exemplar. The mean color cv and position uv of each block are then
computed for the associated v for message computation. Each pixel only sends
messages to the virtual exemplars with the corresponding segments connected
to each other. The message updating procedure of AP remains unchanged. After
each iteration of AP clustering, the pixels assigned to each segment vary and
the exemplar attributes uv and cv are updated accordingly. Generally, 5∼10
iterations suffice to obtain good segmentation results in our experiments.

4 Markov Random Fields for Classification

4.1 Energy Minimization

In this paper, we formulate the foreground/background classification problem
as labeling a MRF with each node corresponding to a pixel or segment in an
image. Let S = {s1, s2, ..., sn} be the set of nodes in a graph G and E be the
set of edges with (si, sj) ∈ E indicating that there is an edge connecting si and
sj . We aim to find an optimal configuration Ω̂ of G that assigns a label li ∈
{foreground, background, shadow} for node si such that the following energy
function is minimized:

E(Ω) =
∑
si∈S

Vlikelihood(li) + α
∑

(si,sj)∈E
Vprior(li, lj), (2)

where α is a weighting coefficient. The energy function E(Ω) is the sum of two
terms: likelihood energy Vlikelihood and prior energy Vprior . The likelihood term
Vlikelihood measures the likelihood that a node si is classified as one of its three
possible states and is composed of the weighted combination of two terms: color
distortion V C and gain information V G:

Vlikelihood(li) = λ
∑
si∈S

V C(li) + (1 − λ)
∑
si∈S

V G(li). (3)

Color distortion V C is the angle between the color vectors associated with a node
si in the current observed image and the corresponding background model. Note
that if si corresponds to a segment, the average color vector is used to compute
V C to measure the similarity with its corresponding background model. The gain
information V G was designed to handle cast shadow based on the observation
that shadow regions are expected to possess lower luminance but similar chro-
maticity values [14]. It is calculated by the ratio between the brightness change
over the corresponding background model,

gain =
Io − Ib

Ib
(4)

where Ib and Io are the average intensity of background model and the observed
region, respectively. The variation of intensity in the shadow regions due to
illumination changes should be relatively small.
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(a) (b)

(c) (d) (e)

Fig. 2. Over-segmenting a reference image from 8×8 regular grid by our fast AP clus-
tering algorithm. (a) original image (b) 8×8 regular grid image (c) AP based clustering
algorithm with 1 iteration (d) AP-based clustering algorithm with 3 iterations (e)final
over-segmentation image from AP-based clustering algorithm.

Let Ri and Rb
i be the colors corresponding to the ith pixels and mean color for

segment case in an observed image Fo and background image Fb, respectively.
V C and V G terms are defined as follows:

V C
(li) =

{
1 − exp(−fcd(Ri, R

b
i )) if li = background

exp(−fcd(Ri, R
b
i )) otherwise

(5)

V G
(li) =

{
1 − exp(−fgain(Ri, R

b
i )) if li = background, shadow

exp(−fgain(Ri, R
b
i )) otherwise

(6)

where fcd and fgain are functions to calculate color distortion and gain infor-
mation between Ri and Rb

i , respectively. The definition for fcd and fgain can be
formed by:

fcd(m,n) = arccos(
−→m · −→n
|−→m| |−→n | ) (7)

fgain(Io, Ib) =
Io − Ib

Ib
(8)

where m and n are two input of color vectors.
The prior energy Vprior captures the spatial continuity between neighboring

pixels or segments. It introduces more penalty if two neighboring regions with
small color distortion are assigned different labels. Let Ri and Rj be the pixels
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or segments corresponding two connected nodes si and sj in G. We thus define
Vprior as follows,

Vprior =
{

1 − exp(−fcd(Ri, Rj)), if li �= lj
0, if li = lj .

(9)

(a) (b)

Fig. 3. (a) Hierarchical MRFs built over pixel and segmentation levels. (b) Example
of hierarchical over-segmentation.

(a) (b)

(c) (d) (e)

Fig. 4. A coarse to fine foreground and shadow detection results by our proposed
method from “campus” image sequence. (a) original image (b) frame 65 of “campus”
image sequence. (c)∼(e) show our foreground and shadow detection results from coarse
to fine.
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4.2 Hierarchical Belief Propagation Optimization over MRFs

After the MRF is built, belief propagation (BP) algorithm is employed to find
the optimal label assignment of each node by minimizing the energy function
defined in Equation (2). In this work, we build a hierarchy of MRFs on both pixel
and segmentation levels. By using the proposed fast AP clustering algorithm,
we over-segment the reference background image with various initial block sizes.
As shown in Fig. 3, a segment in the over-segmented image is viewed as a node
in the MRF model. A segment in a coarser level is obtained by merging some
neighboring segments in the next finer level. Therefore, we can easily build a
hierarchical MRF structure from finest level to coarsest level as shown in Fig. 3.

We exploit the hierarchical BP algorithm [5] to solve the optimization problem
defined in the last subsection. The messages at the coarsest level are initialized
as zero and the messages after convergence at each level are passed to the suc-
cessive finer level as the initial guesses for BP message updating. Fig. 4 shows an
example of coarse-to-fine foreground and shadow detection by hierarchical MRF
classification.

5 Experimental Results

To evaluate the performance of the proposed over-segmentation based back-
ground subtraction, three image sequences from public domain are adopted as
benchmark.

The three sequences are “campus”, “intelligent room” and “hall monitoring”,
which are taken from various types of scenes, such as outdoor and indoor envi-
ronments, to demonstrate the robustness of the proposed method. Fig. 6 com-
pares the results by the proposed method to those by [6] and [14]. Obviously,

Fig. 5. Quantitative comparison between different methods in the three static scene
sequences
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(a) Campus

(b) Intelligent room

(c) Hall monitoring

Fig. 6. Some background subtraction results of different methods. The white and gray
pixels indicate the detected foreground and shadow regions. First column: original
image. Second column: the results by Zivkovic [6]. Third column: the results by Zeng
[14]. The right-most column: the results by the proposed method.
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the foreground objects, such as the moving car and pedestrians in the campus
sequence, detected by our method is more accurate than previous methods. In
hall monitoring sequence, the proposed method is more robust against the noise
due to light fluctuation. Cast shadows caused by the foreground objects are also
detected well in all test sequences.

To provide quantitative evaluation, we use the similarity measure presented by
Li et al. [18] in this paper. Let A be a detected region and B be the corresponding
ground truth. The similarity measure between A and B is defined as

S(A,B) =
A
⋂

B

A
⋃

B
(10)

S(A,B) reaches its maximal value of 1 if A and B is exactly the same. Otherwise,
S(A,B) fluctuates between 0 to 1 depending on their overlapped regions. The
ground truth data are obtained from public domain and the residuals are marked
manually. The quantitative comparisons shown in Fig. 5 indicates the superior
performance of the proposed method over the previous methods.

6 Conclusion

In this paper, a new over-segmentation based background modeling algorithm is
presented for foreground and shadow segmentation. The proposed method uses
a fast AP clustering algorithm to obtain image over-segmentation of various
resolutions. The foreground/background classification is then formulated as an
energy minimization problem over the MRFs constructed on the segmented im-
age by using hierarchical belief propagation. Experimental results on several test
sequences and quantitative analysis show that the proposed method performs
well for foreground object extraction and cast shadow detection.

Acknowledgement. This work was partially supported by National Science
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Abstract. Robust foreground object segmentation via background mod-
elling is a difficult problem in cluttered environments, where obtaining a
clear view of the background to model is almost impossible. In this pa-
per, we propose a method capable of robustly estimating the background
and detecting regions of interest in such environments. In particular, we
propose to extend the background initialisation component of a recent
patch-based foreground detection algorithm with an elaborate technique
based on Markov Random Fields, where the optimal labelling solution is
computed using iterated conditional modes. Rather than relying purely
on local temporal statistics, the proposed technique takes into account
the spatial continuity of the entire background. Experiments with several
tracking algorithms on the CAVIAR dataset indicate that the proposed
method leads to considerable improvements in object tracking accuracy,
when compared to methods based on Gaussian mixture models and fea-
ture histograms.

1 Introduction

One of the low-level tasks in most intelligent video surveillance applications (such
as person tracking and identification) is to segment objects of interest from an
image sequence. Typical segmentation approaches employ the idea of comparing
each frame against a model of the background, followed by selecting the out-
liers (i.e., pixels or areas that do not fit the model). However, most methods
presume the training image sequence used to model the background is free from
foreground objects. This assumption is often not true in the case of uncontrolled
environments such as train stations and motorways, where directly obtaining a
clear background is almost impossible. Furthermore, in outdoor video surveil-
lance a strong illumination change can render the existing background model
ineffective (e.g., due to introduction of shadows), thereby forcing us to compute
a new background model. In such circumstances, it becomes inevitable to reini-
tialise the background model using cluttered sequences (i.e., where parts of the
background are occluded). Robust background initialisation in these scenarios
can result in improved segmentation of foreground objects, which in turn can
lead to more accurate tracking.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 547–559, 2011.
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The majority of the algorithms described in the literature, such as [1,2, 3,4],
do not have a robust strategy to handle cluttered sequences. Specifically, they fail
when the background in the training sequence is exposed for a shorter duration
than foreground objects. This is due to the model being initialised by relying
solely on the temporal statistics of the image data, which is easily affected by
the inclusion of foreground objects in the training sequence.

To alleviate this problem, a few algorithms have been proposed to initialise the
background image from cluttered image sequences. Typical examples include me-
dian filtering, finding pixel intervals of stable intensity in the image sequence [5],
building a codebook for the background model [3], agglomerative clustering [6]
and minimising an energy function using an α–expansion algorithm [7]. How-
ever, none of them evaluate the foreground segmentation accuracy using their
estimated background model.

In this paper, we propose to replace the background model initialisation com-
ponent of a recently introduced foreground segmentation method [1] and show
that the performance can be considerably improved in cluttered environments.
The proposed background initialisation is carried out in a Markov Random
Field (MRF) framework, where the optimal labelling solution is computed using
iterated conditional modes. The spatial continuity of the background is also
considered in addition to the temporal statistics of the training sequence. This
strategy is particularly robust to training sequences containing foreground ob-
jects exposed for longer duration than the background over a given time interval.

Experiments on the CAVIAR dataset, where most of the sequences contain
occluded backgrounds, show that the proposed framework (MRF + multi-stage
classifier) yields considerably better results in terms of tracking accuracy than
the baseline multi-stage classifier method [1] as well as methods based on Gaus-
sian mixture models [8] and feature histograms [9].

We continue as follows. The overall foreground segmentation framework is
described in Section 2, followed by the details of the proposed MRF-based back-
ground initialisation method in Section 3. Performance evaluations and compar-
isons with three other algorithms are given in Section 4, followed by the main
findings in Section 5.

2 Foreground Segmentation Framework

We build on the patch-based multi-stage foreground segmentation method pro-
posed in [1], which has four major components:

1. Division of a given image into overlapping blocks (patches), followed by
generating a low-dimensional 2D Discrete Cosine Transform (DCT) based
descriptor for each block [10].

2. Classification of each block into foreground or background based on a back-
ground model, where each block is sequentially processed by up to three
classifiers. As soon as one of the classifiers deems that the block is part of
the background, the remaining classifiers are not consulted. In sequential
order of processing, the three classifiers are:
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(a) a probability measurement according to a location specific multivariate
Gaussian model of the background (i.e., one Gaussian for each block
location);

(b) an illumination robust similarity measurement through a cosine distance
metric;

(c) a temporal correlation check where blocks and decisions from the previ-
ous image are taken into account.

3. Model reinitialisation to address scenarios where a sudden and significant
scene change can make the current model inaccurate.

4. Probabilistic generation of the foreground mask, where the classification de-
cisions for all blocks are integrated. The overlapping nature of the analysis is
exploited to produce smooth contours and to minimise the number of errors
(both false positives and false negatives).

Parts 2(a) and 2(b) require a location specific Gaussian model, which can be
characterised by a mean vector μ and covariance matrix Σ. In an attempt to
allow the training sequence to contain moving foreground objects, a rudimentary
Gaussian selection strategy is employed in [1]. Specifically, for each block location
a two-component Gaussian mixture model (GMM) is trained, followed by taking
the absolute difference of the weights of the two Gaussians. If the difference
is greater than 0.5, the Gaussian with the dominant weight is retained. The
reasoning is that the less prominent Gaussian is modelling moving foreground
objects and/or other outliers. If the difference is less than 0.5, it is assumed that
no foreground objects are present and all available data for that particular block
location is used to estimate the parameters of the single Gaussian.

There are several problems with the above parameter selection approach. It is
assumed that foreground objects are either continuously moving in the sequence
or that no object stays in one location for more than 25% of the length of the
training sequence. This is not guaranteed to occur in uncontrolled environments
such as railway stations. The decision to retain the dominant Gaussian solely
relies on local temporal statistics and ignores rich local spatial correlations that
naturally exist within a scene.

To address the above problems, we propose to estimate the parameters of
the background model via a Markov Random Field (MRF) framework, where in
addition to temporal information, spatial continuity of the entire background is
considered. The details of the MRF-based algorithm are given in the following
section.

3 Proposed Background Initialisation Algorithm

Let the resolution of the image sequence I be W × H, with φ colour chan-
nels. The proposed algorithm has three main stages: (1) division of each frame
into non-overlapping blocks and collection of possible background blocks over
a given time interval, (2) partial background reconstruction using unambigu-
ous blocks, (3) ambiguity resolution through exploitation of spatial correlations
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(i) (ii) (iii) (iv)

Fig. 1. Example of background estimation from an image sequence cluttered with fore-
ground objects: (i) example frame, (ii) partial background initialisation (after stage 2),
(iii) remaining background estimation in progress (stage 3), (iv) estimated background

across neighbouring blocks. An example of the algorithm in action is shown in
Fig. 1. The details of the three stages are given below.

In stage 1, each frame is viewed as an instance of an undirected graph, where
the nodes of the graph are blocks of size N×N×φ pixels1. We denote the nodes
of the graph by N (i, j) for i = 0, 1, 2, · · · , (W/N)− 1, j = 0, 1, 2, · · · , (H/N)−1.
Let If be the f -th frame of the training image sequence and let its corresponding
node labels be denoted by Lf (i, j), and f = 1, 2, · · · , F , where F is the total
number of frames. For convenience, each node label Lf (i, j) is vectorised into an
φN2 dimensional vector lf (i, j). In comparison to pixel-based processing, block-
based processing is more robust against noise and captures better contextual
spatial continuity of the background.

At each node (i, j), a representative set R(i, j) is maintained. It contains
only unique representative labels, rk(i, j) for k = 1, 2, · · · , S (with S ≤ F ) that
were obtained along its temporal line. To determine uniqueness, the similarity of
labels is calculated as described in Section 3.1. Let weight Wk denote the number
of occurrences of rk in the sequence, i.e., the number of labels at location (i, j)
which are deemed to be the same as rk(i, j).

It is assumed that one element of R(i, j) corresponds to the background. To
ensure labels corresponding to moving objects are not stored, label bf (i, j) will
be registered as rk+1(i, j) only if it appears in at least fmin consecutive frames,
where fmin ranges from 2 to 5.

In stage 2, representative sets R(i, j) having just one label are used to initialise
the corresponding node locations B(i, j) in the background B.

In stage 3, the remainder of the background is estimated iteratively. An op-
timal labelling solution is calculated by considering the likelihood of each of its
labels along with the a priori knowledge of the local spatial neighbourhood mod-
elled as an MRF. Iterated conditional mode (ICM), a deterministic relaxation
technique, performs the optimisation.

The MRF framework is described in Section 3.2. The strategy for selecting
the location of an empty background node to initialise a label is described in
Section 3.3. The procedure for calculating the energy potentials, a prerequisite in

1 For implementation purposes, each block location and its instances at every frame
are treated as a node and its labels, respectively.
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determining the a priori probability, is described in Section 3.4. In Section 3.5,
the background model (used by the foreground segmentation algorithm
overviewed in Section 2) is modified using the estimated background frame.

3.1 Similarity Criteria for Labels

Two labels lf (i, j) and rk(i, j) are similar if the following two constraints are
satisfied:{

(rk(i, j) − μrk
(i, j))′

(
lf (i, j) − μbf

(i, j)
)}

/ {σrk
σbt} > T1 (1)

and
1

φN2

∑φN2−1

n=0
|dkn(i, j)| < T2 (2)

where μrk
, μlf and σrk

, σlf are the mean and standard deviation of the elements
of labels rk and lf respectively, while dk(i, j) = lf (i, j) − rk(i, j).

Eqns. (1) and (2) respectively evaluate the correlation coefficient and the mean
of absolute differences (MAD) between the two labels. The former constraint
ensures that labels have similar texture/pattern while the latter one ensures
that they are close in φN2 dimensional space. In contrast, we note that in [6]
the similarity criteria is based just on the sum of squared distances between the
two blocks.

T1 is selected empirically (typically 0.8), to ensure that two visually identical
labels are not treated as being different due to image noise. T2 is proportional
to image noise.

3.2 Markov Random Field (MRF) Framework

MRF has been widely employed in solving problems in image processing that
can be formulated as labelling problems [11, 12].

Let X be a 2D random field, where each random variate X(i,j) (∀ i, j) takes
values in discrete state space Λ. Let ω ∈ Ω be a configuration of the variates in X,
and let Ω be the set of all such configurations. The joint probability distribution
of X is considered Markov if

p(X = ω) > 0, ∀ ω ∈ Ω (3)

and
p
(
X(i,j)|X(a,b), (i, j) �= (a, b)

)
= p
(
X(i,j)|XN(i,j)

)
(4)

where XN(i,j) refers to the local neighbourhood system of X(i,j).
Unfortunately, the theoretical factorisation of the joint probability distribu-

tion of the MRF turns out to be intractable. To simplify and provide computa-
tionally efficient factorisation, Hammersley-Clifford theorem [13] states that an
MRF can equivalently be characterised by a Gibbs distribution. Thus

p(X = ω) = e−U(ω)/T /
(∑

ω
e−U(ω)/T

)
(5)
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where the denominator is a normalisation constant known as the partition func-
tion, T is a constant used to moderate the peaks of the distribution and U(ω)
is an energy function which is the sum of clique/energy potentials Vc over all
possible cliques C:

U(ω) =
∑

c∈C
Vc(ω) (6)

The value of Vc(ω) depends on the local configuration of clique c.
In our framework, information from two disparate sources is combined using

Bayes’ rule. The local visual observations at each node to be labelled yield label
likelihoods. The resulting label likelihoods are combined with a priori spatial
knowledge of the neighbourhood represented as an MRF.

Let each input image If be treated as a realisation of the random field B.
For each node B(i, j), the representative set R(i, j) containing unique labels is
treated as its state space with each rk(i, j) as its plausible label2.

Using Bayes’ rule, the posterior probability for every label at each node is
derived from the a priori probabilities and the observation-dependent likelihoods
given by:

P (rk) = l(rk)p(rk) (7)

The product is comprised of likelihood l(rk) of each label rk of set R and its
a priori probability density p(rk), conditioned on its local neighbourhood. In
the derivation of likelihood function it is assumed that at each node the obser-
vation components rk are conditionally independent and have the same known
conditional density function dependent only on that node. At a given node, the
label that yields maximum a posteriori (MAP) probability is chosen as the best
continuation of the background at that node.

To optimise the MRF-based function defined in Eqn. (7), ICM is used since it
is computationally efficient and avoids large scale effects3 [11]. ICM maximises
local conditional probabilities iteratively until convergence is achieved. In ICM
an initial estimate of the labels is typically obtained by maximising the likeli-
hood function. However, in our framework an initial estimate consists of partial
reconstruction of the background at nodes having just one label which is as-
sumed to be the background. Using the available background information, the
remaining unknown background is estimated progressively (see Section 3.3).

At every node, the likelihood of each of its labels rk (k = 1, 2, · · · , S) is
calculated using corresponding weights Wk. The higher the occurrences of a
label, the more is its likelihood to be part of the background. Empirically, the
likelihood function is modelled by a simple weighted function, given by:

l(rk) = Wck
/
∑S

k=1
Wck

(8)

where Wck
= min(Wmax,Wk). Capping the weight is necessary in circumstances

where the image sequence has a stationary foreground object visible for an ex-
ceedingly long period.
2 To simplify the notations, index term (i, j) has been omitted from here onwards.
3 An undesired characteristic where a single label is wrongly assigned to most of

the nodes of the random field.
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The spatial neighbourhood modelled as Gibbs distribution (Eqn. (5)) is en-
coded into an a priori probability density. The formulation of the clique potential
Vc(ω) referred in Eqn. (6) is described in the Section 3.4. Using Eqns. (5) and (6)
the calculated clique potentials Vc(ω) are transformed into a priori probabili-
ties. For a given label, the smaller the value of energy function, the greater is its
probability in being the best match with respect to its neighbours.

In our evaluation of the posterior probability given by Eqn. (7), more emphasis
is given to the local spatial context term than the likelihood function which is
based on mere temporal statistics. Thus, taking log of Eqn. (7) and assigning a
weight to the prior, we get:

log (P (rk)) = log (l(rk)) + η log (p(rk)) (9)

where η has been empirically set to number of neighbouring nodes used in clique
potential calculation (typically η = 3).

3.3 Node Initialisation

Nodes containing a single label in their representative set are directly initialised
with that label in the background (see Fig. 1(ii)). However, in rare situations
there’s a possibility that all sets may contain more than 1 label (no trivial nodes).
In such cases, the label having the largest weight from the representative sets of
the 4 corner nodes is selected as an initial seed. We assume at least 1 of the corner
regions corresponds to a static region. The rest of the nodes are initialised based
on constraints as explained below. In our framework, the local neighbourhood
system [14] of a node and the corresponding cliques are defined as shown in
Fig. 2. The background at an empty node will be assigned only if at least 2
neighbouring nodes of its 4-connected neighbours adjacent to each other and
the diagonal node located between them are already assigned with background
labels. For instance, in Fig. 2, we can assign a label to node X if at least nodes B,
D (adjacent 4-connected neighbours) and A (diagonal node) have already been
assigned with labels. In other words, label assignment at node X is conditionally
independent of all other nodes given these 3 neighbouring nodes.

Let us assume that all nodes except X are labelled. To label node X the pro-
cedure is as follows. In Fig. 2, four cliques involving X exist. For each candidate
label at node X , the energy potential for each of the four cliques is evaluated in-
dependently given by Eqn. (10) and summed together to obtain its energy value.
The label that yields the least value is likely to be assigned as the background.

Mandating that the background should be available in at least 3 neighbouring
nodes located in three different directions with respect to node X ensures that
the best match is obtained after evaluating the continuity of the pixels in all
possible orientations.

In cases where not all the three neighbours are available, to assign a label at
node X we use one of its 4-connected neighbours whose node has already been
assigned with a label. Under these contexts, the clique is defined as two adjacent
nodes either in the horizontal or vertical direction.
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G

X

Fig. 2. The local neighbourhood system and its four cliques. Each clique is comprised
of 4 nodes (blocks). To demonstrate one of the cliques, the the top-left clique has
dashed red links.

After initialising all the empty nodes an accurate estimate of the background
is typically obtained. Nonetheless, in certain circumstances an incorrect label
assignment at a node may cause an error to occur and propagate to its neigh-
bourhood. The problem is successfully redressed by the application of ICM. In
subsequent iterations, in order to avoid redundant calculations, the label pro-
cess is carried out only at nodes where a change in the label of one of their
8-connected neighbours occurred in the previous iteration.

3.4 Calculation of the Energy Potential

In Fig. 2, it is assumed that all nodes except X are assigned with the background
labels. The algorithm needs to assign an optimal label at node X . Let node X
have S labels in its state space R for k = 1, 2, · · · , S, where one of them repre-
sents the true background. Choosing the best label is accomplished by analysing
the spectral response of every possible clique constituting the unknown node X .
For the decomposition we chose the Discrete Cosine Transform (DCT) [10] in a
similar manner to [15].

We consider the top left clique consisting of nodes A, B, D and X . Nodes
A, B and C are assigned with background labels. Node X is assigned with
one of S candidate labels. For each colour channel z, we take the 2D DCT of
the resulting clique. The transform coefficients are stored in matrix Tz

k of size
M ×M (M = 2N) with its elements referred to as T z

k (v, u). The term T z
k (0, 0)

(reflecting the sum of pixels at each node) is forced to 0 since we are interested
in analysing the spatial variations of pixel values.

Similarly, for other labels present in the state space of node X , we compute
their corresponding 2D DCT as mentioned above. A graphical example of the
procedure is shown in Fig. 3.

Assuming that pixels close together have similar intensities, when the correct
label is placed at node X , the resulting transformation has a smooth response
(less high frequency components) when compared to other candidate labels.
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Fig. 3. An example of the processing done in Section 3.4. (i) A clique involving empty
node X with two candidate labels in its representative set. (ii) A clique and a graphical
representation of its DCT coefficient matrix where node X is initialised with candidate
label 1. The gaps between the blocks are for ease of interpretation only and are not
present during DCT calculation. (iii) As per (ii), but using candidate label 2. The
smoother spectral distribution for candidate 2 suggests that it is a better fit than
candidate 1.

The energy potential for each label is calculated after summing potentials
obtained across the φ colour channels, as given below:

Vc(ωk) =
∑φ

z=1

(∑M

v=1

∑M

u=1
|T z

k (v, u)|
)

(10)

where ωk is the local configuration involving label k. The potentials over the
other three cliques in Fig. 2 are calculated in a similar manner.

3.5 Modified Background Model for Foreground Segmentation

The foreground detection framework described in Section 2 uses a background
model comprised of location specific multivariate Gaussians. The background
image reconstructed through the MRF-based process is used as follows. First,
the dual-Gaussian training strategy used in Section 2 is run on a given training
sequence, obtaining the mean vectors and diagonal covariance matrices for each
location. The mean vectors are then replaced by rerunning step 1 of the segmen-
tation framework on the estimated background image. The covariance matrices
are retained as is. Preliminary experiments indicated that when stationary back-
grounds were occluded by foreground objects for a long duration, the variances
computed in step 1 were similar to the variances of the true background.
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(i) (ii) (iii) (iv) (v)

Fig. 4. (i) Example frames from CAVIAR dataset; foreground masks obtained using:
(ii) GMM based method [8], (iii) histogram based method [9], (iv) baseline multi-
stage classifier [1], (v) proposed MRF based framework. We note the masks shown in
columns (ii) to (iv) have considerable amount of false negatives since the foreground
objects were included in the background model, while the results of the proposed
framework (column (v)) have minimal errors.

4 Experiments

The proposed framework (MRF + multi-stage classifier) was evaluated with
segmentation methods based on the baseline multi-stage classifier [1], Gaussian
mixture models (GMMs) [8] and feature histograms [9]. In our experiments the
same parameter settings were used across all sequences (i.e., they were not op-
timised for any particular sequence). The block size was set to 16 × 16. The
values of T1 and T2 (see Eqns. 1 and 2) were set to 0.8 and 3 respectively, while
Wmax (see Eqn. 8) and T (Eqn. 5) were set to 150 and 1024 respectively. The
algorithm was implemented in C++ with the aid of the Armadillo library [16].

We used the OpenCV v2.0 [17] implementations for the last two algorithms,
in conjunction with morphological post-processing (opening followed by closing
using a 3×3 kernel) in order to improve the quality of the obtained foreground
masks [9]. The methods’ default parameters were found to be optimal, except for
the histogram method, where the built-in morphology operation was disabled as
we found that it produced worse results than the above-mentioned opening and
closing. We note that the proposed foreground segmentation approach does not
require any such ad hoc post-processing.

In our experiments, we studied the influence of the various foreground seg-
mentation algorithms on tracking performance. The foreground masks obtained
from the detectors were passed as input to several tracking systems. We used
the tracking systems implemented in the video surveillance module of OpenCV
v2.0 [17] and the tracking ground truth data that is available for the sequences
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(a)

(b)

Fig. 5. Effect of foreground detection methods on: (a) multiple object track-
ing accuracy (MOTA), where taller bars indicate better accuracy; (b) multiple
object tracking precision (MOTP), where shorter bars indicate better precision
(lower distance). Results are grouped by tracking algorithm: blob matching (CC),
mean shift trackers (MS and MSFG), particle filter (PF) and hybrid tracking (CCPF).

in the second set of the CAVIAR4 dataset. We randomly picked 30 sequences
from the dataset for our experiments. The tracking performance was measured
with two metrics: multiple object tracking accuracy (MOTA) and multiple object
tracking precision (MOTP), as proposed by Bernardin and Stiefelhagen [18].

Briefly, MOTP measures the average pixel distance between the ground-truth
locations of objects and their locations according to a tracking algorithm. The
lower the MOTP, the better. MOTA accounts for object configuration errors,
false positives, misses as well as mismatches. The higher the MOTA, the better.

We performed 20 tracking simulations by evaluating four foreground ob-
ject segmentation algorithms (baseline multi-stage classifier, GMM, feature his-
togram and the proposed method) in combination with five tracking algorithms
(blob matching, mean shift, mean shift with foreground feedback, particle filter,
and blob matching with particle filter for occlusion handling). The performance
result in each simulation is the average performance of the 30 test sequences. We
used the first 200 frames of each sequence for initialising the background model.

Examples of qualitative results are illustrated in Fig. 4. It can be observed
that foreground masks generated using methods based on GMMs [8], feature
histograms [9], and the baseline multi-stage classifier [1] have considerable false
negatives, which are due to foreground objects being included into the back-
ground model. In contrast, the MRF based model initialisation approach results
in noticeably better foreground detection.
4 http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
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The quantitative tracking results, presented in Fig. 5, indicate that in all cases
the proposed framework led to the best precision and accuracy values. For tracking
precision (MOTP), the next best method [1] obtained an average pixel distance
of 11.03, while the proposed method reduced the distance to 10.28, indicating an
improvement of approximately 7%. For tracking accuracy (MOTA), the next best
method obtained an average accuracy value of 0.35, while the proposed method
achieved 0.5, representing a considerable improvement of about 43%.

5 Main Findings

In this paper we have proposed a foreground segmentation framework which
effectively segments foreground objects in cluttered environments. The MRF-
based model initialisation strategy allows the training sequence to contain fore-
ground objects. We have shown that good background model initialisation results
in considerably improved foreground detection, which leads to better tracking.

We noticed (via subjective observations) that all evaluated algorithms perform
reasonably well when foreground objects are always in motion (i.e., where the
background is visible for a longer duration when compared to the foreground).
However, accurate estimation by methods solely relying on temporal statistics
to initialise their background model becomes problematic if the above condition
is not satisfied. This is the main area where the proposed framework is able to
detect foreground objects accurately.

A minor limitation exists, as there is a potential to mis-estimate the back-
ground in cases where an occluding foreground object is smooth (uniform in-
tensity value), has intensity value similar to that of the background (i.e., low
contrast between the foreground and the background) and the true background
is characterised by strong edges. Under these conditions, the energy potential
of the label containing the foreground object is smaller (i.e., smoother spectral
response) than that of the label corresponding to the true background. This
limitation will be addressed in future work.

Overall, the parameter settings for the proposed algorithm appear to be quite
robust against a variety of sequences and the method does not require explicit
post-processing of the foreground masks. Experiments conducted to evaluate the
effect on tracking performance (using the CAVIAR dataset) show the proposed
framework obtains considerably better results (both qualitatively and quanti-
tatively) than approaches based on Gaussian mixture models (GMMs) [8] and
feature histograms [9].
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Abstract. Background subtraction plays an important role in many
computer vision systems, yet in complex scenes it is still a challenging
task, especially in case of illumination variations. In this work, we de-
velop an efficient texture-based method to tackle this problem. First,
we propose a novel adaptive εLBP operator, in which the threshold is
adaptively calculated by compromising two criterions, i.e. the description
stability and the discriminative ability. Then, the naive Bayesian tech-
nique is adopted to effectively model the probability distribution of local
patterns in the pixel level, which utilizes only one single εLBP pattern
instead of εLBP histogram of local region. Our approach is evaluated
on several video sequences against the traditional methods. Experiments
show that our method is suitable for various scenes, especially can robust
handle illumination variations.

1 Introduction

Background subtraction is an effective method to detect foreground objects from
a stationary camera. The central idea behind this method is to utilize the visual
properties of the scene to build an appropriate representation, which is then
be used to classify a new observation as foreground or background. Existing
methods for background modeling can be mainly classified into two categories,
i.e. the predictive methods and the statistical methods. In the predictive methods,
the scene is modeled as a time series and a dynamical model is developed to
recover the current state based on past observations [1,2, 3,4]. In the statistical
methods, the order of the input observations is neglected, and a probabilistic
representation of the observations is then roughly built [5, 6, 7, 8, 9, 10, 11]. The
background subtraction method proposed in this paper belongs to the latter.

A popular statistical method is to model each background pixel with a single
Gaussian distribution [5]. However, This method does not work well in the case
of dynamic natural environments with repetitive motions, i.e. waving vegeta-
tion, rippling water, and camera jitter. In [6], the mixture of Gaussians(GMM)
approach is proposed to handle these complex, non-static backgrounds. Unfor-
tunately, background with fast variations can not be accurately modeled by
just a few Gaussians. To overcome the limitations of parametric methods (i.e.
single Gaussian in [5], GMM in [6]), a nonparametric technique is developed

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 560–571, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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in [7, 12]. [7] utilizes a kernel density estimation technique to build a statisti-
cal representation of the scene background. [12] uses a codebook to construct
a compressed background model. However, whether the parametric methods or
the nonparametric methods may fail when foreground objects have similar color
as background, or when the illumination conditions vary with sunlight changing
outdoor or light switching indoor. The main reason is that these methods only
use the pixel color or intensity information to detect foreground objects. To deal
with this weak description, [8,9,10] use a novel and powerful approach based on
discriminative texture features represented by LBP [13] to capture background
statistics. In [8], each pixel is modeled as a group of LBP histograms that are
calculated over a circular region around the pixel. The main limitation of this
method is that both memories and computation costs significantly increase with
the increasing of the images resolution. Moreover, the descriptive ability of LBP
is not very robust, since the LBP is sensitive to the noise. To overcome these
limitations, εLBP [10] (scale invariance LBP) is proposed, in which a small
threshold is added into the traditional LBP description. Unfortunately, this
threshold is empirically selected as a global constant. Thus, this method only
perform well when the illumination variation is global.

In this work, we propose an efficient background subtraction framework that
addresses local illumination variations on the feature level. We improve the
εLBP by adding local adaptive property. The threshold ε is adaptively selected
for each pair of two neighboring pixels. With two evaluation criterions proposed,
a simple yet effective approach is presented to adaptively estimate the threshold
by classifying all the pixels into two groups, i.e. the edge pixels and the tex-
ture pixels. In background modeling procedure, the naive Bayesian technique is
adopted to effectively model the probability distribution of local patterns in the
pixel level. The utilization of single εLBP (pixel level) improves the robustness
to the illumination variation and reduces the computation cost compared with
the state-of-the-art, such as the GMM and the Codebook.

The rest of this paper is organized as follows. A brief introduction about
adaptive εLBP is given in Section 2. The background subtraction method is
described in Section 3 in detail. Experiment results on real data compared with
the traditional methods are reported in Section 4. The conclusive remark is
addressed at the end of this paper.

2 From LBP to Adaptive εLBP

LBP [14, 13] is a texture primitive statistic, which is gray-scale invariant. This
operator labels the pixels of an image by thresholding the value of center pixel
with its neighborhoods and encoding the result as a binary number:

π = LBPP,R(xc, yc) =
P−1∑
p=0

s(gp − gc)2p, s(t) =
{

1 t � 0
0 t < 0 (1)

where gc corresponds to the gray value of the center pixel (xc, yc), and gp cor-
responds to the gray values of P equally spaced pixels on a circle of radius R.
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Pixel 3
Pixel 2

Pixel 1

Person Appears

Fig. 1. Overview of three local difference sequences along with time. Pixel 1 and
Pixel 2 are in background (in texture area and edge respectively), and Pixel 3 is in
foreground object (fixed in person’s shoulder as person walking).

The advantage of the LBP operator is the tolerance against the illumination
changes and the computational simplicity. However, the LBP operator is not
robust to local image noises when neighbor pixels are similar. The εLBP [10]
are proposed by adding a small scaling threshold ε to handle the local noises.
As mentioned in [10], using the threshold instead of a small offset can solve the
intensity invariant problem, which is caused by illumination variance. Unfortu-
nately, the threshold ε is empirically selected as a global constant. Note that, the
adaptive property of the threshold is very important, because the illumination
variations are often locally. Thus, it is irrational to use a global constant as the
threshold. In this work, we first propose two criterions to evaluate the threshold
ε, and then propose a simple but effective method to estimate ε adaptively.

Actually, a binary pattern is obtained by modeling the local difference be-
tween two neighboring pixels. As shown in Fig.1, for a fixed pixel in background
(Pixel 1 or Pixel 2), the local difference forms a distribution (background dis-
tribution). Similarly, for a fixed pixel in foreground object (Pixel 3), such as
in person’s shoulder in Fig.1, the local difference also forms a distribution (fore-
ground distribution). Here we assume these two distributions satisfy the single
Gaussian model, and denote them as N (μB, σB) and N (μF, σF).

Left sub-figure of Fig.2 gives an example of binary patterns formed by differ-
ent thresholds. Red and blue curves represent the foreground distribution and
the background distribution, respectively, and three vertical lines denote three
thresholds (in different colors). For example, we use the yellow vertical line to
represent the threshold. If the pixel value falls on the left side of the yellow
vertical line, the binary pattern is formed as 0. Otherwise, the binary pattern is
formed as 1. In this figure, the pixel value falls on the left side means that this
pixel value is smaller than -10. The main difference among the LBP, εLBP,
and adaptive εLBP methods is the way to calculate a rational threshold. For
example, the original LBP approach simply adopts 0 as the threshold. Thus,
the original LBP selects the green vertical line as the threshold. To describe
our method, we present two binary patterns definitions, i.e. the background
binary pattern and the foreground binary pattern. If the current pixel lies in
background (e.g. Pixel 1 or Pixel 2 in Fig.1), the formed binary pattern is
denoted as the background binary pattern. Otherwise, if the current pixel lies in
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Fig. 2. Left sub-figure gives an example of forming binary patterns by different thresh-
olds. Right sub-figure shown the log distribution of μF.

foreground object (e.g. Pixel 3 in Fig.1), the formed binary pattern is denoted
as the foreground binary pattern. Then, we use two criterions to determine the
threshold. First, the description stability for both the background binary pattern
and the foreground binary pattern. Second, the discriminative ability between
the background binary pattern and the foreground binary pattern.

When the threshold and the background distribution are known, we can obtain
the probability that the background binary pattern is 0. We denote this proba-
bility as pB. As illustrated Fig.2, if the threshold lies on the yellow vertical line,
the shadow region represents this probability. The description stability is fully
determined by the probability pB. For example, if the pB = 1, the background
binary pattern can only be formed as 0. That is, the description is absolutely
stable. If the pB = 0.5, the background binary pattern will be formed as 0 or
1 randomly. That is, the description is very unstable. We use entropy to define
stability of the background binary pattern, given by

HB = H(pB|μB, σB, ε) = −pB log pB − (1 − pB) log (1 − pB) (2)

From Eqn.2, we see that if the probability pB become small, the entropy HB

will become small too. That is, when the entropy is smaller, the description is
more stable. Same as the definition of H(pB|μB, σB, ε), for a specified foreground
distribution, the description stability in the foreground binary pattern can be
also defined as H(pF|μF, σF, ε). However, for a fixed pixel, we do not know which
foreground pixel will appear beforehand. That is to say, the foreground distri-
bution is unknown in advance. Here, we assume the parameters μF, σF follow
a distribution p(μF, σF). Therefore, description stability in foreground can be
defined as the expectation of the entropy:

HF = Ep(μF,σF)

(
H(pF|μF, σF, ε)

)
=
∫∫

H(pF|μF, σF, ε)p(μF, σF)dμFdσF (3)

For a specified foreground distribution, the discrimination between background
binary pattern and foreground binary pattern can be defined as the Bayesian
error E(pF, pB) = pB + 1− pF. Therefore, the whole discrimination is defined as
the expectation of the Bayesian error:
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E = Ep(μF,σF)

(
E(pF, pB)

)
=
∫∫

E(pF, pB)p(μF, σF)dμFdσF (4)

For a specified foreground distribution, the pink vertical line is the minimum
Bayesian error threshold (the discriminative threshold). Combining the Eqn.2,
Eqn.3, and Eqn.4, the optimal ε can be obtained by minimizing the Eqn.5:

ε = argmin
ε

λ1HB + λ2HF + λ3E (5)

where λ1,2,3 are three weights. It is almost infeasible to calculate the optimal ε
from the Eqn.4, because it is difficult to get the exact density p(μF, σF) and to
choose three appropriate weights λ1, λ2, and λ3.

In this work, σF is simplified as a constant, thus the density p(μF, σF) is sim-
plified as p(μF). We define p(μF) as the foreground mean distribution. As shown
in Fig.2, we count the distribution p(μF) and compute its variance D

(
p(μF)
)

=
σp(μF) ≈ 8. In order to calculate Eqn.5 simply, we first classify all pixels into two
groups, i.e. the edge pixels (e.g. Pixel 2 in Fig.1) and texture pixels (e.g. Pixel
1 in Fig.1). For the edge pixel, the pixel value is extremely different from its
neighborhoods. Otherwise, for the texture pixel, the pixel value is similar with
its neighborhoods. Then, we calculate the thresholds of the two groups with
different methods, as shown in Fig.3. For the edge pixels, the discriminative
ability is considered more important than the stability. For the texture pixels,
the stability is more important that the discriminative ability. Furthermore, the
threshold ε should not be too small or too large. Accordingly, for the edge pixels,
when |μB| > α · σp(μF), the threshold εc is calculated:

εc =

{
max
(
η, μB−γ·σB

gc

)
μB > α · σp(μF)

min
(
− η, μB−γ·σB

gc

)
μB < −α · σp(μF)

(6)

where α, γ, and η are the constants, gc corresponds to the gray value of the center
pixel, and the max(.) and min(.) operators are used to restrict the threshold.
For the texture pixels, when |μB| ≤ α · σp(μF), the threshold εc is calculated:

εc =
{
−η μB ≤ α · σp(μF) & μB ≥ 0
η μB ≥ −α · σp(μF) & μB < 0 (7)

Since the threshold of each pixel with its neighborhoods are gained, the adaptive
εLBP of this pixel can be calculated as follow,

π = εLBPP,R(xc, yc) =
P−1∑
p=0

s

(
gp − gc

gc
− εp

c

)
2p (8)

where εp
c is the threshold of the p-th neighborhood of the center pixel.

From Fig.3, we can get some conclusions. First, η is used to prevent that
the threshold is too small. Second, for the edge pixel, the threshold tends to lie
between the background distribution peak and the foreground mean distribu-
tion peak. And for the texture pixels, the threshold tends to lie on same side
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Fig. 3. Overview four cases of threshold selection. The up two sub-figures show the
edge pixels, while the down two sub-figures show the texture pixels. For each sub-figure,
the red equation on the upright represents the condition. The blue curve represents the
background distributions. The red curve the foreground mean distribution p(μF ). The
green shadow region indicates the restricted region for the threshold calculation. That
is, the absolute value of the threshold should not be smaller than η. The pink vertical
line gives the result threshold. Note that, the restricted regions are different from each
other, since the mean μB of each pixel is different.

of the two distribution peaks. From the above descriptions, we know that the
foreground mean distribution reflects the overall nature of the foreground dis-
tribution. From the figure, the Bayesian error of the two distributions on the
edge pixel is smaller than on the texture pixel. Thus, the threshold on edge pixel
is more discriminative than on the texture pixel. As shown in the Eqn.6 and
Eqn.7, we can see the threshold εc is only determined by the mean μB. When
performing background subtraction, μB is first obtained from the start n frames.
That is, we adopt the mean or median of these n frames as μB. Then, we use
Eqn.6 and Eqn.7 to calculate the thresholds. After that, for each input frame,
we use Eqn.8 to compute the adaptive εLBP of each pixel.

3 Background Subtraction Based on Adaptive εLBP

The flow chart of our background subtraction method is summarized in Fig.4.
When performing online background subtraction, an input image is first analyzed
by calculating the adaptive εLBP of each pixel based on Eqn.8. Then, the
probability of each pixel belonging to background is calculated based on Eqn.12.
Finally, the foreground mask is obtained by thresholding this probability, as
shown in the Eqn.13. Meanwhile, the model is updated based on Eqn.14.

In order to segment the foreground, we consider to model the background
in a pixel-wise manner. Given an input video sequence, the pixel process with
the adaptive εLBP observations over time 1, 2, . . . , t at a location (xc, yc) is
defined as {π1,π2, . . . ,πt}. Each pattern πi is composed of the P neighbor
binary patterns, i.e. πi = {π1

i , π
2
i , . . . , π

P
i }. We define the background model as

B, which represents the εLBP distribution. Given a new εLBP observation π̂,
the probability of belonging to the background model B is defined as p(B|π̂). By
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Input image volume LBP Foreground probability Foreground
Adaptive            and foreground probability calculation and updating
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Fig. 4. Overview of our background subtraction algorithm. Each pixel in the up eight
small images indicates a binary pattern πi (P = 8 neighbors). And each pixel in the
down eight images indicates a background model μi.

using the Bayesian rule and the naive conditional independence, which assumes
each binary pattern π̂i is conditionally independent of every other pattern π̂j

for j �= i, we can get that

ϕ = p(B|π̂) =
p(B)p(π̂|B)

p(π)
=

p(B)
p(π)

p(π̂1, π̂2, . . . , π̂P |B) Bayesian

=
p(B)
p(π)

P∏
i=1

p(π̂i|B) Naive Conditional Independence (9)

The prior p(B) and the evidence p(π) only affect the selection of the foreground
threshold τ . The foreground threshold τ is used in Eqn.13, and it is usually
chose empirically. Thereby, we only need to calculate p(π̂i|B). From the naive
conditional independence assumption, each binary pattern πi is conditionally
independent others. Similarly, the ith binary pattern’s model can be also con-
sidered as conditionally independent others. Here, we use Bi to denote the ith

binary pattern’s model. Thus, the conditional independence of binary pattern’s
model can be represented as follows: each binary pattern’s model Bi is condi-
tionally independent of every other pattern’s model Bj for j �= i. Background
model B is the combination of all Bi, given by B = {B1,B2, . . . ,BP }. Thus, the
probability p(π̂i|B) can be computed with

p(π̂i|B) = p(π̂i|B1, . . . ,Bi, . . . ,BP ) = p(π̂i|Bi) (10)

In this work, we adopt single Gaussian distribution to model Bi. As is known,
the binary pattern is the binomial distribution with the domain {0, 1}. Thus,
we can only need to use the mean μi to model the single Gaussian distribution,
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because the variance can be calculated by σi =
√

μi(1 − μi). For a new binary
pattern observation π̂i, the probability p(π̂i|Bi) can be calculated as follow,

p(π̂i|Bi) =
|π̂i − μi|

σi
=

|π̂i − μi|√
μi(1 − μi)

(11)

Combining the Eqn.9, the Eqn.10, and the Eqn.11, we can get that,

ϕ =
p(B)
p(π)

P∏
i=1

p(π̂i|B) ∝
P∏

i=1

p(π̂i|B) ∝
P∏

i=1

p(π̂i|Bi) ∝
P∏

i=1

|π̂i − μi|√
μi(1 − μi)

(12)

Since the probability of each pixel belonging to background is calculated by
Eqn.12, the foreground mask is gained by thresholding this probability,

m =
{

1 ϕ > τ
0 else

(13)

where τ is a threshold. The updating procedure is required after obtaining fore-
ground mask. We adopt the selective background updating approach, which is
proposed in [15]. Specifically, μi is updated by the new observation π̂i,

μi = mμi + (1 −m)
(
βμi + (1 − β)π̂i

)
(14)

where β is a user-settable learning rate and m is the foreground mask.

4 Experimental Results

A number of data-sets are used to evaluate quantitatively and qualitatively the
performance of the proposed scheme. We compare with several other approaches,
i.e. the GMM [6], codebook [12], LBP [8], and εLBP [10] methods. In the
experiments, the neighborhood size is empirically selected by 3×3, that is P = 8
neighborhoods are used, and parameters are set as α = 5, γ = 2.5, η = 0.15,
τ = 2P , and β = 0.1 respectively. We use simple operations to further refine
the output masks of all algorithms. For example, we use the erosion operation
to remove the noise in the mask, and use the dilation operation to fill the small
hole in the mask.

4.1 Qualitative Evaluation

The qualitative evaluation gives an insight of the results, which indicate the ways
the foreground were segmented. Fig.5 presents the visual comparison of the pro-
posed method with other methods. We also present the ground truth. The video
sequences [16] are downloaded from the web site1. The video sequences include
both indoor and outdoor scenes. From the results, it can be seen that the per-
formances of the proposed method are better than the others. The quantitative
1 http://research.microsoft.com/en-us/um/people/jckrumm/wallflower/

testimages.htm
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Fig. 5. The visual comparison of our method with others (including the ground truth).
The images resolution are 160 × 120 pixels.

evaluation of these sequences are shown in Tab.1 in the Subsection.4.2 in detail.
In the Light Switch sequence, the illumination condition is obviously changed
when the person switches the light. Those background subtraction methods that
rely only on color information, such as the GMM and codebook would fail
to detect the moving object correctly. The main reason is that the colors of
the foreground and the background are both changed significantly. Accordingly,
it is hard to segment the foreground only use the color information. That is,
texture information always plays an important role in background subtraction.
Moreover, as shown in Fig.5, the LBP and εLBP methods output some false
negatives on the inner areas of the moving object. The definition of false negative
is illustrated in the next subsection in detail. The main reason of this drawback
is that the threshold is not well selected. By contrast, the proposed adaptive
εLBP method produces better results than others. The main reasons are from
two aspects. First, it exploits texture information instead of a single pixel value.
Second, it adopts the adaptive threshold, which optimally distinguish from the
background to the foreground.

4.2 Quantitative Evaluation

The quantitative evaluation is done on the image sequences based on the F-score.
The F-score measures the segmentation accuracy by considering both the recall
and the precision, which is defined as

F =
2 ·TP

2 ·TP + FN + FP
(15)
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where TP, FP, and FN are the true positives (true foreground pixels), false
positives (the number of background pixels marked as foreground pixels), and
false negatives (the number of foreground pixels that are missed), respectively.
Tab.1 gives the numerical comparison of the proposed method with others. Note
that, the test sequences are same as those used in the Subsection.4.1. As shown
in Tab.1, our results are better than the others. We also use another video
sequence2 to evaluate the proposed method. This video is challenging is chal-
lenging, because evident shadow follows the walking person. That is, the illu-
mination condition is very unstable in this sequence. As shown in Fig.6, the
results of LBP-like methods, i.e. the LBP, the εLBP, and the adaptive εLBP,
are better than other two classical methods, i.e. the GMM and the codebook.
Furthermore, the proposed adaptive εLBP is better than the LBP and the
εLBP. To sum up, LBP-like methods are more robust to the illumination vari-
ation than the classical methods, and the adaptive εLBP is better than other
LBP-like methods.

Table 1. Overview of the comparison of all methods (F-score)

Algorithm GMM Codebook LBP εLBP Adaptive εLBP

Bootstrap 0.452 0.665 0.611 0.766 0.800
Camouflage 0.979 0.986 0.897 0.983 0.982
Light Switch 0.280 0.318 0.582 0.518 0.773
Time of Day 0.918 0.909 0.760 0.905 0.935
Waving Trees 0.893 0.938 0.738 0.760 0.923
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Fig. 6. Comparison results of our method with the traditional methods. The test image
sequence exists the obvious shadow where person walking.

2 http://cvrr.ucsd.edu/aton/shadow/data/intelligentroom.AVI
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Table 2. Overview of the comparison of all methods (speed)

Algorithm GMM Codebook LBP εLBP Adaptive εLBP

Speed 15.6(fps) 18.2 10.1 58.4 57.9

4.3 Computation Cost

The computation cost of all five methods is shown in Tab.2. The video se-
quence [17] is download from the web-site3. The resolution of these sequences are
320× 240. The speed is measured by fps (frame per second). All algorithms are
implemented by the Matlab, and no special optimization is adopted. As shown
in Tab.2, the speed of the proposed method is significant faster than other algo-
rithms except the εLBP method. Especially, the speed of the proposed method
is nearly 6 times faster than the LBP method.

5 Conclusion

In this paper, we propose an efficient texture-based background subtraction
method. The main contributions in this work can be summarized as follows.
First, we propose an improved adaptive εLBP operator, which is less sensitive
to the illumination variations. The threshold ε is novelly calculated by compro-
mising two proposed criterions. Second, we apply the adaptive εLBP operator to
background subtraction. The naive Bayesian technique is adopted to construct a
pixel-based process model instead of LBP histogram. Our proposed background
subtraction method possesses several advantages. For example, it overcome the
sensitive to illumination variation in GMM and codebook methods. It improves
the limitation of the computation cost in the LBP histogram method. Moreover,
the threshold is calculated more accurately than the εLBP. Note that, the disad-
vantage of our method is that the background image can not be gained, which is
the common disadvantage of all the texture-based method. Fortunately, in many
computer vision tasks only the foreground mask is required. In the future, we
will add other features, such as the spectral, spatial, and temporal features [11],
into the proposed background subtraction framework. Moreover, besides back-
ground subtraction, the improved adaptive εLBP operator also can be applied
on other fields, such as detection, tracking, and recognition.
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Abstract. We present a 3D, probabilistic object-surface model, along
with mechanisms for probabilistically integrating unregistered 2.5D views
into the model, and for segmenting model instances in cluttered scenes.
The object representation is a probabilistic expression of object parts
through smooth surface-point distributions obtained by kernel density
estimation on 3D point clouds. A multi-part, viewpoint-invariant model
is learned incrementally from a set of roughly segmented, unregistered
views, by sequentially registering and fusing the views with the incre-
mental model. Registration is conducted by nonparametric inference
of maximum-likelihood model parameters, using Metropolis–Hastings
MCMC with simulated annealing. The learning of viewpoint-invariant
models and the applicability of our method to pose estimation, object
detection, and object recognition is demonstrated on 3D-scan data, pro-
viding qualitative, quantitative and comparative evaluations.

1 Introduction

Autonomous systems need to acquire object models for detection, recognition
and manipulation. Models should be acquired autonomously, which implies a
method that does not require precisely controlled environmental conditions, ex-
act ground-truth pose, or full 360 viewpoint covering. Furthermore, partial mod-
els should be directly usable, and allow for incremental completion.

We present a 3D, probabilistic object-surface model, along with mechanisms
for probabilistically integrating unregistered 2.5D views (range images) into the
model, and for segmenting model instances in cluttered scenes.

Our model encodes object structure through continuous probability density
functions representing the distribution of object-surface points. This allows us to
achieve detection by probabilistic inference, effectively avoiding explicit model-
to-scene correspondences. Our method learns an initial model from a single view
of an object; the model can then be used to detect and estimate the pose of
the object in novel scenes, provided that the view is sufficiently similar. If a
new view provides more information, the model can be extended, in principle
until the entire surface is completely modeled. Model learning and model ex-
ploitation are thus seamlessly integrated. We demonstrate that our approach is
competitive with state-of-the-art methods. While performing at least as well as
state-of-the-art algorithms on public datasets, our approach shows advantages

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 572–585, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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in the paradigmatic and technical rigor of the techniques it builds on. Instead
of defining e.g. probabilistic metrics on top of ad-hoc likelihood functions, our
sensor model is intrinsically probabilistic. This approach allows for theoretical
abstraction and flexibility. In particular, familiar building blocks from statistical
learning are applied in appropriate places, such as kernel density estimation,
Monte Carlo integration and inference, and expectation-maximization (see fol-
lowing sections).

Model learning is demonstrated on 3D-scan data from Biegelbauer and Vincze
[1], and on the popular CAD dataset of Hetzel et al. [2]. The applicability of our
method to pose estimation in cluttered point clouds is demonstrated on the
data of Biegelbauer and Vincze, and object recognition rates are presented for
the dataset of Hetzel et al.

2 Related Work

The modeling of objects from point-cloud data has been achieved through a
variety of approaches [3]. The idea is generally to break down the object surface
into a number of primitives; an object is then described by describing each
primitive, and possibly by also describing their relative spatial configuration.
Primitives correspond e.g. to complex parametric shapes such as superquadrics
[1, 4], local surface descriptor [2, 5, 6, 7, 8, 9], or local edge descriptors [10]. In
this work, primitives correspond directly to 3D points, with each point further
parametrized by a local surface orientation computed from the distribution of
the k nearest neighbors. In the following, we simply refer to these position-
orientation pairs as (5D) points.

Depending on the application, recording the geometric structure of surface
primitives, i.e. their relative spatial configuration, may or may not be necessary.
Object recognition motivates discriminative models. Methods aiming at object
recognition (without segmentation/pose estimation) [2, 5,8] may completely ig-
nore the spatial configuration of primitives, or encode it implicitly. They may
also match a model by matching each view contained in the model separately,
therefore also avoiding view registration. Conversely, pose estimation and seg-
mentation require the modeling of the global shape of the object through the
encoding of relative primitive configurations [6, 7, 9, 10]. This generally leads
to a generative model. Although it may not necessarily be their primary aim,
generative models often provide recognition, too [7].

When building a generative 3D model from multiple views, it becomes neces-
sary to derive an exhaustive registration of individual 2.5D views. Our method
learns an initial model from a single view of an object; the model can then be
used to detect and estimate the pose of the object in novel scenes, provided that
the view is sufficiently similar. If a new view provides more information, the
model can be extended, in principle until the entire surface is completely mod-
eled. Thus, model learning and model exploitation are seamlessly integrated.

Detection and alignment of generative models is typically achieved through
the matching of model descriptors to scene descriptors, possibly followed by
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geometrically-constrained optimization [7,9]. We follow a different approach: We
encode object structure through a continuous probability density function rep-
resenting the distribution of object-surface 5D points. This allows us to achieve
detection through probabilistic inference, which in turn avoids explicit model-
to-scene correspondences. Our model is inferred by a Markov-chain Monte-Carlo
(MCMC) algorithm which yields the maximum-likelihood pose of a model in an
arbitrary scene.

Within a point-cloud reconstruction, the quantity of information conveyed by
a point from a large and uniform surface is arguably smaller than the informa-
tion conveyed by a point on a smaller, distinctive surface. In other words, the
contribution of a surface segment to the identity of an object is generally not
proportional to the number of points supporting the segment in a point-cloud
reconstruction. Many 3D modeling techniques acknowledge this observation, e.g.
through the detection of salient points [11], or the use of surface primitives of
varying size [7]. We proceed by splitting object points into groups that represent
object parts of different spatial size, and give each part the same weight in the
detection process.

We note that the problem of 3D pose estimation (and recognition) has also
been addressed for 2D images [12, 13]. Image-based methods often rely on the
matching of 2D patch descriptors; they work best on highly textured objects.
Although these methods can be fast and convenient to deploy, their 3D estimates
are generally less accurate than those obtained on range data.

This work is inspired by the work of Detry et al. [10], from which we borrow
the idea of representing low-level sensor data with probability density functions.
This paper goes beyond the work of Detry et al. in multiple ways. Inference
is approached differently: we present a maximum likelihood MCMC algorithm,
while Detry et al. compute a posterior density through belief propagation and
importance sampling. Our learning method autonomously registers independent
views, and autonomously identifies parts from spatial structure. Finally, our
paper demonstrates the application of our system to range data, which is struc-
turally different from the sparse-stereo edge data used by Detry et al., with two
important results: (1) Our method is applicable to a much wider range of input
data and does not depend on the heavy-weight ECV (Early Cognitive Vision)
system. (2) Contrary to Detry et al., we can – and do – compare our results to
competing approaches.

3 Object Model

As mentioned above, we consider point-cloud reconstructions in which each point
is composed of a position and a local surface normal. The surface normal is
computed at each point of the cloud from the covariance matrix C of its k
nearest neighbors [14]. Let us denote by e1, e2, e3 the eigenvalues of C, with
e1 ≥ e2 ≥ e3; depending on whether e1 − e2 is smaller or greater than e2 − e3,
the local orientation is set to the eigenvector associated to e3 or e1 respectively,
allowing for stable orientations on both surface and line configurations. Denoting
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by S2 the 2-sphere (the space of unit 3D vectors), computing local orientations
yields a point-cloud O =

{(
λ, θ
)}

∈[1,n] where λ ∈ R3 and θ ∈ S2. We
note that surface normals correspond to axial information; in other words, θ is
equivalent to −θ.

Our pose estimation method relies on the modeling of 3D surfaces with
surface-point distributions. A surface-point distribution is a probability density
function which models the spatial configuration of 5D points sampled from an
object’s surface. The function has a high value in regions surrounding object
surfaces, and a low value elsewhere.

Surface-point distributions are represented with kernel density estimation.
Kernel density estimation (KDE) allows one to model a continuous density func-
tion from a set of observations drawn from it, by assigning a local kernel function
to each observation [15]; the density is estimated by summing all kernels. KDE
allows us to define a continuous distribution from the point-cloud reconstruc-
tion of an object. The surface observations we are dealing with are points which
belong to R3 × S2; denoting the separation of point components and kernel pa-
rameters into positions and orientations by x = (λ, θ), μ = (μt, μr), we define
our kernel as

Kμ,σ(x) = Nμt,σt(λ)Θμr,σr (θ) , (1)

where μ is the kernel mean point, σ = (σt, σr) denotes the isotropic bandwidths
in position and orientation, N is a trivariate isotropic Gaussian kernel, and Θ
corresponds to a pair of antipodal S2 von-Mises Fisher distributions. The S2

von-Mises Fisher distribution corresponds to a Gaussian-like distribution on 3D
unit vectors [16]. Formally, the value of Θ is given by

Fig. 1. Surface-point distribution computed from the 3D scan of a mallet. Surface-point
observations are rendered with cylinders. The axis of a cylinder represents the orien-
tation of the associated observation. Kernels are illustrated with translucent shapes:
spheres and cones show one standard deviation in position and orientation respectively.
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Θμr ,σr(θ) = C3(σr)
eσr μT

r θ + e−σr μT
r θ

2
, (2)

where C3(σr) is a normalizing constant. The pair of antipodal von-Mises Fisher
kernels in Θ models the lack of direction in surface-normal orientations (see
above); hence K(λ,θ),σ(x) = K(λ,−θ),σ(x). The bandwidths σt and σr are com-
puted using a k-nearest neighbor technique [15] on point positions. A surface ob-
served through a point-cloud {x}∈[1,n] is modeled with ψ(x) =

∑n
=1 Kx�,σ(x).

An illustration is provided in Fig. 1.
We model an object composed of q parts with a set of surface-point distribu-

tions {ψi(x)}i∈[1,q]; each surface distribution ψi(x) models the distributions of
points belonging to part i. All parts are defined in a common reference frame,
so that

∑q
i=1 ψi(x) yields a reconstruction of the whole object.

4 Inference

Model detection relies on the observation that a surface-point distribution can
readily be used as a “3D template” that provides an object pose likelihood when
convolved with the surface-point distribution of a scene. Let us consider an object
model {ψi(x)}i∈[1,q]. Also, let us denote by SE(3) = R3×SO(3) the group of 3D
poses, and by φ(x) the surface-point distribution of an arbitrary scene in which
the object appears. We model the pose of the object with a random variable
W ∈ SE(3); the distribution of the object’s pose in the scene modeled by φ(x)
is given by

p(w) ∝
q∏

i=1

mi(w), (3)

with
mi(w) =

∫
ψi(x)φ(tw(x))dx, (4)

where tw(·) denotes a rigid transformation by w. Each integral mi(w) corre-
sponds to the evaluation at w of the cross-correlation of part i with the scene.

Pose estimation is achieved by searching for the maximum of p(w). Further-
more, the value of p(w) at its peak may be used as a matching score, hence
yielding object detection and recognition (see Section 6.2).

As computing the maximum-likelihood (ML) object pose arg maxw p(w) is
analytically intractable, we approximate it with Monte Carlo methods. The in-
tegrals mi(w) are approximated as:

mi(w) � 1
n

n∑
=1

φ(tw(x)) where x ∼ ψi(x). (5)

Simulating p(w) directly is not possible, although simulating a random variate
w∗ from one integral mi(w) can be achieved as follows:
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1. Generate xφ ∼ φ(x),
2. Generate xψ ∼ ψi(x),
3. Generate w∗ ∼ f(w), where f(w) = φ(tw(xψ)), by selecting w∗ from a

uniform distribution on the transformations which map xψ onto xφ.

The ML pose argmaxw p(w) is computed via simulated annealing on a Markov
chain whose invariant distribution at iteration j is proportional to p1/Tj (w)
[17,18], where Tj is a decreasing cooling schedule such that limj→∞ Tj = 0. The
chain is defined with a mixture of two local- and global-proposal Metropolis–
Hastings transition kernels, which are detailed below. Our choosing of the stan-
dard Metropolis–Hastings algorithm is motivated by the complexity of R3 × S2,
which renders the calculation of local derivatives difficult. Also, p(w) is likely to
present a large number of narrow modes. A mixture of global and local propos-
als will compromise between distributed exploration of the pose space and fine
tuning of promising regions. The independence-chain component of our transi-
tion kernel requires a global proposal function which we can simulate, and which
should ideally resemble p(w). In this paper, the global proposal corresponds to
s(w) =

∑
i mi(w), which can be simulated by selecting i ∼ U[1,...,q], and sam-

pling from mi(w). The local proposal for the random-walk component of the
transition kernel is given by the SE(3) kernel

K�
μ,σ(x) = Nμt,σt(λ)Θ�

μr ,σr
(θ) , (6)

where Θ� is a pair of antipodal S3 von-Mises Fisher distributions, and rotations
θ and μr are expressed as quaternions [19]. The location bandwidth σt of this
kernel is set to a fraction of the size of the object, which in turn is computed
as the standard deviation of input object points to their center of gravity. Its
orientation bandwidth is set to a constant allowing for 5◦ of deviation. The
complete algorithm is listed in Fig. 2. For our purposes, the mixture weight ν is
typically set to 0.75; T0 and TN are set to 0.5 and 0.05 respectively; N is of the
order of 5000. Simulated annealing does not guarantee convergence to the global
maximum of p(w). Hence, we run several chains in parallel and eventually select
the best estimate.

The model presented above is intrinsically sensible to relative spatial reso-
lution within the input point cloud: the cross-correlation of parts with scene
evidence (3) will be proportional to the global value scale of φ(x) in the region
covered by the model. Unfortunately, the spatial resolution of 3D scans is gen-
erally not uniform. For example, objects closer to the sensor will generate more
return than further ones. Hence, the maximum of the pose likelihood (3) may
not correspond to the pose that best explains surface shape. In the experiments
presented below, we largely mitigate this effect by evaluating scene densities
φ(x) as the maximum of underlying kernel evaluations at x. We note that model
distributions ψi(x) are not concerned by this issue since they are integrated over
multiple views.

Finally, we note that the expression of p(w) can be identified to an application
of the Belief Propagation algorithm to a Markov random tree. The tree root W
models the object pose. All the other nodes of the tree are leaves, which we
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Initialize w0 arbitrarily
Initialize σt and σr as explained in the text
For j = 0 to N :

Tj = max

{
T0

(
TN

T0

)j/N

, TN

}
Sample u ∼ U[0,1]

If u < ν :
Sample w∗ ∼ s(w) (global proposal)
Sample v ∼ U[0,1]

If v < min

{
1,

(
p(w∗)
p(wj)

)1/Tj s(wj)
s(w∗)

}
: wj+1 = w∗

Else : wj+1 = wj

Else :
Sample w∗ ∼ K


wj ,(σt,σr)(w) (local proposal)

Sample v ∼ U[0,1]

If v < min
{

1,
(

p(w∗)
p(wj)

)1/Tj
}

: wj+1 = w∗

Else : wj+1 = wj

Fig. 2. Simulated annealing algorithm

denote by Xi. The network compatibility potential linking W to Xi is defined
by ψi(t−1

w (x)), where t−1
w (·) denotes the inverse of a transformation by w, such

that (tw ◦ t−1
w )(x) = x for all x in R3 × S2. Observation potentials are given by

φ(x). Each integral mi(w) corresponds to the message sent from Xi to W in a
belief-propagation inference of the marginal distribution p(w).

5 Learning

The generation of a model from a single point-cloud reconstruction of an object
is described in Section 5.1. Section 5.2 explains how a model is learned from
multiple views.

5.1 Modeling a Point-Cloud Reconstruction

Learning a model from a point-cloud reconstruction amounts to identifying the
number and shape of object parts. Object parts are computed by clustering ob-
ject points in R3; they are identified through the mixture of k trivariate Gaussians
that best explains object point positions. K mixtures of q = 1, ...,K Gaussians
are fit using the Expectation-Maximization (EM) algorithm, and the most ap-
propriate mixture is selected in a way inspired by the Bayesian information
criterion [20]: the selected mixture is the one that minimizes

−2 logL + Cq logn, (7)
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Fig. 3. Objects and their parts. Color indicates
to which part a point belongs. Ellipsoids illus-
trate the mixture components that identify object
parts.

Fig. 4. Example pose estimates.
Grey dots correspond to scene
points; color dots show object
points aligned to the scene through
pose estimation. The single-part
model fails to produce a correct es-
timate (top), whereas a two-part
model succeeds (bottom).

where L is the maximized value of the data likelihood, n is the number of points,
and C is a numerical constant; the difference between the Bayesian information
criterion and Eq. 7 is in the additional factor C which allows us to strongly
penalize large mixtures, hence keeping the number of parts reasonably low. The
object model M is eventually composed of q surface-point distributions ψi(x)
built through KDE on the points that belong to cluster i.

Clustering is responsible for the identification of characteristic object parts
(Fig. 3), drawing attention to smaller areas that would otherwise be overwhelmed
by larger surfaces. In Fig. 4, the top image shows a pose estimate computed from
a single-part model of a hammer. Inference finds a best match of the handle of
the hammer on a screwdriver, and ignores the unmatched head of the hammer.
In the bottom image, the two-part model of Fig. 3 draws inference towards a
correct estimate. The part identification method described above is similar to
the procedure of Bouchard and Triggs [21], except that their work eventually
expresses parts as cluster centers. Here, clustering is exclusively used to identify
parts. Parts are represented by fine-grained surface-point densities (Section 3),
which hold significantly more information than a single Gaussian.

5.2 Learning from Multiple Views

The construction of a model that expresses the full 3D geometry of an object re-
quires pairwise registration of multiple views. Naturally, only pairs of sufficiently
overlapping views can be registered. Finding overlapping views through an ex-
haustive registration of all pairs is unfortunately rather inefficient. Therefore,
a meta-process should ideally detect strongly correlated views, which are good
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candidates for registration [7]. In this section, we present a somewhat simpler
method, which iteratively integrates views into a model, expecting each addi-
tional view to overlap with at least one of the previous views. Let us assume
that each view contains n points, and let us denote by M a model made up of �
views, and denote by O the set of points used to construct M. The first model
M1 is built, following the procedure of the previous section, from the points pro-
duced by the first available view v1. Let us then assume that we have a model
M constructed from � views, and the set O from which it was built. Adding
v+1 to the model works as follows. The pose of M is estimated in v+1 (Section
4), which allows us to transform the points of v+1 into the object reference
frame, yielding an object-registered point set T . A set of points O+1 that spans
� + 1 views is then formed by selecting n/(� + 1) points at random from T and
n�/(� + 1) points from O. M+1 is constructed by applying the procedure of
Section 5.1 to O+1.

6 Evaluation

In the following experiments, models typically contain 1 to 4 parts. Scene surface-
point distributions are computed from 5000 scan points. In order to limit the
computational cost of inference, the total number of surface-point observations
within object parts is limited to 500. The number of parallel chains in MCMC
inference is typically set to 16. Our implementation estimates the pose of a
model in a scene in about 5–10s on an 8-core desktop computer, and its memory
footprint is always below 50MB. The cost of detecting multiple objects is linear
in the number of objects.

6.1 Cluttered-Scene Pose Estimation

The suitability of our model for pose estimation in cluttered scenes is demon-
strated on 3D-scan data from Biegelbauer and Vincze [1]. We learned a model
of a mallet, a hammer, a screwdriver, and two bowls, using between 1 and 4 seg-
mented range views of each object. The objects and their parts are illustrated
in Fig. 3. The pose of these objects was estimated in 4 range scenes. Because
points from the ground plane represent approximately 85% of each scene, we
removed these prior to detecting the objects, by isolating them through ransac
plane fitting. Although this step is not necessary, it significantly lowers inference
time; also, through this process, we put our system in the same experimental
conditions as Biegelbauer and Vincze. As illustrated in Fig. 5, all 11 pose es-
timates were correct. We followed the scenario of Biegelbauer and Vincze and
reproduced the experiment several times using different software random seeds,
and every run lead to the same correct estimates. When using models made of
a single part, instead of the multi-part models of Fig. 3, only 7 out of 11 poses
were correct, for reasons identical to these explained in Section 5.1. Despite its
simplicity, the part-learning process is instrumental in discriminating between
objects of similar shapes.
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Fig. 5. Left side: cluttered scenes with pose estimates. Grey dots correspond to scene
points. The rest of the dots illustrate pose estimates: they correspond to object points
(Fig. 3) aligned to the poses of the objects in the scenes. There are 11 pose estimates
(4 in the top-left scene, etc.). Right side: convergence of the MCMC process, as the
mean position distance to optimum (top-right, distance in mm) and mean orientation
distance to optimum (bottom-right, distance in radians) (see text for details).

The two graphs of Fig. 5 illustrate MCMC convergence. Pose estimation con-
sists in running multiple Markov chains in parallel. The convergence of a pose
estimation process e can be illustrated by tracking, at each MCMC step i, the
distance de

i between the position component of the ground truth pose and the po-
sition component of the chain which is, at step i, the closest to the ground truth
pose. The graph in the top-right corner of Fig. 5 (red curve) shows, as a function
of the MCMC step i, the average di = 1

11

∑
e d

e
i across the eleven pose estimates

of Fig. 5 (we note that the i axis is in log scale). The green and blue curves

indicate an interval of one standard deviation si, with si =
√

1
11

∑
e(d

e
i − di)2.

The bottom-right graph illustrates orientation convergence. We note that as we
do not have ground truth poses for the scenes of Fig. 5; the eleven ML estimates
shown in the figure were used as ground truth. For both position and orienta-
tion, the error and error variance rapidly decrease between steps 1 and 1000,
then smoothly converge to zero.

We note that the scenes of Fig. 5 contain more objects than those shown in
Fig. 3. These objects are not part of the experiment simply because we do not
have segmented views of them. A segmented view of the deeper bowl (purple
in Fig. 5) was also missing. Its model was built from data extracted from the
top-left scene of Fig. 5. It seemed relevant to include that object because of its
similarity with the second (yellow) bowl.
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6.2 Object Detection and Recognition

As mentioned above, the value of the pose-likelihood expression (3) at its peak
may be used as a matching score, hence yielding object detection and recognition.

Object detection was evaluated on the online-available CAD dataset of Hetzel
et al. [2]. This dataset contains 258 simulated range images for each of its 30
objects (Fig. 6). It is divided into a training and a testing set, containing respec-
tively 66 and 192 views of each object. We learned a view-invariant model of
each object using its 66 training views, providing them to the multi-view learn-
ing algorithm of Section 5.2 in the order in which they appear on the dataset
website. Even though this order is not always ideal, it allowed for the construc-
tion of a good model of most objects. Fig. 7 shows eight examples. The bunny
and the dinosaur are correctly reconstructed. The deodorant bottle is missing a
side; this is explained by the symmetry of the object, which causes all views to
be registered to the same side of the model.

Object detection determines whether a given model is present in a view. De-
tecting an object in a view amounts to estimating the object’s ML pose w in that
view (Section 4), reading the value of the pose distribution at w, and comparing
the “score” p(w) to a threshold (the whole process taking 5–10s). Thresholds
were learned as follows:

1. We instantiated all 30 object models in 300 views of the training set – 10
views from each object – providing 9000 training scores. Fig. 8 (dashed
curves) shows the distribution of the resulting scores for two objects.

2. For each object o, we trained a binary naive Bayes classifier on the 300
training scores produced by o, providing means of distinguishing o from all
other objects.

Object detection rates were obtained by instantiating (Section 4) the 30 models
in 300 images from the testing set, yielding 9000 testing scores. Fig. 8 (solid
curves) shows the distribution of the resulting scores for two objects. Confronting
the testing scores to the 30 detection classifiers yielded a 98% detection rate, i.e.
out of the 9000 binary classifications, there are 298 true positives, 8580 true
negatives, 2 false negatives and 120 false positives.

By contrast to object detection, object recognition determines, given one view,
which object this view is most likely to show. For this purpose, we trained a single
SVM classifier on the 9000 training scores obtained above. This classifier allows
us to determine which object an arbitrary image corresponds to, by matching
(Section 4) all 30 object models to that image, and submitting the 30 result-
ing scores to the classifier. On a set of 300 images from the testing set of the
database, we obtained a 99% recognition rate, i.e. 297 true positives and 3 false
positives. This result is directly comparable and competitive with recent dis-
criminative approaches on the same dataset which yield 98% [8] and 93% [2]. It
is also comparable to the 95% presented in Section 8.1 of the article from Mian
et al. [7], although the object library used by Mian et al. is a superset of the one
we are using. Recognizing which object a view belongs to requires the inference
of all known object models; recognition is linear in the number of object models.
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Fig. 6. Object library from Hetzel et al. [2]. Illustration kindly provided by Li and
Guskov [8].

Fig. 7. Object points obtained from the registration of sequences of 66 views. Color
indicates learned parts; objects on the first row are made up of a single part, whereas
those on the second row yield two- or three-part models. The models of the deodor-
ant bottle (top-right) and of the pedal (bottom-right) were not correctly constructed,
because of symmetries and similarities within the objects.

0 500 1000 1500 2000

(a)Bunny
10000 20001500500

(b)Deodorant bottle

Fig. 8. Distribution of detection scores for the bunny and deodorant bottle (see Fig. 7).
The dashed green line shows the distribution of the scores resulting from the instanti-
ation of the object model in all training images of that object. The dashed brown line
(almost overlapping with the blue line) corresponds to the instantiation of the model
in the rest of the training set. The red line corresponds to testing images of the object;
the blue line corresponds to testing images of the other objects. The scores provided by
the bunny model are clearly separable. The deodorant bottle is less robustly detected,
largely because of a second, similar bottle in the object set.
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We emphasize that the classifiers above are only applied to find appropriate
score-separating thresholds or planes. The underlying inference mechanism is not
discriminative, and goes further than object recognition by providing an SE(3)
object pose.

7 Conclusion

We presented the definition, inference and construction of a 3D object model.
The model consists of a set of parts represented with smooth surface-point den-
sities. Object pose likelihood is defined through the cross-correlation of parts
with scene evidence. The ML pose is computed through simulated annealing
on a Markov chain whose invariant distribution is proportional to an increasing
power of the pose likelihood, yielding an effective balance between exploration
and convergence. The learning procedure probabilistically registers and fuses
partly overlapping object views and identifies object parts through expectation-
maximization. The suitability of our model for pose estimation was demonstrated
on cluttered range scenes, using a set of objects of similar shapes; object recogni-
tion results competitive with recent generative and discriminative methods were
obtained on a publicly available dataset.

While performing at least as well as state-of-the-art algorithms on public
datasets, our approach shows advantages in paradigmatic and technical rigor of
the techniques it builds on. Instead of defining e.g. probabilistic metrics on top of
ad-hoc likelihood functions, our sensor model is intrinsically probabilistic. This
approach allows for theoretical abstraction and flexibility. In particular, famil-
iar building blocks from statistical learning are applied in appropriate places,
such as kernel density estimation, Monte Carlo integration and inference, and
expectation-maximization. Using rigorous, formal building blocks also facilitates
the adaptation of the system to different situations. For instance, for problems
where local derivatives of the pose density are available, using hybrid Monte
Carlo instead of Metropolis-Hastings would improve inference performances.
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Abstract. Support Vector Regression (SVR) has been a long stand-
ing problem in machine learning, and gains its popularity on various
computer vision tasks. In this paper, we propose a structured support
vector regression framework by extending the max-margin principle to
incorporate spatial correlations among neighboring pixels. The objective
function in our framework considers both label information and pair-
wise features, helping to achieve better cross-smoothing over neighbor-
ing nodes. With the bundle method, we effectively reduce the number
of constraints and alleviate the adverse effect of outliers, leading to an
efficient and robust learning algorithm. Moreover, we conduct a thor-
ough analysis for the loss function used in structured regression, and
provide a principled approach for defining proper loss functions and de-
riving the corresponding solvers to find the most violated constraint. We
demonstrate that our method outperforms the state-of-the-art regression
approaches on various testbeds of synthetic images and real-world scenes.

1 Introduction

Structured prediction has recently attracted much attention and many approaches
have been developed. Structured learning studies the problems in which both in-
puts and outputs are structured and exhibit strong internal correlations. It is
formulated as the learning of complex functional dependencies between mul-
tivariate input and output representations. Structured learning has significant
impact in addressing important computer vision tasks including image denois-
ing [1], stereo [2], segmentation [3, 4, 5], object localization [6, 7], human pose
estimation [8, 9], to name a few. A popular approach is to generalize from the
max-margin binary/multiclass classification problems to incorporate structured
information [10, 11, 5]. On the other hand, there still lacks a fundamental way
to deal with structured prediction from regression viewpoint, which we believe
is potentially a more general approach. The reason mainly comes from the con-
tinuous value range of regression outputs, where infinite possible labels exist.
It is therefore difficult to be parameterize-modeled, efficiently trained and pre-
dicted. In the structured regression field, Weston et al. proposes a linear map
model in [12] to unify support vector classification and regression, and develops
a methodology to solve high dimension problems using joint kernel maps. The
joint kernel based structured prediction method is also utilized in [7], which per-
forms well to localize objects on real images. An alternative structured regression

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 586–598, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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approach other than joint kernel is proposed in [9], in which output correlations
are modeled in and the outputs act as auxiliary features.

However, although [12] tries to generalize support vector classification and
regression and succeeds in independent training scenario, it fails in structured
regression. The prediction on data in the form of Wx, which is formulated in [12],
does not correctly count in label dependencies. Because feature map x does not
depend on the label outputs in regression, no label correlation is modeled in the
prediction. In fact, the “structured” term in [12] for regression can be regarded
as a simple combination of node and neighboring local features. In addition, a
fixed label loss function is given in [12], which makes the penalty of label dis-
crepancy unchangeable for its specializations, both classification and regression.
The dependency among label outputs is properly formulated in the projection
function of [9], but it only considers the internal correlations among outputs. In
this case, the label smoothness is applied equally to all nodes belonging to the
same output and those having significant outputs. Obviously, valuable informa-
tion in context is not fully utilized here to assist the smoothing. The work in [9]
uses the original SVR constraints in their structured regression framework. The
structured learning usually deals with data in very large scale. In this case, the
SVR settings in [9] will accumulate quite a number of constraints. Consequently,
it significantly increases the computational cost.

In this paper, we propose to address the problem of structured prediction
from regression viewpoint. In particular, we have following three contributions.
First, we devise a projection function that takes the label output as an additional
weight for the pairwise feature. By doing this, our projection contains a full set of
dependencies including three kinds of correlation between output variables, input
variables and input-output interrelated variables. Second, by utilizing bundle
method learning process, our algorithm efficiently solves the complex objective
function in a small number of iterations. By further adopting the 1-slack trick,
the number of constraints increases by only 1 in each iteration. A smaller sized
constraint set significantly speeds up the training process on large scale data.
This setting of constraints also improves the robustness of our algorithm, because
it alleviates the impact of outliers. Third, we design a principled approach to
define proper loss functions for tasks with various regression targets, and also to
derive corresponding solvers to find most violated constraint with respect to the
defined loss function. This provides an effective way for practitioners to design
suitable loss functions for a given task. Focusing on our study case, we attain an
appropriate loss function and derive an efficient solver following our principled
approach. We empirically evaluate our approach on both synthetic and real-world
data sets, and it outperforms the state-of-the-art regression methods.

The outline of the paper is as follows. The proposed approach is described in
Section 2, in which the detail of discussion about loss function and most violated
constraint is also included. Comparison of our approach to related methods
including M3Ns, Joint Kernel Maps and SOARsvr is also presented in Section
2. Section 3 reports the experimental results on synthetic and real data sets,
together with the empirical analysis. A conclusion is drawn in Section 4.
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2 Our Approach

2.1 Problem Description

Let us denote an image instance as X ∈ X and its observation as Y ∈ Y.
They are defined over a graph G = (V,E) of size |V | = d, respectively. Y is
a continuous space defined over its pixels with each pixel assigned a real value
yi ∈ R, and Y = (y1, y2, · · · , yd)T . More specifically, let i ∈ V index a node i
and ij ∈ E index an edge between vertexes i and j of the graph G.

In the training phase we have access to a set of T ground-truth images as
{(Xt, Yt)T

t=1}. Our aim is to learn a W -parameterized projection function F :
{X,Y,W} → Y ′. Here we need the model to take the correlations between output
variables into account, i.e., in the projection function, observation Y plays a
role of an auxiliary for visual features to generate the global label outputs. The
model parameter W is learned over the training set of T images. We require the
optimal output of F for Xt to be as close as possible to its ground-truth value
Yt. Meanwhile, we need the model to generalize well on unseen images. In our
work, for each node i, we assume that the projection F can be locally modeled
by a linear function

fi : {X,Y,W} → y′i ≡ fi(xi,y−i,W ) = 〈wv, xi〉 +
1
N

∑
j∈Ni

〈we, xij〉 yj, (1)

where y−i is the (d − 1)-dimensional output vector without the i-th entry, xi

and xij (or wv and we) are local node and edge components of X (or W ),
and Ni denotes the set of the N neighboring nodes of the i-th node. Denoting
φ(xi,y−i) = (xi,

1
N

∑
j∈Ni

xijyj), we have fi(xi,y−i,W ) = φ(xi,y−i)W , where
W = (wT

v , w
T
e )T . At the image level, we write the features in a matrix form as

Φ(X,Y ) = {φ(xi,y−i)|di=1}. Thus, the projection function F can be expressed
as

F (X,Y,W ) = {fi(xi,y−i,W )|di=1} = Φ(X,Y )W. (2)

Now, given an unseen image X , this regression problem can be formally described
as predicting the graph output Y ∗ by minimizing a loss function defined between
an output Y and the projection upon it,

Y ∗ = argmin
Y ∈Y

LI(Y, F (X,Y,W )) = argmin
Y ∈Y

d∑
i=1

L(yi, fi(xi,y−i,W )).

The loss function L(a, b) evaluates the difference between two labels a and b. It
returns a positive value when a �= b, and zero otherwise. Evidently, the minimum
value of LI should be zero, and this implies that the optimal output Y ∗ needs
to satisfy F (X,Y ∗,W ) = Y ∗. In terms of L2-norm, it gives

Y ∗ = argY ∈Y(F (X,Y,W ) = Y )

= argmin
Y ∈Y

‖F (X,Y,W )− Y ‖2. (3)

Notice that the minimum value of zero can always be achieved when F (X,Y,W )
is a linear function of Y . We will show this later.
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2.2 Our Max-Margin Formulation

Given an image-label pair (Xt, Yt), we would like the Euclidean distance between
the predicted label, F (Xt, Yt,W ), and the ground-truth Yt to be minimum for
any candidate output Y . This yields, for the set of T training images,

‖F (Xt, Yt,W ) − Y ‖2 − ‖F (Xt, Yt,W ) − Yt‖2 ≥ Δ(Yt, Y ) ∀t, Y. (4)

where t = 1, 2 · · · , T . Here Δ(Yt, Y ) denotes another loss function, which plays
the role of margin between the true output Yt and any other candidate output
Y . This loss function could in general be an arbitrary function defined over
the graph that measures the discrepancy between two label assignments. In
other words, it is non-negative, symmetric, and attains zero if Yt = Y . For the
structured support vector regression, we need to avoid using the loss function
like Δ(Yt, Y ) = ‖Y − Yt‖2. A comprehensive discussion about the Δ(Yt, Y ) will
be given in Section 2.3.

By invoking (2), we expand left-hand-side (LHS) of (4) and after some algebra,
it gives

2(Y T
t − Y T )Φ(Xt, Yt)W + Y TY − Y T

t Yt ≥ Δ(Yt, Y ) ∀t, Y. (5)

Notice that the quadratic terms of W in the LHS of (4) have been canceled out,
and this gives a linear function of W .

Now, we optimize (5) for all possible labels Y , and at the same time minimize
the norm of W to avoid trivial solutions. Adding the slack variables ξt ≥ 0 to
account for violations, the optimization problem reads, for η > 0,

min
W,ξt

‖W‖2

2
+

η

T

T∑
t=1

ξt (6)

s.t. 2(Y T − Y T
t )Φ(Xt, Yt)W + Yt

TYt − Y TY + Δ(Yt, Y ) ≤ ξt ∀t, Y.

2.3 Parameter Learning and Inference Details

Bundle Method. For the optimization problem in (6), it has been shown in [13]
that one may use a bundle method to find an approximate solution in polynomial
time. For the convenience of analysis, we rewrite the constrains of (6) into the
form of (4). The constraint related to the t -th image can thus be equivalently
expressed as

ξt ≥ max
Y

[‖F (Xt, Yt,W ) − Yt‖2 − ‖F (Xt, Yt,W )− Y ‖2 + Δ(Yt, Y )].

That is, the violations of constraint (RHS) is upper bounded by ξt (LHS). Given
the current W , the bundle method can be used to optimize the objective function,
which needs to identify the most violated constraint. Noticing that only the
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last two terms depend on Y , this leads to efficiently solve the following column
generation problem

Ym = argmin
Y ∈Y

[‖F (Xt, Yt,W ) − Y ‖2 −Δ(Yt, Y )]

= argmin
Y ∈Y

[‖Y ′
t − Y ‖2 −Δ(Yt, Y )],

(7)

where Y ′
t = F (Xt, Yt,W ) given current approximated W .

The bundle method used in our training procedure (Algorithm 1) is guaran-
teed to approach the optimal solution to arbitrary precision in less than O(1

ζ )
iterations where ζ is the small tolerance in stopping criterion. By further adopt-
ing the one-slack trick of [13], empirically it always converges in a small number
of iterations, which promises a tightly-bounded size for the constraint set S in
our algorithm.

Loss Function and Most Violated Constraint. Now, we solve the column
generation problem in (7) for the most violated constraint as follows. This part
has the following contributions. Firstly, we develop a general approach to de-
fine proper loss functions and derive the corresponding solver to find the most
violated constraint. Secondly, focusing on the special case of ε-insensitive loss,
we derive a serial of possible solvers to efficiently identify the most violated
constraint, the formulation in [12] is shown to be a special example in the serial.

In the space of Rd, there exists at least one 2D affine plane on which the labels
Y ′

t , Yt and an arbitrary label assignment Y forms a triangle as shown in Fig. 1.
For ease of exploration, denote ‖Y ′

t − Yt‖ = a, ‖Y − Yt‖ = b and ‖Y − Y ′
t ‖ = c,

the angle ∠Y YtY
′
t = θ. Thus we have c2 = a2 + b2 − 2ab cos θ.

Fig. 1. The labels Y , Y ′
t and Yt in the triangular locations on a Euclidean plane

Assume that the label loss is a function of b, denoted as Δ(b). We can rewrite
the most violated constraint (7) as:

Ym = argmin
b,θ

[c2 −Δ(b)]

= argmin
b,θ

[a2 + b2 − 2ab cosθ −Δ(b)].

Denoting g(b, θ) = a2 + b2 − 2ab cos θ − Δ(b), we can get ∂g
∂ cos θ = −2ab < 0

because of a > 0 and b > 0, which means smaller g will always be obtained from
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larger cos θ. Thus, the minimum g should come from cos θ = 1, that is θ = 0.
Therefore c2 = a2 + b2 − 2ab = (b− a)2 and also g(b) = (b− a)2 −Δ(b).

Let’s consider the partial derivation of g with respect to b:

∂g

∂b
= 2b− 2a− ∂Δ(b)

∂b
. (8)

If the loss function is defined as those like Δ(Yt, Y ) = ‖Y −Yt‖2 = b2, it will lead
to ∂g

∂b = −2a < 0. This makes g(b) monotonically decrease with the increasing
value of b. As a result, the minimum of g(b) cannot be effectively achieved and
this prevents the most violated constraint Ym from being identified. Such a case
should be avoided.

We can also rewrite (4) into the triangular form as

c2 − a2 ≥ Δ(b) ⇒ (b− a)2 − a2 ≥ Δ(b)

⇒ a ≤ b2 −Δ(b)
2b

. (9)

In regression, a number of different loss functions could be utilized. Here we focus
on the commonly used ε-insensitive squared loss, and the other loss functions
can be analyzed in a similar way. By invoking the ε-insensitive loss defined as
a ≤ ε, we would like to find out b and Δ(b) satisfying

b2 −Δ(b)
2b

= ε ⇒ Δ(b) = b2 − 2bε. (10)

By combining (10) and (8), we obtain the partial derivation ∂g
∂b = 2ε− 2a > 0.

Therefore, when b ∈ [λ,∞), where λ is a positive constant, the optimal solution
of the most violated constraint would be obtained at the point b = λ.

Because Δ(b) ≥ 0, b should be bounded at least b ≥ 2ε according to (10). For
simplification, we choose b ∈ [3ε,∞) and work out the smallest g(b) at b = 3ε.
Thus, we have Δ(Yt, Ym) = Δ(b) = 3ε2. Recall that θ = 0, the most violated
constraint Ym can be calculated given Y ′

t and Yt,

Ym = Yt + 3ε
Y ′

t − Yt

‖Y ′
t − Yt‖

. (11)

If choosing b = 4ε, we will come to Δ(b) = 8ε2. This is just the loss function
that is directly defined and used in [12]. As shown, it is a special case of our
definition. More importantly, our analysis explains when and why such a loss
function and the alike would work.

Finally, the primal quadratic program (6) yields,

min
W,ξ

‖W‖2

2
+ ηξ (12)

s.t.
1
T

T∑
t=1

[2(Y T
m − Y T

t )Φ(Xt, Yt)W + Yt
TYt − Y T

mYm + 3ε2] ≤ ξ,

ξ ≥ 0.
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Algorithm 1. Bundle Method Parameter Learning
Input: data Xt, labels Yt, sample size T , insensitive radius ε, tolerance ζ > 0
Initialize constraint set S ← ∅, parameter W ← 0
repeat

for t = 1 to T do
Y ′

t ← F (Xt, Yt, W )
Ym ← Yt + 3ε

Y ′
t −Yt

‖Y ′
t −Yt‖

end for
Increase constraint set S ← S ∪ {Ym}
(W, ξ) ← Optimize (12) using all existing Ym ∈ S

until 1
T

∑T
t=1[2(Y

T
m − Y T

t )Φ(Xt, Yt)W + Yt
T Yt − Y T

m Ym + 3ε2] ≤ ξ + ζ

Inference of Y ∗. According to (3), the optimal prediction can be calculated
by solving the following matrix algebra:

Y ∗ = F (X,Y ∗,W ) = Xvwv + (
1
N

∑
j

Xewe)Y ∗

⇒ Y ∗ = (I − 1
N

∑
j

Xewe)−1Xvwv,

(13)

where Xv and Xe are node and edge parts of standard feature map X .
Since the dimension of Y is generally high, which is the number of pixels in

image processing. As a result, the inverse operation in (13) cannot be efficiently
solved for a large-sized image. In this case, gradient-based optimizers can be used
to efficiently attain an approximate solution, and we recommend to use unary
outputs Xvwv as initialization.

2.4 Relationship to Existing Work

M3Ns. The Max-Margin Markov Networks (M3Ns) [11] is a structured version
for SVM classification. We will show below that M3Ns can be viewed as a special
case of our SSVR framework.

For a structured classification, Y is a binary (“0” or “1”) vector with the
dimension of qd, where q is number of categories for every node. There is one
and only one “1” in Y , indicating one of the qd possible label assignments for an
image. The space of this Y is a special case of the continuous space Rd used in
our SSVR, because Rd can be regarded as the same configuration vector with ∞d

dimension. As Y TY = 1 in the classification case, the constraint (5) is therefore

Y T
t Φ(Xt, Yt)W − Y TΦ(Xt, Yt)W ≥ Δ(Yt, Y ) ∀t, Y,

which is the same as that in M3Ns. Here Y T
t and Y T can be regarded as a tensor

to switch on only one column of Φ(Xt, YT ) at one time, due to that there is only
one “1” in Y and the others are all “0”. Thus, M3Ns is a special case of SSVR
under conditions of discrete label space.
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Joint Kernel Maps. As we described in Section 1, the objective function
in [12], which takes the form of Wx, is commonly used in unary regression and
structured classification algorithms, but it will fail and lost its “structured” sense
in structured regression because it is just a simple combination of local node and
edge features in this case. Our objective function in (1) correctly integrated the
structured information, where the neighboring outputs will affect the result of
central point as a smooth term.

Due to the modification of the objective function, the inference algorithm has
to be changed in our framework to generate a global optimization of output
assignments, while that in [12] just needs some simple linear algebra to get
pointwise result. We adopted a gradient-based algorithm as the inference engine
to calculate the global smoothed output.

SOARsvr. Bo et al. proposed a closely related framework in [9], named SOARsvr.
SOAR is a rather general framework for structured regression. Our projection
function in (1) can be regarded as a special case of that in SOAR. However,
such specialization is necessary for a general framework like SOAR to be able
to work for the image-based regression, for example, estimating the disparity
value for each pixel in our work. The projection function in SOAR defines a
parameterized weight for each component of a sample. When straightforwardly
applied to a pixelwise image regression problem, SOAR will associate different
weights to the locations of different pixels in an image. This will cause problems
because the location of a given pixel changes with image translation, scaling, and
rotation. To address this issue, the weights in our SSVR framework are designed
to be independent of the pixel locations, which makes it able to handle the above
image transformations and thus work for pixelwise image regression.

We also developed the projection function of SOAR into (1) by incorporating
the pairwise features into the smooth term, as shown in the second term in (1). In
contrast, only label outputs are taken into account in SOAR. This modification is
important because the pairwise features, which measure the discrepancy between
the features of neighboring pixels, will certainly provide more information about
their similarity and thus help to achieve better cross-smoothing over pairwise
pixels.

The learning algorithm in our approach is also different from that in SOAR.
An original ε-insensitive SVR learning procedure is adopted in SOAR, while we
utilize the bundle method in our algorithm, motivated by three main advan-
tages. First, our max-margin formulation bounds the prediction Y in a tighter
insensitive zone compared to the SVR formulation used in both unary SVR and
SOAR. Recall that the dimension of Y is d. The original SVR applies 1D regres-
sion over each dimension of Y , and its insensitive zone is a hyper-cube with edge
length of ε. A sample may not be penalized even if its distance from the origin
is as far as

√
dε. Differently, we bound the insensitive zone with a hyper-sphere

of radius ε, which is a tighter zone inscribing into the hyper-cube. A sample
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will surely be penalized once its distance from the origin is larger than ε. This
insensitive zone can also be found in [14]. However, that work formulates the
structured regression as a quadratic-constrained quadratic program, while our
formulation solves the same problem in a quadratic program with linear con-
straints, which makes the learning process faster and lower the computational
cost. Second, by utilizing the bundle method learning approach and adopting
the one-slack trick, our algorithm finds the optimal solution in limited iterations
with significantly less number of constraints than SOAR. In practice, our algo-
rithm costs much less memory and is faster than SOAR for large-sized data sets.
And the third, outliers can significantly affect the regression performance [15].
The existence of a small percentage of outliers is sometimes sufficient to make
regression solvers produce very poor solutions. Real-world images have com-
plex scene and always contain outliers that cannot be effectively explained by
a regression model. Through identifying the most violated constraints, our ap-
proach uses a set of hyperplanes to approximate the objective function, forming
a piecewise linear function. This avoids approximating the noise component in
the objective function, and improves the robustness of the regression. This will
be demonstrated by the experimental study.

To achieve a fair comparison between SOAR and our approach, we imple-
ment a SOAR-like algorithm (termed SSVRcube), which utilizes the original SVR
learning algorithm of SOAR, with the projection function modified by our for-
mulation in (1) to deal with the pixelwise image regression tasks. We compare
the results of both approaches in next section.

3 Experiments

Our approach has been evaluated on a variety of image testbeds. First we test
on a synthetic binary images denoising data set, where the goal is to verify
that the proposed approach indeed outperforms the state-of-the-art regression
approaches. For data sets involving more complicated scenes, we show that
our algorithm still outperforms them. During the experiments, we use the Lib-
SVM package1 for unary ε-SVR, and our approach is implemented in MATLAB
2006a.

3.1 Binary Synthetic Images

Our first goal in this section is to show the advantage of our approach over SVR
by exploiting local pixel interactions, and also the improvement by utilizing
bundle method learning procedure. We experiment with a binary denoising data
set from [16]. The set contains 50 synthetic images corrupted with bimodel noises.
Here all images are in the size of 64 × 64 pixels. 40 images are used in training,
and they are divided into 4 equal groups (10 images in each group) to do the
4-folder tuning, where η = 50 is selected based on the tuning results. The rest
10 images are left aside for test.
1 Available at http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
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Fig. 2. Exemplar result of binary synthetic image denoising. From left to right: dis-
turbed image, ground-truth and columns 3-5 are regression results of ε-SVR, SSVRcube

and our SSVR. Values lower than 0 or higher than 1 are adjusted to 0 or 1 respectively.

For a fair comparison, we use the same node features xi for SVR, SSVRcube

and the proposed SSVR. The node features involving 2 dimensions which is the
pixel grayscale value and 1-dim bias. We use the absolute difference of grayscale
between the two neighboring pixels as the edge features xij , thus no additional
information is provided to the structured learning approaches other than the
unary one. The ground-truth label of pixels is either 0 or 1.

Table 1. Mean squared loss comparison of methods on the synthetic binary denoising
dataset of [16]. The ε-SVR training time is roughly measured on LibSVM because the
package does not record running time.

Methods ε-SVR SSVRcube SSVR

Training time (seconds) 7200 7.73 1.55
Mean squared loss 0.152 0.483 0.086

The experimental results in Fig. 2 and Table 1 validate that empirically our
approach outperforms competition methods with a minimum mean squared loss
of 0.086 and shortest training time. It is clear that our SSVR is more robust than
other two algorithms. It can be observed that ε-SVR gives out a result almost
the same as original disturbed image, and SSVRcube failed completely on the
task, due to the heavy outliers condition. Our approach successfully attains a
proper model, which obviously adjustes the corrupted pixels by lifting noisy dark
pixels (low values). Some bright pixels are inversely influenced for value reducing,
because the learned model acts in a smoothness behavior. The training time of
our algorithm is 1.55 seconds, and it labels an image in 0.54 seconds on average,
measured by running on a desktop with 2.4GHz intel CPU and 2Gb memory.

3.2 Middlebury Stereo Datasets

To evaluate our approach on more complicated data sets, we test it on Middle-
bury Stereo Datasets from [17]. This data set consists of 6 scenes including Art,
Books, Dolls, Laundry, Moebius and Reindeer. For each scene, 7 images are cap-
tured from different views (0 to 6), and 2 disparity maps related to view 1 and
5 are given as ground-truth. Images of scene Laundry and Reindeer are sized
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Table 2. Comparison of methods on the disparity estimation. Fig. 3 displays some
representative results on this dataset.

Methods ε-SVR SSVRcube SSVR

Training time (hours) >200 1.65 1.29
Mean squared loss n/a 5802.9 478.7

447 × 370 pixels, while others sized 463 × 370. We used the 12 images with
ground-truth information available as our testbed, and two neighboring viewed
images of each example are utilized for feature extraction. We left 3 images aside
for test, and tuned the parameters using 3-folder cross-validation on 9 training
images, the results suggest the parameter η = 450.

The ground-truth disparities are used as pixelwise labels, which value between
0 and 255. Two groups of features are adopted in our experiment, plus a 1-
dim bias. First group is local visual features representing colors and textures,
including 3-dim RGB color channels, 3-dim YCbCr color channels, and 11-dim
texture features. For YCbCr color space, channel Y is image intensity, Cb and
Cr are two color channels. Texture information is mostly contained in image
intensity, so we applied the 9 Laws’ masks [18] scaled 3 × 3 to channel Y. And
the first Laws’ mask is also applied to both color channels to extract haze. The
local features include 17 dimensions in all. And we use 5-dim rough disparity
estimations as features in the second group. For 5 different kinds of features
(RGB color, YCbCr color, 4 Prewitt edge detectors oriented at 45◦ intervals
filtered outputs, 3 × 3 Laws’ mask response, and 5 × 5 Laws’ mask response),
we obtained the roughly approximated disparity maps respectively, using feature
similarity. The disparity estimation of each pixel is attained by finding the most
similar points along the same horizontal line in two neighboring viewed images.
The top 2 similar points are chosen and average disparity of them is used as the
estimation for current pixel. The 23-dimension node features plus 22-dimension
edge features, which are absolute differences between neighbors, are input into
different algorithms to regress the final disparities.

We compare our approach with other two methods, and results are shown in
Fig. 3 and Table 2. The SSVRcube result is scaled for better observation. LibSVM
needs too much time to finish running, therefore its results is not available. All run-
ning times are measures on the same server with 2.8GHz CPU and 4Gb memory.

Our approach consistently obtains the lowest mean squared loss. The SSVRcube

algorithm, which uses the original SVR constraint set, is significantly influenced
by outliers. The linear model it learned cannot properly represent the data dis-
tribution and highlight the outstanding features. Therefore, it over balances all
labels to almost a constant, and the result keeps many intensity details, which
plays an important role in features. Meanwhile, our approach demonstrates its
robustness, and produces good result. On the large scale data set, the original
SVR constraint set is extremely large, and thus it exponentially increases the
complexity of quadratic program, running time for both ε-SVR and SSVRcube
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Fig. 3. Examples of disparity estimation on Middlebury stereo data sets. Columns
from left to right: image, ground-truth, SSVRcube result scaled for ease of view (original
result is pretty dark), and prediction of our approach.

grow rapidly. Since our approach solves the problem iteratively with small con-
straint set, it takes the shortest time to learn the model. The average test time
of one image is 13.94 seconds using a CSD gradient optimizer.

A more complicated feature space including 54 node features and 53 edge
features was also experimented, the result of SSVR is similar to above one.
But quadratic program in SSVRcube cannot be solved because its redundant
constraint set used up the memory, and LibSVM takes too long on calculation.

4 Conclusion

An efficient and robust structured support vector regression framework is pro-
posed, and its performance is demonstrated through the problems of image de-
noising and disparity estimation in this paper. By incorporating the pairwise
features into the projection function, our approach adaptively adjusts the im-
pact of the neighboring pixels to the label of a given pixel according to their
visual similarity. This advantage has been well demonstrated by the experiment
on the binary synthetic data set. With the bundle method, our approach has
significantly reduced the number of constraints by several orders since only the
most violated ones are identified and used. As demonstrated by the experiment
on the Middlebury stereo data set, our approach is superior to the existing meth-
ods on large-sized data sets in terms of both memory usage and running speed.
Our analysis on the label loss function provides a principled way for practition-
ers to design suitable loss functions for a given task, which ensures the proper
convergency of the bundle method learning process.
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Cage-Based Tracking for Performance Animation

Yann Savoye and Jean-Sébastien Franco

INRIA Bordeaux University, France

Abstract. Full body performance capture is a promising emerging
technology that has been intensively studied in Computer Graphics and
Computer Vision over the last decade. Highly-detailed performance an-
imations are easier to obtain using existing multiple views platforms,
markerless capture and 3D laser scanner. In this paper, we investigate the
feasibility of extracting optimal reduced animation parameters without
requiring an underlying rigid kinematic structure. This paper
explores the potential of introducing harmonic cage-based linear esti-
mation and deformation as post-process of current performance capture
techniques used in 3D time-varying scene capture technology. We pro-
pose the first algorithm for performing cage-based tracking across time
for vision and virtual reality applications. The main advantages of our
novel approach are its linear single pass estimation of the desired sur-
face, easy-to-reuse output cage sequences and reduction in storage size
of animations. Our results show that estimated parameters allow a suffi-
cient silhouette-consistent generation of the enclosed mesh under sparse
frame-to-frame animation constraints and large deformation.

1 Introduction

Modeling dynamic 3D scene across time from multiple calibrated views is a chal-
lenging problem that has gained full attention of the Computer Vision and Com-
puter Graphics communities in recent years. Nevertheless, the relentless increase
in demand of 3DTV industry has inspired researchers to exhibit new approaches
able to produce reusable contents. Current pipelines try to achieve deformable
mesh tracking using one or many linear or non-linear numerical optimizations.
Video-based approaches are proven to be more convenient to acquire human per-
formances. The field of targeted applications is very large, ranging from content
generation for the 3D entertainment and motion picture industries, video game
to sport analysis. Even if the human motion can be abstracted by the kinematic
of rigid parts, the observed surface to track is purely non rigid because of small
detail variations induced by clothes, hair motion and certain degrees of flexibility
by virtue of natural properties.

A major challenge is to exhibit an efficient framework to achieve plausible
boneless tracking that produces pleasing deformations, preserves the global ap-
pearance of the surface and offers flexible reusable outputs for animation. For
this reason, we propose a new fully linear framework to track mesh models with
full correspondence from multiple calibrated views.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 599–612, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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In this paper, we introduce a new cage-based mesh parametrization for tracked
surfaces. The surface model, initially acquired by a laser or initial dense recon-
struction method, is smoothly and volumetrically embedded in a coarse but
topologically identical mesh, called the cage, whose vertices serve as control
points. The resulting reduction in control parameters and space embedding yields
an interesting new trade off to tackle the mesh tracking problem. More precisely,
we focus on the estimation of desired enclosed models in a linear manner preserv-
ing the smoothness of the cage under sparse linear subspace constraints. Such
constraints are defined over the enclosed mesh surface itself. We take advantage
of optimal reduced parameters offered by the given coarse cage surrounding the
surface. In order to avoid artifacts induced by the large number of degrees of free-
dom, the cage layer is enhanced with laplacian regularization. In other words,
we embed to-be-tracked models in an adapted bounding polytope cage using
generalized barycentric coordinates having local smooth properties, drawing in-
spiration from Computer Graphics animation-oriented model parametrizations.

The rest of the paper is organized in the following manner. Relevant works
concerning markerless full body performance capture and non-rigid surface defor-
mation are briefly reviewing and discussing in section 2. The problem statement
and contributions are presented in section 3. Background and notations are in-
troduced in section 4. We give an overview of our system in section 5. The core of
the proposed method is detailed in section 6. Section 7 presents some results and
evaluations of our novel technique in the context of multiple views performance
animation. We show the effectiveness of our method with several examples. This
paper is concluded in section 8 and limitations are discussed and 9.

2 Related Works

In this section, we will briefly describe relevant recent works in the field of 3D
Video and Vision-based Graphics. We mainly focus on previous approaches ad-
dressing the problem of markerless full body performance capture from multiple
views and interactive mesh deformation.

Performance Capture and 3D video. Markerless performance capture can be de-
fined as the process of generating spatio-temporally coherent and connectivity
preserving geometry. Recent years have seen strong interest for video-based per-
formance capture dealing with video driven laser-scanned template or template-
free deformation as well as skeleton-based or boneless tracking. One of the first
pioneering work in surface capture for performance-based animation is proposed
in [1] with a fully automated system to capture shape and appearance based on
visual hull extraction, feature matching and dense reconstruction.

De Aguiar et al. have proposed in [2] a markerless approach to capture human
performances from multi-view video that produces a novel dense and feature-
rich output. This approach is enhanced in [3] by a novel optimization scheme for
skeleton-based pose estimation and surface local estimation. Moreover Vlasic et
al. present in [4] a framework for articulated mesh animation from multi-view
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silhouettes. They also proposed a new method in [5] to dynamically perform
shape capture using multi-view photometric stereo normal maps. Another ap-
proach presented in [6] introduces a tracking algorithm to realize markerless
motion capture of skinned models in a four camera set-up using optical flow and
skeletal subspace deformation into a nonlinear minimization framework.

3D Video processing becomes a promising visual media by enabling interactive
viewpoint control. 3D video technologies are able to capture high-fidelity full 3D
shape, motion and texture to offer free-and-rotate special effects. The full 3D
video pipeline is presented in [7]. In the context of human motion synthesis from
3D video [8] proposed a method where surface motion graph is constructed to
concatenate repeated motion.

Non-Rigid Deformation. High quality shape deformation has gained a lot of at-
tention in recent years. For instance, non rigid mesh evolution can be performed
using intrinsic surface deformation or extrinsic space deformation techniques.

A lot of effort has been done on surface-based deformation. There are several
types of approaches exploiting a differential descriptor of the edited surface in
terms of laplacian and differential coordinates for mesh editing [9,10]. Differential
information as local intrinsic feature descriptors has been massively used for
mesh editing in various frameworks over the decade [11, 12, 13]. Observing the
local behaviour of the surface has been proposed recently in [14], where “as-
rigid-as-possible” surface modeling is performed.

There has been a great deal of work done in the past on developing tech-
niques for deforming a mesh with generalized barycentric coordinates. Inspired
from the pioneering work presented in [15], cage-based methods are ideal for
deforming a surface coherently by improving space deformation technique. The
cage parametrization allows model vertices to be expressed as a linear combina-
tion of cage vertices for generating realistic deformation. This family of methods
has important properties: quasi-conformal mappings, shape preservation and
smoothness. To animate the model, cage vertices are displaced and the vertices
of the model move accordingly through a linear weighted combination of cage
geometry parameters. An approach to generalize mean value coordinates is in-
troduced in [16]. The problem of designing and controlling volume deformations
used to articulate characters are treated in [17], where the introduction of har-
monic coordinates significantly improves the deformation stability thanks to a
volumetric heat diffusion process respecting the connectivity of mesh volume.

A non linear coordinates system proposed in [18] called Green Coordinates
leads space deformation with shape preserving properties. However such ap-
proaches require to obtain automatically a fairly coarse control mesh approx-
imating enough a given surface [19, 20]. Furthermore, there has been a great
deal of work made feasible with respect to the work presented in [21, 22, 23],
where the authors use an analogy to the traditional use of skeleton-based inverse
kinematics.
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3 Problem Statement and Contributions

Even if lots of methods reconstruct continuous surfaces from several viewpoints,
we notice a lack of global, flexible and reusable parametrisation. However, finding
suitable non-rigid performance animation model with reduced control parame-
ters is a key problem in video-based mesh tracking. Unlike methods based on an
underlying rigid skeleton, we aim to estimate the subspace deformation corre-
sponding to the time-varying non-rigid surface evolution. Even if reconstruction
is not part of our contribution, we deal with the peculiarities of surfaces that
have been reconstructed from real video footage. Thus, we propose a new ap-
proach estimating an optimal set of cage vertices position allowing the template
to fit the silhouettes, in a single-pass linear method ensuring cage smoothness
under sparse subspace constraints.

Our method estimates cage parameters using animation sequence generated
from calibrated multi-view image sequences and cage-based deformation. We
exhibit an external parametrization involving a reduced number of parameters
comparing to the number of enclosed mesh vertices. However, the key contribu-
tion is to solve a sparse linear system to estimate the best cage parameters repro-
ducing the desired deformation of the enclosed model, given sparse constraints
expressed on the enclosed model itself. This paper shows that cage parametriza-
tion can be used for video-based acquisition. To the best of our knowledge, this
is the first approach using cage-based animation for performance capture.

4 Background and Notations

Multiple View Setup. We assume that a scene, composed of a single non-rigid
object (Fig. 1), observed by a camera network composed of a set of i views
where each of them corresponds to a fixed pinhole camera model. In addition,
we assume that the static background can be learned in advance. The 4 × 3
projection matrix of the ith camera is denoted by Pi. The mapping from a 3D
point p = (x, y, z) of the surface in the world coordinate space to its image
coordinates (ui, vi) by projection in camera i is given by:

ui(p) =
P1

i (x, y, z, 1)T

P3
i (x, y, z, 1)T

; vi(p) =
P2

i (x, y, z, 1)T

P3
i (x, y, z, 1)T

(1)

where Pj
i is the jth rows of Pi associated to the ith camera. The projection

matrix is obtained easily from the intrinsic and extrinsic camera. This projective
formulation is used for qualitative evaluation.

Cage-Based Animation. In the rest of the paper, we use the following termi-
nology. The coarse morphable bounding mesh C and the enclosed mesh M are
respectively called the cage and the model. We assume that both entities are two-
manifold triangular meshes fully-connected, with fixed toplogy, even if the model
can be multi-component. The set of n cage vertices is denoted VC = {c1, · · · , cn}
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Fig. 1. Cage-based multiple-view setup

where ck is the position coordinates of the kth cage vertex, and the set of m
model vertices with VM = {v1, · · · , vm} where vi is the location of the ith model
vertex.

5 Pipeline Overview

Before introducing technical details, we briefly describe the procedure of our
method in an overview. Our method retrieves the video-based space warping of
the observed surface across time. We assume that our framework exploits already
reconstructed mesh sequences with full correspondence for the moment. We cast
the problem as a minimization problem for cage recovery. The main challenge is
to deal with the high number of degrees of freedom provided by the coarse cage.

As input of our pipeline (Fig. 2), we give a collection of images captured from
the observed scene from calibrated views, and the reconstructed mesh sequence.
As output, the system produces a sequence of cage’s geometry parameters for
each frame. In our system, we employ laplacian operator on the cage and har-
monic coordinates to perform a space deformation surfacically regularized that
allows us to obtain a coherent cage estimation. We estimate a sequence of cage
parameters expressing the mesh at each animation frame using cage-based in-
verse kinematics process. The optimization process retrieves the pose in a least-
squares sense from sparse motion constraints expressed directly over the enclosed

Fig. 2. Cage-based tracking: pipeline overview
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surface and transfered into the subspace domain using its indirection. This new
technique produces suitable outputs for animation compression and re-using.

6 Linear Least Squares Cage Fitting

This section presents the laplacian-based regularization applied exclusively on
the cage structure, instead of current methods which regularize the full mesh
itself. We also introduce the association of harmonic subspace deformation with
cage-based dual laplacian to perform space tracking using a cage.

6.1 Harmonic Subspace Deformation

A cage is a coarse closed bounding polyhedral volume, not a lattice. This flexible
low vertex-count polytope, topologically similar to the enclosed object, can effi-
ciently control its deformation and produce realistic looking deformation. Model
vertices are expressed as a linear combination of cage vertices. The weights are
given by a set of generalized barycentric coordinates stored in a m×n deforma-
tion weight matrix denoted by H. We also denote by hk (i) the normalized blend
weights representing the deforming influence of the kth cage vertex on the ith

model vertex. In another words, it is possible to deform an arbitrary point on
the enclosed mesh expressed as a linear combination of the coarse mesh vertex
position via a constant weight deformation. The cage-based forward kinematic
function is expressed as follows:

v′i =
n∑

k=1

hk (i) · c′k (2)

where v′i is the deformed cartesian coordinates according to a vector of cage ge-
ometry {c′1, · · · , c′n}. In order to produce as-local-as possible topological changes
on the enclosed surface, the model is rigged to the cage using harmonic coordi-
nates. The harmonic rigging is the pre-computed solution of Laplace’s equation
with Dirichlet boundary condition obtained by a volumetric heat diffusion in the
cage interior volume. The resulting matrix corresponds to the matrix H.

The subspace domain is the volume enclosed in the cage interior defined by
control points. For each control point ck, we define a harmonic function hk (·)
inside the cage by enforcing the interpolation property hk (cj) = 1, if k = j, and
0 if not, and asking that hk be linear on the edges of the cage.

6.2 Laplacian-Based Subspace

Generally laplacian mesh editing techniques are interactive, but not real-time
because the per-vertex laplacian is defined for the whole mesh and thus compu-
tationally expensive. A better idea to ensure the smoothness of the laser scan
surface independently of its high-detail resolution is to define a Dual Laplacian
operator. We propose to define the Laplacian operator on the cage instead of the
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Fig. 3. Harmonic Rigging process: (from left to right hand side) laser scanned template,
cage-based model embedding, cage voxelization, voxel tagging and harmonic weights
computation

model to improve the computation process and to keep model detail properties
good enough.

Let’s denote by LC (·) the Dual Laplacian operator defined at each cage vertex
domain by as the weighted sum of the difference vectors between the vertex and
its adjacent neighbors. Given the fact that the cage is highly irregular, we prefer
to use the cotangent weighing system in the computation of laplacian matrix.
We also denote the differential coordinates of the cage by δ̂. Encoding each
control vertex relatively to its neighborhood preserves the local geometry using
differential coordinates.

6.3 Linear Subspace Constraints

The subspace topology is preserved across time because the default cage is seen
as a connectivity mesh only and feature constraints are seen as external defor-
mation. This surface-and-space based deformation technique preserves the mesh
spatial coherence. The geometry of the cage can be reconstructed efficiently from
its indirect harmonic coordinates and relative coordinates by solving a system of
sparse linear equations. We cast the problem of deformation as a least-squares
laplacian cage reconstruction process using a consistent minimization approach
of an objective function. The cage parameters recover the sparse pose features
by minimizing an objective function in a least-squares sense in order to fit a
continuous volume. Then, the geometry of the desired model is simply obtained
by generating its vertex position according to the expressed cage parameters
obtained on the concept of least-squares cage.

Given the differential coordinates, laplacian operator of the default cage, the
harmonic weights hk (i) according to the cage and the model at the default pose,
and several 3D sparse surface constraints, the absolute coordinates of the model
geometry can be reconstructed by estimating the absolute coordinates of the
cage geometry. The combination of the differential coordinates and harmonic
coordinates allows the reconstruction of the surface by solving a linear system.
We can formulate overall energy to lead an overdetermined linear system to
extract the cage parameters.
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This least-squares minimization problem can be expressed exclusively in term
of cage geometry (for frame-to-frame animation) as demonstrated in the follow-
ing formula:

min
c′k

⎛⎝ n∑
k=1

∥∥∥LC (c′k) − δ̂′k

∥∥∥2
2

+
∑
vi∈S

∥∥∥∥∥v′i −
n∑

k=1

c′k · hk (i)

∥∥∥∥∥
2

2

⎞⎠ (3)

Note that the first term of the energy preserves the cage smoothness and ensures
a pleasant deformation under sparse constraints. The space-based distortion en-
ergy is measured by the laplacian on the cage. The total local distortion measure
for a deformation process is given by a quadratic energy term.

The second term of the energy enforces the position of vertices to fit the desired
model defined by positional constraints. To our best knowledge, the simple global
optimization component of our framework with such formulated constraints to
minimize does not already exist in the literature. Overall energy performed by
our technique reproduces harmonic space deformation recovery under indirected
dual laplacian mesh editing. After the cage retrieval process, the geometry of

(a) (b) (c) (d)

Fig. 4. Qualitative evaluation of the cage-based reconstructed surface: (a) estimated
cage, (b) textured enclosed surface, (c) cage-based model reprojected, (d) silhouette
overlap error

(a) real image (b) 100% const. (c) 5% const. (d) 1% const.

Fig. 5. Influence of the number of positional constraints on the quality of enclosed mesh
expressed by the estimate cage (the number of positional constraints are expressed in
percentage of enclosed mesh vertices) (dataset courtesy of [4])
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the desired enclosed model is reconstructed in linear combination function of
cage geometry parameters related to the new estimation, preserving the fixed
connectivity.

In order to deform the bounding cage, positional constraints are defined on
the model using anchor points. We denote by v′i the cartesian coordinates posi-
tion of the target point at t+1 associated to vi to create a positional constraint.
S is the subset composed of a irregularly distributed collection of positional con-
straints (for each selected vi that form S) over the enclosed surface. The second
term of the objective function measures how much the cage enforces sparse posi-
tional constraints. The transfer of surfacic constraints into the subspace domain
exploiting the cage indirection is expressed by this energy term. In other words,
the last formulation enables to express surface constraints directly in terms of
cage parameters linearly using an inverse quasi-conformal harmonic mapping.

Given the control mesh for the previous frame in a deformation mesh sequence,
we need to exploit frame-to-frame deformation of the finer mesh to automati-
cally constructed an altered control mesh for every frames in the sequence. As
shown on the results, the cage retrieval process only requires a small number of
corresponding input vertices and their displacement to form sparse linear sub-
space constraints to be able to estimate a cage expressing a surface fitting to the
silhouette good enough.

7 Results and Evaluation

This section describes our experiments using this system. Our framework, im-
plemented with OpenGL and C/C++, proposes a robust mechanism to extract
a cage for various potential applications. The entire process takes less than two
seconds per frame without any code optimization, and uses solvers running on
CPU. The algorithm performance is validated by both qualitative and quanti-
tative evaluations. We show that the cage reproduces the 3D motion of life-like
character accurately without requiring a dense mapping.

The performance of our system was tested on multi-view video sequences that
were recorded with eight cameras at a resolution of 1600x1200 pixels. The tem-
plate is composed of 10002 vertices and the cage is composed of 141 vertices (80%
of parameter reduction of the enclosed model). To validate our method, some
experimental results are shown on real datasets (Fig. 4). Qualitative evaluations
are based upon visual comparisons (silhouette consistency) of each reconstructed
frame with the original one and various percentage of vertex constraints ran-
domly selected (Fig. 5). We also provide rendering feedback to allow qualitative
evaluation on two different sequences with a total of 348 frames (Fig. 7).

We run our cage-based tracking method to measure how much the estimated
cage-based deformation of the template can fit the observed silhouettes without
applying an additional silhouette regularization on the enclosed surface. For our
evaluation as shown on Fig. 6, we measure the fidelity of our output with several
error metrics such as edge length variation, silhouette overlap error, root mean
square volume variation comparing to the input dataset models.
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(a) silhouette overlap max error (b) volume change

(c) root mean square max error (d) edge length max error

Fig. 6. Quantitative evaluation on MIT Crane dataset

We claim the feasibility of generating digital mesh animation for visualiz-
ing real scene of realistic human in motion using cage capture. In addition, the
deformation driven by the cage offers an affordable silhouette-consistency with
respects to all images recorded by all cameras. Because the fixed connectivity
of the cage is preserved across the sequence our technique well suited for en-
coding and compression. To show the accuracy of cage-based tracking we have
developed a 3D video player that displays in real-time the cage-based perfor-
mance animation. To increase the realism of the rendering, the enclosed model
is rendered using an omnidirectional texture mapping generated from the mul-
tiple views video stream. Cage-based deformation allows the 3D video player to
produce a smooth and accurate frame-to-frame playback of time-varying mesh.

8 Discussion

We have shown the feasibility of using cage-based parametrization for multiple-
views video-based acquisition. The main advantage of our framework is its linear
form, as well as the reduction of mesh parameters, which is independent of the
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Fig. 7. Projection of the wireframe mesh generated by the estimated cage with 5% of
constraints randomly selected (1st and 3rd rows), silhouette overlap between the ren-
dered silhouette and the extracted silhouette (2nd and 4th rows.) (crane and handstand
dataset).

surface resolution making possible reuse. Our harmonic cage-based deformation
allows mesh rim vertices to fit the silhouette more precisely comparing to skeleton
based deformation only because of more degrees of freedom. Our techniques
can efficiently facilitated the extraction of the deformation subspace of mesh
animations by retrieving the cage for all frames using a minimization framework
fully independent of the model resolution. In addition, our technique drastically
decreases the size of dataset without any lost of quality.
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Nevertheless our method suffer of some drawbacks directly derived from lapla-
cian and space deformation properties. For example, the volume shrinking can
provoke interior folding and potential fold over under non-silhouette consistent
target points. Another major limitation of our method is that the deformation
result depend on the shape and the tessellation of the cage. Moreover automatic
cage generation for the setup process is also an opened hard problem.

9 Conclusion and Future Works

Even if there has been seen a strong interest for template-based approaches
and multi-view photometric for performance capture, no previous work tried
to use cage-based parametrization for mesh sequence tracking and animation
retrieval. In this paper, we have investigated the opportunities in-between cage-
based tracking and multiple-views spatio-temporal reconstructed shape. We have
developed a framework incorporating cage-based optimization in the context of
the multi-view setup and captured the space deformation.

This cage-based deformation technique is a useful tool to improve the incre-
mental reconstruction across time, because this method can provide a better
control over the surface to allow rim vertices to fit the silhouette without prior
knowledge of rigid parts. In this paper, we demonstrate the strength of har-
monic coordinates used inside a linear minimization framework to reconstruct
an enclosed mesh fitting the silhouette better than a skeleton. We show that
our method is adapted in the context of a multiple-views setting with a proper
experimental validation Finally, our novel approach is also very interesting for
3D video compression and animation reuse.

This work opens up a lot of new and interesting research directions. This
algorithm is simple enough to be widely implemented and tested with previ-
ous framework. In the future, we plan to investigate and explore the possibil-
ity of achieving incremental 4D reconstruction, not relying on pre-shape dense
sequences. Our method could be improved easily by integrating several image-
based reconstruction cues such as sparse features like surface texture, silhouette
and motion features observed in multiple viewpoint images.
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Abstract. Dynamic scene modeling is a challenging problem in com-
puter vision. Many techniques have been developed in the past to address
such a problem but most of them focus on achieving accurate reconstruc-
tions in controlled environments, where the background and the lighting
are known and the cameras are fixed and calibrated. Recent approaches
have relaxed these requirements by applying these techniques to outdoor
scenarios. The problem however becomes even harder when the cam-
eras are allowed to move during the recording since no background color
model can be easily inferred.

In this paper we propose a new approach to model dynamic scenes
captured in outdoor environments with moving cameras. A probabilistic
framework is proposed to deal with such a scenario and to provide a
volumetric reconstruction of all the dynamic elements of the scene.

The proposed algorithm was tested on a publicly available dataset
filmed outdoors with six moving cameras. A quantitative evaluation of
the method was also performed on synthetic data. The obtained results
demonstrated the effectiveness of the approach considering the complex-
ity of the problem.

1 Introduction

Passive modeling of dynamic scenes is a challenging problem in computer vision.
The aim is to recover a mathematical time-varying description of the scene using
only videos recorded by some cameras. A considerable number of approaches
have been developed in the past to address such a problem. Typically these
techniques exploit the use of silhouette [1,2,3], color/stereo [4,5,6,7], shading [8,9]
and motion [10] extracted from the videos in order to infer the geometry of the
dynamic elements of the scene. In the case of silhouette based techniques, the
geometry of the dynamic objects is recovered using either deterministic [1,11] or
probabilistic [3,2] visual hull. Color information can be exploited by using either
multi-view stereo [6,7] or narrow baseline stereo [4], or combining both together
as proposed in [5]. Silhouette and color information can also be combined to
improve the reconstruction results [12,13,14].

However, most of these works focus on controlled environments where the
background is known or can be estimated and the cameras are fixed and cali-
brated. Only few approaches have tried to deal with outdoor scenarios mainly
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(a)

(b) (c) (d)

Fig. 1. Results obtained using our approach to model a dynamic scene with two people:
one walking and the other juggling. (a) Volumetric reconstruction. (b) One frame of
the videos used for the reconstruction. (c) Reconstructed volume projected back to the
previous image. (d) Reconstruction rendered from another viewpoint.

resorting to some scene priors [15] or limiting the reconstruction quality at bill-
board level [16]. In particular, [15] performs on the assumption that a person is
the only one dynamic element in the scene.

Unlike the above approaches, in this paper, we propose a technique to achieve
full 3D reconstruction of the scene dynamics in outdoor uncontrolled environ-
ments filmed with moving cameras and without making any assumptions on the
shape or the motion of elements to be reconstructed. In a sense, our approach
can be considered similar, at least in principle, to a silhouette based approach.

Silhouette based approaches rely on the possibility of performing background
subtraction on the entire video sequence. This is an easy task in a controlled
environment but becomes hard in the more generic case of an outdoor scenario.
In [2], for instance, the authors addressed such a scenario but assuming station-
ary cameras. The problem indeed, becomes even more challenging in the case
of moving cameras since a per-pixel color model for the background cannot be
recovered anymore. Some relevant works focusing on background subtraction
have been developed in the recent past to address this kind of situations. How-
ever, these techniques resort to some priors on both the background and the
foreground elements of the scene such as shape priors [17,18], color priors [16,19]
and motion priors [20]. The first class assumes that the foreground objects can
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only have specific shapes, for instance, human shapes. The second class assumes
that the color models of the foreground and the background objects are known a
priori. The last class instead makes assumptions on the type of motion of the dy-
namic elements. As an example, [20] assumes that the elements that are moving
rigidly, with respect to camera, are background while the others are foreground.

In this paper we propose a technique to infer the geometry of the dynamic
elements of a scene by exploiting the structural information of the static parts of
the scene, which is inferred in a preprocessing stage, and the color information
from the acquired video sequences.

To avoid building a per-pixel background color model from temporal video
data for segmentation, we instead use the precomputed geometry of the static
parts of the scene to transfer the current background appearance across multi-
ple views. Given some images captured at the same time instant, our approach
is based on projecting each image onto the other images and exploiting their
differences. Something similar was partially exploited by [21] to achieve a deter-
ministic and fast background subtraction of a person using three static cameras.
These projections however generate some false detections which in our text will
be referred as the ghost of the foreground (occlusion shadows in their paper).
While in [21], the method simply eliminates these artifacts by intersecting all
the reprojections, we instead exploit this information as well in a probabilistic
framework. As described later in the paper, the ghost may help recover in some
situations where no information can be obtained from the actual location of the
dynamic object.

Since only the images captured at the same time instant are used to model the
current scene we do not suffer from some issues that are common in background
subtraction techniques such as changes in illumination or shadows.

Compared to the approach proposed in [16], where the authors suggest to
retrieve the background color by exploring the temporal domain of each video
independently, our approach exploits the spatial domain, retrieving this informa-
tion from the other cameras at the same time instant. Moreover, in this approach
we do not need an initial color model for the foreground which had to be specified
by a user in [16].

This paper is organized in three parts. Section 2 describes the proposed re-
construction algorithm. Section 3 shows the experimental results. In the end,
Section 4 draws the conclusions.

2 Reconstruction Procedure

The captured videos are first pre-processed in order to retrieve information about
the cameras and the static elements of the scene. Subsequently, the geometries of
all the dynamic elements of the scene are reconstructed. This section describes
how the pre-processing stage is performed while the next section covers the
reconstruction of the dynamic elements. For the sake of simplicity we refer to
the static part of the scene as background and the dynamic part as foreground.

Structure-from-Motion (SfM) [22,23] and multi-view stereo [6] can be applied
to some images of the scene, captured in absence of any dynamic elements, in
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order to recover the background geometry. In our implementation we used the
pipeline provided by Zach et al. [24] which generates a continuous mesh model
for the background.

Each video camera is then calibrated both spatially and photometrically, and
the video streams synchronized. To do so, we follow the approach described
in [16]. More specifically, intrinsic parameters are recovered using [25] and they
are assumed to be constant throughout the recording. Subsequently the pose,
i.e., the extrinsic parameters, for each camera at each time instant, are computed
with respect to the background geometry by matching the SIFT descriptors [26]
extracted from the current frame and the SIFT descriptors previously extracted
during the SfM procedure. These matches generate correspondences between 2D
points in the current frame and 3D points in the background geometry. The pose
of that camera at that specific time is recovered by applying the three points
algorithm [27]. Temporal synchronization of the videos stream is performed using
the corresponding audio streams as in [15].

Finally, the video streams are calibrated photometrically with respect to each
other using the method proposed in [28]. More specifically a color transfer func-
tion mapping the color space of one camera into the color space of another is
recovered for each pair of cameras. This is necessary to account for different
settings in the cameras like different exposure time, gain and white balancing.

Our formulation is designed to estimate the 3D reconstruction of a single
frame. For sake of simplicity, from here on, the analysis will focus only on a
specific time instant t and the text will refer to images captured by the cameras
as the images captured at that specific time t.

Let Ii denote the image captured by camera i ∈ [1, .., n], and let πi be the
projection function mapping 3D points in the world coordinate system to 2D
points in the image coordinate system of camera i according to both the intrinsic
and the extrinsic parameters recovered during the previous stage.

Since both the background geometry and the projection function πi are known,
the depth map of the background geometry seen by camera i can be computed.
Let’s denote this depth map with Zi. The value stored in each of its pixels
represents the depth of the closest 3D point of the background geometry that
projects to that pixel using πi. In practice, Zi can be easily computed in GPU
by rendering the background geometry from the point of view of camera i and
by extracting the resulting Z-buffer.

Given two cameras i and j, let Rij denote the image obtained by projecting
the image Ij into camera i, i.e., by rendering the background geometry from the
point of view of camera i using the color information of camera j and taking into
account the color transfer function between i and j. More formally, for each pixel
p in Rij , we know that π−1

i ([p, Zp
i ]T ) represents the coordinates of the closest 3D

point in the background geometry projecting in p. Note that π−1
i is the inverse

of the projection function πi where the depth is assumed to be known and equal
to Zp

i . Therefore, the coordinates of pixel p in the image j are equal to

πj(π−1
i ([p, Zp

i ]T )) (1)
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I1 I2 I3

R21 R22 R23

D21 D22 D23

Fig. 2. (Top row) Source images acquired respectively by camera 1, 2 and 3. (Middle
row) Images Rij computed by projecting the previous images into camera 2 (black
pixels indicate missing color information, i.e., α = 0). (Bottom row) Difference images
Dij . (Best viewed in color).

In the end, the color of the pixel p in Rij is defined as follows

Rp
ij = Ij(πj(π−1

i ([p, Zp
i ]T ))) (2)

Let us note that no color information can be retrieved for pixels of Rij that map
outside the field of view of camera j and also for those which have no depth
information in Zi, e.g., for those projecting onto regions not modeled by the
background geometry. We keep track of such pixels by defining a binary mask
αij such that, αp

ij = 0 indicates the absence of color information at pixel p in
Rij . The procedure of computing Rij is performed in GPU using shaders.

Figure 2 shows some example images Rij obtained by projecting the images
captured by three different cameras, namely #1, #2 and #3, into the camera
#2. The background geometry, in this case, models both the building and the
street but it does not include the juggler. The reader can notice that, when the
background geometry matches the current scene geometry the captured image
Ii and the image Rij look alike in all the pixels with αp

ij equal to one. On the
contrary, if the current scene geometry includes an additional object which was
not present in the background geometry, this gets projected into the background
points behind it. We refer to this reprojection as the ghost of the foreground
object in the image Rij . Figure 3 explains this concept visually. In Figure 2, the
ghost of the juggler can be observed in both images R21 and R23 while it’s not
visible in R22 since the image is projected on itself.

By visually comparing Rij and Ii, one can observe differences in the pixels
belonging to foreground elements as well as in the pixels belonging to their
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Fig. 3. Image formation process for a reprojection image Rij . Since the scene element
γ is not a part of the background geometry, it generates a ghost image on camera i
which is far away from the region it should ideally project to if it were a part of the
background geometry.

ghosts. Let’s call Dij the image obtained by a per-pixel comparison between
image Ii and image Rij . In order to make our comparison method robust to errors
that may be present in either the calibration or in the background geometry, the
similarity measure used to compare these two images takes into account for local
affine transformations in the image space. We propose to compute Dij as

Dp
ij = min

q∈Wp

(
∥∥Ip

i −Rq
ij

∥∥) (3)

where Wp is a window around p and ‖·‖ is the L1 norm in the RGB color
space. This similarity measure proved to be more robust but, unfortunately, some
details around the ghost borders are lost. This can be seen in Figure 4a where
the ghost of the foreground object gets shrunk by half the window size used. In
order to avoid these artifacts, the same approach is repeated by comparing, this
time, the pixel p in Rij to a corresponding window Wp in Ii. A result obtained
by using this second approach is shown in Figure 4b where, this time instead,
the silhouette of the foreground object gets shrunk by half the window size. In
the end we chose to use the following metric which combines the advantages of
the both the previous metrics:

Dp
ij = max( min

q∈Wp

(
∥∥Ip

i − Rq
ij

∥∥), min
q∈Wp

(
∥∥Rp

ij − Iq
i

∥∥)) (4)

A result obtained by applying this new metric can be seen in Figure 4c.
Given the input images Ii, all the possible images Dij for each i > j are

computed. This leads to a set of (n2 − n)/2 difference images Dij that we will
refer to as D. In the next paragraph the problem of recovering the 3D geometry
of the foreground object is formulated in a probabilistic way using as observation
the computed set of images D.

The scene to be reconstructed is discretized as a voxel grid. Let V be the
random vector representing the occupancy state of all the voxels inside this grid



Modeling Dynamic Scenes Recorded with Freely Moving Cameras 619

(a) (b) (c)

Fig. 4. Results obtained by applying different color similarity measures to compare
the two images Ij and Rij in order to build the image Dij . (a) Result obtained by
applying the Equation 3. (b) Result obtained by applying the Equation 3 with Ij and
Rij swapped. (c) Result obtained by applying the Equation 4.

where Vk = 1 indicates the voxel k is full and empty otherwise. The aim of our
algorithm is to find a labeling L∗ for V which maximizes the posterior probability
P (V = L|D), i.e.,

L∗ = arg maxLP (V = L|D) (5)

By the Bayes’ rule, this is equivalent to

L∗ = arg maxL(log(P (D|V = L)) + log(P (V = L))) (6)

We first describe how the probability P (D|V = L) is computed for a given
labeling of the voxel grid, while P (V = L) is described later.

Let φk
i denote the footprint of the voxel k in camera i, i.e., the projection of

all the 3D points belonging to k onto the image plane of camera i. Furthermore,
denote with χk

ij the set of the ghost pixels of voxel k in the image Rij . Since these
pixels are the ones corresponding to the background geometry points occluded

by the foreground object in camera j, i.e. π−1
j ([φk

j , Z
φk

j

j ]T ), χk
ij can be computed

as follows

χk
ij = πi(π−1

j ([φk
j , Z

φk
j

j ]T )) (7)

i.e., by projecting those background points into camera i (See Figure 3).
We make three conditional independence assumptions for computing the prob-

ability P (D|V = L): first, the state of the voxels are assumed to be conditionally
independent; second, the image formation process is assumed to be independent
for the all images and third, the color of a pixel in an image is independent
from the others. Using these assumptions, the probability P (D|V = L) can be
expressed as

P (D|V = L) =
∏
k

P (D|Vk = Lk) (8)

where
P (D|Vk) =

∏
i,j,p

P (Dp
ij |Vk) ∀p ∈ φk

i ∪ χk
ij (9)
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Let us now introduce another random variable Cij representing the consensus
between the pixels in image Ii and the ones in image Rij . C

p
ij = 1 indicates that

the color information at pixel p in Ii agrees with the color information at p in
Rij . Clearly, this variable strongly depends on the image Dij .

Specifically, P (Dp
ij |Vk) is modeled using a formulation similar to the one pro-

posed by Franco and Boyer in [3], i.e.,

P (Dp
ij |Vk) = P (Dp

ij |C
p
ij = 1)P (Cp

ij = 1|Vk) +
P (Dp

ij |C
p
ij = 0)P (Cp

ij = 0|Vk) (10)

While in their work they used background images to determine P (Dp
ij |C

p
ij) we

assume the following: in case of consensus (Cp
ij = 1) the probability of Dp

ij being
high is low and vice versa. Therefore P (Dp

ij |C
p
ij = 1) is chosen to be a Gaussian

distribution truncated for values smaller than 0. Concerning the pixels with no
color information, i.e., the ones with αp

ij = 0, we assume this probability to be
uniform and therefore,

P (Dp
ij |C

p
ij = 1) =

(
TG(Dp

ij) αp
ij = 1

U αp
ij = 0 (11)

where TG(d) is the truncated Gaussian function and U the uniform distribution.
On the contrary, when there is no consensus (Cp

ij = 0) no information can be
stated for Dp

ij and therefore P (Dp
ij |C

p
ij = 0) is set to uniform distribution.

P (Cp
ij = 1|Vk) and P (Cp

ij = 0|Vk) are defined in a similar way as in [3]
but while in their formulation, the state of the voxel k is influenced only by the
background state of the pixels in φk

i , in our formulation its state is also influenced
by the pixels in χk

ij . While this property adds additional dependence between
the voxels, it provides more information on the state of each voxel. In fact, we
not only rely on the consensus observed in the voxel’s footprint φk

i but also on
the consensus observed in χk

ij .
This allows us to recover from two kinds of situations, namely: when the colors

of the foreground object are similar to the colors of the actual background points
behind it, and when the information corresponding to the foreground object in
the image Rij is missing. However, our approach will not help if the colors of the
actual background points in χk

ij are also similar to the colors of the foreground
element.

Concerning P (V = L) we assume dependency only between neighboring vox-
els. In this way, Equation 6 can be entirely solved using graph cuts [29,30,31].
More precisely, the pairwise potential log(P (Va = La, Vb = Lb)) between two
neighboring voxels a and b is defined considering that if these voxels project
to pixels lying on edges of the original images Ii there should be a low cost
for cutting across these voxels and viceversa. To account for this, in our imple-
mentation, we compute the projection of the centers of each pair of neighboring
voxels a and b on each image Ii. Subsequently we check all the pixels on the line
connecting these two projections looking for an edge. If an edge is not found
then the pairwise potential is increased.
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To account for temporal continuity in the final mesh the voxel state prior
takes into account its labeling computed in the previous frame according to
P (Va = 1) = 0.3 + ξ(L∗,t−1

a ) where ξ defines the temporal smoothness. Once
graph cuts provides a grid labeling L∗ as a solution for Equation 6, marching
cubes [32] is applied to obtain a continuous mesh of the dynamic object.

3 Results

The algorithm was tested on both real and synthetic data. For the real data test,
we used a publicly available dataset provided by [16] where a juggler was filmed
outdoors by six people holding cameras while some other people were walking
by. Video streams have a resolution of 960 × 544 pixels at 25 fps. Background
geometry was obtained using SfM+MVS on the available images of the dataset
while the cameras were calibrated both photometrically and spatially using the
techniques described in Section 2. About 300 frames of this sequence were pro-
cessed by our method using a voxel grid of resolution 140 × 140 × 140 covering
the entire extent of the scene where the action took place.

Figures 1(a,d) show one reconstructed frame of this sequence where two per-
sons are present in the scene. Figure 1c shows the reconstructed volume pro-
jected onto one of the cameras superimposed with the corresponding captured
image. As the reader may notice, our system is also able to recover the shape of
the balls being juggled by the performer. This however happens only in half
of the reconstructed frames since motion blur is explicitly present in such parts
of the image. Some more results are shown in Figures 5. Figures 5e and 5f show
two situations where the algorithm does not work properly. In these two cases,
the person walking behind is not visible in one of the views and is also occluded
completely by the juggler in some of the other views. This leads to a noisy
reconstruction.

This sequence was processed on a 2.93GHz Intel i7 computer with a NVIDIA
GTX 285. For the chosen grid resolution, each frame took around 45 seconds
to process. The current implementation however does not have any major opti-
mizations, in fact only some parts of the code were implemented on GPU.

The results obtained for the juggler sequence were also compared with the
ones obtained by applying standard background subtraction on the videos and
then applying deterministic visual hull. The texture of the background geometry
was estimated from the images used during the preprocessing stage. However,
even small changes in the illumination or shadows in the scene did not allow us to
infer accurate silhouettes for the performer. This is not an issue in our approach
since only images taken at the same time instant are used for comparison.

The results were also compared with two state of the art techniques namely [20]
and [16] but they were not convincing from a reconstruction point of view. In
fact, [16] focuses on segmentation rather than reconstruction since that would
be too sensitive to segmentation errors. A user interaction is also needed to label
both foreground and background in some video frames. [20] assumes that the
foreground is moving relative to the background, i.e., it is not moving rigidly with
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
Fig. 5. (a-d) Results obtained using our approach. (e) and (f) show two cases where the
algorithm does not behave properly due to strong occlusions between the two persons.
(g,h,i) Reconstruction rendered from different viewpoints for the results in the top row.
(Best viewed in color)

respect to the camera. However, this approach may fail in detecting objects or
body parts moving slowly. This occurred frequently in the juggler sequence since,
while the performer was juggling fast there was not much movement around his
legs, and therefore they were often misclassified as background in the output
obtained using [20]. Compared to the manually segmented silhouettes of the
foreground objects [20] misclassified 25% of the pixels on an average while by
projecting the volume computed with our method only 1% of the pixels were
misclassified.

Some tests were performed on synthetic data to provide a quantitative eval-
uation of the algorithm. Using a commercial software, we rendered a scene with
two balls bouncing in the center of a room filmed by 7 cameras moving in cir-
cle at a distance of 3m from the center of the action. The field of view of the
cameras was 42◦ and the resolution of the video streams was 800× 600. At first,
the dataset reveals to be very simple and the algorithm performed an almost
perfect reconstruction of the scene dynamics, obviously up to the chosen grid
resolution. Therefore we rendered the dataset again introducing some ambigui-
ties, more precisely, we textured the walls of the room with the same texture as
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(a) (b)

(c) (d)

(e) (f) (g) (h)
Fig. 6. (a,b) Two images from the synthetic sequence rendered from different cameras
at the same time. The gray ball is barely distinguishable in these images. (c,d) Re-
constructed volume projected back to the corresponding images in the above row. (e)
Reconstructed volume. (f) Ground truth. (g,h) Two images Dij computed during the
shape estimation (the colors are inverted for visibility). (Best viewed in color)

one of the balls. Two frames of this new sequence are shown in Figures 6(a,b).
As the reader can notice, even for a human it is difficult to visually distinguish
between the gray ball and the gray wall.

A color based segmentation/visual hull technique will, in this case, either
consider the entire wall as foreground or completely background, in both cases
resulting in a bad reconstruction.

On the contrary, our reprojection based approach together with the robustness
of the probabilistic framework was able to recover a reasonable reconstruction
of the scene, as can be seen in Figure 6e. For a visual comparison, the ground
truth is shown in Figure 6f.

The main reason why such a reconstruction can be achieved can be explained
by looking at one of the Dij images shown in Figures 6(g,h). While for a color
based approach it is not feasible to distinguish between foreground and back-
ground in the case of the gray ball, if the texture of the background is provided
by another camera some discrepancies between this texture and the observed
image can be measured. A similar result can also be obtained if a per pixel
color model of the background is available for each camera. However, since the
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cameras are moving this model cannot be easily retrieved. Figures 6(c,d) show
the reconstructed volume projected back to the respective original images.

We ran our algorithm on the full sequence consisting of 15 frames and the
computed reconstructions were compared with the ground truth. At each frame,
the error between the two models was evaluated numerically by measuring the
average euclidean distance between the two surfaces. The average error for the
whole sequence was 2cm, which corresponds to the used voxel size. The standard
deviation for this error was 1.8cm. Note that, by definition the metric that we
are using does not account for the sparse blobs in the reconstruction.

This error increases if we introduce inaccuracies in the background geometry
and in the camera calibration. We ran the test again after adding Gaussian noise
to the camera position with a standard deviation of 1.6cm and a uniformly dis-
tributed noise of ±8cm to the background geometry. The average reconstruction
error increased to 3.6cm, where the majority of the error was induced from the
errors in calibration and not from errors in the geometry.

4 Conclusions

In this paper we proposed a new technique to model dynamic scenes in outdoor
uncontrolled environments filmed with freely moving cameras. A probabilistic
framework is proposed to deal with such a scenario and to provide a volumetric
reconstruction of all the dynamic elements. The method exploits the structural
information of the static parts of the scene, inferred in a preprocessing stage,
to transfer the current background appearance across multiple cameras. Hence,
it avoids the need to build a per-pixel background color model from temporal
video data for segmentation, which is very challenging for scenes recorded with
moving cameras.

Tests on synthetic data revealed a reconstruction accuracy of 2cm for footage
filmed by 0.5MPixels cameras placed at a distance of 3m from the objects to be
reconstructed. This error is relatively low considering the challenges present in
the used dataset such as multiple occlusions and similar background/foreground
colors (see Figure 6). Our approach reveals to be robust enough to deal with such
ambiguities and also with calibration and geometry inaccuracies to an extent.

Experiments on real data proved the ability of our approach to recover the
geometries of multiple dynamic objects filmed outdoors with freely moving cam-
eras (see Figure 1). The reconstruction accuracy is not comparable with the one
that other techniques can obtain for indoor controlled environments with static
cameras. However, it must be noted that the scenario we used for our tests is
much more challenging.

There are three main limitations of our approach. First, the algorithm depends
on the possibility of estimating the color transfer function between the cameras
which, in our case, was performed using a rather simple technique [28]. This
works well in the tested sequences but, in the future, for a more generic scenario
we should resort to a more complex calibration technique, like [33].

The second limitation is the resolution of the voxel grid which cannot be in-
creased indefinitely without considering calibration and background geometry
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errors. This limitation however,does not prevent us from recovering the small balls
being juggled by the performer in half of the frames of the real data sequence.

The method inevitably inherits the limitations of the visual hull techniques
on the class of reconstructible objects, i.e., it is not able to recover concave parts
of the object if these concavities are not visible in at least one camera.

As a future extension, we plan to consider inside the proposed probabilistic
framework other kinds of depth cues, like multiview stereo and narrow baseline
stereo. A synergical fusion of these information will help overcome the last two
limitations as well as increase the reconstruction accuracy.

Acknowledgements. We would like to thank Christopher Zach and David
Gallup for their valuable help. The research leading to these results has received
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Learning Image Structures
for Optimizing Disparity Estimation

M.V. Rohith and Chandra Kambhamettu
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and Information Sciences, University of Delaware, Newark, DE, USA

Abstract. We present a method for optimizing the stereo matching
process when it is applied to a series of images with similar depth struc-
tures. We observe that there are similar regions with homogeneous colors
in many images and propose to use image characteristics to recognize
them. We use patterns in the data dependent triangulations of images
to learn characteristics of the scene. As our learning method is based on
triangulations rather than segments, the method can be used for diverse
types of scenes. A hypotheses of interpolation is generated for each type
of structure and tested against the ground truth to retain only those
which are valid. The information learned is used in finding the solution
to the Markov random field associated with a new scene. We modify the
graph cuts algorithm to include steps which impose learned disparity
patterns on current scene. We show that our method reduces errors in
the disparities and also decreases the number of pixels which have to
be subjected to a complete cycle of graph cuts. We train and evaluate
our algorithm on the Middlebury stereo dataset and quantitatively show
that it produces better disparity than unmodified graph cuts.

1 Introduction

Stereo image based scene reconstruction has disparity calculation at its heart.
There have been numerous attempts at solving the problem of disparity estima-
tion. A taxonomy of such algorithms based on matching cost, aggregation and
optimization can be found in [1]. A comparison based on errors in the calculated
disparity may be found in [2] where authors classify algorithms into those suitable
for view interpolation and others for structure reconstruction. Methods such as
graph cuts and belief propagation generate dense disparity by formulating the
problem as an optimal labeling problem characterized by a Markov Random
field. The complexity of such dense estimation algorithms in memory and time
increases with disparity range. There have also been methods aiming towards
decreasing the memory and running times while still providing dense estimates.
Some common techniques to simplify the problem are multiscale disparity calcu-
lation [3] and quad-tree decomposition [4]. As noted in [5], multiresolution and
multiscale algorithms suffer with a problem in homogeneous regions. Most of the
dynamic programming methods have their complexity decided predominantly by
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Fig. 1. Similar image structures in two scenes

the number of pixels and disparity range rather than the image characteristics
(such as number of edges or number of corners). We pose a question, whether
we can devise an algorithm that exploits the complexity (or simplicity) in the
image and the similarity in structures common to images, in order to estimate
disparity more effectively.

For example, in Figure 1, we see that there are similar structures in the
two images of scenes characterized by two nearly parallel lines with no edges
between them. There is similarity in the disparity maps of those sections as well.
The disparity varies almost linearly in those regions indicating that the regions
are planar. If the region is parallel to the baseline of the stereo setup, then the
region will have constant disparity. In this case, a method such as graph cuts
will estimate the disparity of the entire region in one α-expansion move, as all
the pixels in the region will have the same label. On the other hand, if the plane
is tilted with respect to the baseline, the disparity will vary linearly across the
region. In this case however, graph cuts may take several moves to label the
region accurately as it has to iterate over multiple labels. Depending on the
resolution of the image and the disparity range, these iterations may consume
enormously long time. Note that this complexity is intrinsic to the method of
solving MRFs and not due to choice of a particular smoothness energy function.
For example, in the method of α-expansions, only a single label is considered
in each expansion irrespective of the smoothness constraint. Also, considering
smoothness among pixels that are far from each other leads to a super-modular
energy function, which cannot be solved by graph cuts.

It is surprising how a simple tilt in 3D increases the complexity of disparity
estimation. It also opens up an opportunity to explore whether we can identify
and train on the disparity maps of such structures to make the estimation in
a future scene faster. For example, one such optimization would be to suggest
that whenever we find two parallel image edges with no significant edges between
them, we calculate the disparities only at the four corners and interpolate to fill
the region in between. If we applied such an optimization, the case of tilted
plane above would be less complex. But how do we abstract away this notion of
structures? For example, should the edges always be straight or is it sufficient if
they are parallel curves? What if the region in between had no edges but a smooth
gradient in color, would the interpolation still be valid? Are there other structures
in the image that we can similarly exploit? It would not only be tedious and
time consuming to answer each of the above question manually but the answers
would depend greatly on the nature of images. Hence we suggest that such
structures be learned automatically from a given set of training images. But in
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order for us to train, we need to abstract the notions of parallel edges and planar
interpolation. In this paper, we present a method that attempts to accomplish
this, and we present results to support it. We restrict ourselves to structures of
uniform color and whose disparity may be estimated from bilinear interpolation
from the extremes. Learning shape priors has improved performance in the areas
of object detection [6] and model fitting [7], and we wish to explore its application
in the area of disparity estimation.

Learning structures can be used to handle two practical problems that are
otherwise hard to solve in stereo: subpixel disparity and large disparity range.
Subpixel disparity is needed when a high resolution (in the depth direction)
reconstruction is expected from the stereo analysis. Graph cuts does not solve
it efficiently as it involves introduction of a new label for each subpixel dispar-
ity value needed, and this is the case with most label optimization algorithms.
We show that, with our method of identifying structures, at least commonly
occurring image structures can be assigned smooth disparity.

Handling large disparity ranges (usually occurs when images are shot with a
wide baseline or if image sizes are large) directly is also impractical for labeling
algorithms. Most common solution to this problem is the use of pyramid schemes
where disparity is often computed on scaled versions of the images and then
propagated to the next level in scale. It has been shown that such methods
perform poorly in presence of image noise and homogeneous regions [5]. The
method proposed in this paper can be applied to handle large disparity range
images, as we do not have to go through every single disparity value, for every
pixel, in the expansion moves.

At the outset, we would like to make it clear that we are not competing
against methods such as segmentation based stereo or robust plane fitting meth-
ods. They succeed in estimating disparity in scenes which follow assumptions
such as, ’segmentation edges correspond closely to disparity edges’, etc. How-
ever, it is not easy to extend such methods to scenes which do not satisfy their
assumptions. For outdoor scenes with little texture, finding segmentation param-
eters that gives a suitable segmentation is very hard and varies greatly with scene
content. We show however that stereo processing of such scenes can nonetheless
be optimized using a method sensitive to the structures in the scene. Also, seg-
mentation is commonly carried out in a global framework whereas triangulation
is fairly local operation. This makes our algorithm more suitable for a parallel
implementation such as in a general purpose GPUs as compared to segmentation
and hence makes the idea worth exploring.

We review some recent methods of learning in stereo in section 2 and give an
overview of our approach in section 3. This is followed by details of the solution
in section 4. Results and conclusions are in sections 5 and 6 respectively.

2 Previous Approaches

Learning algorithms have been used in stereo for purposes of regularization,
parameter estimation [8], learning pixels susceptible to errors [9] and learning
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optimal paths to take in a stereo process [10]. [8] attempts to optimize the
weights of the energy function by iteratively estimating disparity and updating
the weights under an expectation maximization scheme. It processes an image
pair in isolation and no information is carried from one stereo pair to another.
On the other hand, [10] tries to improve the results of SSD matching using edge
information from segmentation. Local image information such as texture orien-
tation are used as attributes for training. They use Metropolis-Hastings sampler
to decide the optimal move at each stage, and use simulated annealing to obtain
the final disparity. We are close to this method in that we apply the information
learned from ground truth of training images in calculating the test case dispar-
ity. But in our case, the application of learned data is not just for labeling the
pixels as occluded or foreground. We assign the disparities to the pixels directly.
In this sense, we are not refining the random network that is to be solved, but
actually optimizing the process of solving for the solution on a fixed network. [9]
tries to model the long range relationship between pixels using structured SVM.
The long range interaction is modeled by formulating the network as a Con-
ditional Random Field(CRF) and places great emphasis on detecting occluded
pixels accurately. In this paper, we are aiming at a disparity map that facilitates
reconstruction and as such accurate disparity in non-occluded regions takes more
preference over detection of occlusion.

It has been reported in [11,12] that triangulation schemes may be used to ac-
celerate multiview reconstruction algorithms such as those proposed in [13]. [12]
adaptively subdivides the scene as it estimates disparity. However, these meth-
ods depend on the existence of texture in most regions to facilitate triangulation.
This problem is somewhat alleviated in [14] which identifies textureless areas
using patterns in matching errors and interpolates disparity from the bound-
aries. However, none of the above methods use the monocular views to provide
a prior for the subdivision.

Enforcing the constraint of planarity over a region of disparity leads to a
super-modular energy function, which cannot be directly minimized by graph
cut algorithms. However, such constraints are shown to produce better dispar-
ities [15]. Recently, much attention is being paid to developing methods which
minimize super-modular energy terms [16]. A method that has recently been suc-
cessfully applied to stereo [15] and optical flow [17] is to fuse multiple solutions.
In [15], Quadratic Pseudo-boolean Optimization (QPBO) is used to fuse stereo
solutions provided by various stereo algorithms, called proposals, into a single
solution using graph cuts based scheme. The method can enforce a second order
prior on the final solution instead of the first order prior in [18], thus removing
the fronto-parallel assumption on the scene. But once the various proposals are
fused for one image pair, there is little information that can be carried forward
to fuse the proposals of another image pair. Also, the complexity of the method
prohibits the application to large disparity range images.

As noted previously, methods for learning shape priors over object categories
is proposed in [6]. In this work, annotated images containing similar class of
objects are used to learn a shape prior. The edge maps of each image are aligned
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to derive the mean shape and the variance. The alignment of a test image is
calculated with TPS-RPM algorithm, which provides an alignment consistent
with the alignment transformations already learned in a specific category. Note
that learning structures for stereo is significantly different from this problem, as
it involves optimizing for calculation of disparity, not just consistent segments.
Also, there is no annotation available to decide which regions are to be consid-
ered for learning. There may be patches from various objects merged into single
homogeneous region, and the scenes may contain image structures for which no
consistent interpolation scheme is available. These factors are taken into consid-
eration in our approach that is presented in the next section.

3 Overview of Our Approach

We model disparity estimation as an optimal labeling for energy minimization
over a Markov Random Field (MRF) as formulated in [18]. Hence, we consider

Fig. 2. Outline of our approach



632 M.V. Rohith and C. Kambhamettu

only 4 neighbors for each pixel and use the same cost and smoothness functions
as in [18]. Our goal is to minimize the area of the image over which pure α-
expansion step is applied. Below we provide a brief overview of our training and
testing methods (summarized in Figure 2).

For training, each input set contains two views of a scene (stereo pair) together
with its ground truth disparity. The left image of the stereo pair undergoes a
data dependent triangulation resulting in a set of triangles whose edges include
the edges in the image. The triangle mesh is then processed to provide structural
patterns which are a collection of neighboring triangles, which we call submeshes.
A fixed number of neighbors (we choose 8 to 16) of a given triangle whose mean
color and area are close to the given triangle are considered. Each submesh is
characterized by the displacement vectors between the centroids as in Figure 3.
The vectors are scaled with respect to the largest vector and rotated to align the
largest vector with the horizontal to make them invariant to scale and rotation.
The vectors are sorted by their magnitude and these form the attribute of the
given triangle submesh. This process is applied randomly on the triangulation
until all the triangles have been covered. The resulting attribute set is treated
as a Gaussian mixture model and clusters are identified in this attribute space.
Now we have to see if submeshes belonging to the same cluster have similar
disparity. To judge the efficacy of a cluster for disparity estimation, we compute
an approximate disparity by sampling the ground truth disparity at 4 extremes of
the submesh and using bilinear interpolation to fill the pixels inside the submesh.
The interpolated values are compared with those in ground truth disparity to
obtain the error introduced. The clusters are ranked with respect to the errors
and only those which have low error are retained. This process is applied to all
the training image sequences. This results in a set of clusters each identified by
a mean attribute and variance.

Given a test stereo pair, we triangulate the left image of the pair using similar
technique as in training. For calculating the disparity, we alternate between the
α-expansion step and the cluster interpolation step. We pick a triangle at random
and check if the surrounding submesh is part of any cluster from training. If it is,
then we run an α-expansion steps of all labels restricted to the 4 extreme triangles
in the submesh. The disparity within the submesh is calculated by interpolation.
This process is repeated till all the triangles are covered in a some submesh.

4 Details of Solution

4.1 Triangulation

In this paper, we will assume that scene is made up of piecewise planar patches.
According to [19], patches of the scene having constant reflectance cannot have
their geometry recovered by multiple views (unless all the rays which describe
their silhouette are captured, which is not always possible in two views). Hence
we may approximate textureless regions by planar regions and have disparity
change linearly over them. This approximation is justified because presence of
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large textureless region in the image indicates that the surface normal is vary-
ing smoothly across the surface that produced the image. Hence, the region
has a large radius of curvature (small Gaussian curvature). The deviation of
this surface from a plane is too small to be captured by the given camera pair
under the given illumination. Thus, a plane seems to be the best approxima-
tion in such regions. As a corollary to the above, we may also argue that suffi-
ciently rapid changes in the surface normal will produce an image discontinuity.
Hence we have the following rules relating the image discontinuity to disparity
discontinuity

1) Textureless area implies linear disparity change
2) Disparity discontinuity implies image edge

Note however that image edge does not imply disparity discontinuity as there
may be surface features or shadows which cause image edges. We extend the
definition of textureless areas above to regions containing no edge. (1) will not
hold true in general after this extension, however results show that the approxi-
mation is valid for a variety of images. We have found that Canny edge detector
provides good estimation of edge pixels for this purpose. If we assume that edges
are almost straight, the disparity on the edge must vary linearly as well (because
we assumed the scene to be made up of linear patches). So to describe the dispar-
ity of a patch, we do not need the disparity along all the edge points, rather we
need it only at the corner points of the edge. Hence we define the initial features
as Harris corner of the Canny edge image. But such corners may be distributed
far from each other which leads to difficulty in defining their connectivity. So
we sample the edges to produce points, which are farther from each other than
a given threshold (we choose a threshold based on the image size). We will call
such points as essential points. In describing the algorithms we need to make
distinction between the edges contained in the image and the edges produced by
the Delaunay triangulation of the essential points. We start with constraining
Delaunay triangulation of the essential points, with the constraints being that
points lying on the same edge in the image be connected by an edge in triangula-
tion. The constraint is necessary to preserve the connectivity of essential points
in regions containing multiple edges close to each other.

4.2 Structures and Clusters

Having obtained a triangulation, we need to identify the submeshes, set of tri-
angles suitable for disparity interpolation, in the triangulation. We cannot take
arbitrary neighborhoods of the triangle as submesh because they may belong
to different objects. Hence we aim at extracting structures in which there is
not much color variation. Also we assume that each triangle has at least one
neighboring triangle belonging to the same object, that is - no object/scene
component is within a single triangle. Given a triangle, we decide whether or
not its neighbors are in the same color-submesh with the following steps:

1. Calculate the mean color of each neighbor and sort the neighbors in ascending
order of difference in mean colors with respect to given triangle.
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Fig. 3. Illustration of a single submesh and its centroid vectors

2. The neighbor with least error is always in the color-submesh.
3. If the error value of second neighbor is closest to that of third, then both of
them are not in color-submesh.
4. Else, second neighbor is in the color-submesh.

The result of the above procedure is a list of triangles which are nearly homoge-
neous in color. We also constrain the triangles in the submesh to be similar with
respect to their areas. The method described above for detecting color similarity
is extended to that for area. A similar process which considers the area of the
triangles instead of the mean color creates another triangle set called the area-
submesh. The intersection between the color-submesh and the area-submesh is
considered as the final submesh. It is ensured that the vertices of all the trian-
gles in the submesh belong to a single connected graph, i.e, there are no isolated
triangles. Such a parameter-less method ensures that the submesh identification
does not depend on parameters such as image noise or sampling. The submesh is
expanded until it includes a given number of triangles. Once all the submeshes
are identified, the displacement vectors from the centroid of initial triangle to all
others are calculated. These vectors are aligned so that the largest one points in
the positive horizontal direction. The coordinates are then converted to a single
column vector, and are stored as the attribute of the submesh. When attributes
of all the submesh in a triangulation are obtained, the distribution of attributes
is approximated by a Gaussian Mixture Model (GMM). We use the EM method
for approximating the mixture. Given the distribution, we fit a model with a
given number of components. This results in a posterior probability assignment
for each point in the distribution as given by a several Gaussian distributions
each characterized by a mean and a covariance matrix. We then cluster the
points based on the probabilities and select those with sufficient support. Larger
the number of triangles in a submesh, the more gain we will achieve when ap-
plied to stereo, however there will be fewer submeshes found. We experimented
with several values and found 16 to be optimum submesh size for the images in
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the evaluation dataset. The number of components that can be detected using
GMM can be estimated by observing the number of variables to be estimated
under the EM scheme, each new cluster needs estimation of a vector (mean) and
a square symmetric matrix (covariance). Another criterion by which we choose
the components is that the conditioning number of the covariance matrix should
be above the working precision of the machine. This resulted in 10 to 15 clusters
per image pair. For each cluster, the impact on using it for disparity interpo-
lation is assessed. For each submesh in a cluster, the ground truth disparity is
sampled at 4 extreme vertices (degenerate cases are excluded). The bilinear in-
terpolated disparity from the 4 samples is compared with the ground truth in
the submesh, and the mean error is noted. This is repeated for all meshes in all
clusters. Only those clusters which have the low reprojection errors are retained
(the threshold is calculated as mean reprojection error in training image pairs
and ground truth disparity).

4.3 Disparity Calculation

Once the clusters are created from all training pairs, we can store the cluster
means, variance and their mean error during training in a library. Given a new
image pair, we start by triangulating the left image. Then a random triangle
is chosen and a submesh created in a manner similar to training phase. It is

Algorithm 1. Summary of our method
Learning1

1. For each training image, obtain essential points based on image edges and2

obtain triangulation as described in 4.1.
2. Identify submeshes in the triangulation and cluster them using the method in3

4.2.
3. Filter to retain only those submeshes where bilinear interpolation fits the4

disparities of the pixels contained.
4. Construct Gaussian mixture model of the submeshes with N models using the5

features described in 4.2 to obtain a library of submeshes.
Calculating disparity for a new image6

1. For each testing image, obtain essential points based on image edges and7

obtain triangulation as described in 4.1.
2. Identify submeshes in the triangulation and cluster them using the method in8

4.2.
3. Check which of the submeshes can be filled up with interpolation by9

matching them with the models in the GMM (the feature vector should lie
within one standard deviation of at least one of the means).
4. Run one α-expansion step to solve for disparity.10

5. If there are any submeshes whose boundary points are assigned disparity,11

then interpolate within using bilinear interpolation.
6. Retain the disparity if reprojection error is less than threshold (estimated12

from mean reprojection error from training image pairs). Otherwise, mark the
submesh as not interpolatable.
7. Repeat steps 4 through 6 till all the pixels are assigned disparity.13



636 M.V. Rohith and C. Kambhamettu

checked if the submesh belongs to any of the clusters in the library, the crite-
rion for this being if the posterior probability as predicted by that cluster falls
within standard deviation from the mean. If so, an α-expansion step is run on
the extreme triangles in the submesh and the disparities within are filled using
bilinear interpolation. There might be a few outliers in the filled-in region due
to artifacts of sampling or edge detection. Hence, after filling in the disparities,
any pixels whose re-projection is high is marked as unlabeled. This process is
carried forward until all the triangles have been covered. Since there might be
some triangles which do not belong to any cluster, we run an α-expansion on all
such pixels at the end. The entire algorithm is summarized in Algorithm 1.

5 Results

The algorithm was implemented in Matlab, and the graph cuts implementation
from [20] was used for α-expansions. The experiments were carried out on the 2005
and 2004 Middlebury stereo database pairs. The strategy of leave-one-testing was
employed as in [9]. We chose constant weights for the graph cuts stage given by
the automatic estimator in [20]. There were nearly 10,000 triangles in each trian-
gulation, resulting in around 1000 submeshes in each image. There were nearly
20 clusters in each image corresponding to various strip like structures of vari-
ous aspect ratios and also a small number of complex meshes. The clustering was
done independently on each image and then the clusters were combined leaving
out those from the current test image. The results for the Arts scene is shown in
Figure 4 and the results of comparison with ground truth are seen in Table 1. Since
we have not used any image segmentation to arrive at our result, or a sophisticated
occlusion model, we restrict our comparison to learning method in [9] and [20].
Compared to the implementation provided by [20], we significantly reduced the
number of α-expansions required in most scenes. This may be seen in Table 2. We
also performed experiments to determine the contribution of the different aspects

Fig. 4. Results on the Cone and Art scenes Middlebury 2005 Database
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Table 1. Comparison of errors on ground truth from Middlebury dataset images. Error
indicates percentage of bad pixels in non-occluded regions calculated as per [1]. Lower
numbers are better. Training was based on leave-one-out strategy as in [9]. In our
method, N denotes the number of triangles in a submesh.

Scene Art Books Laundry Reindeer Teddy Cones Moebius
[20], Graph cuts - - - - 11.2 5.36 -
[9], Grid (K=1) 14.66 19.12 19.16 11.72 11.34 4.68 10.88
Our Method (N=8) 13.34 19.23 17.12 11.66 10.32 4.61 9.43
Our Method (N=16) 12.96 18.80 16.54 11.12 8.17 5.11 8.96

Table 2. Above table shows the effectiveness of using structure in each image pair.
The entries are percentage of pixels in the image. Not matched represents pixels which
could not be placed in any known submesh. Interpolated indicates those which were
successfully labeled because of submesh detection. Interpolation failed represents the
pixels that were predicted wrongly by interpolation. In an unmodified graph cuts, 100%
of the pixels would be procesed using graph cuts. By using our scheme only the first
and the last portion of pixels need to be processed using graph cuts. The table shows 3
schemes for detecting regions which can be interpolated. First method uses color alone,
second uses size alone and the third uses both.

Method Pixels Art Books Laundry Reindeer Teddy Cones Moebius
Not Matched 52.31 43.59 64.05 27.10 47.81 61.25 69.67

N=8 Interpolated 13.4 12.12 14.66 9.92 12.43 15.43 5.35
(Color only) Interpolation failed 34.29 44.29 21.29 62.98 39.76 23.32 24.98

Not Matched 44.22 28.02 29.21 56.49 62.26 53.56 73.98
N=8 Interpolated 32.76 53.75 56.00 24.59 22.71 28.15 5.14
(Size only) Interpolation failed 23.02 18.23 14.79 18.92 15.03 18.29 20.88

Not Matched 32.11 41.23 12.01 45.02 30.11 42.73 64.03
N=8 Interpolated 55.68 50.84 79.20 45.09 62.61 50.81 22.01
(Both) Interpolation failed 12.21 7.93 8.79 9.89 7.28 6.46 13.96

of the triangles towards the detection of regions that can be interpolated. As seen
in Table 2, using color alone matches a large number of submeshes, however much
of these are falsely classified and hence the interpolation fails for large number of
pixels. Using size alone restricts the number of submeshes matched, however there
is no significant increase in the number of good interpolations. Using both color
and size however seems to produce a good detection strategy to identify pixels
amenable to be assigned disparity by interpolation. Though the number of sub-
meshes are fewer compared to those found by color alone, the number of good
interpolations are found to increase.

Also since we have the grid network for the MRF solution, we compare with re-
sults from similar formulation in [9]. Figure 5 shows an example structure found
in different images. We can observe that detection of the structure is invariant
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Fig. 5. Common structures found in the 3 scenes. This structure seems to correspond
to long thin strip. Note that the structure has been identified over various ranges and
orientation.

to orientation and scale changes. Also, the structures learned are generic enough
to be reused across scenes.

6 Conclusion

We started with question of whether we can devise an algorithm that exploits
the complexity (or simplicity) in the image and the similarity in structures com-
mon to images to estimate disparity more effectively. Enforcing long range in-
teractions introduces super-modular energy terms in MRF formulation. Such
energy functions cannot be easily minimized using methods such as graph cuts.
Learning repetitive structures with similar disparity characteristics may help in
complementing graph cuts. Our objectives were to model such structures with a
common representation, cluster them according to their usefulness of disparity
calculation, detect and apply them in stereo processing of other images with
same characteristics. In this paper, we give one method of achieving the above
for structures of uniform color and linearly varying disparity. We used a triangle
based representation of the image, and identified submeshes as structures. Cen-
troid displacements were used as characteristics of submeshes and proximity to
ground truth was used as measure of usefulness in stereo. We designed a method
that is able to extract simple structures effectively and lead to better dispar-
ity estimation process. Towards this end, we demonstrated a learning algorithm
which identifies structures in scenes, and stores them in a library to calculate
stereo of a new scene better. Our results show that the disparity estimated using
our method is quantitatively better than those obtained from unmodified graph
cuts. The number of α-expansion moves required is also shown to be decreased.
Further work will involve using a two stage disparity estimation process which
would support structures of varying color but similar depth.
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Abstract. We propose a image reconstruction method and a sensor
for high-sensitivity imaging using long-term exposed green pixels over
several frames. As a result of extending the exposure time of green pixels,
motion blur increases. We use motion information detected from high-
frame-rate red and blue pixels to remove the motion blur. To implement
this method, both long- and short-term exposed pixels are arranged in a
checkerboard pattern on a single-chip image sensor. Using the proposed
method, we improved fourfold the sensitivity of the green pixels without
any motion blur.

1 Introduction

Recently, in the field of video input, the number of pixels has been continu-
ously increasing while the pixel pitch has been decreasing. As pixels continue
to shrink, the amount of light that can be received within a certain exposure
time is reduced. Consequently, securing a higher Signal-to-Noise-Ratio (SNR) is
becoming difficult.

To improve the SNR in the field of image sensing, technologies such as on-chip
microlens [15] and back side illumination [12, 19] have been proposed. With the
former, an on-chip microlens is structured on each pixel to focus incident light
on a photodiode. This method triples the sensitivity. With the latter, the image
sensor of back side illumination is wired under the transistor. The development
of a sensor with a pixel size of 1.4 um that provides twice the sensitivity of
conventional sensors has been reported [17, 21]. Also, the use of a sensor with a
white pixel in the color filter area was proposed [11, 14].

For high resolution imaging using a small sensor, long-term exposure can
increase the amount of incident light. However, motion blur occurs if the object
of the image moves. The use of a combination approach with multiple images to
reduce space-invariant blur has also been proposed [5, 6, 16, 18, 22]. Recently,
a coded sampling method was proposed [3]. However, these methods cannot be
used in small cameras because they require a number of image sensors.

We propose a image reconstruction algorithm and its dedicated sensor shown
in Figure 1. The sensing method can effectively input a lot of light and motion

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 641–652, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. With the proposed method images of G are obtained by long-term exposure.
Motion blur of G is reduced by the pixel values of R and B in image processing.

information by mixing both long- and short-term exposed pixels on a single
sensor. Additionally, we arranged the RGB on the basis of both human vision
system and color correlation along the spectra of natural scenes.

The rest of the paper is as follows: We propose combined long/short exposure
type image sensing in Section 2 and the reconstruction algorithm in Section 3.
The results of experiments are shown in Section 4. We discuss the results in
Section 5 and conclude the paper in Section 6.

2 Use of Single-Chip Image Sensor for Combined
Long/Short Exposure Type Image Sensing

To improve the sensitivity and high-resolution imaging of a single-chip image
sensor, our sensing method uses a long exposure time for some of the pixels on
a single-chip image sensor. In this chapter, we explain the arrangement of both
long- and short-term exposed pixels and the arrangement of RGB color filters in
a single-chip image sensor.

2.1 Arrangement of Long-Term and Short-Term Exposed Pixels

In high-resolution imaging with a small image sensor, a long-term exposure is
necessary to get the required amount of light. There is a trade-off relationship
between the intervals of the exposure time and the frame-rate. Therefore, a long-
term exposure decreases the frame-rate, and the captured image often includes
motion blur if the object moves. However, this motion blur can be removed with
motion information, so we then simultaneously take high-frame-rate images to
obtain motion information.

In the image sensor, the difference between long- and short-term exposed
images is the frame-rate. We define pixels which have a low-frame-rate image
exposed over a long-term as ’long-term exposed pixels’ and pixels which have a
high-frame-rate image exposed over a short-term as ’short-term exposed pixels’.

We arranged a combination of both long-term exposed pixels and short-
term exposed pixels in a single sensor. We also considered how to arrange each
pixel for monochrome imaging. To efficiently estimate the motion information of
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Fig. 2. Long- and short-term exposed pixels as checkerboard pattern in single-chip
image sensor

(a) (b)

Fig. 3. (a) In the light spectrum, G is adjacent to B and R. (b) We arrayed G to
long-term exposed pixels and R and B to short-term exposed ones.

long-term exposed pixels, the arrangement of short-term exposed pixels is ho-
mogeneously distributed. As shown in Figure 2, we arranged the pixels in a
checkerboard pattern.

2.2 Arrangement of RGB Color Filters

We arranged RGB color filters in the sensor to reconstruct color images.
In the human vision system, spatial resolution for luminance is higher than

that for hue, so we assigned green, which is the main factor in luminance, to the
high-resolution image.

As shown in Figure 3(a), in the power spectrum of natural scenes, the power
distribution of RGB are broad. The color of the adjoining wavelength has a high
correlation. Both G-R and G-B are highly correlated. Hence, motion blur of G
can be removed by using motion information calculated from R and B.

Based on both the properties of the human vision system and the color correla-
tion among the spectra of natural scenes, we assigned G for long-term exposures
and both R and B for short-term exposures, as illustrated in Figure 3(b). The
motion information is detected from the R and B images because they have a
high-frame-rate. This color arrangement is the same as that of the Bayer color
arrangement [4].
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3 Reconstruction of Color Images

We reconstructed color images from the sensing images explained in Section 2.
The color images are calculated by minimizing a cost function. The cost function
is composed of a difference between the ideal image and the sensing image with
some regularization terms. In this section, we explain the cost function and how
it can be solved by minimizing it.

3.1 Cost Function

Our method reconstructs color images by making use of the cost function. We
define the ideal solution of RGB images as f and RGB sensed images as gR, gG,
and gB. f is a three-dimensional vector of R, G, and B and includes all RGB
pixel values. Additionally, f includes R, G, and B values for each pixel position.
The frame-rate of f is the same as the R/B, and the resolution of f is the same
as the total number of pixels in a single sensor. The relation between f and the
sensing RGB images, gR, gG, and gB is shown in Equation (1).

gR = HRf
gG = HLHGf

gB = HBf (1)

As shown in Figure 2, HG, HR, and HB are degradation operators of G, R,
and B pixel values in a Bayer pattern from the full pixel values, and HL is the
degradation in frame-rate, which indicates long-term exposure. Equation (1) is
a linear operation.

There are many candidates of f values that satisfy Equation (1). We add two
regularization terms, QSf and Qmf , to specify f . The terms QSf and Qmf are
based on the features of objects. The spatial smoothness can be given by QSf ,
and the consistency of pixel value by the motion of the object can be given by
Qmf . The cost function J that demands f is shown in Equation (2).

J = ||HLHGf − gG||2 + ||HRf − gR||2 + ||HBf − gB||2

+ λS||QSHCf ||2 + λm||Qmf ||2 (2)

where λS and λm are regularization parameters. A detailed explanation of QSf
and Qmf is shown in the following subsection.

Color constraint term. gG is high resolution. Meanwhile, gR and gB are
low resolution. When gG is spatially correlated with gR and gB, the resolution
of gR and gB can be improved by means of the correlation. On this point, we
assume inter-RGB correlations to combine multiple color-channel images and
implement them into the cost function as spatial color-smoothness. In natural
images, the spatial smoothness differs depending on the basis of color space,
we choose principal component vectors to define smoothness in order to set
smoothness parameters effectively. The fourth and fifth terms in Equation (2)
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are regularization terms that represent the spatial smoothness of the principal
color of a reconstructed image sequence. First, the basis of the principal color
space is defined by the principal component analysis of the RGB pixel values of
natural images. Next, the principal color images are obtained by transformation
matrices as follows:

fCi = HCif , i ∈ {1, 2, 3} (3)

where fC1, fC2, and fC3 represent the first, second, and third PCA color com-
ponent images. The spatial smoothness of the pixel value in the principal-color
image sequence is obtained by using QS as a Laplacian operator. Here, we sup-
pose that the pixel value varies smoothly in many regions in the reconstructed
image, and the sum of squares of the second differentiation centered on each
pixel is shown in Equation (4).

||QSHCf ||2 =
H∑

x=1

W∑
y=1

{ ∂2

∂x2 fCi(x, y, z) +
∂2

∂y2 fCi(x, y, z)
}
, i ∈ 1, 2, 3 (4)

where H is the height of the image and W is the width of the image. The
difference formulation of Equation (4) is shown in Equation (5).

||QSHCf ||2 =
H∑

x=1

W∑
y=1

{
4fCi(x, y, t)− fCi(x− 1, y, t)− fCi(x, y − 1, t)

−fCi(x + 1, y, t)− fCi(x, y + 1, t)
}
, i ∈ 1, 2, 3 (5)

Motion consistency term. We assume when an object moves, the pixel value
does not change from the start to the end position. Motion information is de-
tected by a sequence of three R/B color images, which are respectively captured
at time t-1, t, and t+1. The relation of the time t-1 image and the time t image
shows the motion toward the past, which is defined as (uP ,vP ). The relation
of the time t image and the time t+1 image shows the motion toward the fu-
ture, which is defined as (uF ,vF ). Motion information (uP ,vP ) and (uF ,vF ) are
calculated as shown in Equation (6).

min
uP ,vP

SH∑
i=1

SW∑
j=1

|f(x + i− u, y + j − v, t− 1)− f(x + i, y + j, t)|

min
uF ,vF

SH∑
i=1

SW∑
j=1

|f(x + i− u, y + j − v, t + 1)− f(x + i, y + j, t)| (6)

SH and SW indicate a window size for motion detection. Pixel locations that
correspond to G pixels in a Bayer pattern array are linearly interpolated by
the surrounding R and B pixels to detect motion information at such pixels
in advance. The regularization term regarding motion information is shown in
Equation (7).
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||Qmf ||2 =
H∑

x=1

W∑
y=1

{
f(x, y, t) − f(x + uP , y + vP , t− 1)

}2

+
H∑

x=1

W∑
y=1

{
f(x, y, t) − f(x + uF , y + vF , t + 1)

}2
(7)

We estimate sub-pixel motion by calculating the equiangular line fitting with
the sum of absolute differences.

3.2 Minimization of the Cost Function

The output image f is obtained by minimizing the cost function J . Since J is
the second form of f , minimization of J always yields the global minimum of
J . Thus, we can obtain f by differentiating J with respect to f and equating it
with 0, as shown in Equation (8).

∂J

∂f
= (HLHG)T(HLHGf − gG) + HT

R(HRf − gR) + HT
B(HBf − gB)

+
3∑

i=1

λCi(QSHCi)TQSHCif + λmQT
mQmf

= 0 (8)

Thus,{
(HLHG)T(HLHG) + HT

RHR + HT
BHB

+
3∑

i=1

λCi(QSHCi)TQSHCi + λmQT
mQm

}
f

=
{
(HLHG)TgG + HT

RgR + HT
BgB

}
(9)

Equation (9) can be solved by the conjugate gradient method.

4 Experimental Results

In this Section, we describe our simulation experiments. Additionally, we show
how the developed image sensor is used and demonstrate that our method is
effective.

4.1 Simulation

Our method was found to be effective even under low illumination. We used Peak-
Signal-to-Noise-Ratio (PSNR) for evaluation. PSNR is calculated as follows:

PSNR(fcalc) = 20 log10
S√

1
N ||ftrue(x, y, t) − fcalc(x, y, t)||2

(10)
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Table 1. Experimental conditions

Item Parametaer
Number of scenes 20

Number of frames for each scene 180 frames
Interval of long-term exposure 4 frames

Noise level 8.06 (PSNR=30.0dB)

Table 2. Results of PSNR for Bayer reconstruction and proposed method

Scene 1 2 3 4 5 6 7 8
R 30.71 30.71 28.85 28.81 27.12 30.03 27.48 23.48

Bayer G 30.37 30.13 29.48 29.82 29.13 31.21 29.35 25.92
reconstruction B 30.79 29.97 28.87 28.89 27.65 30.01 28.57 23.38

RGB 30.62 29.79 29.06 29.15 27.89 30.08 28.40 24.11
R 32.42 30.56 29.96 31.27 30.00 31.72 28.20 25.38

Proposed G 33.14 31.38 30.83 31.95 31.39 32.81 29.90 26.11
method B 32.79 31.45 30.19 31.67 30.80 32.01 29.95 25.27

RGB 32.78 31.11 30.31 31.62 30.70 32.16 29.27 25.57

Scene 9 10 11 12 13 14 15 16
R 29.80 28.80 30.42 30.49 29.73 29.90 29.46 30.80

Bayer G 29.97 29.39 30.19 30.27 30.04 30.17 30.14 30.33
reconstruction B 29.61 28.72 30.06 30.61 30.27 29.87 30.34 30.79

RGB 29.79 28.96 30.22 30.45 30.01 29.98 29.96 30.64
R 31.93 30.18 32.44 32.57 30.90 31.71 30.45 32.30

Proposed G 33.13 31.00 33.33 33.90 32.71 32.26 32.74 33.21
method B 31.77 30.28 31.99 32.64 32.03 31.72 31.95 32.38

RGB 32.24 30.47 32.55 33.00 31.81 31.89 31.60 32.61

Scene 17 18 19 20 Average
R 31.28 29.51 30.97 27.42 29.22

Bayer G 30.57 30.00 30.47 29.21 29.76
reconstruction B 31.33 30.14 31.15 27.31 29.42

RGB 31.04 29.87 30.85 27.90 29.44
R 33.36 30.77 32.09 31.07 30.96

Proposed G 34.62 31.25 30.82 32.16 31.93
method B 33.38 31.87 31.69 30.95 31.34

RGB 33.75 31.28 31.50 31.36 31.38

In Equation (10), S is the maximum pixel value, e.g., 255 for 8-bit images. Here,
N is the total number of pixels in all frames. The value ftrue(x,y,t) is the pixel
value at position (x,y) of the time t reference image, and value fcalc(x,y,t) is the
result of reconstruction.

We compared our method with the Bayer reconstruction [1,2,7-10,13,20] be-
cause they both use the same color filter array. Sensing images g are simu-
lated by sampling the ftrue. We add the noise to g to be reflected during low
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Scene 5 PSNR=28.08 PSNR=31.28

Scene 12 PSNR=30.89 PSNR=34.46

Scene 17 PSNR=30.80 PSNR=34.19

Scene 20 PSNR=29.99 PSNR=33.11

Fig. 4. (left) Test image sequences. (middle) Results of Bayer reconstruction and PSNR
of picture area. (right) Results of proposed method and PSNR of picture area.
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(a) (b)

(c)

(d)

Fig. 5. (a) Image sensor used in proposed method. (b) Proposed method imaging and
normal imaging. Proposed method uses long-term exposure for four frames. (c)Normal
imaging sequence. (d) Proposed method imaging sequence.

illumination sensing. A long-term exposed image is defined as the sum of multi-
frame images in g. The experimental conditions are listed in Table 1, and Table
2 and Figure 4 show the results of the experiment.

4.2 Development of Dedicated Image Sensor

We developed a dedicated image sensor to provide experimental proof. The
single-chip image sensor is shown in Figure 5(a) and the results of using the
sensor are shown in Figure 5(b)-(d).

The image sensor is 4K2K CMOS image sensor and was fabricated using a
0.25-μm process. The 4K2K pixels composed of three transistors and a photo-
diode are arranged in a Bayer pattern. The transfer gates in the R/B and G
pixels are connected with the different row lines, respectively. To reduce the op-
eration frequency, the vertical shift register drives two rows of pixels through the
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multiplexer, which applies readout pulses, respectively. This circuit configuration
enables the R/B and G pixels to the addressed independently.

5 Discussion

The simulation results showed that the PSNR of our method was about 2 dB
higher than that gained with Bayer reconstruction. Furthermore, our proposed
method worked effectively in low illumination conditions.

The PSNR changes for each scene because the motion detection accuracy dif-
fers. If the motion of the pixels are spatially smooth, the detection accuracy will
be high because the proposed sensing method interpolates motion information of
long-term exposed pixels. The simulation results of scene 17, which is depicted
in Figure 6(a) show that the PSNR is the highest of the 20 scenes. Because the

(a)

(b)

Fig. 6. (a) Images of 30 frame intervals in scene 17. (b) Images of 30 frame intervals
in scene 8.

(a)

(b)

Fig. 7. (a) Image sequence of scene 7. (b) Images sequence of scene 19.
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scene 17 dominatly contains spatially smooth motions. On the other hand, as
shown in Figure 6(b), for scene 8, the PSNR is the lowest of the 20 scenes. Be-
cause the scene 8 contains large of variety motions. The differences in the PSNR
of our method and that of the Bayer reconstruction are small in scene 7 and
scene 19. We think that one reason for this is that the accuracy of the motion
detection of these scenes is low. As shown in Figure 7(a), for scene 7, the motion
of both the dolphin and the spray of water is large. As shown in Figure 7(b),
for scene 19, the value changes greatly between consecutive frames because the
light sometimes flashes.

The super-resolution processing adapts from a low-resolution image sequence
to a high-resolution image sequence. This method requires either motion of the
object or motion of the camera. Because our method does not need either of
these terms, it is more effective than the super-resolution processing.

As shown in Figure 5(b), because our method uses long-term exposure for
four frames, sensitivity is increased by four times.

6 Concluding Remarks

We proposed the image reconstruction method and its dedicated sensor for high-
sensitivity imaging. Experimental results showed that our proposed method is
effective in conditions of low illumination. We developed a dedicated single-chip
image sensor and increased the imaging sensitivity fourfold.

Acknowledgement. This work was supported in part by National Institute of
Information and Communications Technology(NICT).
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Abstract. The ability of recognizing object categories in 3D data is still
an underdeveloped topic. This paper investigates on adopting Implicit
Shape Models (ISMs) for 3D categorization, that, differently from cur-
rent approaches, include also information on the geometrical structure
of each object category. ISMs have been originally proposed for recog-
nition and localization of categories in cluttered images. Modifications
to allow for a correct deployment for 3D data are discussed. Moreover,
we propose modifications to three design points within the structure
of a standard ISM to enhance its effectiveness for the categorization of
databases entries, either 3D or 2D: namely, codebook size and composi-
tion, codeword activation strategy and vote weight strategy. Experimen-
tal results on two standard 3D datasets allow us to discuss the positive
impact of the proposed modifications as well as to show the performance
in recognition accuracy yielded by our approach compared to the state of
the art.

1 Introduction

Object categorization is among the most stimulating, yet challenging, computer
vision tasks. It consists of automatically assigning a category to a particular
object given its representation (an image, a point cloud, ..) and a predefined
taxonomy. In the last decade the main effort has been devoted to categorizing
classes of objects from images [1], one of the most prominent approaches be-
ing the application to image features of the Bag-of-Words paradigm, previously
used for text categorization and document analysis. In particular, this approach,
typically referred to as Bag-of-Features (BoF) or Bag-of-Visual-Words (BoVW),
represents image categories as histograms (”bags”) of feature descriptors [2,3,4].
To account for efficiency, histograms are not built on descriptors themselves
but on an alphabet of descriptors, typically termed ”codebook”, obtained via
clustering or vector quantization [1].

BoF methods turned out to be particularly effective even though, unlike some
more recent proposals, they completely discard geometrical relationships be-
tween object parts. Among those leveraging geometric structure, one of the
most successful proposals is Implicit Shape Models (ISM) [5], that encodes spa-
tial relationships by means of a probabilistic Hough voting in a 3-dimensional
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space representing scale and translation. Moreover, the use of geometrically well-
localized information allows these methods to be deployed also as detectors of
specific object categories in presence of clutter, occlusion and multiple object
instances. Typical object categories of interest have been pedestrians, faces, hu-
mans, cars [5].

The increasing availability of large databases of 3D models has pushed forward
a growing interest towards computer vision and machine learning techniques ca-
pable of processing 3D point clouds and meshes. One of the most investigated
tasks so far has been 3D object retrieval (see [6,7] for surveys) which aims at find-
ing the most similar 3D models in the database to a given query model inputted
by the user. Another well investigated topic concerns 3D object recognition [8,9].
Only very recently the first methods aimed at 3D object categorization have been
proposed in literature. They mainly extend the BoF paradigm to the 3D scenario
by representing categories as histograms of codewords obtained from local shape
descriptions of 3D features [10, 11, 12].

In this paper we investigate on how to deploy Implicit Shape Modeling for the
categorization of 3D data. Although in the reminder of this paper we will focus
only on categorization, it is worth noting that this approach holds the potential
to solve within the same framework the problem of simultaneous localization
and classification of objects in cluttered scenes, even in presence of multiple
instances.

2 3D Implicit Shape Model

The basic idea idea underlying Implicit Shape Models is to perform object cat-
egory recognition and instances localization based on a non-parametric prob-
ability mass function of the position of the object center. These probability
functions come from a probabilistic interpretation of the voting space of a Gen-
eralized Hough Transform algorithm. Votes are casted by local features that are
matched against a codebook learned, together with votes, from a set of training
examples. When applied to 3D data, we identify the general form of an algorithm
training a 3D ISM as follows (Fig. 1 ):

Fig. 1. Overview of the training stage of 3D ISM
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– local features are detected and described from the 3D training data.
– for each category Ci

• all features belonging to Ci are clustered to create the codebook of Ci

• for each training feature fCi

j of category Ci

� fCi

j is matched against the codebook of Ci according to a codeword
activation strategy.

� each activated codeword adds to the ISM of Ci the position of fCi

j

with respect to the object center. Each feature fCi

j needs to incor-
porate a repeatable local Reference Frame (RF), and votes are ex-
pressed with respect to such local RF of fCi

j .

Then, a generical 3D ISM recognition procedure may be decomposed in the
following steps (Fig. 2):

– local features are extracted and described from the 3D input data.
– for each feature fj and each category Ci

• fj is matched against the codebook of Ci according to a codeword acti-
vation strategy.

• each activated codeword casts its set of votes for the Hough Space of Ci

in its ISM.
• votes are rotated and translated so as to be expressed in the local RF

of the input features before voting, thus obtaining Point-of-View (PoV)
independent votes. The magnitude of the vote is set according to a vote
weighting strategy.

– in case of categorization of 3D database entries, the category yielding the
global maximum among all the Hough spaces is selected as output; in case
of detection in a cluttered scene, local maxima of each category above a
threshold are selected as category instance hypotheses for a further verifica-
tion stage and/or pose estimation.

This scheme exhibits two main differences with respect to the use of ISM for
detection of object categories in 2D images. First of all, since the sensor produces
metric data, there is no need for scale invariance: in the 2D case, when casting
votes for the object center, the object scale is treated as a third dimension
in the voting space. With 3D data we can cast votes for object hypotheses
directly in the coordinates space, which is again a 3D dimensional space. The
second difference regards the use of PoV-independent votes, that leads to a
PoV-independent detector. In the original ISM proposal, objects of the same
category being seen under different point of views are regarded as instances of
different, unrelated categories. It is worth pointing out that the use of PoV-
independent votes is not just a nice extension that allows for more flexibility
of the final method, it is indeed mandatory when using 3D ISM to categorizes
3D database entries, for these cannot be assumed to be expressed within the
same global RF. Unfortunately, most of the proposals in the field of 3D local
features do not include a fully defined local RF, e.g. Spin Image [8] uses just
one repeatable axis, the normal, and 3D Shape Context [9] uses a random, not
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Fig. 2. Overview of 3D ISM for Categorization and Detection

repeatable direction on the tangent plane to define a full 3D local RF. However,
SHOT [13] is a recent 3D descriptor proposal that includes a repeatable local RF
and yields state-of-the-art performance. We thus use these features throughout
this work. In turn, one of the contribution of this paper is to show that such
recently proposed features demonstrate good performance even in 3D object
categorization, an experiment that was not proposed in [13].

In the previous overview of the method we have highlighted the main design
decisions that need to be taken to define a 3D ISM, i.e. the codeword activa-
tion strategy and the vote weighting strategy. In the following we address, by
discussion and experiments, the possible alternatives for these design choices
together with other major issues related to codebook size and composition. It is
worth noting that, although we have conducted experiments using 3D data only,
all our reasoning is independent from data dimensionality. Therefore, we expect
the observations drawn from our analysis to be beneficial also for the case of
standard 2D ISMs.

3 Codebook

3.1 Codebook Size

Codebooks are widely used for 2D and 3D object categorization (e.g. [14] [10]
[11]). The reason behind their use is efficiency, both in terms of memory occu-
pancy of the codebook and computational time for codeword activation. They
are not expected to have any positive impact on the generalization abilities of
the algorithms. They are usually built by applying some standard clustering
algorithms, like K-Means, on the features extracted from the training data. Lit-
tle attention, however, has been paid to the loss in discriminative power of the
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Fig. 3. Impact of codebook size on mean recognition rate and mean recognition time

codebook after size reduction. Furthermore, research in the field of Approximate
Nearest Neighbor provides us efficient methods to solve the codeword activa-
tion problem even in high dimensional spaces and with large databases [15].
Finally, the cost of storing a set of descriptors for each training model of the
currently publicly available 3D datasets is nowadays definitely affordable by off-
the-shelf machines. Based on the above considerations, we investigated on the
actual importance of building a codebook to successfully perform object category
recognition in 3D data.

The chart in Fig. 3 shows the outcome of an experiment carried out on the
Aim@Shape Watertight dataset (see Sec. 6 for more details about the dataset and
the experimental methodology ). We used half dataset for training and half for
testing, i.e. ten models for training and ten for testing for each category. 200 mesh
vertexes were randomly selected on each training model obtaining 2000 features
as training set for each category. We then performed K-Means on this set, varying
K logarithmically from 10 to 2000. We used such codebooks to categorize the test
set. The best mean recognition rate is obtained with 2000 codewords, i.e. using
the plain training data without any clustering. Loss in efficiency is minimal, for
instance using 100 codewords the mean time to categorize one test model is about
42 ms, whereas using the plain training set as codebook it slightly increases to
about 52 ms. Memory occupancy, of course, scales linearly with codebook size
and, for the considered dataset, when using no clustering is less than 57MB.
Therefore, based on the indication of this and other similar experiments, in the
following we use as ”codebook” the whole training data, without carrying out
any clustering on them.

3.2 Sharing Codewords among Categories

In the original ISM proposal, the case of simultaneous recognition of multi-
ple categories is solved by running a detector for each category, endowed with
its own codebook built from training data belonging to its category. We refer
to this configuration as ISM with separated codebooks : codebooks of different
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categories are independently built and used. In the context of categorization of
DB entries, we have investigated on another possible configuration, that we refer
to here as ISM with global codebook : a codebook is created from the training data
belonging to all categories and then used by all ISMs. The Shape Model of each
category is still built during the training stage by considering only the training
data belonging to that category. However, denoting with SMi the Shape Model
of category Ci, not only those originated by the training data of Ci, but all
the codewords in the codebook, regardless of the categories of the features that
generated them, can participate to SMi, provided that they are similar - accord-
ing to the codeword activation strategy - to any of the training features of Ci.
Therefore, this scheme endows the ISM paradigm with a broader capability of
generalization: whilst the separated codebooks configuration is able to generalize
at an intra-class level, by letting features observed in different training instances
of the same class collaborate to the detection of an instance during testing, the
global codebook configuration lets ISM generalize also at an inter-class level. It
allows features observed in training examples of different categories to reinforce
the hypothesis that an instance of category Ci is present. In other words, it
builds a ”universal” codebook of all the likely features given the training data,
and then associates a spatial location for a specific category to all those that are
”similar” to the training features of such category, regardless of the labels of the
training data that originated that codeword.

It is worth highlighting that memory requirements of both configurations are
equal: although a global codebook requires C times more space than a separated
codebook, with C the number of categories, only one instance of it has to be
stored in memory since it can be shared among all the C 3D ISM required by
our proposal. Query time scales logarithmically with the size of the codebook:
since codewords in the global codebook are C times those of the separated code-
books, query time is increased by logC, a limited amount for typical number of
categories in publicly available 3D databases (i.e. less than 30).

4 Codeword Activation Strategy

The codeword activation strategy proposed for the deployment of ISM in the
case of 2D data [5] is the cutoff threshold : codewords are activated, and, thus,
cast their votes, if their distance from the test feature is below a threshold. An
alternative approach is represented by the k-NN activation strategy: the closest
k codewords to the test feature are activated, regardless of their distance. We
consider the latter strategy more suitable to the task of categorization, the reason
being twofold. First of all, in those parts of the feature space characterised by
a high codeword density, k-NN activates generally less features than the cutoff
strategy, only the k most similar ones. By increasing the number of votes casted
by each test feature in the Hough Space we may expect to sharpen the peak
corresponding to a true instance of the class, but also to generate spurious peaks
in the voting space, by randomly accumulating wrong votes in the same bin. In
such parts of the feature space, the k-NN strategy acts as a filter that aims at
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reducing the probability of adding noise into the Hough Space, while it hopefully
retains the ability to let the correct hypothesis emerge, by selecting only the
most similar codewords. Secondly, in those parts of the feature space with a
low density or even absence of codewords, k-NN activates anyhow k codewords,
whereas the cutoff strategy cast very few votes, if any. Indeed, being the threshold
generally chosen as small as to prevent generation of false peaks, the cutoff
strategy generally tends not to activate any codeword in low density regions
of the feature space. Obviously, the codewords activated by the k-NN strategy
can be really different from the test data. Still, given the training set, they are
the most similar available: if we have to generalize from the training examples
to attempt to classify the current input, they appear a reasonable choice. The
same reasoning does not hold when using 3D ISM to detect instances in cluttered
scenes: in such a case, a high distance from any codeword is likely to indicate
that the test feature comes from clutter and hence should not cast votes, such
behavior being correctly modeled by the cutoff strategy. Yet, when reasoning in
absence of clutter, as it is the case of categorization of entries of a 3D database,
the k-NN strategy offers an adaptive behavior with respect to the training data
that seems more suitable to the task.

5 Votes Weighting Strategy

In [5], the vote weight for each pair (test feature, vector in the shape model) is
given by the product of a match weight and an occurrence weight

w = p (on, x|Ci, l) ∗ p (C∗
i |fk) =

1
|M | ∗

1
|Occ [i]| (1)

with M being the set of codewords activated by the test feature fk and Occ[i]
being the set of vectors in the Shape Model associated with codeword i.

The rationale behind this choice is tightly coupled with the use of the original
ISM for detection in cluttered scenes. In presence of clutter, there is an obvious
trade off between increasing the number of true detections and limiting the
number of false detections. The choice of the vote weighting strategy operated
in [5] goes in this direction. If a feature activates more codewords than another
feature and/or if such codewords can be observed in more feasible positions
with respect to the object center than other codewords, then this feature will be
regarded as less distinctive since it likely generates more spurious votes in the
Hough Space. By keeping low the weight, i.e. the confidence, on the position of
the object center for the votes of such features, the original ISM tries to choose a
good working point to optimize the above mentioned trade-off, by keeping below
the detection threshold such spurious local maxima of the voting space. We refer
to this vote weighting strategy as Localization Weights (LW).

Again, in absence of clutter the scenario is different. Recall from Sec. 2 that we
propose to select as output the category yielding the global maximum among all
the Hough spaces. Therefore, in this case the emphasis for each 3D ISM should be
on supporting as much as possible its best hypothesis. This means that spurious
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local maxima are not relevant for categorization, as long as they do not hide
the true global maximum. Since we can reasonably expect that the geometrical
consistent bin will likely be the strongest peak in the voting space, there is no
reason to try to weaken local maxima by acting on the vote weight. On the
other hand, using the original ISM vote weighting strategy may uselessly reduce
the strength of the global maximum only because features that casted vote for it
have also casted votes for wrong locations, and this can lead to a wrong selection
of the correct category in the final competition among each global maximum of
all categories. Hence, in the case of categorization, we have investigated on the
use of the same constant weight for all features and codewords. Hereinafter, we
will denote this vote weighting strategy as Categorization Weights (CW).

6 Experimental Results

We have tested our proposals on the Aim@Shape Watertight (ASW) dataset,
previously used for the evaluation of 3D object categorization algorithms such
as [10], and on the Princeton Shape Benchmark (PSB) [16], already used for
3D categorization in [11]. Since meshes in the PSB dataset exhibit a high vari-
ance in metric dimensions, even within the same class, to define a Hough Space
suitable for all meshes, we normalize models before using them for testing or
training. Specifically, we translate the model barycenter into the origin, com-
pute the Eigenvalue Decomposition (EVD) of the scatter matrix of each model
to find its principal axes, we scale the model down or up by a scale factor given
by 1/Xmax −Xmin, with Xmax,Xmin the maximum and minimum coordinates
of the mesh along the first principal axis, and finally rotate the model to align
it with its principal axes. It is important to note that, due to the sign ambigu-
ity inherent to the EVD (see e.g. [13]), we still need PoV-independent votes to
achieve correct categorization. This normalization allows also for an important
simplification: we can define the Hough Space just around the barycenter, i.e.
the origin: any hypothesis for the object center laying far away from the barycen-
ter will clearly be a spurious peak in the voting space. This improves both the
effectiveness and the efficiency of our method, since it reduces the memory foot-
print needed to store the Hough Space. In particular, we used a Hough Space
consisting of one squared bin, centered in the origin and with a side of 0.2. In
all the experiments with both datasets we randomly extract 200 feature points
from each training model and 1000 feature points from each testing model, and
we describe them using SHOT with 16 spatial sectors (8 on the tangent plane
and 2 concentric spheres) and 10 bins for the normal histograms. We do not
perform any multi scale description, we use just a single support radius, equal
to 0.25 and 0.45 for the AWS and the PSB dataset, respectively. As discussed
in section 3.1, we use a plain codebook composed by all training descriptors.

The Aim@Shape Watertight dataset contains 20 categories, each composed of
20 models. We tested our performance on this dataset according to two method-
ologies. First, we divided the dataset in a training and a testing set by taking the
first 10 models of each category as training set and the rest as testing set. With
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Fig. 4. Confusion Matrix for Aim@Shape Watertight, 1-NN Codeword Activation
Strategy and CW Votes Weighting Strategy. The rows represent the test categories
of the input model, the columns the output of the 3D ISM.

this configuration we studied the influence of the previously discussed design
issues. Then, we also performed Leave-One-Out cross validation as done in [10],
to be able to compare our results with such related work. Of course, the first
test is more challenging, since significantly less training data is available to learn
category shapes.

Results for the first series of experiments are reported in Fig. 5. We compared
the performance of all the combinations of the proposed design decisions, i.e.
global codebook (GC) vs. separated codebooks (SC), LW vs. CW and k-NN vs.
cutoff with different values. The best recognition rate for this dataset is 79% and
is obtained using 1-NN as Codeword Activation Strategy and a global codebook.
In such configuration LW is the same as CW, since each codeword has zero or
one vote. Fig. 4 reports the confusion matrix for such case.

In the case of the Leave-One-Out cross validation, [10] reports a mean recog-
nition rate of 87.25%. Using 2-NN as Codeword Activation Strategy, a global
codebook and CW as Votes Weighting Strategy, we have obtained 100%.

The PSB dataset comes with a hierarchical categorization and a predefined di-
vision in training and testing sets. We use such categorization and such division.
To compare our results against those in [11] we use the categorization level named
Coarse 2, although it defines quite abstract meta-categories, such as ”Household”,
which includes electric guitars, guns as well as stairs, or ”-1”, that stands for ”all
other models in the dataset”. Clearly this dataset is more challenging than ASW,
the intra-class and the inter-class variability being definitely higher.
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(a) cutoff

(b) k-NN

Fig. 5. Mean recognition rate as a function of varying cutoff and k-NN values on
Aim@Shape Watertight

Results are reported in Fig. 6. We compared the same combinations as in the
previous experiment. The best recognition rate for this dataset is 50.2% and is
obtained using 2-NN as Codeword Activation Strategy, a global codebook and
the CW Votes Weighting Strategy. [11] reports a mean recognition rate of 55%.
It is worth noting that, in addition to the previously mentioned difficulties, the
PSB dataset presents also a highly variable point density among the models. As
it has been noted in [13], point density variation is not well tolerated by current
3D descriptors. This was explicitly accounted for in [11], where all PSB meshes
were resampled to a constant number of vertexes, uniformly distributed in the
meshes. We have not implemented such resampling yet, that could likely improve
our performance.

7 Discussion

The most evident outcome of our investigation is definitely the fact that the Code-
word Activation Strategy and codebook composition play a significant role on
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the performance of 3D ISM for categorization. In both datasets k-NN with global
codebook consistently outperforms the cutoff threshold with both kinds of code-
book composition, regardlessof the choice of k. This confirm two intuitions: a) that
the intrinsic adaptation to codewords density in the feature space provided by k-
NN is more suitable for database entries categorization, i.e. in absence of clutter,
since it enhances ISM generalization ability; b) that the global codebook, when
compatible with the application constraints on memory occupancy and computa-
tion time, endows ISM with higher, inter-class generalization power.

Experiments also reveal a tight coupling between the use of k-NN and the
global codebook: k-NN with separated codebooks exhibits unsatisfactory per-
formance, even with respect to the cutoff strategy. With the global codebook
the k nearest neighbor codewords for a test feature are the same for each tested
category, i.e. they represent the overall k most similar features throughout those
belonging to all categories seen in the training stage, what then differs for the dif-
ferent categories is how these codewords vote in the different ISMs. In particular,
it is worth pointing out that, differently from the case of separated codebooks,
it happens that some of the codewords have no associated votes in the ISM of a
specific category. This happens when a codeword is not similar to any training
data of that category. Therefore, many of the k activated codewords will likely
vote only for a subset of the categories, so that votes accumulation in the Hough
Space has more chances to let the true category emerge, being required to filter
out a limited amount of wrong votes. In other words, this configuration bal-
ances the impact of codebook (i.e. of features similarity) and shape model (i.e.
of geometrical structure) and results in good recognition rates. With separated
codebooks, instead, the k nearest neighbors are different in different codebooks,
so that in several of them the activated codewords may be very dissimilar to the
test feature. Moreover, since there are no codewords without votes in this config-
uration, all the activated codewords will cast votes in their shape models. This
configuration, therefore, tends to diminish the importance of feature similarity
and relies almost completely on shape models being able to select the correct
category. This increases the probability of generating wrong, spurious peaks in
the voting space.

The vote weighting strategy does not play a role as important as the other two
discussed design decisions. Nevertheless, as far as the k-NN codeword activation
strategy is concerned, the Categorization Voting obtains consistently slightly
better performance in both datasets and with both kind of codebooks. This
provides experimental evidence to the reasoning of Sec. 5.

As for the experiments on the cutoff threshold strategy, whilst on the PSB
dataset the global codebook is still the favorable option, and there is little differ-
ence between the votes weighting strategies, in the case of the ASW dataset the
decisive factor for obtaining higher performance seems to be the LW strategy
whereas, unlike in the k-NN case, the codebook options seem to have quite a
minor impact. We ascribe the latter to the cutoff strategy intrisecally balancing
feature similarity and geometrical structure, for dissimilar codewords, given the
cutoff threshold, cannot cast votes at recognition time also when the separated
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(a) cutoff

(b) k-NN

Fig. 6. Mean recognition rate as a function of varying cutoff and k-NN values on the
PSB coarse 2 dataset

codebook is used. On the other hand, it is quite more difficult to explain the
higher performance of LW on this dataset. The higher performance of LW seems
to suggest that in the ASW dataset wrong categories are supported in the voting
space by less distinctive codewords, whose vote weights are indeed diminished
by using LW.

The Confusion Matrix in Fig. 4 evidences how, beside gross errors that must
be accounted to the difficulty of the task, several errors are somehow reasonable
for an algorithm that tries to categorize objects based only on 3D shape. For
instance, the category ”Octopus”, for which our proposal fails to recognize the
majority of test models, is confused with ”Hand”, ”Armadillo” and ”Fourleg”,
i.e. with categories that present sort of ”limbs” in configurations similar to those
assumed by the models in the ”Octopus” category. The 40% of ”Fourleg” test
models are wrongly categorized as ”Armadillo”, which, again, in some training
models appears in a Fourleg-like pose. All the wrongly assigned test models of
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”Bearing” are labeled as ”Table” or ”Plier”, which have parts (the legs, the han-
dles) that are shaped as bearings. Provided that this dataset can be successfully
categorized by using only shape when enough training data can be deployed,
as our 100% result in the Leave-One-Out test demonstrates, the mostly reason-
able errors in the Confusion Matrix show that our proposal is able to learn a
plausible, although less specific, model for the category shape in presence of less
training data.

8 Conclusions

We have presented a new proposal for categorization of 3D data, which relies
on the deployment of Implicit Shape Models in combination with a recently
proposed 3D descriptor. We have devised the general structure of a 3D ISM
and, based on its analysis, identified and discussed three design decisions that
could improve the performance of the method when used for categorization.
Experimental results on two well known and relative large datasets demonstrate
that the combination of the k-NN codeword activation strategy and the use of a
global codebook built from the whole training data of all categories is more suited
to categorization than the standard ISM approach. Votes weighting strategy,
on the other hand, does not seem to play such an important role for overall
performance. The proposed optimal configuration compares favorably with the
state of the art in 3D data categorization, obtaining similar results in one case
and outperforming current proposals on the other considered dataset.
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Abstract. This paper proposes a method for phase registration of a sin-
gle non-parametric quasi-periodic signal. After a short-term period has
been detected for each sample by normalized autocorrelation, Self Dy-
namic Time Warping (Self DTW) between a quasi-periodic signal and
that with multiple-period shifts is applied to obtain corresponding sam-
ples of the same phase. A phase sequence is finally estimated by the
optimization framework including the data term derived from the corre-
spondences, the regularization term derived from short-term periods, and
a monotonic increasing constraint of the phase. Experiments on quasi-
periodic signals from both simulated and real data show the effectiveness
of the proposed method.

1 Introduction

Periodic signal analysis has been widely studied in the computer vision field as
well as signal processing field, as the periodic signal plays quite an important role
in many applications ranging from transmitting information via a radio carrier
wave [1] [2] in the electronic communication field to periodic motion detection
from video, periodic action recognition (e.g., walking and running), person iden-
tification from periodic motion (e.g., gait-based person identification [3]).

Such a periodic signal is often modulated in terms of amplitude, frequency, and
phase by design or by chance, and is converted into a quasi-periodic signal. Typ-
ical examples of intentional modulation are Amplitude Modulation (AM) and
Frequency Modulation (FM) [1] used in radio broadcasts, and Phase Modulation
(PM) [2] used in radio control, where a carrier wave with known parameters is
given as reference and the modulation is estimated based on the carrier wave.

On the other hand, accidental modulation is induced by a fluctuation in the
sampling interval (network camera with limited communication band width) or
that of the periodic signal source itself (e.g., fluctuations in human walking pat-
terns). Estimating phases from such phase-modulated quasi-periodic signals is
quite an important task in many applications. For example, temporal interpo-
lation of a video with constant phase evolution needs the correct phase infor-
mation for each key frame. Moreover, temporal super resolution of a periodic
image sequence needs accurate phase registration data with sub-sampling order

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 667–678, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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displacement of phase, in the same way that spatial super resolution needs image
registration data with sub-pixel order displacement [4]. Phase registration data
is also essential to reconstruct a manifold parameterized by phase in periodic
action analysis and recognition and accurate period segmentation for periodic
signal matching. In cases where a reference periodic signal is available, Dynamic
Time Warping (DTW) [5] (more specifically, continuous DP [6] in the periodic
signal case) is a powerful tool for matching two sequences with non-linear time
warping, in the sense that matching results give phase registration data. The
reference signal is, however, usually not available in the above applications.

This paper tackles the challenging problem of phase registration from a single
quasi-periodic signal. After a short-term period has been detected for each sam-
ple, Self DTW between the quasi-periodic signal and that with multiple-period
shifts is applied to obtain corresponding samples with the same phase. A phase
sequence is finally estimated in a sub-sampling order by the optimization frame-
work where an objective function is composed of the data term derived from the
correspondences, the regularization term derived from short-term periods, and
a monotonic increasing constraint of the phase.

2 Related Work

Parametric representation: A periodic signal is usually represented by a pe-
riodic function parameterized by amplitude, frequency, and phase, and it is often
observed together with additive noise. Such parametric expression is widely used
in the context of periodic signal reconstruction [7] and detection [8], enhance-
ment of a specific frequency [9], estimation of amplitude [10], and decomposition
of multiple periodic signals [11] [12] [13]. The common key technique in these
approaches is parameter estimation and hence, non-parametric periodic signals
are out of scope.
Linear time warping: Linear time warping is conventionally used in periodic
action recognition such as gait recognition [14] [15] [16]. Periods are usually
first detected as an interval of signal peaks [3] by maximum entropy spectrum
estimation [17] or by maximum normalized autocorrelation [18]. The signals
are then linearly stretched/shrunk so that the periods of two signals match.
Naturally, these methods cannot deal with non-linear time warping within a
period.
Non-linear time warping: Dynamic Time Warping (DTW) [5] has been widely
used for elastic matching of two sequences in the field of action recognition [19]
and gait recognition [20]. The Hidden Markov Model (HMM) is a probabilistic
framework version of the DTW, which is also used in phase state estimation
in walker motion extraction [21], gait silhouette refinement [22] [23], and gait
recognition [24] [25]. An HMM needs sufficient training sequences and hence,
cannot be applied directly to phase registration from a single sequence. More-
over, the number of states should be sufficiently large to realize a sub-sampling
order phase estimation and this leads to an explosive increase in the number of
training samples required.
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3 Phase Registration

3.1 Problem Statement

Given a periodic function of the multi-dimensional signal f (t) with period P that
satisfies f(t + jP ) = f (t) ∀j ∈ Z, a time normalized by period P , is introduced
as an absolute phase s and a relative phase s̃ as

s = sP (t) =
1
P
t (1)

s̃ = s− *s+, (2)

where sP (t) is a phase function, and *s+ is a floor function. A normalized periodic
function is subsequently introduced as

h(s) = f(s−1
P (s)), (3)

which satisfies h(s) = h(s̃) ∀s.
Next, it is assumed that the phase function sP (t) is distorted by fluctuation

into sQ(t) and that the periodic signal f (t) is converted to a quasi-periodic signal
g(t), which is subject to

g(t) = h(sQ(t)) = f (sQ(s−1
P (s))). (4)

Given the quasi-periodic signal g(t) and its phase function sQ(t), the periodic
function is reconstructed as

h(s) = g(s−1
Q (s)). (5)

In addition, since the signal is usually quantized in observation, we redefine
the above variables at quantized time ti (i = 0, . . . , N) with subscription i (e.g.,
gi = g(ti)). Therefore, our objective is to estimate a phase sequence SQ = {sQ,i}
from a given quasi periodic sequence G = {gi}. This is referred to as the phase
registration problem in this paper.

On the other hand, the following ambiguity of the phase function and nor-
malized periodic function remains. Given another phase function s′Q(t) and an-
other normalized periodic function h′(s) = h(s′Q(s−1

Q (s))) that satisfies h′(s) =
h′(s̃) ∀s, another quasi-periodic function g′(t) is defined in two ways as g′(t) =
h(s′Q(t)) = h′(sQ(t)). Therefore, given the quasi-periodic function g(t), the am-
biguity of combinations of the phase function sQ(t) and the normalized periodic
function h(s) remains. In this paper, we estimate one of the phase functions.

3.2 Pseudo Period Estimation

First, we define a differential of the phase function

dsQ(t)
dt

=
1

PQ(t)
, (6)
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where PQ(t) is called the pseudo period in this paper. Note that the pseudo period
PQ(t) is equivalent to the period P for the periodic signal, which is obvious from
Eq. (2). The equation in quantized domain is also defined as

sQ,i+1 − sQ,i =
1

PQ,i
. (7)

Then, the pseudo period is estimated by maximizing a short-term normalized
autocorrelation as

P̂Q,i = arg max
PQ∈[Pmin,Pmax]

Ci(PQ) (8)

Ci(PQ) =

∑
τ∈Ii

gT
τ gτ+PQ√∑

τ∈Ii
||gτ ||2

√∑
τ∈Ii

||gτ+PQ ||2
(9)

Ii = {τ | i− αPmax ≤ τ ≤ i + αPmax, τ ∈ Z}, (10)

where [Pmin, Pmax] is a domain of the pseudo period which is obtained by existing
methods of period detection or given by prior knowledge, and α is a coefficient
to control the size of the window function for the short-term mask.

3.3 Self Dynamic Time Warping

Given a correspondence of two samples i and uj
i with j periods difference (call

this the jth period correspondence and denote it as x = [i, u]), they are ideally
subject to

sQ,uj
i
− sQ,i = j (11)

guj
i

= gi., (12)

where the equations denote the phase constraint and signal consistency, respec-
tively. Hence, Eq. (11) is exploited as a constraint for phase registration, and we
try to find the correspondences based on the signal consistency of Eq. (12) by ap-
plying Self Dynamic Time Warping (Self DTW) to the quasi periodic sequence G.

First, an initial estimate of the jth period correspondence x̂j
i = [i, ûj

i ] is
obtained from the estimated pseudo period P̂Q,i in a recursive manner as

ûj
i = ûj−1

i + P̂Q,ûj−1
i

, û0
i = i (13)

Second, lower and upper bounds of the jth period correspondence are set to

uj
low,i = max{ûj

i − βP̂Q,ûj
i
, 0} (14)

uj
up,i = min{ûj

i + βP̂Q,ûj
i
, N}. (15)

Thus, a Self DTW path search region is defined as Rj = {x = [i, u]| ûj
low,i ≤

u ≤ ûup,i ∀i ∈ [0, N ]}, and subsequently the source and terminal regions are set
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to Rj
S = {x = [0, u]| x ∈ Rj} and Rj

T = {x = [i, N ]| x ∈ Rj}, respectively, as
illustrated in Fig. 1. Now, the correspondence problem is decoded as continuous
dynamic programming [6] in the search region Rj .

The formulation is given as follows. A cumulative cost c(x) and a counter
n(x) are introduced and these are initialized for x ∈ Rj

S as

c(x) = cI(x), n(x) = 1, (16)

where cI(x) is a cost function for the signal intensity difference given as cI(x) =
||gi − gu||.

Next, a transition process is considered. We limit the previous state xp to the
current state x to T j(x) = {[i− 1, u − 1], [i− 2, u − 1], [i− 1, u − 2]} ∩ Rj and
define the optimal previous state to the current state as xj

p
∗(x), which is given

as

xj
p

∗
(x) = arg min

xp∈T j(x)

{
c(xp)
n(xp)

+ cT (x,xp)
}
, (17)

where the first and second terms on the right side are, respectively, the counter-
normalized previous cumulative cost and the transition cost function, given as
cT (x,xp) = ||x−xp||L1 . Then, the cumulative cost and the counter are updated
as

c(x) = c(xj
p(x)

∗
) + cI(x) + cT (x,xj

p

∗
(x)) (18)

n(x) = n(xj
p

∗
(x)) + 1 (19)

After the cost propagation of all the states in Rj , the optimal state at the
terminal is

xj
T

∗
= arg min

x∈Rj
T

c(x)
n(x)

. (20)

Subsequently, the terminal counter and the optimal terminal state are redefined,
respectively, as nj = n(xj

T

∗
) and xj

nj

∗ = xj
T

∗
for convenience, and the optimal

path is back tracked as xj
i

∗
= xj

p
∗(xj

i+1
∗
) for i = nj − 1, . . . , 1. In the following

sections, the optimal correspondence sequence is denoted as Xj = {xj
i | i =

1, . . . , nj}.

3.4 Phase Sequence Optimization

Phase sequence SQ is estimated by taking the following three points into consid-
eration: (1) the obtained optimal correspondence sequence Xj , (2) the smooth-
ness of the phase sequence SQ, and (3) monotonically increasing the phase
sequence SQ as

S∗
Q = arg min

SQ

D(SQ) (21)
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Fig. 1. Overview of Self DTW

D(SQ) =
∑

j

∑
[i,u]∈Xj

(sQ,u − sQ,i − j)2

+λ

N−1∑
i=0

(
sQ,i+1 − sQ,i −

1
P̂Q,i

)2

(22)

subject to sQ,i+1 − sQ,i ≥ 0 ∀i = 0, . . . , N − 1, (23)

where the first and second terms on the right side of Eq. (22) are the data term
derived from the correspondences and the regularization term derived from Eqs.
(7) and (8), respectively, and λ is the regularization term coefficient.

As described before, the ambiguity of the phase function remains. First, a
constant shift Δs in s′Q(t) = sQ(t) + Δs does not change the value of the ob-
jective functions and the constraints at all, because all the sQ,i are used in the
subtraction form. Therefore, the following constraint is added without loss of
generality

sQ,0 = 0. (24)

Second, considering another phase function s′Q(t) = sQ(t) + r(t) with a quasi-
periodic shift r(t) that satisfies

r(t) = r(t′) ∀[t, t′] ∈ {[t, t′]| s̃Q(t′) = s̃Q(t)} (25)
dr(t)
dt

≥ −dsQ(t)
dt

, (26)

the quasi-periodic shift r(t) does not change the data term of the objective
functions assuming no correspondence error. In other words, the quasi-periodic
shift r(t) depends on a tradeoff between the correspondence errors in the data
term and residuals between inverses of the correct pseudo period PQ,i and its
estimate P̂Q,i in the regularization term.

Finally, because the objective function D(SQ) is a quadratic form and the
constraints of Eqs. (23) and (24) are a linear form, the above optimization prob-
lem is solved by convex quadratic programming using the active set method.
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4 Experiments

4.1 Simulation Data

We carried out experiments on simulation data to confirm the effectiveness of
the proposed phase registration. First, we generated three normalized periodic
functions with a single dimension as a non-parametric function, with the second
order differential (d2h/ds2) randomly drawn from a uniform distribution in the
domain [-500,500] and with boundary conditions h(1) = h(0) = 0. The phase
function sQ(t) was also generated by a non-parametric scheme in the same way.
Given the pseudo period function PQ(t) with second order differential (d2PQ/dt2)
drawn from a uniform distribution in the domain [-0.25, 0.25] with boundary
conditions PQ(0) = PQ(T ) = P , where T is the time at the final frame and
P is a predefined period, the phase function sQ(t) is given by the first order
differential equation dsQ/dt = 1/PQ(t) with initial condition sQ(t) = 0. In this
simulation, T and P were set to 10 and 100, respectively.

Third, quasi-periodic sequences were generated by sampling at (1/P ) intervals
as gi = h(sQ(it/P )), i = 0, . . . , N , where N = TP is the sample ID at the final
frames. Fourth, sequences with noise were also generated as g′i = gi+δ, where δ is
drawn from a Gaussian distribution with standard deviation σ = 0.1. The other
parameters used in each process were set experimentally as α = 1.0, β = 0.3, and
λ = 10.0. The generated signals were phase-modulated as shown in Fig. 2(a).

If a reference signal is not given in the problem statement, existing methods
such as continuous cyclic DP and cyclic HMM cannot be applied. Therefore, we
regard the following scheme based on the estimated pseudo period with Short-
Term Period Detection (STPD) as a baseline algorithm for comparison:

sQ,i+1 = sQ,i + P̂Q,i, (27)

where we initialize sQ,0 = 0. Note that this is also equivalent to the case in which
the regularization coefficient λ is set to infinity in the proposed framework.

First, we evaluated the errors between the estimated phase and the ground
truth in Fig. 2(b). Because the ambiguity of the phase function is as described pre-
viously, bias components in the errors should be ignored here. As a result, the error
variance in noisy data is larger than that in data without noise in the proposed
method. The error patterns are, however, still similar to a quasi-periodic form; this
implies the possibility of another combination of the phase function s′Q(t) and the
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(a) Without noise (b) With noise

Fig. 3. Phase registration results for simulated data

normalized periodic function h′(s). On the other hand, the error variance in the
baseline method (STPD) is larger than that in the proposed method, and further-
more, the error patterns are not similar to a quasi-periodic form.

Next, phase registration results were evaluated in the domain of the relative
phase s̃∗Q,i and the corresponding signal intensity gi in Fig. 3. Note that their
plots form a certain normalized periodic function h(s) if the phase is correctly
registered. As a result, the plots for the data without noise in the proposed
method lie on a single curve and they form similar curves to the original signals
(Fig. 3(a)). Moreover, the plots for the noisy data seem to lie within the range
of additive noise distribution in the quasi-periodic sequence (Fig. 3(b)). On the
other hand, the plots of the baseline method are widely distributed around the
original signals due to incorrect phase registration.

4.2 Real Data

We also conducted an experiment on a gait silhouette sequence with gradual
speed variations ranging from 6 km/h to 10 km/h as shown in Fig. 4. An image
sequence of a walking person on a speed-controllable treadmill was captured at
60 fps and a size-normalized silhouette sequence (88 by 128 pixels) extracted by
graph cut-based segmentation in conjunction with background subtraction [26].
PCA was then applied to the silhouette images and subsequently, the proposed
method was applied to the dimension-reduced data.

Figure 5 shows gait silhouette images aligned at the estimated relative phase.
Despite the significant variation in gait style due to large speed variations from
walking (6 km/h) to running (10 km/h), all the gait phases, such as double-
support phase and single-support phase, are well registered for the different
speeds. Note that non-uniform alignment intervals of the gait silhouette images
in Fig. 5 represent non-linear time distortion due to the gait fluctuation obtained
by the proposed Self DTW.

From an application viewpoint, phase-registered image sequences are quite use-
ful. For example, given just a single walking sequence with speed variation, a gait
manifold parameterized by both phase and walking speed can be constructed by
re-sampling the phase-registered speed-varied gait image sequence as shown in
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Fig. 4. Subsequences of input gait silhouettes (every 4 frames). Top to bottom rows
correspond to 6, 7, 8, 9, and 10 km/h, respectively. Note that the phases among different
walking speeds are not synchronized.

Relative phase0.0 0.5

Fig. 5. Gait silhouette images aligned at the estimated phases (every 2 frames, a half
gait period). The horizontal axis indicates the relative phase s̃ and each silhouette image
is aligned at the estimated relative phase. The vertical axis indicates the number of
periods (every 5 periods). Changes in the rows from top to bottom represent a gradual
speed increase from 6 km/h to 10 km/h.
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Fig. 6. A 2D gait manifold parameterized by phase and walking speed. While each
color loop depicts a manifold for each walking speed parameterized by phase, gray
lines represent phase synchronization among the walking speeds.

Fig. 6. The gait manifold enables us to analyze the gait pose transition by walk-
ing speed for the same phase as well as that by phase for the same walking speed.
Moreover, in the context of gait recognition with speed variations, the 2D gait
manifold is provided as an efficient gallery expression, unlike the existing 1D gait
manifold parameterized only by phase [16]. A set of 1D gait manifolds with dif-
ferent speeds depicted as colored loops in Fig. 6 cannot deal with variations in
walking speed within a period, particularly as they do not provide phase registra-
tion information for different walking speeds depicted as gray lines in Fig. 6. On
the other hand, since a 2D gait manifold has such phase registration information
for different walking speeds, it can appropriately match a sequence with walking
speed variations within a period in the framework of 1D-2D (input to gallery) dy-
namic programming. Note that the proposed method is applicable not only to gait
with speed variation, but also to general quasi-periodic signals undergoing transi-
tion by factors other than phase, such as periodic action recognition with gradual
view changes or periodic signal analysis with gradual attenuation1.

5 Conclusion

This paper proposed a method for phase registration of a single non-parametric
quasi-periodic signal. Having detected a short-term period for each sample by
1 In these cases, the manifold is parameterized by phase and view or degree of

attenuation.
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normalized autocorrelation, correspondences of multiple-period shifts are ob-
tained by Self Dynamic Time Warping (Self DTW), which are used in the sub-
sequent phase optimization framework.

Future works include eliminating ambiguity between the phase function and
normalized period function based on the periodicity of the estimated phase se-
quence, extension of the proposed method for a quasi-periodic signal with both
phase and amplitude modulation, and application to matching and time super-
resolution of the quasi-periodic signals.
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Research(S) 21220003.
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Abstract. Discriminative approaches for human pose estimation model
the functional mapping, or conditional distribution, between image fea-
tures and 3D pose. Learning such multi-modal models in high dimen-
sional spaces, however, is challenging with limited training data; often
resulting in over-fitting and poor generalization. To address these issues
latent variable models (LVMs) have been introduced. Shared LVMs at-
tempt to learn a coherent, typically non-linear, latent space shared by
image features and 3D poses, distribution of data in that latent space,
and conditional distributions to and from this latent space to carry out
inference. Discovering the shared manifold structure can, in itself, how-
ever, be challenging. In addition, shared LVMs models are most often
non-parametric, requiring the model representation to be a function of
the training set size. We present a parametric framework that addresses
these shortcoming. In particular, we learn latent spaces, and distribu-
tions within them, for image features and 3D poses separately first, and
then learn a multi-modal conditional density between these two low-
dimensional spaces in the form of Gaussian Mixture Regression. Using
our model we can address the issue of over-fitting and generalization,
since the data is denser in the learned latent space, as well as avoid
the necessity of learning a shared manifold for the data. We quantita-
tively evaluate and compare the performance of the proposed method to
several state-of-the-art alternatives, and show that our method gives a
competitive performance.

1 Introduction

Monocular pose estimation has been a focus of much research in vision due to
abundance of applications for marker-less motion capture in activity recognition
and human computer interaction. Despite much research, however, monocular
pose estimation remains a difficult task; challenges include high-dimensionality
of the state space, image clutter, occlusions, lighting and appearance variations,
to name a few.

Most prior works can be classified into two classes of approaches: genera-
tive and discriminative. Generative approaches [1,2] define an image formation
model by predicting appearance of the body x given a hypothesized state of

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 679–690, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Graphical model representations of models used for discriminative human
pose estimation, including Regression Models [3, 13], Mixture Models (e.g., Mixture
of Experts (MoE) [4, 14]), Spectral Latent Variable Models (SLVM) [11], Gaussian
Process Latent Variable Models [17, 12] and Shared Kernel Information Embeddings
(sKIE) [18]. In all illustrations x denotes observed input variable corresponding to
image features, y denotes the inferred 3D pose, and z corresponds to auxiliary latent
variables (in case of Mixture of Gaussians (MoE) corresponding to the latent mixture
component identity).

the body (pose) y; an inference framework is then used to infer the posterior,
p(y|x) ∝ p(x|y)p(y) over time. Since the inference often takes the form of non-
convex search in a high-dimensional space of body articulations, these methods
are computationally expensive and can suffer from local convergence (typically
requiring a good initial guess for pose to seed the search).

Discriminative approaches [3,4, 5,6,7,8, 9,10,11,12, 13,14, 15,16] avoid build-
ing an explicit imaging model, and instead opt to learn regression function,
y = f(x), that maps from image features, x, to 3D pose, y; or probabilistically,
a conditional distribution p(y|x) directly. The main goal is to learn a model
from labeled training data, {x(i),y(i)}N

i=1, that provides efficient and effective
generalization for new examples at test time. The difficulty with this class of
methods is twofold: (1) the conditional probability of pose given image features,
p(y|x), is typically multi-modal: different image features can be explained by
several poses; and (2) learning high dimensional regression functions, or condi-
tional distributions, using limited training data is challenging and often results
in over-fitting. Here we focus on discriminative pose estimation.

Discriminative methods can further be categorized into: parametric and non-
parametric. Parametric methods are appealing because the model representation
is fixed1. Simple parametric models, e.g., Linear Regression (LR) [3] or Relevance
Vector Machine (RVM) [3,10], however, are (i) unable to deal with a multi-modal
nature of the problem and (ii) unable to model the fine non-linear relationship be-
tween image features and pose. Non-parametric methods, e.g., Nearest Neighbor
Regression [13] or Kernel Regression [13], are able to model arbitrary complex
relationships between input features and output poses, subject to the availability
of the training data.

To deal with multi-modality, on the parametric side, mixture models were
introduced, e.g., Mixture of Regressors [4] or Mixture of Experts [14]. On the
non-parametric side, local models that cluster data into convex sets and use
uni-modal predictions within each cluster became popular (e.g., Local Gaussian

1 Complexity of the model is not a function of the number of training examples.
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Process Latent Variable Models (Local GPLVM) [16]). In both cases over-fitting
and generalization remained an issue, due to the need for large training datasets,
as noted in [12].

To alleviate this problem Latent Variable Models (LVMs) were introduced as
an intermediate representation. Kanaujia et al., [11], proposed Spectral LVMs to
learn a non-linear latent embedding of the 3D pose data and a separately trained
mixture model to map from the image features to the plausible latent positions
in the sub-space. The relationship between the image features and latent space,
however, was assumed to be linear within each mixture component. As an alter-
native, Shared Gaussian Processes Latent Variable Model (Shared GPLVM) was
introduced in [12] and [17], where the latent embedding was learned to preserve
the joint structure of image features and 3D poses simultaneously; the forward
non-linear mappings from the latent space to the input and output spaces were
also learned at the same time. Due to the lack of backward mapping from the
image features to the latent space, inference remained expensive, requiring mul-
tiple optimizations at the cost of O(N2), where N is the number of training
examples. Shared Kernel Information Embeddings (sKIE) [18] provided closed
form mappings to and from the latent space reducing the training and inference
complexity by an order of magnitude. Both Shared GPLVM and sKIE are non-
parametric, with the model complexity being a function of the training set size;
this makes them less appealing for use with larger datasets.

We present a parametric counterpart framework to the non-parametric latent
models discussed above.

1. We learn a multi-modal joint density model between the image features and
the 3D pose, in the form of a Gaussian Mixture Model (GMM). GMM allows
us to deal with multi-modality in the data and derive explicit conditional dis-
tributions for inference, in the form of Gaussian Mixture Regression (GMR).

2. To alleviate the need for large training sets while at the same time limiting
over-fitting, we formulate the GMM learning in the latent spaces for both
image features and 3D pose.

3. Since the manifold structure of both image features and 3D poses is complex
and cannot be well approximated by simple linear latent spaces, we propose
to use Locality Preserving Projections (LPP) [19] that while learning linear
mapping can discover non-linear manifold structure [19]. LPP also provides
us with closed form forward and backward mappings between the latent
space(s) and input/output space(s).

As a result our model is able to: (1) deal with multi-modalities in the data, (2)
model complex structure of the image feature and pose manifolds, (3) provides
both forward and backwards mapping between the respective manifolds and
original image feature or pose spaces, and (4) alleviates the need for learning, a
sometimes hard to obtain2, shared manifold structure.

2 Shared manifold structure can be hard to obtain, for example, if the input and
output features have vastly different dimensionality.
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2 Gaussian Mixture Regression

Non-parametric regression methods rely on manifold local smoothness in a typ-
ically high-dimensional input/output spaces to model the regression function;
however, they can suffer from local sparsity problems. When the data is sparse
(which is typically the case for high-dimensional spaces) and a test point is far
from the training data, the kernels tend to produce poor estimates. In addition,
the complexity of non-parametric methods is typically a function of the training
set size (e.g., O(N) for KIE and O(N2) for GPLVM), making them hard to
scale to large datasets. In this paper, we employ a parametric Gaussian Mixture
Regression to address these problems.

Given observations (e.g., image features), x ∈ Rdx , and targets (e.g., 3D
poses), y ∈ Rdy , where dx is dimensionality of the observation, and dy is dimen-
sionality of the target space, we assume the joint data samples, (x,y), follow the
Gaussian mixture distribution with K mixture components,

P (x,y) =
K∑

k=1

πkP (x,y;μk,Λk) (1)

where P (x,y;μk,Λk) is the multivariate Gaussian density function. The param-
eters of model include prior weights, πk, means, μk = [μk,x μk,y]T , and variances,
Λk = [Λk,x Λk,xy;Λk,yx Λk,y], of each Gaussian component.

The joint density can be expressed as the sum of the products of the marginal
density of x, and the probability density function of y conditioned on x:

P (x,y) =
K∑

k=1

πkP (y|x;mk, σ
2
k)P (x;μk,x,Λk,x). (2)

Similarly, the marginal distribution,

P (x) =
∑
y

P (x,y) =
K∑

k=1

πkP (x;μk,x,Λk,x), (3)

is also a mixture.
The global regression function can be obtained by combing (2) and (3):

P (y|x) =
P (x,y)
P (x)

=
∑K

k=1 πkP (x;μk,x,Λk,x)P (y|x;mk, σ
2
k)∑K

k=1 πkP (x;μk,x,Λk,x)
(4)

This can be expressed as a mixture of conditional distributions, P (y|x) =∑K
k=1 ωkP (y|x;mk, σ

2
k), where the mixing weights ωk are defined as:

ωk =
πkP (x;μk,x,Λk,x)∑K
j=1 πjP (x;μj,x,Λj,x)

. (5)
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The mean and the variance of the conditional distribution P (y|x) can be ac-
quired in closed form by:

mk = μk,x + Λk,yxΛ−1
k,x(x− μk,x) (6)

σ2
k = Λk,y −Λk,yxΛ−1

k,xΛk,xy (7)

The learning can be achieved with a simple Gaussian Mixture Model, using
Expectation Maximization (EM) procedure with K-means initialization. The
prediction given a new input can be obtained by computing expectation over
P (y|x):

E[P (y|x)] =
K∑

k=1

ωkmk. (8)

Alternatively, if the conditional relationship is truly multi-modal, it is better to
look at the modes given by mj directly. In general, we can have up to K distinct
modes in the conditional distribution for a given input, x.

Relationship to Other Methods. Notice that the regression function (8) de-
rived from the joint mixture Gaussian density is of the form of a kernel estimator.
However, there is a key difference with non-parametric regression: the mixture
weights, ωk, are not determined by the local structure of the data, but rather
by the components of a global Gaussian mixture model.

The Nadaraya-Watson kernel smoother [20] is a Gaussian Mixture Regression
model with K = N components, where N is the total number of training points.
At the other end of the spectrum, K = 1 is approximately the classical linear
regression model. Hence, the Gaussian Mixture Regression model can, in princi-
pal, represent a spectrum of regression models, ranging from the non-parametric
kernel regression, where K = N , to the classical linear regression, K = 1.

Mixture Gaussian Regression is also closely related to the Mixture of Regres-
sion model and Mixture of Experts model (with a particular form of experts and
gaits). For more discussion of this, see [21], Section 2.2.3.

3 Latent GMR Body Pose Estimation

As described in the previous section, we could use image features for inputs and
3D poses for targets and learn a GMR model in the original high-dimensional
space. This has two shortcomings, however: (1) this would involve estimation of
large number of parameters and hence require lots of training data, and (2) this
assumes essentially a piece-wise multi-linear relationship between image features
and 3D pose. For these reasons, we postulate that learning GMR in the latent
space of both, image features and pose, actually results in better generalization
and overall quality of the model.

To test this assumption we run a simple illustrative experiment with canonical
correlation analysis. Canonical correlation analysis (CCA) [22] is a technique to
extract common features from a pair of multivariate data. CCA, first proposed
by Hotelling in 1936 [23], finds linear basis vectors for two sets of variables, such
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Fig. 2. Canonical component analysis of the silhouette and the human pose in the
original and latent spaces (see text for more details)

that the correlation between the projections of variables onto these basis vectors
are mutually maximized. We learn two CCA models based on 200 image-pose
pairs: one for raw silhouette binary features ∈ R2450 and pose features encoded
using 3D joint positions ∈ R69 (Fig. 2 (left)); and one for latent projections of
the image and poses into 100 and 7 dimensional linear sub-spaces, obtained using
PCA (Fig. 2 (right)); we illustrate only the first dimension along each of the axis
in Fig. 2. It is clear from Fig. 2 that pose and image features are more closely
correlated when projected into latent spaces (which reduces noise and optimally
weights features). However, CCA is likely suffer from overfitting when having
small training sets, and regularizing the solution introduces additional param-
eters to tune. Moreover, to model non-linear relations between image features
and pose parameters kernel methods need to be applied, and it is unclear how
to learn the functional form of the kernel and the kernel parameters specially in
presence of limited training samples. In next section we propose to use Locality
Preserving Projection (LPP) as an efficient and effective dimensionality reduc-
tion algorithm to capture the subtle manifold structure of the data. Additionally,
LPP is not as prone to over-fitting and does not make assumptions about the
global distribution of the data.

3.1 Locality Preserving Projections

Nonlinear dimensionality reduction techniques like Isomap [24], Locally Linear
Embedding [10, 7], or Gaussian Process Latent Variable Models [12] identify a
low dimensional embedding of the data, but are defined only for the training data
points (i.e., only give a mapping from the manifold to the original data space);
it is unclear how to obtain a latent position for a new test points. This makes
inference challenging, often involving optimization [12] of the latent position
based on the initial guess given by a set of nearest neighbors in the original
space.

In contrast, the Locality Preserving Projections (LPP) [19], like PCA, can be
simply applied to any new data point to locate it in the reduced representation
space by finding the optimal linear approximations to the eigenfunctions of the
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Laplace Beltrami operator on the manifold. Therefore, we use LPP to find low-
dimensional embeddings of both image features and 3D poses.

For example, given a training dataset of N poses, Y = {y(1),y(2), ...,y(N)} ∈
Rdy×N , we want to find a transformation matrix A = [a1, ...,adz ]T of basis vec-
tors, ai, that maps these points to a set of latent points Z = {z(1), z(2), ..., z(N)} ∈
R

dz×N (dz � dy), such that z(i) is a low dimensional manifold embedding rep-
resentation of a high dimensional space pose y(i). Following [19], this can be
expressed as:

min
A

ATYLYTA

subject to ATYDYTA = I (9)

Where D is a diagonal matrix whose entries are column sums of weight matrix
W, and W incurs a heavy penalty if neighboring training points are mapped far
apart; L = D−W is Laplacian matrix.

3.2 Learning

Learning of the proposed model, is formulated as a three step procedure. Given a
dataset of labeled feature-pose pairs, {x(i),y(i)}N

i=1, we: (1) learn a low-dimensional
embedding of the 3D pose data, {y(1),y(2), ...,y(N)}, by solving optimization in
Eq. 9; (2) learn a low-dimensional embedding of the image features by solving
similar optimization for {x(1),x(2), ...,x(N)}; (3) learning a Gaussian Mixture
Model (GMM) for the latent features and pose representations, {z(i)

x , z(i)
y }N

i=1 ,
obtained in (1) and (2).

3.3 Inference

Given a learned model, the inference for a new test image, represented in terms
of image features x̂, involves: (1) getting a latent representation of x̂, ẑx, by
applying a learned LPP mapping, Ax; (2) closed form conditioning of Gaus-
sian Mixture Model (GMM), using ẑx, to obtain a Gaussian Mixture Regression
(GMR) function; (3) inferring the latent 3D pose, ẑy, by either computing expec-
tation over GMR (for uni-modal predictions) or using modes (for multi-modal
predictions); (4) reconstructing the high-dimensional 3D pose from the latent
estimate(s), by applying an inverse LPP mapping, Ay.

4 Experiments

4.1 Data Sets

We test the performance of our method on three datasets: (1) Poser dataset
– synthetic sequences produced by Poser software [25], (2) CMU dataset – real
image/mocap dataset publicly available from [26], and (3) standard dataset with
provided error metrics made available by Agarwal and Triggs [3].
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Fig. 3. Synthesized data generated by Poser 7 software

Poser dataset. We synthesize image data from motion capture sequences using
Poser 7 software. The motion sequences come from 8 categories: walk, run, dance,
fall, prone, sit, transitions and misc (see Fig. 3). A total of 5 sequences within
each category are broken into: 3 training and 2 testing sequences, with each
sequence containing approximately 500 frames. The size of each synthetic image
is 500 × 490. We represent body pose in terms of 3D positions of 23 joints,
resulting in dy = 69. All poses are represented in relative terms by subtracting
the skeleton root (pelvis) from all other joint centers in every frame.
CMU dataset. From CMU Graphics Lab Motion Capture Database(seeFig. 4),
we choose sequences of Subject 2 as training data, and use sequences in Subject

Image

GroundTruth

KR

LR

MLR

MoE

GMR

Latent GMR

Fig. 4. Evaluation on frames: 38, 48, 58, 68, 78, and 88 of the 08-04 sequence from the
CMU motion capture database
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1, 8, 15 and 17 as test data. The size of each image is 240 × 352. We represent
body pose in terms of 3D positions of 31 joints, resulting in dy = 93. Again, all
poses are represented relative to the skeleton root (pelvis).
Image features. A number of representations for image features have been
introduced over the years, e.g., Scale invariant feature transform (SIFT) [15, 6]
or histogram of shape context [27,3,4,14], to name a few. Similar to prior work,
we rely on silhouette features and encode them using a simpler 60D global shape
context representation.
Error measure. We use a standard average joint position error inline as done
by [18]. We report RMSE of average joint error in centimeters (cm).
Agarwal and Triggs dataset. To compare to other published techniques, we
also utilize a publicly available benchmark dataset, that contains 1927 training
and 418 test images, synthetically generated from mocap data. The pose is en-
coded using 54 joint angles in this case. The image features and error metric
are provided with the dataset [3]. Silhouette features are represented using 100-
dimensional feature vectors encoding the image silhouette using vector-quantized
shape contexts. The mean RMSE error is computed over joint angles and is mea-
sured in degrees (for details see [3]).

4.2 Comparison

We compare our Latent GMR model with a number of alternatives, including:
non-parametric regression model (kernel regression (KR)) and parametric regres-
sion models (linear regression (LR), mixture of linear regressors (MLR), mixture
of experts (MoE), and Mixture Gaussian Regression (MGR)) in the originals
high-dimensional space. The results are shown in Table 1 and Table 2. We use
the same training and test datasets for all methods, and we also use a fixed set of
parameters, for all sequences. For example, we train all the mixture models with
K = 8 components. Other parameters are chosen by cross-validation: e.g., the
width of the RBF kernel in KR. In our method, the Locality Preserving Projec-
tions (LPP) is trained to keep 95% of the original energy. The results for [4, 14]
in Table 1 and Table 2 are based on re-implementations of the original work3. In
all cases we compare the expectations computed under the models with ground
truth.

We can see that since our features and data are sparse, kernel regression (KR)
tends to work poorly in these cases. The performance of mixture models degrades
as the data points start to fall close to the boundary between the two experts
(since we are using expectation for inference). For this reason, sometimes the
performance of mixture models is lower than that of uni-modal linear regression.
Our Latent GRM model tends to produce better performance than competing
methods.

Since the proposed Latent GMR contains two parts, i.e., latent representation
for the data and GMR model for inference, we attempt to study the interplay of
3 For the purpose of comparison, we do not explore the temporal prior which is

employed in [10].
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Table 1. Evaluation of different algorithms on the Poser dataset (for details see text)

Error (cm) KR LR MLR [4] MoE [14] GMR Latent GMR

dance S1 10.85 5.83 5.76 5.72 7.79 5.60
S2 10.37 5.23 5.10 5.04 6.23 4.91

falls S1 15.32 10.40 10.27 10.25 10.82 10.05
S2 16.31 11.50 11.32 11.26 12.99 10.92

miscs S1 8.32 3.59 3.53 3.42 3.86 3.28
S2 19.27 12.19 12.11 12.10 14.44 11.80

prone S1 11.36 6.55 6.46 6.40 7.06 5.88
S2 12.46 6.36 6.32 6.28 7.00 6.19

run S1 8.94 4.70 4.65 4.64 6.23 4.31
S2 11.65 5.96 5.85 5.79 6.89 5.62

sit S1 18.56 13.29 13.24 13.20 14.14 13.01
S2 9.65 4.92 4.87 4.81 6.03 4.24

transition S1 11.23 5.78 5.50 5.44 6.17 5.32
S2 10.65 6.07 5.92 5.91 6.50 5.81

walk S1 11.65 6.36 6.18 6.06 6.71 5.93
S2 9.15 3.55 3.38 3.34 3.73 3.15

Average 12.23 7.01 6.90 6.85 7.91 6.62

Table 2. Evaluation of different algorithms in CMU motion capture database; the
learning and inference time is also given in (seconds)

Error (cm) KR LR MLR [4] MoE [14] GMR Latent GMR

Subject 1
01-01 18.27 16.18 2.80 15.79 17.76 14.49
01-05 22.27 23.01 22.05 21.77 20.36 18.49
01-08 32.88 34.74 34.46 34.12 35.02 32.76

Subject 8
08-02 19.00 13.93 13.43 13.14 15.00 11.78
08-03 17.59 19.95 19.34 19.17 19.90 18.66
08-04 16.69 22.22 18.55 18.33 18.10 15.45

Subject 15
15-06 20.24 13.64 13.31 13.25 14.26 13.14
15-11 15.90 14.26 13.81 13.59 14.88 13.42
15-13 28.82 23.18 23.12 23.01 27.46 22.95

Subject 17
17-03 29.49 25.49 24.02 23.68 26.73 23.23
17-05 21.43 13.93 13.70 13.42 15.96 12.01
17-07 21.43 15.84 15.05 14.77 16.69 14.55

Average 21.99 19.68 18.83 18.61 20.13 17.54

Train time 0 0.06 75 79.18 17.82 19.38
Test time 10.28 0.02 0.16 0.17 14.89 1.14

Table 3. Detailed experiments on CMU motion capture database. We train on Subject
17, Sequences 01–05 and test on Subject 17, Sequences 07–10.

Error (cm) KR LR
MLR [4] MoE [14] GMR

Exp B8 Exp B8 Exp B8
Orig. Space 37.98 25.69 26.73 23.40 25.51 23.26 29.75 20.74

PCA 43.21 35.18 25.04 22.33 24.81 22.22 25.14 16.37
LPP 43.57 22.75 22.70 21.45 22.61 21.29 23.15 12.79

both by running additional experiments on sub-set of data. In addition to prior
experiments, we test PCA, as an alternative to LPP, for latent representation
and a variety of regression models for inference within the latent spaces. We also
show the performance of the expectation (Exp) as well as of multi-hypothesis
mode prediction (B8) (assuming existence of oracle that chooses among the 8
mixture components). The results are illustrated in Table 3.
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Based on Table 3 we make the following 4 observations: (1) inference in the
latent space is nearly always better than in the original space; (2) LPP outper-
forms PCA in terms ability to preserve the manifold structure; (3) LR, MLR,
MoE and GMR perform similarly on uni-modal prediction task; and (4) GMR
outperforms all other methods with multiple predictions. We belive that (4) is
due to the ability of GMR to generatively model the full density over the latent
features and poses (as opposed to other more direct regression methods).

Finally, to compare to published methods we run on Agarwal and Triggs
dataset [3], where we achieve error of 6.71 degrees, which is better the Nearest
Neighbor regression and Linear Regression as reported in [17] and [18] respec-
tively. However, we cannot match the performance of non-parametric shared
LVMs, like Shared GPLVM and Shared KIE, that achieve errors of 6.50 and
5.95 degrees respectively. This is not surprising given that non-parametric mod-
els can represent more complex manifold structure; however, they do come at a
cost of inference and learning which, unlike in our method, are a function of the
training set size.

5 Conclusions and Future Work

In this paper, we present a parametric discriminative framework for 3D pose
inference. Our model has a number of appealing properties, mainly: (1) it can
deal with multi-modalities in the data, (2) model complex structure of the image
feature and pose manifolds, (3) provides both forward and backwards mapping
between the respective manifolds and original image feature or pose spaces, sim-
plifying the inference and (4) alleviates the need for learning, a sometimes hard
to obtain shared non-linear manifold structure. We show that our performance is
comparative or superior to parametric and non-parametric models in the original
high-dimensional space. In the future, we intend to look at learning the model in
a unified manner through a single (as opposed to stage-wise) learning procedure.
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Top-Down Cues for Event Recognition
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Abstract. How to fuse static and dynamic information is a key issue
in event analysis. In this paper, we present a novel approach to com-
bine appearance and motion information together through a top-down
manner for event recognition in real videos. Unlike the conventional
bottom-up way, attention can be focused volitionally on top-down sig-
nals derived from task demands. A video is represented by a collection of
spatio-temporal features, called video words by quantizing the extracted
spatio-temporal interest points (STIPs) from the video. We propose two
approaches to build class specific visual or motion histograms for the
corresponding features. One is using the probability of a class given a
visual or motion word. High probability means more attention should
be paid to this word. Moreover, in order to incorporate the negative
information for each word, we propose to utilize the mutual informa-
tion between each word and event label. High mutual information means
high relevance between this word and the class label. Both methods not
only can characterize two aspects of an event, but also can select the
relevant words, which are all discriminative to the corresponding event.
Experimental results on the TRECVID 2005 and the HOHA video cor-
pus demonstrate that the mean average precision has been improved by
using the proposed method.

1 Introduction

Event recognition is a key task in automatic video analysis, such as seman-
tic summarization, annotation and retrieval. Since 2001, the National Institute
of Standards and Technology (NIST) has started benchmarking content-based-
video retrieval technologies, known as TRECVID [1], in which event detection
is one of the evaluation tasks. NIST provides a benchmark of annotated video
corpus for detecting a set of predefined concepts. Although a lot of efforts have
been made for video based event recognition [2,3,4] and some preliminary results
have been achieved during the past several years, the problem is still far away
from being solved. This is mainly due to the within-event variations caused by
many factors, such as unconstrained motions, cluttered backgrounds, occlusions,
environmental illuminations and objects’ geometric variances.

Recently, many researchers showed their interests in an approach that consid-
ers each video sequence as a collection of spatio-temporal interest points (STIPs).
Laptev et al. [5] first incorporated the temporal constraint to a Harris interesting
point detector to detect local 3D interesting points in the space-time dimension.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 691–702, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Dollar et al. [6] improved the 3D Harris detector and applied Gabor filtering
to the spatial and temporal domain to detect interest points. In this method, a
video can be modeled by the Bag of Words(BoW) [7]model, which has ability to
handle variability in viewpoints, illumination and scales. This influential model
represents each video as a collection of independent codewords in a pre-defined
codebook generated from the training data.

In a video clip, an event usually has two important attributes: what and how.
The what attribute usually refers to the appearance information obtained from
static images. SIFT features [8] have been proved to be good candidates for
the representation of image static information. Similar to SIFT features, Dalal
and Triggs [9] proposed Histogram of Oriented Gradient (HOG) descriptors to
handle pedestrian detection in static images. Recently, Scovanner et al. [10]
proposed 3D SIFT features by applying sub-histograms to encode local tem-
poral and spatial information. On the other hand, the how attribute refers to
an event’s dynamic information usually the object’s motion. Motion feature has
always been considered as an important cue to characterize an event. For in-
stance, in [11], the event is modeled by volumetric features derived from optical
flow in a video sequence. Zhang [12] extracted motion templates (motion im-
ages and motion context) using very simple processing. Histogram of oriented
optical flow (HOOF) [13]was used to recognize human actions by classifying
HOOF time series. Although the above existing approaches partially solved the
even recognition in different aspects, how to effectively combine both what and
how attributes is still an open problem for event recognition. To address this
issue, in [2], a set of methods with motion and bag-of-visual-words combination
were proposed to exploit the relativeness of the motion information and the re-
latedness of the visual information. Dalal et al. [9] combined motion and HOG
appearance to achieve more robust descriptor. Efros et al. [14] employed appear-
ance and flow features in an exemplar based detector for long shots of sports
players, though quantitative performance results were not given.

The conventional approach representing a video usually adopts a bottom-
up paradigm. In this work, we choose a top-down human visual system [15]
instead to combine visual and motion cues for event recognition. In this top-down
human visual system, only a subset of interesting information will be focused
while the rest will be demoted. In other words, not all spatio-temporal features
make the same contribution for different types of events. Some features may
be useless for a particular class of events. If more weights given to the features
highly relevant to the event recognition, the performance could be improved.
Therefore, we propose two approaches in order to weight features: (1) Firstly,
the probability of each word w.r.t the event classes is computed. Then a class-
specific histogram is constructed so that the STIPs with the higher probability of
the corresponding words under the category should be emphasized more; (2)As
an alternative to the probability, the mutual information (MI) of each word w.r.t
the event classes is computed. Mutual information is a nonparametric, model-free
method for scoring a set of features. It can be used to spot all features relevant
to the classification, and to identify groups of features that allow building a
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valid classification model. Recently, MI has been proved to be effective way
for the computation of visual recognition tasks. Liu and Shah [16] utilized
the Maximization of Mutual Information (MMI) to automatically discover the
optimal number of video word clusters. Yuan et al. [17] represented the video
sequence as a bag of spatio-temporal invariant points (STIPs), where the MI
between each STIP and a specific class was evaluated. In this method, action
categorization is based on the mutual information maximization. Due to the
independence assumption of STIPs, this model ignored the dependency among
features. Different from [17], in this paper, we calculate the MI between each
word rather than each STIP and specific class. This MI considers not only the
positive effect of each word, but also the negative tone. By incorporating the
negative training information, our model gains better discriminative power.

The rest of the paper is organized as follows. Section 2 presents the overall
architecture of the proposed method. Section 3 describes the proposed video rep-
resentation method and the class specific histogram in details. Section 4 provides
experiment results. Finally, conclusions are given in Section 5.

2 Overall Architecture

This paper focuses on developing effective techniques for the combination of
visual and motion features. Although more complicated appearance features
such as 3D SIFT could be used instead and may achieve even better results, we
adopt a relatively simple features, HOG (Histogram of Oriented Gradient) as
visual descriptors and HOF (Histogram of Optical Flow) as motion descriptors
in order to validate the proposed combination methods.

Fig. 1. The flowchart of the proposed approach for event recognition

Fig. 1 gives an overview of the framework. First of all, we employ Laptev et
al. [5]’s method to detect spatio-temporal interest points (STIPs) in a video clip.
After that, we utilize HOG as appearance descriptor and HOF as motion descrip-
tor. Subsequently, the visual and motion codebook are generated respectively by
grouping the detected STIP features using the k-means algorithm. The center of
each resulting cluster is defined as a video word. Subsequently, in order to combine
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visual and motion features, we build appearance based motion histogram and mo-
tion based appearance histogram in a top-down manner. For the learning process
we use a method similar to [15]. We start with a set of training videos, in which
all of the positive training sets have been manually marked. For example, HOG
can be used as the descriptor cue and HOF can function as attention cue. Based
on the probability and mutual information of the class for the given word, a class
specific histogram is constructed. In this way, each video clip is eventually repre-
sented as an attention histogram in the framework of BoW. In the testing phase,
the test video is also firstly represented as the attention histogram of BOW and
then classified according to histogram matching between the test video and train-
ing videos. Finally, the test video is classified according to a SVM classifier with
Histogram Intersection kernel.

In the next section, our descriptor and the attention histograms are described
in details.

3 Top-Down Attention Histogram for Event
Representation

3.1 STIPs: Video Representation

Bag-of-Words (BoW) [7, 18] model has been proved to be a powerful tool for
various image analysis tasks. The visual vocabulary provides a mid-level repre-
sentation which helps to bridge the semantic gap between the low-level features
and the high-level concepts. We represent a video as a bag of spatio-temporal
features {di}. Once the visual and motion codebook are generated, we represent
a video clip by ν = {wk} and k ∈ {a,m} for the two cues appearance and motion
codebook respectively. W ∈ ω = {wk

1 , w
k
2 , ..., w

k
n} represents a set of video words.

We denote by Tc+ = {νi} the positive training samples of class c. Symmetri-
cally, Tc− is the negative training dataset of class c, and T = Tc+ ∪ Tc−. For a
standard single-cue BoW, videos are represented by the statistical distribution
of BoW:

n(wk|ν) =
‖ν‖∑
j=1

δ(wk
dj
, wk) (1)

where ‖ν‖ denotes the total number of STIPs in video ν, δ(·) is the indication
function, wk

dj
is the word index of the corresponding STIP dj . Conventionally

fusion methods of the two cues are called early fusion and late fusion respectively,
while early fusion involves creating one joint appearance-motion vocabulary, and
late fusion concatenates both histogram representation of both appearance and
motion, obtained independently.

3.2 Top-Down Attention Histogram

Inspired by the recent work [15], in which a top-down color attention mechanism
combines the advantages of early and late feature fusion together, we resort to
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the top-down human visual attention mechanism to recognize a specific event
category c ∈ C. Evidence from human vision indicates that high-level, class-
based criteria play a crucial role in recognizing objects [19]. The computation
of the video representation is done according to

n(wa|ν,C = c) =
‖ν‖∑
j=1

π(wm
dj
,C = c)δ(wa

dj
, wa) (2)

or

n(wm|ν,C = c) =
‖ν‖∑
j=1

π(wa
dj
,C = c)δ(wm

j , wm) (3)

where C = {1, 2, .., C} is the class label set. Eq. 2 and Eq. 3 indicate that
the visual and motion information play predominant roles. π(wk

j ,C = c) is the
attention information between feature wk and class c. It will function as the
weight of the other cue. For example, by Eq. 2, if motion is the predominant
cue, we get an N -dimensional feature vector, where N is the number of visual
words, and each element is a C-component of motion cue. Each component is
the motion attention weight w.r.t class c. This attention based video represen-
tation indeed encodes both what and how aspects of an event. Each histogram
is about the specific visual word which depicts what aspect, while the motion
cue not only guides the impact of the visual word in capturing how aspect but
also describes our prior knowledge about the categories we are looking for in the
top-down manner. Similarly, by Eq. 2 the appearance information function as
predominance cue is deployed to modulate the motion features. After concate-
nating the class-specific histogram, a video clip ν is eventually represented by a
N ∗ C-dimensional feature vector. In this paper, we propose two approaches to
compute the attention information π(wk,C = c): one is the probability of each
word wk w.r.t specific class c; the other is the mutual information between each
word wk and class c.

probabilistic vote. We resort to the probability for every word w.r.t the spe-
cific class to characterize the impact of the local features on the video represen-
tation.

π(wk,C = c) = P (C = c|wk) (4)

Given a visual or motion word, the probability of a class c P (C = c|wk) can be
estimated by using Bayes formula,

P (C = c|wk) =
P (wk|C = c)P (C = c)

P (wk)
(5)

where P (wk|C = c) is the empirical distribution,

p(wk|C = c) =
1

‖Tc+‖
∑

wk
dj

∈Tc+

δ(wk
dj
, wk) (6)
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Fig. 2. Example class specific information given word wk

can be obtained by summing over the indexes to the positive training videos in
class c. P (wk) is the probability of word wk in all training videos.

p(wk) =
1

‖T‖
∑

wk
dj

∈T

δ(wk
dj
, wk) (7)

High probability w.r.t specific class c means more attention could be paid to the
corresponding given word. However, if the probability is almost equal for every
class, this word will be regarded as irrelevant for the recognition task. By Eq.
3, 2 and Eq. 4, Motion Probability based Appearance Histogram (MPAH) and
Appearance Probability based Motion Histogram (APMH) can be obtained, in
which motion and appearance cues are predominant respectively.

Mutual Information vote. By Eq. 4 only the positive training information
is take into consideration. In [17], better discriminative can be obtained by
incorporating the negative information. Therefore, we resort to the mutual in-
formation to measure the importance of the features. However, we evaluate the
mutual information between a word and a specific class c ∈ C rather than the
mutual information between a STIP and a specific class, since the latter needs
the independence assumption.

π(wk,C = c) = MI(wk; c) (8)
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where MI(wk, c) is the mutual information between word wk and class c can be
obtained by

MI(wk; c) = log
P (wk|C = c)

P (wk)

= log
P (wk|C = c)

P (wk|C = c)P (C = c) + P (wk|C �= c)P (C �= c)

= log
1

P (C = c) + P (wk|C�=c)
P (wk|C=c)P (C �= c)

(9)

From Eq. 9, we can see that the likelihood ratio test P (wk|C�=c)
P (wk|C=c) determines

whether wk votes positively or negatively for class c. If P (wk|C�=c)
P (wk|C=c) > 1, then

MI(wk, c) < 0, which means this video word wk votes a negative score for the
class c. On the contrary, when P (wk|C�=c)

P (wk|C=c) < 1, then MI(wk, c) > 0,wk votes a

positive score for the class c. The likelihood P (wk|C�=c)
P (wk|C=c) can be obtained by

P (wk|C �= c)
P (wk|C = c)

=

1
‖Tc−‖

∑
wk

dj
∈Tc− δ(wk

dj
, wk)

1
‖Tc+‖

∑
wk

dj
∈Tc+ δ(wk

dj
, wk)

(10)

From the representation of MI(wk, c) we can observe that both positive and
negative training information vote a score for the class c. Similarly, MI(wk, c)
encodes how much information from word wk in class c. High mutual informa-
tion between word wk and class label c means that the word feature wk is highly
relevant. Fig. 2 shows an example of the class specific information. For a motion
word wk extracted from TRECIVD 2005 video dataset, both the probability of
each class and the mutual information w.r.t each class c is computed. Note that,
generally, high probability corresponding to high information. In this instance,
given a word, the probability of class “Walking”is the maximum, while the mu-
tual information MI(wm,C = 5) is positive thus means this word is relate to
the video event with class label ”Walking”. However, the mutual information
is not necessarily the highest. In contrast, the words with mutual information
near zero are statistically independent from the class label, where the ones with
negative mutual information vote a negative score for the corresponding label.

4 Experiment

4.1 Data Sets

In order to demonstrate the performance of the proposed method, two different
datasets :HOHA [5] and TRECVID 2005 [1], are used. Fig. 3 shows some sample
pictures. HOHA contains 430 video clips, i.e., short sequences from 32 movies,
of which 219 are used for training and 211 are used for testing. Each sample is
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Some sample frames from the HOHA video dataset. From left to right: AnswerPhone,
Kiss, SitUp, HandShake, SitDown, HugPerson, GetOutCar, StandUp

Some sample frames from the TRECVID 2005 video corpus. From left to right:
Existing Car, Handshaking, Running, Demonstration or protest, Walking, Riot,
Dancing, Shooting, People Marching.

Fig. 3. Example frames from HOHA and TRECVID dataset

annotated according to 8 classes: AnswerPhone, GetOutCar, HandShake, Hug-
Person, Kiss, SitDown, SitUp, StandUp. The ground truth of TRECVID 2005
dataset is based on LSCOM annotated events concepts [20]. After removing the
events with a few positive samples, 9 of which are chosen as our evaluation set.
Because the LSCOM annotation labels are deficient for our dynamic concepts,
we re-annotated the event labels by watching all frames within the video shot.
As a result, there are 1610 positive clips in total over the 9 events: Existing
Car, Handshaking, Running, Demonstration Or Protest, Walking, Riot, Danc-
ing, Shooting, People Marching, among which, half is used for classifier training
and the remaining for testing. We evaluate the classification performance using
the Average Precision (AP) measure, which is the standard evaluation metric
employed in the TRECVID benchmark. Mean average precision (MAP) Average
precision is proportional to the area under a recall-precision curve. To calculate
AP for one concept, we first rank the test data according to the prediction of
each sample. MAP is then calculated by averaging APs across all concepts.

4.2 Classifier

For classification, SVMs [21] are employed as “one-against-all”manner to esti-
mate the likelihood of a given feature vector extracted from a video clip belonging
to an event. In our experiments we use libSVM [21] with intersection kernel since
it requires significantly less computational time while makes satisfactory results.
For two BoW based histograms Hi and Hj extracted from video i and j, the
intersection kernel is computed as:

K(Hi, Hj) =
∑N∗C

n=1 min(Hi(n), Hj(n))

min(
∑N∗C

n=1 Hi(n),
∑n

n=1 Hj(n))
(11)
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Fig. 4. Comparison of APs(%) between different features for recognizing action events
in HOHA. HOG: Histogram of Oriented Gradient; HOF: Histogram of Flow; AMIMH:
Appearance Mutual Information based Motion Histogram; MMIAH: Motion Mutual
Information based Appearance Histogram; APMH: Appearance Probability based Mo-
tion Histogram; MPAH: Motion Probability based Appearance Histogram.

4.3 HOHA

In this section, we present the results using our proposed method on HOHA
dataset. We build a vocabulary of 600 visual words, 600 motions words and 600
combination words by clustering the HOG and HOF and HOG+HOF descrip-
tors respectively. Fig. 4 shows the performances for eight actions on HOHA.
Unlike most existing approaches which need object tracking, detection or ground
substraction, our method is data driven and therefore does not need any pre-
processing step. Moreover, there is no parameters needed to be determined in
our method. From Fig. 4, we can observe that appearance (HOG) and mo-
tion (HOF) itself could not be a good guide to the performance of combined
detector. Specially, Appearance Probability based Motion Histogram (APMH)
achieves high mean AP (MAP) of 31.5%. This shows 17% improvement compared
to HOG [5] (MAP=27% ). Appearance Probability based Motion Histogram
(APMH) outperforms EarlyFusion and LateFusion, this validates the proposed
approach that the Appearance Probability based Motion Histogram does guide
the action recognition. Specially, for some action events such as GetOutCar,
HandShake, HugPerson, SitDown and SitUp the attention based combination
feature methods perform best, and for the event “HandShake” mutual infor-
mation vote perform best. It also can be seen that the improvement of mutual
information based features in this dataset is limited. The reason is that mutual
information is inclined to select rare words by Eq. refequ:MI2. On the other
hand, the what aspect usually refers to a person in HOHA dataset, which means
that the appearance features may not play a predominant role such that the ap-
pearance attention based motion histograms do not perform as good as motion
attention based visual histograms.
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Table 1. Comparison of Average Precision (%) using different features on TRECVID
dataset

Event Name HOG HOF HOG+HOF LateFusion MPAH APMH MMIAH AMIMH

Existing-car 15.6 21.8 23.2 24.6 20.8 25.0 30.3 27.8
Handshaking 46.1 46.3 50.8 51.5 47.7 46.4 49.8 54.2

Running 76.0 76.7 78.3 76.3 76.6 77.6 76.4 78.7

Demonstration-Protest 26.4 25.0 16.3 25.2 26.2 26.8 28.1 27.5
Walking 72.0 71.2 72.3 72.9 72.1 72.0 70.9 72.2

Riot 28.9 27.2 28.0 28.2 30.1 28.8 30.6 30.6

Dancing 20.7 21.4 14.4 22.8 22.1 23.4 24.9 26.3

Shooting 60.1 65.6 65.3 62.2 61.8 65.1 68.3 65.7
People-Marching 21.9 20.6 22.6 21.0 21.1 21.9 26.4 24.1

Mean Average Precision 40.9 41.8 41.2 42.9 42.1 43.0 45.1 45.2

4.4 TRECVID

We also quantitatively compare the event recognition accuracy by using the
proposed algorithm with different features. Table. 1 presents the performances
of nine events on TRECVID video corpus. As shown, we have a set of interesting
observations:

1. Among these features, the best performance gain is obtained by Appear-
ance Mutual Information based Attention (AMIMH) with the highest MAP of
45.2%, this shows 10.5% improvement compared with HOG (MAP=40.9%). The
reason is that HOG only captures what aspect of an event, but ignores how as-
pect. Similarly, compared with HOF, an improvement of 8.13% is achieved in
that HOF only captures how aspect, but ignores what ones. Both HoG+HoF
and Late Fusion outperform HOG and HOF, which shows the necessity of the
combination of these two cues. For the latter four features such as MPAH and
MMIAH, appearance words capture what aspect, while their corresponding mo-
tion class specific histograms not only describe how aspect but also provide more
relevant motion features for specific class.

2. In general, the attention based features outperform conventional multi-
ple feature combination methods such as early fusion or late fusion strategies.
Unlike HOHA dataset, mutual information based attention approaches perform
better than probability based attention in TRECVID dataset, which supports
our argument in Section 3 that MI provides more discriminative features for the
classification tasks by incorporating the negative votes of each word. The object
are different from HOHA dataset, whereas former including person, car or other
scenes.

3. A slight disappointing results of Motion Probability based Appearance
Histogram compared with LateFusion method may be caused by the confusion
motion probability of the given word. Such as for the event Existing car, the
appearance of different cars are various, LateFusion has the property of “vo-
cabulary compactness” [15], whereas the Motion Probability based Appearance
Histogram lack it.
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5 Conclusion

In this paper, we propose a novel approach by combining motion and visual fea-
tures together for event recognition in Bag-of Words (BOW) framework. Given
a visual or motion word, both the probability and mutual information of each
class are used to guide the recognition in a top-down way. The results from
TRECVID and HOHA dataset suggest that for most event categories attention
based histograms not only capture two event aspects but also provide more dis-
criminative features. Specially, no parameter needed to be determined within
our approach.
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Abstract. We present a new approach to robustly solve photometric
stereo problems. We cast the problem of recovering surface normals from
multiple lighting conditions as a problem of recovering a low-rank matrix
with both missing entries and corrupted entries, which model all types
of non-Lambertian effects such as shadows and specularities. Unlike pre-
vious approaches that use Least-Squares or heuristic robust techniques,
our method uses advanced convex optimization techniques that are guar-
anteed to find the correct low-rank matrix by simultaneously fixing its
missing and erroneous entries. Extensive experimental results demon-
strate that our method achieves unprecedentedly accurate estimates of
surface normals in the presence of significant amount of shadows and
specularities. The new technique can be used to improve virtually any
photometric stereo method including uncalibrated photometric stereo.

1 Introduction

Photometric stereo [1,2] estimates surface orientations from photographs taken
from a fixed viewpoint under different lighting conditions. Since photometric
stereo can produce a dense normal field at the level of detail that cannot be
achieved by any other triangulation-based approaches, it has generated a lot of
interest for accurate shape reconstruction.

It is well understood that when a Lambertian surface is illuminated by at
least three known lighting directions, the surface orientation at each visible point
can be uniquely determined from its intensities. From different perspectives, it
has long been shown that if there are no shadows, the appearance of a convex
Lambertian scene illuminated from different lighting directions span a three-
dimensional subspace [3] or an illumination cone [4]. Basri and Jacobs [5] and
Georghiades et al [6] have further shown that the images of a convex-shaped
object with cast shadows can also be well-approximated by a low-dimensional
linear subspace. The aforementioned works indicate that there exists a degen-
erate structure in the appearance of Lambertian surfaces under variation in
illumination. This is the key property that all photometric stereo methods har-
ness to determine the surface normals.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 703–717, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Previously, photometric stereo algorithms for Lambertian surfaces generally
find surface normals as the Least Squares solution to a set of linear equations
that relate the observations and known lighting directions, or equivalently, try to
identify the low-dimensional subspace using conventional Principal Component
Analysis (PCA) [7]. Such a solution is known to be optimal if the measurements
are corrupted by only i.i.d. Gaussian noise of small magnitude. Unfortunately,
in reality, photometric measurements rarely obey such a simplistic noisy linear
model: the intensity values at some pixels can be severely affected by specular re-
flections (deviation from the basic Lambertian assumption), sensor saturations,
or shadowing effects. As a result, the Least Squares solution normally ends up
with incorrect estimates of surface orientations in practice.

To overcome this problem, researchers have explored various approaches to
eliminate such deviations by treating the corrupted measurements as outliers,
e.g., using a RANSAC scheme [8, 9], or a median-based approach [10]. To iden-
tify the different types of corruptions in images more carefully, Mukaiegawa et
al [11] have proposed a method for classifying diffuse, specular, attached, and
cast shadow pixels based on RANSAC and outlier elimination.

Contributions: In this paper, we propose a simple but principled solution to
photometric stereo that can deal with any kind of deviation from the basic
Lambertian assumption in a unified framework. We cast the photometric stereo
problem as a problem of recovering and completing a low-rank matrix subject
to sparse, gross errors like corrupted and missing pixels. Unlike previous heuris-
tic methods, under fairly broad conditions, the new method is guaranteed to
correctly recover the low-rank Lambertian diffuse component from the highly
corrupted and incomplete observations. Based on advanced convex optimization
tools for nuclear norm and �1-norm minimization, the new method can efficiently
obtain highly accurate estimates of surface orientations. Our method can be used
to improve virtually any existing photometric stereo method, including uncali-
brated photometric stereo [12], where traditionally, corruption in the data (e.g.,
by specularity) is either neglected or ineffectively dealt with conventional heuris-
tic robust estimation methods.

In contrast to previous robust approaches, our method is computationally
more efficient and provides theoretical guarantees for robustness to large errors.
More importantly, our method is able to use all the available information si-
multaneously for obtaining the optimal result, instead of discarding informative
measurements, e.g., by either selecting the best set of illumination directions [9]
or using the median estimator [10].

2 Photometric Stereo as Low-Rank Matrix Recovery
with Sparse Errors

In this section, we formulate the problem of estimating the normal map as a
rank minimization problem. We first review the basic Lambertian image forma-
tion model, and then discuss how to model large deviations like shadows and
specularities. In the following discussion, we make a few assumptions:
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– The relative position of the camera and object is fixed across all images.
– The object is illuminated by a point light source at infinity.
– The sensor response is linear.

Lambertian Image Formation Model. The appearance I of a Lambertian scene
observed under a lighting direction l ∈ R3 is described as the inner product:

I = ρn · l (1)

where ρ is the diffuse albedo, and n ∈ R3 is the surface normal. Suppose that we
are given n images I1, . . . , In of a scene under different lighting conditions. Let
the region of interest be composed of m pixels in each image.1 We order the pixel
locations with a single index k, and let Ij(k) denote the observed intensity at
pixel location k in image Ij . With this notation, we have the following relation
about the observation Ij(k):

Ij(k) = ρk nk · lj (2)

where ρk is the albedo of the scene at pixel location k, nk ∈ R
3 is the (unit)

surface normal of the scene at pixel location k, and lj ∈ R3 represents the nor-
malized lighting direction vector corresponding to image Ij .2 We assume that
the light intensity is constant across images to simplify the discussion, although
the proposed method is not limited to such a condition.

Low-rank Matrix Structure. Consider the matrix D ∈ Rm×n constructed by
stacking all the vectorized images vec(I) as

D = [vec(I1) | · · · | vec(In)] (3)

where vec(Ij) = [Ij(1), . . . , Ij(m)]T for j = 1, . . . , n. It follows from Eq. 2 that
D can be factorized as follows:

D = NL (4)

where N
.= [ρ1n1 | · · · | ρmnm]T ∈ Rm×3, and L

.= [ l1 | · · · | ln ] ∈ R3×n.
Suppose that the number of images n ≥ 3. Clearly, irrespective of the number
of pixels m and the number of images n, the rank of the matrix D is at most 3.

Modeling Corruptions as Sparse Errors. The low-rank structure of the obser-
vation matrix D described above is seldom observed with real images. This is
due to the presence of shadows and specularities in real images.

– Shadows arise in real images in two possible ways. Some pixels are not
visible in the image because they face away from the light source. Such dark
pixels are referred to as attached shadows [13]. In deriving Eq. 4 from Eq. 2,
we have implicitly assumed that all pixels of the object are illuminated by
the light source in each image. However, if the pixel faces away from the
light source, then the relation no longer holds. Mathematically, this implies
that Eq. 2 must be rewritten as follows:

1 Typically, m is much larger than the number of images n.
2 The convention here is that the lighting direction vectors point from the surface of

the object to the light source.
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Ij(k) = max {ρk nk · lj, 0} (5)

Shadows can also occur in images when the shape of the object’s surface is
not convex: parts of the surface can be occluded from the light source by
other parts. Even though the normal vectors at such occluded pixels may
form a sharp angle with the lighting direction, these pixels appear entirely
dark. We refer to such dark pixels as cast shadows. Irrespective of the type, all
shadows occur in images as dark pixels with very small, if not zero, intensity
values.

– Specularities. Specular reflection arises when the object of interest is not
perfectly diffusive, i.e., when the surface luminance is not purely isotropic.
Thus, the intensity of reflected light depends on the viewing angle, and
light is reflected in a mirror-like fashion accompanied by a specular lobe
when viewed from certain angles. This gives rise to some bright spots or
shiny patches on the surface of the object that significantly deviate from the
Lambertian assumption.

Suppose we represent all these deviations from the ideal low-rank diffusive model
Eq. 4 by an error matrix E ∈ Rm×n. Thus, instead of Eq. 4, the image measure-
ments should be modeled as

D = NL + E (6)
where the matrix E accounts for corruption by shadows or specularities. Now
suppose that only a small fraction of the pixels in each image exhibit strong
specular reflectance and that a large majority of the pixels are illuminated by the
light source. Then, most pixels in the input images obey the low-rank diffusive
model given by Eq. 4, and hence, most entries in the error matrix E will be zero,
i.e., E is a sparse matrix. If the matrix L of lighting directions is known, then
we can compute the surface normals, provided that we can decompose D as the
sum of a low-rank matrix and a sparse error matrix. Thus, the problem can be
stated more formally as follows:

Let I1, . . . , In be n images of an object under different illumination con-
ditions. If D ∈ R

m×n is defined as given in Eq. 3, then find a sparse
matrix E such that the matrix A

.= D − E has the lowest possible rank.

Using a Lagrangian formulation, we can write the above problem as the fol-
lowing optimization problem:

min
A,E

rank(A) + γ ‖E‖0 s.t. D = A + E (7)

where ‖ · ‖0 denotes the �0-norm (number of non-zero entries in the matrix),
and γ > 0 is a parameter that trades off the rank of the solution A versus the
sparsity of the error E. Let (Â, Ê) be the optimal solution to Eq. 7. If the lighting
directions L are given, we can easily recover the matrix N of surface normals
from Â as:

N = ÂL† (8)

where L† denotes the Moore-Penrose pseudo-inverse of L. The surface normals
n1, . . . ,nm can be estimated by normalizing each row of N to have unit norm.
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While Eq. 7 follows from our formulation, it is not tractable since both rank
and �0-norm are non-convex and discontinuous functions. Solving this optimiza-
tion problem efficiently will be the topic of discussion in the next section.

3 Efficient Solution via Convex Programming

As discussed above, the optimization problem given in Eq. 7 is extremely difficult
(NP-hard in general) to solve. In this section, we propose to solve it efficiently
based on recent advances in algorithms for matrix rank minimization [14,15,16].

3.1 Convex Relaxation and Modification

Recently, Wright et al [14] and Chandrasekaran et al [15] have proposed that
the problem in Eq. 7 can be solved by replacing the cost function with its convex
surrogate, provided that the rank of the matrix A is not too high and the number
of non-zero entries in the matrix E is not too large. This convex relaxation,
dubbed Principal Component Pursuit (PCP) in [14], replaces rank(·) with the
nuclear norm (sum of the singular values of the matrix) and the �0-norm with
the matrix �1-norm (sum of the absolute values of all entries of the matrix).
Under quite general conditions, it has been proved in [14, 15] that the following
optimization problem has the same optimal solution as Eq. 7:

min
A,E

‖A‖∗ + λ ‖E‖1 s.t. D = A + E (9)

where ‖ · ‖∗ and ‖ · ‖1 represent the nuclear norm and �1-norm, respectively, and
λ > 0 is a weighting parameter. Theoretical considerations in [14] suggest that
λ must be of the form C/

√
max{m,n}, where C is a constant, typically set to

unity. It is interesting to note that the equivalence between Eq. 7 and Eq. 9 is
not affected by the magnitude of the singular values of the solution A or by the
magnitude of the non-zero entries of the error matrix E.

In the framework of PCP, the locations of the non-zero entries in the sparse
matrix E are assumed to be unknown a priori. But if the locations of some of
the corrupted entries are known, then we can incorporate that information into
the recovery procedure and hence, make the problem somewhat easier to solve.
This is similar in spirit to the matrix completion problem [17,18,19]. Notice that
although both shadows and specularities corrupt the low-rank matrix, they have
different characteristics. While the locations of the specular pixels are hard to
detect, especially that of pixels in specular lobes, it is relatively easy to detect
the location of shadows in an image (e.g., by a simple thresholding of the pixel
values). Thus, we have more information about the shadows than specularities,
and such information can greatly help finding the correct solution. So mathe-
matically, we have a problem of recovering a low-rank matrix with both missing
entries (the shadows) and unknown corrupted entries (the specularities).

We denote by Ω the locations of missing entries in the observed matrix D,
defined in Eq. 3, that correspond to shadows in the input images. By a slight
abuse of notation, we also denote by Ω the linear subspace of m×n matrices with
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support in Ω. Let πΩ represent the orthogonal projection operator corresponding
to the subspace Ω. Thus, we modify the PCP problem in Eq. 9 to the following
one which does both matrix completion and error correction:

min
A,E

‖A‖∗ + λ ‖E‖1 s.t. πΩc(D) = πΩc(A + E) (10)

where Ωc denotes the linear subspace complementary to Ω, and πΩc is the
associated projection operator. The above problem is almost identical to the
PCP problem (Eq. 9), except that the linear equality constraint is now applied
only on the set Ωc of pixels that are not affected by the detected shadows.

3.2 Fast Algorithm Using Augmented Lagrange Multiplier

The optimization problem in Eq. 10 can be re-cast as a semidefinite program
and solved using interior-point methods. Although interior-point methods have
excellent convergence properties, they are not very scalable for large problems.
Fortunately, there has been a flurry of work recently on developing scalable
algorithms for high-dimensional nuclear-norm minimization [16, 20, 21]. In this
section, we show how one such algorithm, the Augmented Lagrange Multiplier
(ALM) method [16,22], can be adapted to efficiently solve Eq. 10.

The basic idea of the ALM method is to minimize the augmented Lagrangian
function instead of directly solving the original constrained optimization prob-
lem. For our problem Eq. 10, the augmented Lagrangian is given by

Lμ(A,E, Y ) = ‖A‖∗+λ‖E‖1+〈Y, πΩc(D−A−E)〉+ μ

2
‖πΩc(D−A−E)‖2

F (11)

where Y ∈ Rm×n is a Lagrange multiplier matrix, μ is a positive constant, 〈·, ·〉
denotes the matrix inner product,3 and ‖ · ‖F denotes the Frobenius norm. For
appropriate choice of the Lagrange multiplier matrix Y and sufficiently large
constant μ, it can be shown that the augmented Lagrangian function has the
same minimizer as the original constrained optimization problem [22]. The ALM
algorithm iteratively estimates both the Lagrange multiplier and the optimal
solution. The basic ALM iteration is given by⎧⎨⎩

(Ak+1, Ek+1) = argminA,E Lμk
(A,E, Yk)

Yk+1 = Yk + μk πΩc(D −Ak+1 − Ek+1)
μk+1 = ρ · μk

(12)

where {μk} is a monotonically increasing positive sequence (ρ > 1).
We now focus our attention on solving the non-trivial first step of the above

iteration. Since it is difficult to minimize Lμk
(·) with respect to both A and E

simultaneously, we adopt an alternating minimization strategy as follows:{
Ej+1 = argminE λ‖E‖1 − 〈Yk, πΩc(E)〉 + μk

2 ‖πΩc(D −Aj − E)‖2
F

Aj+1 = argminA ‖A‖∗ − 〈Yk, πΩc(A)〉 + μk

2 ‖πΩc(D −A− Ej+1)‖2
F

(13)

3 〈X, Y 〉 .= trace(XT Y ).
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Algorithm 1. (Matrix Completion and Recovery via ALM)
INPUT: D ∈ R

m×n, Ω ⊂ {1, . . . , m} × {1, . . . , n}, λ > 0.
Initialize A1 ← 0, E1 ← 0, Y1 ← 0.
while not converged (k = 1, 2, . . .) do

Ak,1 = Ak, Ek,1 = Ek;
while not converged (j = 1, 2, . . .) do

Ek,j+1 = shrink
(
πΩc(D) + 1

μk
Yk − πΩc(Ak,j), λ

μk

)
;

t1 = 1; Z1 = Ak,j; Ak,j,1 = Ak,j ;
while not converged (i = 1, 2, . . .) do

(Ui, Σi, Vi) = svd
(

1
μk

Yk + πΩc(D) − Ek,j+1 + πΩ(Zi)
)
;

Ak,j,i+1 = Ui shrink
(
Σi,

1
μk

)
V T

i , ti+1 = 0.5
(
1 +
√

1 + 4t2i

)
;

Zi+1 = Ak,j,i+1 + ti−1
ti+1

(Ak,j,i+1 − Ak,j,i), Ak,j+1 = Ak,j,i+1;
end while
Ak+1 = Ak,j+1; Ek+1 = Ek,j+1;

end while
Yk+1 = Yk + μk πΩcD − Ak+1 − Ek+1), μk+1 = ρ · μk;

end while
OUTPUT: (Â, Ê) = (Ak, Ek).

Without loss of generality, we assume that the Yk’s and the Ek’s (and hence,
Y and E, respectively) have their support in Ωc. Then, the above minimization
problems in Eq. 13 can be solved as described below.
We first define the shrinkage (or soft-thresholding) operator for scalars as follows:

shrink(x, α) = sign(x) ·max{|x| − α, 0} (14)

where α ≥ 0. When applied to vectors or matrices, the shrinkage operator acts
element-wise. Then, the first step in Eq. 13 has a closed-form solution given by

Ej+1 = shrink
(
πΩc(D) +

1
μk

Yk − πΩc(Aj),
λ

μk

)
(15)

Since it is not possible to express the solution to the second step in Eq. 13 in
closed-form, we adopt an iterative strategy based on the Accelerated Proximal
Gradient (APG) algorithm [23,21,20] to solve it. The iterative procedure is given
as: ⎧⎪⎪⎨⎪⎪⎩

(Ui, Σi, Vi) = svd
(

1
μk

Yk + πΩc(D) − Ej+1 + πΩ(Zi)
)

Ai+1 = Ui shrink
(
Σi,

1
μk

)
V T

i

Zi+1 = Ai+1 + ti−1
ti+1

(Ai+1 −Ai)

(16)

where svd(·) denotes the singular value decomposition operator, and {ti} is a
positive sequence satisfying t1 = 1 and ti+1 = 0.5

(
1 +
√

1 + 4t2i
)
. The entire

algorithm to solve Eq. 10 has been summarized as Algorithm 1.
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4 Experiments

In this section, we verify the effectiveness of the proposed method using both
synthetic and real-world images. We compare our results with a simple Least
Squares (LS) approach, which assumes the ideal diffusive model given by Eq. 4.
However, we do not use those pixels that were classified as shadows (the set Ω).
Thus, the LS method can be summarized by the following optimization problem:

min
N

‖πΩc(D −N L)‖F (17)

We first test our algorithm using synthetic images whose ground-truth normal
maps are known [24]. In these experiments, we quantitatively verify the correct-
ness of our algorithm by computing the angular errors between the estimated
normal map and the ground-truth. We then test our algorithm on more challeng-
ing real images. Throughout this section, we denote by m the number of pixels
in the region of interest in each image, and by n the number of input images
(typically, m % n).

4.1 Quantitative Evaluation with Synthetic Images

In this section, we use synthetic images of three different objects (see Fig. 1(a)-
(c)) under different scenarios to evaluate the performance of our algorithm. Since
these images are free of any noise, we use a pixel threshold value of zero to detect
shadows in the images. Unless otherwise stated, we set λ = 1/

√
m in Eq. 10.

(a) Sphere (b) Caesar (c) Elephant (d) Caesar 
(with texture) 

Fig. 1. Synthetic images used for experiments

a. Specular scene. In this experiment, we generate images of an object under 40
different lighting conditions, where the lighting directions are chosen at random
from a hemisphere with the object placed at the center. The images are generated
with some specular reflection. For all our experiments, we use the Cook-Torrance
reflectance model [25] to generate images with specularities. Thus, there are two
sources of corruption in the images – attached shadows and specularities.

A quantitative evaluation of our method and the Least Squares approach is
presented in Table 1. The estimated normal maps are shown in Fig. 2(b),(c). We
use the RGB channel to encode the 3 spatial components (XYZ) of the normal
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Fig. 2. Specular scene. 40 different images of Caesar were generated using the Cook-
Torrance model for specularities. (a) Ground truth normal map with reference sphere.
(b) and (c) show the surface normals recovered by our method and LS, respectively.
(d) and (e) show the pixel-wise angular error w.r.t. the ground truth.

Table 1. Specular scene. Statistics of angle error in the normals for different objects.
In each case, 40 images were used. In the rightmost column, we indicate the average
percentage of pixels corrupted by attached shadows and specularities in each image.

Object Mean error (in degrees) Max. error (in degrees) Avg. % of corrupted pixels
LS Our method LS Our method Shadow Specularity

Sphere 0.99 5.1 × 10−3 8.1 0.20 18.4 16.1
Caesar 0.96 1.4 × 10−2 8.0 0.22 20.7 13.6

Elephant 0.96 8.7 × 10−3 8.0 0.29 18.1 16.5

map for display purposes. The error is measured in terms of the angular differ-
ence between the ground truth normal and the estimated normal at each pixel
location. The pixel-wise error maps are shown in Fig. 2(d),(e). From the mean
and the maximum angular error (in degrees) in Table 1, we see that our method
is much more accurate than the LS approach. This is because specularities in-
troduce large magnitude errors to a small fraction of pixels in each image whose
locations are unknown. The LS algorithm is not robust to such corruptions while
our method can correct these errors and recover the underlying rank-3 structure
of the matrix. The column on the extreme right of Table 1 indicates the average
percentage of pixels in each image (averaged over all images) that were corrupted
by shadows and specularities, respectively. We note that even when more than
30% of the pixels are corrupted by shadows and specularities, our method can
efficiently retrieve the surface normals.

b. Textured scene. We also test our method using a textured scene. Like the
traditional photometric stereo approach, our method does not have a dependency
on the albedo distribution and works well on such scenes.

We use 40 images of Caesar for this experiment with each image generated
under a different lighting condition (see Fig. 1(d) for example input image). The
estimated normal maps as well as the pixel-wise error maps are shown in Fig. 3.
We provide a quantitative comparison in Table 2 with respect to the ground-
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(a) Ground truth (b) Our method (c) Least Squares (d) Error map  
(our method) 

(e) Error map (LS) 

Fig. 3. Textured scene with specularity. 40 different images of Caesar were gener-
ated with texture, using the Cook-Torrance model for specularities. (a) Ground truth
normal map with reference sphere. (b) and (c) show the surface normals recovered by
our method and LS, respectively. (d) and (e) show the pixel-wise angular error w.r.t.
the ground truth.

Table 2. Textured scene with specularity: Statistics of angle errors. We use 40
images under different illuminations.

Object Mean error (in degrees) Max error (in degrees)
LS Our method LS Our method

Caesar 2.4 0.016 32.2 0.24

truth normal map. From the mean and maximum angular errors, it is evident
that our method performs much better than the LS approach in this scenario.

c. Effect of the number of input images. In the above experiments, we have
used images of the object under 40 different illuminations. In this experiment, we
study the effect of the number of illuminations used. In particular, we would like
to find out empirically the minimum number of images required for our method
to be effective. For this experiment, we generate images of Caesar using the
Cook-Torrance reflectance model, where the lighting directions are generated at
random. The mean percentage of specular pixels in the input images is main-
tained approximately constant at 10%. The angular difference between the es-
timated normal map and the ground truth is used as a measure of accuracy of
the estimate.

We present the experimental results in Table 3. We observe that with 5 input
illuminations, estimates of both algorithms are very inaccurate but our method
is worse than LS. However, when the number of illuminations is larger than 10,
we observe that the mean error in the LS estimate becomes higher than that our
method. Upon increasing the number of images further, the proposed method
consistently outperforms the LS approach. If the number of input images is less
than 20, then the maximum error in the LS estimate is smaller than that of our
method. However, our method performs much better when at least 25 different
illuminations are available. Thus, the proposed technique performs significantly
better as the number of input images increases.
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Table 3. Effect of number of input images. We use synthetic images of Caesar
under different lighting conditions. The number of illuminations is varied from 5 to
40. The angle error is measured with respect to the ground truth normal map. The
illuminations are chosen at random, and the error has been averaged over 20 different
sets of illumination.

Num of images 5 10 15 20 25 30 35 40
Mean error LS 4.5 0.52 0.51 0.53 0.62 0.59 0.59 0.57
(in degrees) Our method 15.1 0.23 0.036 0.026 0.015 0.019 0.017 0.013

Max. error LS 88.2 34.5 13.7 9.0 8.4 7.6 7.6 7.0
(in degrees) Our method 127.9 56.6 25.6 5.8 0.42 0.48 0.37 0.37

(a)  Mean error                                              (b) Maximum error 
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Fig. 4. Effect of increasing size of specular lobes. We use synthetic images of
Caesar under 40 randomly chosen lighting conditions. (a) Mean angular error, (b) Max-
imum angular error w.r.t. the ground truth. The illuminations are chosen at random,
and the error has been averaged over 10 different sets of illumination. (a) contains
illustrations of increasing size of specular lobe.

d. Varying amount of specularity. From the above experiments, it is clear
that the proposed technique is quite robust to specularities in the input images
when compared to the LS method. In this experiment, we empirically determine
the maximum amount of specularity that can be handled by our method. We
use the Caesar scene under 40 randomly chosen illumination conditions for this
experiment. On an average, about 20% of the pixels in each image is corrupted
by attached shadows. We vary the size of the specular lobe in the input images
(as illustrated in Fig. 4(a)), thereby varying the number of corrupted pixels. We
compare the accuracy of our method against the LS technique using the angular
error of the estimates with respect to the ground-truth.

The experimental results are illustrated in Fig. 4. We observe that our method
is very robust when up to 16% of all pixels in the input images are corrupted
by specularities. The LS method, on the other hand, is extremely sensitive to
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Table 4. Handling more specularities by appropriately choosing λ. We use
40 images of Caesar under different lighting conditions with about 28% specularities
and 20% shadows, and set λ = C/

√
m.

C 1.0 0.8 0.6 0.4
Mean error (in degrees) 1.42 0.78 0.19 0.029
Max. error (in degrees) 8.78 8.15 1.86 0.91

even small amounts of specularities in the input images. The angular error in
the estimates of both methods rises as the size of the specular lobe increases.

e. Enhancing performance by better choice of λ. We recall that λ is
a weighting parameter in our formulation given by Eq. 10. In all the above
experiments, we have fixed the value of the parameter λ = 1/

√
m, as suggested

by [14]. While this choice promises a certain degree of error correction, it may
be possible to correct larger amounts of corruption by choosing λ appropriately,
as demonstrated in [26] for instance. Unfortunately, the best choice of λ depends
on the input images, and cannot be determined analytically.

We demonstrate the effect of the weighting parameter λ on a set of 40 im-
ages of Caesar used in the previous experiments. In this set of images, approxi-
mately 20% of the pixels are corrupted by attached shadows and about 28% by
specularities. We choose λ = C/

√
m, and vary the value of C. We evaluate the

results using angular error with respect to the ground-truth normal map. We ob-
serve from Table 4 that the choice of C influences the accuracy of the estimated
normal map. For real-world applications, where the data is typically noisy, the
choice of λ could play an important role in the efficacy of our method.

f. Computation. The core computation of our method is solving a convex
program Eq. 10. For the specular Caesar data (Fig. 1(b)) with 40 images of
450 × 350 resolution, a single-core MATLAB implementation of our method
takes about 7 minutes on a Macbook Pro with a 2.8 GHz Core 2 Duo processor
and 4 GB memory, as against 42 seconds taken by the LS approach. While our
method is slower than the LS approach, it is much more accurate in a wide
variety of scenarios and is more efficient than other existing methods (e.g. [10]).

4.2 Qualitative Evaluation with Real Images

We now test our algorithm on real images. We use a set of 40 images of a toy
Doraemon and Two-face taken under different lighting conditions (see Fig. 5(a),
(d)). A glossy sphere was placed in the scene for light source calibration when
capturing the data. We used a Canon 5D camera with the RAW image mode
without Gamma correction. These images present new challenges to our algo-
rithm. In addition to shadows and specularities, there is potentially additional
noise inherent to the acquisition process as well as possible deviations from the
idealistic Lambertian model illuminated by distant lights. In this experiment,
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(a) Doraemon 

(d) Two-face 

(b) Our method (c) Least Squares 

(e) Our method (f) Least Squares 

Close-up view 
Our method Least Squares 

Color map 

Fig. 5. Qualitative comparison on real data. We use images of Doraemon and
Two-face taken under 40 different lighting conditions to qualitatively evaluate the
performance of our algorithm against the LS approach. (a),(d) Sample input images.
(b),(e) Normal map estimated by our method. (c),(f) Normal map estimated by Least
Squares. Close-up views of the dotted rectangular areas (top-right) where the normal
map estimate of our method is much smoother and realistic than that of Least Squares.

we use a threshold of 0.01 to detect shadows in images.4 We also found experi-
mentally that setting λ = 0.3/

√
m works well for these datasets.

Since the ground truth normal map is not available for these scenes, we com-
pare our method and the LS approach by visual inspection of the output normal
maps shown in Fig. 5(b),(c),(e),(f). We observe that the normal map estimated
by our method appears smoother and hence, more realistic. This can be observed
particularly around the necklace area in Doraemon and nose area in Two-face (see
Fig. 5) where the LS estimate exhibits some discontinuity in the normal map.

5 Discussion and Future Work

In this paper, we have presented a new computational framework to aid in pho-
tometric stereo. We have formulated the basic photometric stereo problem as a
convex optimization problem that can be solved efficiently. The efficacy of our
method is demonstrated using synthetic and real images. The biggest advantage
of the proposed technique is its ability to handle shadows, specularities, and
other kinds of large-magnitude, non-Gaussian errors in the data.
4 All pixels are normalized to have intensity between 0 and 1.
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The new framework also opens up several avenues for future research. Cur-
rently, we assume that all the images are noise-free and perfectly aligned with
each other at the pixel level. However, in real world scenarios, small noise and
misalignment are commonplace in any data acquisition process. By exploring the
low-rank structure described in this work, we believe that the proposed technique
can be extended to simultaneously handle small noise and misalignment in the
input images.
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to the University of Tokyo in Fall 2010.
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Abstract. The algorithm proposed in this paper is designed to solve
two challenging issues in visual tracking: uncertainty in a dynamic mo-
tion model and severe object appearance change. To avoid filter drift due
to inaccuracies in a dynamic motion model, a sliding window approach
is applied to particle filtering by considering a recent set of observa-
tions with which internal auxiliary estimates are sequentially calculated,
so that the level of uncertainty in the motion model is significantly re-
duced. With a new auxiliary particle filter, abrupt movements can be
effectively handled with a light computational load. Another challenge,
severe object appearance change, is adaptively overcome via a modified
principal component analysis. By utilizing a recent set of observations,
the spatiotemporal piecewise linear subspace of an appearance manifold
is incrementally approximated. In addition, distraction in the filtering
results is alleviated by using a layered sampling strategy to efficiently
determine the best fit particle in the high-dimensional state space. Com-
pared to existing algorithms, the proposed algorithm produces successful
results, especially when difficulties are combined.

1 Introduction

Problems associated with visual tracking have been heavily investigated in the
computer vision community. Although a number of algorithms were suggested
from this research community, challenging issues still remain when they are
implemented in real-world circumstances. These challenges mainly stem from
two primary sources: uncertainty in a dynamic model, and design issues related
to development of an accurate observation likelihood function. Among the many
types of tracking frameworks, we focus on appearance-based tracking because it
is widely used and is more dependent on these issues than other approaches.

In conventional particle filtering methods for visual tracking, a set of particles is
drawn from the importance density (state transition density in conventional par-
ticle filtering), which is the distribution of predicted locations of an object. If the
predicted particles do not include the true position or the best fit location is not
accurately determined, filter distractions will occur and then gradually adapt to
the non-targets, resulting in filter drift. Thus, the main source of filter drift is a
combination of inaccurate predictions and an incorrectly cropped target appear-
ance. These two things are involved with the uncertainty in given dynamic motion
model and approximation error of observation likelihood function.

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 718–731, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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We can intuitively overcome these problems by exploring a large search space
with a sufficient number of samples, though this method requires heuristics
and a high computational cost. Furthermore, the filtering accuracy is often not
guaranteed. In previous research, dynamic motion model learning [1], optimal
importance function (OIF) [2], and discriminative observation system design
approaches [3], [4] have been suggested independently, and also combined in
an attempt to solve this problem. As noted in previous works [5], [6] the per-
formance of the adaptive appearance model is directly related to the hypothesis
parameter estimation of the object appearance. When the filter starts experienc-
ing effects of distraction caused by inaccurate parameter estimation due to poor
predictions, it is difficult to recover the correct trajectory because the distraction
critically affects update of the adaptive appearance model. Because the accuracy
of the suggested dynamic motion model and updates of the reference appearance
are closely related, these two problems are dependent and need to be considered
simultaneously. In order to solve this ’chicken and egg’ problem, numerous at-
tempts have been made to design an adaptive appearance model [7], [8], [9], [5].
However, even if the appearance model behaves moderately well, the advantages
can be negated by inaccurate predictions.

In this paper, we propose a novel approach for simultaneous adaptive ap-
pearance learning and robust filtering. The main challenges in visual tracking
mentioned above are resolved by the following two main contributions of our
proposed algorithm. 1) For more accurate and robust appearance learning, an
adaptive incremental principal component analysis (PCA) is devised. The adap-
tive incremental PCA provides enough flexibility to cover a wide range of differ-
ent situations including abrupt changes in pose, sudden changes in illumination,
and fast motion, without having to reset the parameters. 2) To effectively uti-
lize the new adaptive appearance model and obtain correct updates, the level
of uncertainty in the learned dynamics is reduced by using the receding horizon
estimation (RHE) method in a particle filtering framework. By utilizing a tempo-
ral set of observations, RHE achieves robustness against uncertainty in dynamic
models by internal iterations of receding windows [10], [11]. Additionally, filter
distraction is avoided by using a layered sampling method to determine the most
effective sample in a high-dimensional state space.

The remainder of this paper is organized as follows. In the next section, an
overview of research related to robust visual tracking is provided. A newly pro-
posed filter using RHE, adaptive appearance learning and the robust observation
function design are then introduced in Section 3 as the main framework of the
proposed algorithm. In Section 4, several challenging sequences are tested to ver-
ify the usefulness of the proposed work over state-of-the-art algorithms. Finally,
conclusions are provided in Section 5.

2 Related Works

Many recent works in the appearance-model-based tracking have focused on the
design of a robust filter and an adaptive appearance model. However, they faced
the main challenge when abrupt motions and severe appearance changes should
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be simultaneously dealt with. To this end, the adaptive appearance model should
not be considered independently in a template update-based tracking, because
the adaptive appearance model update is closely related with hypothesis param-
eter (e.g., center position and scale) estimation. Therefore, reliable parameter
estimation and the adaptive appearance model should be intelligently combined
in a unified framework.

First, the adaptive appearance model is viewed as a key design issue because
filter drift problems arise when abrupt motion or illumination changes are not well
reflected in the reference appearance. To tackle such difficulties, several adaptive
appearance modeling methods have been suggested in the literatures as follows.

In order to update appearance changes, a pixel-wise representation was se-
quentially estimated using a kernel-based Bayesian filter [7]. In this filter, the
Gaussian mixture representation was introduced as a basic framework for a com-
pact and adaptive representation in order to handle multi-modal intensity of
appearance. However, this algorithm tends to suffer from high computational
complexity because a single target is regarded as a patch for a multi-modal dis-
tribution of pixels. Additionally, appearance is updated in every frame that is
not inherently robust.

Instead of representing the reference template as a pixel-wise multi-modal dis-
tribution, a more compact and efficient approach has been suggested based on
the incremental update [8], [5], [12]. In this case, object appearance is considered
as a temporal subspace in a manifold, and then PCA is used to approximate the
linear subspace of the manifold. Manifold learning methods have also been pro-
posed in the appearance-based tracking to handle pose and illumination changes
of appearance [13], [12], however, this method requires a training set that con-
tains sufficient samples to cover all possible outcomes. Moreover, obtaining the
transition probability between linear subspaces is not an easy task.

Recent PCA-based appearance learning method is proposed based on the
online learning, i.e., it does not require the offline learning with a training set
[8]. This approach temporarily learns the linear subspace via PCA modified
to support a sequential update framework. The proposed incremental version of
PCA enables the tracker to capture the local temporal coherence of the manifold,
and does not need to construct the whole space. However, the incremental PCA-
based subspace learning proposed in [8] is only suitable for gradual changes in
appearance, as that it cannot deal with abrupt pose and/or illumination changes.

Second, the other challenge in visual tracking is to avoid filter failure due to
an inaccurate state dynamic model. In particle filtering for visual tracking, ran-
dom walk models have been widely adopted because exact dynamic modeling of
an object is nearly impossible. Usually, however, random walk models often fail to
correctly predict the expected position of an object when an abrupt motion occurs.
To avoid uncertainty of a dynamic motion model, a combination of auto-regressive
(AR) dynamic motion model learning [14] and the OIF method was proposed for
geometric particle filtering in affine group [2]. According to research, the combined
AR dynamic model and OIF were able to significantly improve the performance
compared to the original incremental learning based visual tracker [8] in terms
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of handling sudden motions. Because OIF reflects a current observation, it was
able to efficiently avoid filter drift from abrupt motions or a low frame rate video.
In OIF-based visual tracking, however, the need for complex computations in the
image warping process and the analytic calculation of optimal importance func-
tion for every particle makes real-time implementation impossible. Furthermore,
there is no consideration of adaptive appearance learning for severe appearance
changes and sudden pose variations. Especially when sudden pose changes occur
Jacobian-based optimal importance function is not useful anymore because it is
not analytically differentiable. The situation becomes catastrophic when the ob-
ject sudden moves are combined with severe change in appearance.

3 Receding Horizon Auxiliary Particle Filter

The primary purpose of RHE is to achieve robustness against uncertainty in a
dynamic model. In the control and estimation fields, RHE has already been suc-
cessfully implemented for the rectilinear orbit problem [10], estimating aircraft
engine temperature [11], and other models. To the best of our knowledge, how-
ever, RHE has never been applied to appearance-based robust visual tracking
under a particle filtering framework.

3.1 Particle Filter for Appearance Based Visual Tracking

Let the state vector xt ∈ #6 represent components in the local coordinate based
approach, in other words, the x- and; y-position of the box center pt = (px,t, py,t),
the scale of the box St = (Sx,t, Sy,t), the rotation angle, φt, and the skew direc-
tion θt of an object as described in Fig. 1.

Then, the aim of probabilistic tracking is to estimate xt based on the proba-
bility density function of xt given through the observation set z1:t = {z1, ..., zt}
and described as two Bayesian recursion equations:

Prediction : p(xt+1|z1:t) =
∫

p(xt+1|xt)p(xt|z1:t)dxt, (1)

Update : p(xt+1|z1:t+1) ∝ p(zt+1|xt+1)p(xt+1|z1:t). (2)

In the prediction step for the conventional particle filter, a set of bounding
boxes(samples) are drawn from the state transition density p(xt+1|xt).

yS

xS

Fig. 1. Local coordinate based appearance model
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The observation likelihood p(zt+1|xt+1) is then evaluated via the probability
distribution of image patches with respect to the reference appearance of the
target. Note that the observation process in the appearance-based visual track-
ing is the warping of image patches as illustrated in the Fig. 1.

Because motion of a target is often unpredictable, and the observation system
is usually not explicitly described, the CONDENSATION algorithm (another
name of particle filter) [15] has been extensively used to implement Bayesian
recursions for visual tracking applications. Even though it is widely used due to
its flexibility, improvements are necessary to achieve robustness and accuracy.

Particularly, in the appearance-based tracking, the CONDENSATION algo-
rithm often suffers from loss of tracks caused by inaccurate predictions and ap-
proximation errors in observation likelihood due to the high-dimensional state
space and issues related to adaptive appearance learning. The state-of-the-art
implementation of the CONDENSATION algorithm in the appearance-based
tracking is known as the incremental visual tracker (IVT), which learns the ap-
pearance using incremental PCA approach [8]. In this paper, IVT is taken as a
main reference to explain the body of our work and comparisons.

3.2 Receding Horizon Auxiliary Particle Filter

The CONDENSATION algorithm often fails in visual tracking when the ob-
servation likelihood density is peak and overlapped near the tail of the state
transition density. In such a case, samples in high-likelihood regions are ignored
due to low probabilities of predicted samples.

To overcome the problem, efficient design of the importance density was pro-
posed in the literatures [16], [17]. However, when there is uncertainty in the dy-
namic motion model, it is not effective anymore. Heuristics with a large numbers
of particles may work, however, it requires extremely intense computation makes
it not useful in real-time applications and accurate performance is not guaranteed.

RHE is an adaptive estimation strategy in which the most recent finite set of
observations is collected and processed within the receding window. The main
concept of RHE is illustrated in Fig. 2. Given the initial condition, p(xt−Δ|z1:t−Δ),
the receding horizon filter recursively calculates intermediate estimates inside
the window until it obtains a final estimate as the estimate of the current time
stamp, where Δ is the window length. In linear dynamic systems RHE has been
proven to be robust when there is unknown modeling uncertainty in the sys-
tem [10], [11]. To realize the RHE in the particle filtering framework for visual
tracking, we propose the multi-staged filtering approach based on the auxiliary
particle filter (APF).

Instead of using the state transition density p(xt+1|xt) as the importance
density, a set of most recent observations is incorporated to design the more
efficient importance density. By doing so, inter-frame information of the state is
reflected in the importance density because a set of particles is moving near the
filtered estimates. A newly designed importance density of the proposed method
is defined as
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Fig. 2. Receding horizon estimation strategy

q(xi
t+1|xi

t, z1:t+1) ≈ q(xi
t+1|xi

t, zt−Δ:t+1) = p(xi
t+1|xi

t)p(zt+1|x̂t), (3)

where i is the particle index, x̂t is the auxiliary estimate given as x̂t = argmax xt

p(xt|zt−Δ:t). Here, x̂t is obtained by sequentially calculating the intermediate
estimates from s = t −Δ up to time s = t and it is implemented via auxiliary
particle filtering method [18]. Additionally, to adaptively reduce uncertainty in
the dynamic motion model, layered sampling-based state transition density is
used given based on the Gaussian density as

p(xt+1|xi
t) = N (x̂t, β

ΔΨ), (4)

where the diagonal covariance matrix, Ψ , whose elements are corresponding vari-
ances for each parameter is initially defined with sufficiently large value enough
to cover abrupt motion. Then, in the intermediate iteration of RHE window,
the layered sampling strategy is done sequentially by multiplying the annealing
parameter βm ∈ # where 1 ≥ β1... > βΔ > 0, and m = 1, ..., Δ. In the imple-
mentation of the algorithm, we use a Gaussian random walk model of annealed
state transition density as (4) instead of the learned AR dynamic model. As such
the number of stages is equal to the window length to incrementally reduce the
search space.

The APF proposed by Pitt el. al. attempted to reflect the current observation
in the importance sampling so that APF outperforms the conventional parti-
cle filter (PF) in many applications [18], [19]. However, it was pointed out that
APF may only achieve little improvement in visual tracking applications because
it may also show worse performance if the dynamic model p(xt+1|xt) is quite
scattered or if the likelihood varies significantly over the prior p(xt+1|xt).

Under the APF framework, we apply the RHE concept to overcome
uncertainty in the dynamic model without employing OIF, which requires sub-
stantially additional computational resources. OIF approach requires the an-
alytic importance density calculation with Jacobians for each particle that is
computationally intense; whereas our approach only needs observation function
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evaluation. Using a new importance density given in (3), particle weights in
receding widow are calculated as:

ωi
s+1 =

p(xi
s+1|xi

s)p(zs+1|xi
s+1)

q(xi
s+1|xi

s, zs+1)
=

p(xi
s+1|xi

s)p(zs+1|xi
s+1)

p(xi
s+1|xi

s)p(zs+1|x̂s)
=

p(zs+1|xi
s+1)

p(zs+1|x̂s)
. (5)

Initially, relatively a small number of samples are drawn over the large search
space area. Then, as the sliding window proceeds variance of state transition
density is decreased and a sequence of recent observations is utilized to relocate
particles around the high likelihood region for efficient sampling. For the initial
condition of the receding window, we suggest using the previously obtained esti-
mate of the filter at time t−Δ. The summary of proposed algorithm, Receding
horizon auxiliary particle filter (RHAPF) is given in Algorithm 1.

Algorithm 1. Receding horizon auxiliary particle filter (RHAPF)
for t = 1, 2, ...

if t ≤ Δ,Run CONDENSATION tracker
p(xt|zt) ≈

∑N
i=1

1
N δ(xt − xi

t), x̂t = 1
N

∑N
i=1 x

i
t, where N : number of samples

else
Initialize the sliding window with

{
xi

t−Δ

}N
i=1, where xi

t−Δ ∼ N (x̂t−Δ, Ψ)
for s = t−Δ, ..., t

for i = 1, ..., N
1. Set p(xs+1|xi

s) = N (x̂s, β
mΨ),m = s− t + Δ

: annealed state transition density
2. Draw xi

s+1 ∼ p(xs+1|xi
s)

3. Update weight using (5)
4. Normalize weights so that

∑n
i=1 ω

i
s+1 = 1

end for
Calculate auxiliary estimates x̂s+1 = argmax xi

s+1
(ωi

s+1)
Resampling step from [15]
end for
p(xt|zt) ≈

∑N
i=1

1
N δ(xt − xi

s=t), x̂t = argmax xi
s=t

(ωi
s=t)

end if
end for

At a glance, RHAPF may have the same amount of or more computations than the
one shot particle filter with a sufficient number of particles over a large space. How-
ever, the proposed importance density intelligently adapts the unexpected dynam-
ics by multi-staged sequential filtering with relatively small numbers of particles.
Note that the proposed algorithm resembles the mean-shift type algorithm [7].
However, our algorithm uses stochastic search that can be understood as a com-
bination of layered sampling [20] and auxiliary particle filter [18] under the RHE
framework. For the successful design of visual tracker in unconstrained situations,
adaptive appearance model learning and accurate observation likelihood calcula-
tion should be combined with RHAPF. To this extend, we propose an adaptive
appearance model learning method for accurate approximation of the observation
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likelihood function not to adapt non-targets that will be detailed discussed in the
next section. Consequently, including adaptive appearance model learning and an
observation function approximation using layered sampling, the implementation
of RHAPF for visual tracking application is provided.

3.3 Adaptive Appearance Learning and Robust Observation
Function

In computer vision applications, dealing with the high dimensionality of state
vectors and accurately calculating the observation likelihood are very important
but difficult issues in observation system design. In the local coordinate based
appearance model, we have a six-dimensional state vector; therefore, it is almost
impossible to construct a true observation likelihood distribution. To deal with
the high dimensionality of appearance, we adopt the incremental PCA subspace
learning method [8] for template learning. In IVT [8], the observation system is
expressed as

zt = h(I(w(χ;xt))) + vt, (6)

where χ denotes the pixel corrdinate, and w(χ;xt) describes the warping function
of the given image I(χ) according to the state xt = (px,t, py,t, Sx,t, Sy,t, φt, θt)
defined in Section 3.1.

In the incremental PCA based observation function, we calculate the mean and
principal eigenvectors and incrementally update them for the reference template
appearance. As such, if we let T̄ (χ;xt) and gj(χ;xt), j = 1, ..., L, denote the tem-
plate mean andL principal eigenvectors, we can represent the reconstruction error
vector for I(w(χ;xt) considering matrices as the stacked vector forms

e2 = ‖I(w(χ;xt)) −
∑

j

cjgj(χ;xt)‖2, (7)

where cj =
∑

χ gj(χ;xt)(I(w(χ;xt)) − T̄ (χ;xt)) are the coefficients from the
projection of the template mean to each principal eigenvector gj(χ;xt).

The subspace learning method used in [8] updates the subspace of object
appearance at every fifth frame by incrementally calculating the eigenvectors
and the mean. However, even if the method applies the forgetting factor inside
the update process to down-weight the effect of old observations, it is still not
sufficient for handling drastic changes in appearance. Furthermore, as pointed
out in [21], fragility of the object representation can degrade over a long image
sequence. To alleviate such disadvantages, we designed a sliding window-based
PCA subspace learning method. In our proposed method, instead of applying
the forgetting factor to reduce the effect of old observations, we suggest that
every window be initialized by using the previously estimated template mean
and eigenvectors. By doing so, no tuning of the forgetting factor is required.

For the simplicity, let us denote T̄t, St, and It as the template mean, scatter
matrix and warped image at t. The purpose of the proposed algorithm is to up-
date T̄t and St based on the initial conditions

{
T̄t−Δ, St−Δ

}
and a recent set of

observation [It−Δ+1, It−Δ+1, ..., It]. Here, we assume that the initial conditions
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T̄t−Δ, St−Δ

}
summarize the previous observation set [I1, I2, ..., It−Δ]. Then, we

recursively update
{
T̄t+1, St+1

}
with the initial conditions

{
T̄t−Δ+1, St−Δ+1

}
and a new recent observation set [It−Δ+2, It−Δ+3, ..., It+1]. Therefore, when the
window is receding, the oldest observation is automatically discarded and the
new one is included.

In Algorithm 2, the modified version of the incremental PCA subspace learn-
ing method considering a sliding window is described in order to obtain the
updated mean and the scatter matrix for the eigenvectors. Here, we adopt the
incremental update algorithm for the mean and the scatter matrix used in [22].
The proposed algorithm is inspired by the premise that the nonlinear manifold
of object appearance can be decomposed via piecewise linear subspace mani-
folds [23]. The proposed PCA based sliding window subspace learning does not
approximate the structure of object manifold, instead it attempts to learn the
spatio-temporal subspace as accurately and adaptively as possible.

Algorithm 2. Sliding window based adaptive incremental PCA
Given initial conditions

{
T̄t−Δ, St−Δ

}
and [It−Δ+1, It−Δ+2, ..., It],

Calculate T̄Δ = 1
Δ

∑t
i=t−Δ+1, SΔ =

∑t
i=t−Δ+1(Ii − T̄Δ)(Ii − T̄Δ)T .

Sets of template mean and the scatter matrix:
{
T̄t−Δ, St−Δ

}
and
{
T̄Δ, SΔ

}
Update mean and scatter matrix T̄t and St as
T̄t = (T̄t−Δ + T̄Δ)/2, St = Δ2

Δ (T̄t−Δ)(T̄t−Δ)T + St−Δ + SΔ

Consider new initial conditions and a new set{
T̄t−Δ+1, St−Δ+1

}
and [It−Δ+2, It−Δ+3, ..., It+1] for next step

Another important issue in the robust visual tracking is the filter distraction.
The filter distraction is a challenging task in the high dimensional state space
because it is very difficult to efficiently identify the high likelihood region. In the
appearance-based tracking, if the true appearance is not precisely approximated
in the observation system, the filter will gradually adapt to the non-target or
the estimate becomes biased. Therefore, many researchers have attempted to

Fig. 3. Comparison of filter distraction and partial occlusion handling (red box: IVT,
green box: proposed method via the layered samping, row 1: ’daivd’ and row 2: ’dudek’
sequences)
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Fig. 4. RMSE and detected occlusion (blue: IVT, red: RHAPF,black: detected occlusion

design a robust and accurate observation function [24], [4], [20]. Based on the
RHAPF and the sliding window-based adaptive incremental PCA, the proposed
algorithm can efficiently identify the high-observation likelihood region and pre-
vent the filter distraction by using annealed layered sampling.

To show the effectiveness of layered sampling based observation likelihood
approximation, we compare with the original IVT as given in Fig. 3. As shown
in Fig. 3, when an object suddenly changes its pose (’david’ sequence), IVT
temporarily experiences distraction, whereas the RHAPF with an adaptive tem-
plate update method correctly adjusts to the change of appearance without
distraction.Also, when the object is temporary occluded (’dudek’ sequence), the
proposed algorithm completely recovered without distraction whereas the IVT
could not. For ’dudek’ sequence, we provide the quantitative comparison results
according to the root mean square error(RMSE) by pixel in Fig. 4. In the se-
quence, the object experiences occlusions, sudden motions with pose variations.
In Fig. 4, the black solid line at the bottom indicating occlusion was detected in
the sequence; it can be seen that our tracker simultaneously achieves improved
accuracy and efficient occlusion handling. In summary, we provide the the overall
algorithm by combining the RHAPF and adaptive appearance model learning
through Algorithm 3.

Algorithm 3. Visual receding horizon auxiliary particle filter
for t = 1, 2, ...

if t ≤ Δ, Run CONDENSATION tracker,
Store template mean and eigenvectors
else

RHAPF iteration in Algorithm 1.
Update reference template using Algorithm 2.

end if
p(xt|zt) ≈

∑N
i=1

1
N δ(xt − xi

s=t), x̂t = argmax xi
s=t

(ωi
s=t)

end for
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4 Experiments

In this section, we test the robustness of RHAPF using several challenging se-
quences. The sequences contain the following difficulties: abrupt pose change,
fast motion, temporal occlusion and severe illumination change. From compara-
tive experiments the superiority of our tracker over the existing state-of-the art
trackers can be verified.

IVT and the geometric PF with OIF are state-of-the-art algorithms based
on the adaptive appearance model. The adaptive appearance model update was
achieved using incremental PCA, however, as previously pointed out; the tracker
suffers from temporal distraction and drift when abrupt pose and severe illumi-
nation changes are combined. Hence, designing a robust tracking algorithm in
a unified framework to overcome these complicated situations is very important
because such challenges do not occur separately in real-world circumstances.
In these experiments, ’trellis’ and ’sylvester’ sequences were tested for abrupt
movement and sudden illumination variation, which were not thoroughly tracked
using IVT or the geometric PF with OIF. For all the experiments, the horizon
length is set to as 2 3, the batch size for PCA is set as equal to the horizon
length. The layered sampling is stopped when the certain threshold is met. For
the fair comparisons, the same number of particles is used for different algo-
rithms. Therefore, there was no tuning to adapt different situations.

Fig. 5. Comparison of tracking results (first row: IVT, second row: RHAPF)

4.1 Comparison with IVT

The most challenging sequence, ’trellis’ is tested in Fig. 5. As shown in the
figure, it basically has camera motions, lightning changes are severe and the
object suddenly changes the pose simultaneously. IVT failed to track the object
around t=340 because there is no adaptive appearance learning mechanism to
handle the pose variations and illumination changes at once. In contrast, in the
sequence around t=356, even though the object has abrupt motion with severe
illuminations still our algorithm succeeded to track. From the experiment, visual
RHAPF effectively tracks the object regardless of unconstrained situations. Here,
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we do not include the result of the geometric PF with OIF, because it failed
before IVT lost the track. That is because the geometric PF with OIF only
handles the abrupt motions not appropriate for large pose changes.

4.2 Comparison with Geometric PF with OIF

The geometric particle filtering with an AR model learning approach [1] was
improved with OIF to cope with abrupt motions thus shown to be more accurate
than IVT [2]. However, as shown in Fig. 5, in the ’trellis’ sequence results, when
the geometric PF was implemented with OIF, even though the OIF approach
has been proven somewhat effective, it has serious limitations and drawbacks
when implemented in complicated situations. Due to the numerical instability
of the local linearization method, it was not always applicable especially when
temporal occlusion and large pose changes occurred. We additionally compared
our tracker with the geometric PF with OIF through the ’sylvester’ and ’toy’
sequences, in which large pose changes are combined with abrupt movements
(Fig. 6). In the ’sylvester’ sequence, the tracking failure of IVT began at t=609,
and the geometric PF with OIF began at t=1149. From the ’toy’ sequence results,
even without an optimal importance function, the performance of our tracker is
better than that of the geometric PF with OIF with more accurate estimates.
We also measured the computational time to show the superior efficiency of our
tracker, which are provided in Table 1. The results clearly support that our
tracker operates in near real time with remarkable performance compared to the
geometric PF with OIF. In Table 1, IVT (conventional PF) is not considered
because it always lost tracks. Note that these experiments were performed using
an Intel Core-2 Duo 2.66 GHz processor and unoptimized Matlab software.

Fig. 6. Comparison of three trackers for a large pose changes (row 1) and fast move-
ments (row 2) (green box: IVT, blue box: PF with OIF, red box: RHAPF)

Table 1. Measured computation time for 1 frame with 200 particles

Algorithm Sylvester sequence Toy sequence

Geometric PF with OIF 1.38s 1.35s
RHAPF 0.159s 0.130s
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5 Conclusion

In this paper, we proposed a novel approach for handling several difficulties in-
volved in visual tracking in a unified framework. The RHE strategy was proposed
to effectively handle the fast movement of an object without using AR model
learning or OIF in particle filtering. In terms of robust observation system design,
the adaptive appearance learning method was suggested with a sliding window
approach. The main advantage of our proposed method is that it resolves a com-
bination of complex difficulties in a unified framework without needing to reset
the parameters. This is a very attractive advantage because, in real-world situ-
ations, temporal occlusion, large pose changes, and abrupt movements are not
likely to happen separately. Moreover, without employing an optimal importance
function, currently a common solution for handling abrupt movements, RHAPF
was able to correctly track an object without failure. As the simulation results
illustrated, the proposed tracker required significantly fewer computations than
the OIF approach, without loss of track even in complicated situations.

Acknowledgement. This work was supported in part by GIST Systems Bi-
ology Infrastructure Establishment Grant, and by the Center for Distributed
Sensor Network at GIST.
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Sustained Observability
for Salient Motion Detection
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Abstract. Detection of the motion of foreground objects on the back-
drop of constantly changing and complex visuals has always been chal-
lenging. The motion of foreground objects, which is termed as salient
motion, is marked by its predictability compared to the more complex
unpredictable motion of the backgrounds like fluttering of leaves, ripples
in water, smoke filled environments etc. We introduce a novel approach
to detect this salient motion based on the control theory concept of ’ob-
servability’ from the outputs, when the video sequence is represented as
a linear dynamical system. The resulting algorithm is tested on a set
of challenging sequences and compared to the state-of-the-art methods
to showcase its superior performance on grounds of its computational
efficiency and detection capability of the salient motion.

1 Introduction

Automated video analysis has been always looked upon as an important yet chal-
lenging task by the computer vision community. With the exponential growth
of multimedia content including videos, produced both by professionals and am-
ateurs, it has become imperative to develop intelligent methods to analyze and
understand its content. The detection of salient motion in a video is quite im-
portant in this context as it can guide and help many other related tasks like
object tracking and surveillance [19, 16], video retargeting [12] etc. Surveillance
and tracking applications will be aided by the information on ’what to follow’
with the knowledge of salient motion, while video retargeting applications can
use the knowledge of salient motion to adapt multimedia content with minimum
distortion.

Identification of salient motion in a video is a challenging task, especially
with dynamic backgrounds. Several methods have been proposed to solve the
problem of salient motion detection. Background modeling is a prominent ap-
proach among them in which any unlikely event from the statistically modeled
background will be regarded as salient motion [8, 13]. Monnet et. al [1] used an
online autoregressive model to predict the dynamic background and detection
of salient motion is performed by comparing the prediction with actual observa-
tion. In [18], the continuously changing background is predicted using dynamic
texture ARMA model and the foreground objects are detected as outliers to this
model. The background modeling techniques require a learning process and this

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 732–743, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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can be difficult in case foreground objects are present in the video or when the
background visual models vary fast in outdoor sequences.

Optical flow based foreground motion detection techniques model the consis-
tency of motion of the foreground objects to distinguish it from the background
motion. In [15], Wixson computes the saliency of each pixel based on the straight
line distance traveled by it by considering the frame to frame optical flow. The
assumption of straight line motion is too restrictive in this case. Mittal et. al. [11]
utilizes the optical flow feature to propose a kernel based density estimation tech-
nique for background-foreground differentiation. In [3], the consistently moving
objects are detected as a group of pixels after compensating for the camera mo-
tion. The method in [3] computes consistency in motion and photometry only
over immediate frames and may not perform well with short term consistent
background motions.

Recently, [10] proposed a novel method for spatio-temporal saliency based on
biologically motivated discriminant centre-surround saliency hypothesis. They
use the dynamic texture model [6] to represent natural scene dynamics and KL
divergence between dynamic texture models of center and surround windows
is used to evaluate the saliency of a particular location. Though the algorithm
performs well on a variety of complex video sequences, the accuracy of the al-
gorithm is dependent on the size of the center and surround windows. Large
foreground objects may not display good discriminant centre-surround saliency
in this method. The computational cost of [10] is also large. It is notable that [10]
has done a quantitative analysis with other state-of-the-art methods by manu-
ally annotating the regions of salient motion over a reasonable number of natural
video sequences and evaluating the algorithms on this ground truth. We use the
same dataset and ground truth to compare our proposed method with other
methods.

Our proposed method for salient object detection also relies on the dynamic
texture model for representing natural scenes. The sequence of frames in a video
is represented as a Multi Input Multi Output (MIMO) state-space model. We
explore the relationships between the output of the model and the states of the
model to evaluate the relevancy of every output. The proposed method does
not require any kind of explicit background modeling. It is also independent of
the size of the object unlike [10]. The major contributions in this paper can be
summarized as follows:

1) We introduce the novel concept of evaluating the saliency of the output pixels
in a video frame by exploring its relationships to the hidden states when the
video sequence is represented as a MIMO state-space model.
2) The state space model concept of ’observability’ from the output is shown to
provide a good clue to the salient motion in natural videos.
3) The proposed algorithmic framework is tested on a variety of natural video
sequences and is quantitatively evaluated against the state-of-the-art methods.

The paper is organized as follows. Section 2 reviews the theory of dynamic
textures and the observability of a state space model. Section 3 discusses the
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proposed algorithm by first establishing the relationship between the observabil-
ity of the linear dynamical system and salient motion in a video. The method
of computing saliency map by evaluating observability from different outputs is
further elaborated in Section 3. Section 4 is the experiments section with subjec-
tive results and objective comparisons with other methods. Finally, conclusions
are given in Section 5.

2 State-Space Representation

In this section we will review some theory about the state space representation
of natural video sequences and the control theory concept of observability of
state space models.

2.1 Dynamic Textures

In [6], Doretto et. al proposed a state space model known as dynamic textures,
in which the frames in a video sequence are represented as the output of a linear
dynamical system. We also represent the frames in the video sequence using
this state space model in our proposed method as it can effectively capture
the complex spatio-temporal dynamics of many naturally occuring scenes. The
output of the model at time t is the frame vector observed at time t, y(t) ∈
Rm, which is the result of a hidden state markov process driven by a gaussian
observation input noise. The auto-regressive model can be represented as

x(t + 1) = Ax(t) + v(t)
y(t) = Cx(t) + w(t) (1)

where A ∈ Rn×n is the state transition matrix that defines how the state vec-
tor x(t) ∈ Rn evolves. v(t) is the input gaussian observation noise which is an
IID realization from the density, N (0,Q) ,where Q ∈ Rn×n is the covariance
matrix of the zero-mean gaussian process. w(t) is the output observation noise
sampled from N (0,R), where R ∈ R

m×m is the covariance matrix. The m × n
matrix C relates the current state to the observed output. The system identi-
fication problem proposed by [10] estimates the matrices A,C,Q and R from
the measurements y(1),y(2)...y(τ). Let Yτ

1 = [y(1), y(2), ..y(τ)] ∈ Rm×τ and
Xτ

1 = [x(1), x(2), ..x(τ)] ∈ Rn×τ be the matrices stacked with observed output
vectors and the hidden state vectors respectively. [10] estimates C(τ) and Xτ

1 as

C(τ) = U

Xτ
1 = ΣV (2)

where Yτ
1 = UΣV , is the SVD decomposition of the stacked up output obser-

vation vectors. The state transition matrix at time τ , A(τ) is determined as the
unique solution to the linear problem A(τ)= argminA

∥∥Xτ
2 −AXτ−1

1

∥∥
F

where
‖.‖F is the Frobenius norm. The variance of state estimates are further used to
estimate the input noise covariance matrix Q.
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A video sequence model estimated in this manner results in a holistic represen-
tation of the motion of the scene. The appearance component of the scene is
encoded in to the matrix Yτ

1 while the motion component is encoded into the
state sequence [4]. Further, the columns of matrix C(τ) consists of the principal
components of the video sequence in the time period t = 1 to τ and the output
at time τ , y(τ), is the linear combination of columns of C(τ) weighted by the
appropriate state estimates from the vector x(τ).

2.2 Observability of a State Space Model

Observability of a state space model is a concept from control theory which mea-
sures how well the internal states of a system can be inferred with the knowledge
of its external outputs. Consider the following more generic form of Equation (1).

x(t + 1) = Ax(t) + Bv(t)
y(t) = Cx(t) + Dw(t) (3)

Formally, the state-space model in Equation (3) is said to be observable if any
unknown initial state x(0) can be uniquely determined by the knowledge of
output y(t) along with the knowledge of the input u(t) in a finite time interval
[0 t1]. In simpler terms, observability relates the observed outputs of a system
to its hidden internal states. If a system is not observable it implies that the
current values of some of its internal states cannot be estimated from its current
or future outputs.

The observability of a linear time invariant system can be easily determined
from the rank conditions on the nm×n ’observability matrix’,O, formed by the
n× n matrix A and m× n matrix C as,

O =

⎡⎢⎢⎢⎢⎣
C

CA
.
.

CAn−1

⎤⎥⎥⎥⎥⎦ . (4)

The system described by (A,C) is completely observable when the nm × n
observability matrix O has full column rank n. It has to be further noted that
the basis of a state space representation is arbitrary with any invertible linear
transform, T ∈ Rn×n, acting on the states of the system as Tx, can result in
an equivalent representation with a different set of system parameters: Ā =
TAT−1, B̄ = TB, C̄ = CT−1, D̄ = D [5]. This equivalence class of systems will
have same transfer function matrix that relates the inputs and outputs. Also
the eigen values of A and Ā remain the same for any invertible T. Any specific
eigen value of state transition matrix A, say λi, will be present in equation of
output y(t) depending on whether λi is observable or not. Observability of a
system remains unchanged in all forms of its equivalent representations. Hence,
observability of eigen values of A becomes the final factor that decides the system
observability irrespective of a specific realization among all possible realizations
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in the equivalence class. Only observable eigen values of matrix A appear on the
final output equation of the state space system [2].A state space system is said
to be completely observable if all the eigen values of A are observable. We can
summarize this short discussion on observability by noting down three related
aspects of it as i) observability of the system as decided by the rank of the
observability matrix O ii) observability of the state variables or eigen values of
the state transition matrix A iii) observabilty from the outputs of the system to
the eigen values of A. We are specifically interested in the third factor since the
observability from the outputs of a system has strong relation to salient motion
as will be seen in the next section.

3 Observability from Outputs and Salient Motion

Now we move on to explore the relationship between the state space concept
of observability and salient motion in a video sequence when the sequence is
represented in the state space framework described in Section 2.1. Consider the
video sequences with various dynamic backgrounds shown in figure 1. The ’jump’
sequence in figure 1(a) has smoke filled environment as the background, while the
’ocean’ sequence in figure 1(b) has waves in the sea as the dynamic background.
The continuous snow fall and the snow thrown out from the skiing gear serves as
the complex dynamic background for the ’skiing’ video sequence in figure 1(c).

The salient or foreground motion in these three different scenarios can be
inferred as the cyclist jumping, the people walking and the skiers moving, re-
spectively. This inference is made in the presence of complex and dynamic

(a) (b) (c)

Fig. 1. Video sequences with different dynamic backgrounds (a) smoke (b) waves (c)
snow fall



Sustained Observability for Salient Motion Detection 737

background in all the three cases. The attentive motion is seen as the more
’predictable’ or ’easy to observe’ one for a human observer compared to the
relatively unpredictable backgrounds. For example, the smoke moving in the
background of the ’jump’ sequence is haphazard in its motion, while the cyclist
keeps a regular motion. Similarly, the movement of skiers is more robust and
predictable compared to the snow fall and the motion of snow thrown out while
skiing. Though waves in figure 1(b) are less complex in its motion, the walking
of people becomes a relatively simpler motion compared to waves. So, we attach
the notion of ’predictability’ or ’regularity’ to the salient motion. It is not as
restrictive as the notion of linear motion as in [15] and can handle various kinds
of motion. Also we only intend to focus on relative predictability as in the case
of figure 1(b).

As explained in Section 2.1, the dynamic texture model represents a scene
of τ frames in a holistic manner using the state space framework where the
matrix C is the appearance matrix which encodes the visual appearance of the
texture and the states x(t) encode the motion of the entire sequence [4]. The
observability from a specific pixel in output y(t) is a measure of inference that can
be made on the values of state variables which is a holistic characterization of the
motion involved in the video sequence. Pixels belonging to complex unpredictable
backgrounds will have less observability to the state variables compared to the
pixels belonging to regions of simple predictable motions. This is due to the fact
that we are modeling the video sequence over a period of time (τ frames), and
the motion components belonging to complex unpredictable regions are hard
to estimate from its holistic characterization. Pixels belonging to static regions
will have zero observability as they do not contribute to the inference of any
motion and hence the inference of state variables. Hence observability from a
pixel computed under the framework in Equation (1) can be concluded as a
good clue for saliency of motion.

3.1 Quantitative Measure for Observability

In Section 2.2 we reviewed the basic definition of observability and a simple
rank based method from control theory literature to evaluate whether a system is
observable or not. However such methods only help to make a binary decision on
the observability of a system and do not provide any insight into the observability
from different outputs to the eigenvalues of state transition matrix A (Note that
observability is evaluated with respect to eigenvalues of A as it is invariant under
various equivalent system representations). In [14], Tarokh discusses a simple and
computationally efficient method to evaluate moi, a measure of observability for
the ith eigen value λi of the state transition matrix A. It is calculated as [14],

moi = |δi| [e∗i CT Cei]
1
2 . (5)

where ei is the right eigen vector of the transition matrix A corresponding to λi

and δi is calculated as

|δi| = |
n∏

j=1,i�=j

(λi − λj)| (6)
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(a) (b) (c) (d) (e)

Fig. 2. Example showing the generation of final saliency map with sustained observ-
ability a) 12th frame of ’cyclists’ video (b, c, d) saliency maps s1, s2 and s3 computed
using frame buffers with frames 1 to 21, 2 to 22 and 3 to 23 respectively e) final saliency
map

It can be further concluded from Equation (5) that the angle between a specific
row of output matrix C and the right eigen vector ei is a measure of observability
from the respective output. If all the row vectors of the output matrix C are
orthogonal to the right eigen vector ei, that specific λi will have zero observability
[14]. We are particularly interested in the measure mpi which indicates how much
useful is output p in inferring on eigen value λi. In our proposed method every
output will correspond to a pixel p in the output frame as y(t) is the output frame
reshaped as the m× 1 vector. Hence we evaluate the observability measure from
a pixel p to λi as

mpi = [Cei]p (7)

where [Cei]p is the scalar component of the vector Cei corresponding to output
p. The total observability from output p, denoted by mp ,is calculated as the
sum of its observability measures to all the eigen values of A i.e.,

mp =
n∑

i=1

mpi (8)

We evaluate the observability from all the pixels in the output in a similar fashion
and normalize the values between 0 and 1 to get the saliency map.

3.2 Sustained Observability

The observability measure evaluated for the pixels in the output vector indeed
provides a good clue for salient motion. However in this process some other
pixels in the dynamic background can also get some observability as can be
seen in the ’cyclists’ video sequence whose 12th frame is shown in figure 2(a).
Figure 2(b), (c) and (d) show the saliency maps for three adjacent frame buffers
wherein some part of the dynamic backgound also acquires observability. The
concept of sustained observability is to get the points of consistent performance
irrespective of the potential errors that would have happened due to the sub-
optimal system modeling using [6] for a single buffer. We look for pixels having
’sustained observability’, i.e. those pixels that maintain high observability over
succesive saliency maps computed for adjacent frame buffers as shown in figure 3.

We evaluate the dynamic texture models for adjacent buffers using frames 1 to
q, 2 to q+1 and 3 to q+2 respectively. s1, s2, s3 are the saliency maps computed
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Fig. 3. Sustained observability calculated over adjacent video buffers. s1 , s2 and s3
are saliency maps computed using dynamic texture models from frames 1 to q, 2 to
q+1 and 3 to q+2 respectively.

using the three adjacent models. The final saliency map is computed by multiply-
ing all the three maps and normalizing it in the range [0 1], which implies we give
more saliency to those pixels which hold the observability across the three adjacent
models. The final saliency map is attributed to the centre input frame in the buffer.
It can be verified that though different regions in the dynamic background show
some saliency in individual binary saliency maps s1, s2 and s3, the final saliency
map in figure 2(e) only shows points that show consistently high observability.
Three adjacent buffers are used as an empirical precision-recall trade-off. More
adjacent buffers improve precision but affect recall.

4 Experiments

The proposed method is tested on the same experimental database used by [10]
available in [20]. The video database used by [10] contains 18 video sequences
in varied shooting conditions ranging from surveillance videos with static back-
grounds to videos having complex dynamic backgrounds and significant camera
motion. [10] has already established a quantitative evaluation method on the video
database set using the manually annotated ground truth data and consequently
has compared their method with other state-of-the-art methods. Hence by utiliz-
ing the same database, ground truth and evaluation methodology we compare and
contrast the accuracy of our method with the competing algorithms.

The experiments are done with a buffer size of 21 frames (q = 21) and the
number of states is empirically fixed as 10( n = 10). Figure 4 shows three example
videos from the dataset and the saliency maps obtained using the proposed
sustained observability (SO) method. The ’ocean’ sequence in figure 4(a) is under
static camera condition with the waves as dynamic background while the ’skiing’
sequence in figure 4(c) has snow fall background with some camera motion. The
’peds’ sequence in figure 4(e) is a typical surveillance video watching pedestrians
on a road. The saliency maps in figure 4(b), (d) and (f) show that the proposed
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(a) (b) (c) (d) (e) (f)

Fig. 4. Saliency maps obtained using the proposed sustained observability method on
various video sequences a)’ocean’ sequence (waves as background) b) saliency map
for ’ocean’ sequence c) ’skiing’ sequence (snowfall as background) d) saliency map for
’skiing’ sequence e) ’peds’ sequence (static camera surveillance) f) saliency map for
’peds’ sequence

method detects the regions of salient motion accurately under different shooting
conditions. Note that no thresholds are applied to the saliency maps shown in
figure 4 which indicate actual saliency of pixels obtained using the proposed
method.

4.1 Quantitative Evaluation

The objective comparison of different methods is done with the manually anno-
tated ground truth data from [10]. The saliency maps obtained are thresholded
at a large number of values for computing the false alarm rate(α) and detection
rate(β). The final performance of the algorithm is evaluated by the Equal Error
rate (EER), which is the error at which the false alarm rate is equal to the miss
rate (α = 1- β). Lesser the EER, better the performance of the algorithm.

We have reproduced the results of objective performance of various methods
from [10] for comparison with our proposed method. The proposed sustained ob-
servability (SO) method is objectively compared with five different salient motion
detection methods - (1) Discriminant Saliency Method (DS) [10] (2)’Surprise’
model from Itti and Baldi (Su) [9] (3) Non-parametric Kernel Density Estimator
(KDE) method [7] (4) Linear Dynamical Model of Monnet et. al. (Mo) [1] (5)
modified Gaussian Mixture Model (GMM) method [17]. Table 1 shows the equal
error rates (in %) for saliency maps obtained with different methods for various
video sequences available in the database. Table 2 shows the average equal error
rates of all competing methods.
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Table 1. Equal Error Rates (in %) for different algorithms [10] compared with Sus-
tained Observability (SO) method

DS Su KDE Mo GMM SO DS Su KDE Mo GMM SO

skiing 3 26 46 11 36 4.9 bottle 2 5 38 17 25 3.9

surf 4 30 36 10 23 7.6 hockey 24 28 35 29 39 27

cyclists 8 41 44 28 36 17.9 land 3 31 54 16 40 27

birds 5 19 20 7 23 9.2 zodiac 1 19 20 3 40 5.8

chopper 5 13 43 8 35 8.3 peds 7 37 17 11 11 7

flock 15 23 33 31 34 25 traffic 3 46 39 9 34 20

boat 9 9 13 15 15 11.3 freeway 6 43 21 31 25 8.7

jump 15 25 51 23 39 22 ocean 11 42 19 11 30 10.8

surfers 7 24 25 10 35 9 rain 3 10 23 17 15 2

Table 2. Average Equal Error Rate comparison of proposed method with other state-
of-the-art methods

DS Su KDE Mo GMM SO

Avg EER 7.6 % 26.2% 33.1 % 16 % 29.7 % 12.6 %

4.2 Comparison

It can be seen from Table 2 that the proposed method achieves second best
average EER among all the methods compared. Compared to the discrimi-
nant saliency (DS) method which has the minimum average EER, the proposed
method has significant computational advantage. [10] reports the computational
complexity of the DS method as 37 seconds for processing a video frame of size
240 × 320 pixels with a Matlab implementation on a PC with 3 Ghz CPU, 2 GB
RAM. The proposed sustained observability methods takes only approximately
0.25 seconds for processing the video frame of same size with the Matlab imple-
mentation on a 2.66 GHz dual core CPU with 2 GB RAM. Hence the proposed
method has a large computational advantage over [10] and considerable per-
formance advantage over other competing methods with respect to the average
percentage of Equal Error Rates. One shortfall for the proposed method is its
increased false alarm rate when the camera follows a foreground object slowly
and smoothly with no background motion other than the one induced by the
camera. For example, in the ’land’ sequence in the video database, the camera
follows the landing of an aircraft while the buildings in the static background
move slowly in the opposite direction. For the proposed method such a motion
in the background is a slow and predictable regular motion and hence will get
saliency along with the aircraft in foreground. However the DS method uses con-
trast of centre and surround windows and gets the motion of aircraft as salient.
Hence the ’land’ sequence has high EER for the proposed method and low EER
for the DS method.



742 V. Gopalakrishnan, Y. Hu, and D. Rajan

5 Conclusion

We have presented a novel way of defining the salient motion under complex
unpredictable backgrounds using the concept of observability from the control
theory literature. The proposed method is simple and efficient in a way that it
requires no background estimation or understanding of motion in the system.
The method is computationally efficient and is shown to provide one of the best
results when tested on a dataset with videos having a wide range of motions
under different shooting conditions.

Acknowledgement. This research was partially supported by the Media De-
velopment Authority under grant NRF2008IDM-IDM004-032.

References

1. Antoine, M., Anurag, M., Nikos, P., Visvanathan, R.: Background Modeling and
Subtraction of Dynamic Scenes. In: ICCV, pp. 1305–1312 (2003)

2. Antsaklis, P.J., Michel, A.N.: Linear Systems. McGraw-Hill Higher Education, New
York (1997)

3. Bugeau, A., Perez, P.: Detection and segmentation of moving objects in complex
scenes. Computer Vision and Image Understanding 113(4), 459–476 (2009)

4. Chan, A.B., Vasconcelos, N.: Probabilistic Kernels for the Classification of Auto-
Regressive Visual Processes. In: CVPR, pp. 846–851 (2005)

5. Chen, C.T.: Linear System Theory and Design. Oxford University Press, Inc., NY
(1998)

6. Doretto, G., Chiuso, A., Wu, Y.N., Soatto, S.: Dynamic Textures. Int. J. on Com-
puter Vision 51(2), 91–109 (2003)

7. Elgammal, A.M., Duraiswami, R., Harwood, D., Davis, L.S.: Background and fore-
ground modeling using nonparametric kernel density estimation for visual surveil-
lance. Proc. IEEE 90, 1151–1163 (2002)

8. Elgammal, A.M., Harwood, D., Davis, L.S.: Non-parametric model for background
subtraction. In: Vernon, D. (ed.) ECCV 2000. LNCS, vol. 1843, pp. 751–767.
Springer, Heidelberg (2000)

9. Itti, L., Baldi, P.: A Principled Approach to Detecting Surprising Events in Video.
In: CVPR, pp. 631–637 (2005)

10. Mahadevan, V., Vasconcelos, N.: Spatiotemporal Saliency in Dynamic Scenes.
IEEE Trans. on Pattern Analysis and Machine Intelligence 32(1), 171–177 (2010)

11. Mittal, A., Paragios, N.: Motion-based background subtraction using adaptive ker-
nel density estimation. In: CVPR, pp. 302–309 (2004)

12. Rubinstein, M., Shamir, A., Avidan, S.: Improved seam carving for video retarget-
ing. ACM Trans. Graph 27(3), 1–9 (2008)

13. Stauffer, C., Grimson, W.: Adaptive Background Mixture Models for Real-Time
Tracking. In: CVPR, pp. 2246–2252 (1999)

14. Tarokh, M.: Measures for controllability, observability and fixed modes. IEEE
Transactions on Automatic Control 37(8), 1268–1273 (1992)

15. Wixson, L.E.: Detecting Salient Motion by Accumulating Directionally-Consistent
Flow. IEEE Trans. on Pattern Analysis and Machine Intelligence 22(8), 774–780
(2000)



Sustained Observability for Salient Motion Detection 743

16. Yilmaz, A., Javed, O., Shah, M.: Object tracking: A survey. ACM Comput.
Surv. 38(4) (2006)

17. Zivkovic, Z.: Improved adaptive gaussian mixture model for background subtrac-
tion. In: ICPR, vol. II, pp. 28–31 (2004)

18. Zhong, J., Sclaroff, S.: Segmenting Foreground Objects from a Dynamic Textured
Background via a Robust Kalman Filter. In: ICCV, pp. 44–50 (2003)

19. Zhu, J., Lao, Y., Zheng, Y.F.: Object Tracking in Structured Environments for
Video Surveillance Applications. IEEE Transactions on Circuits and Systems for
Video Technology 20(2), 223–235 (2010)

20. http://www.svcl.ucsd.edu/projects/background_subtraction

http://www.svcl.ucsd.edu/projects/background_subtraction


Markerless and Efficient 26-DOF
Hand Pose Recovery

Iasonas Oikonomidis, Nikolaos Kyriazis, and Antonis A. Argyros

Institute of Computer Science, FORTH
and

Computer Science Department, University of Crete
{oikonom,kyriazis,argyros}@ics.forth.gr

http://www.ics.forth.gr/cvrl/

Abstract. We present a novel method that, given a sequence of syn-
chronized views of a human hand, recovers its 3D position, orientation
and full articulation parameters. The adopted hand model is based on
properly selected and assembled 3D geometric primitives. Hypothesized
configurations/poses of the hand model are projected to different cam-
era views and image features such as edge maps and hand silhouettes are
computed. An objective function is then used to quantify the discrepancy
between the predicted and the actual, observed features. The recovery of
the 3D hand pose amounts to estimating the parameters that minimize
this objective function which is performed using Particle Swarm Opti-
mization. All the basic components of the method (feature extraction,
objective function evaluation, optimization process) are inherently paral-
lel. Thus, a GPU-based implementation achieves a speedup of two orders
of magnitude over the case of CPU processing. Extensive experimental
results demonstrate qualitatively and quantitatively that accurate 3D
pose recovery of a hand can be achieved robustly at a rate that greatly
outperforms the current state of the art.

1 Introduction

The problem of effectively recovering the pose (3D position and orientation) of
human body parts observed by one or more cameras is interesting because of
its theoretical importance and its diverse applications. The human visual sys-
tem exhibits a remarkable ability to infer the 3D body configurations of other
humans. A wide range of applications such as human-computer interfaces, etc,
can be built provided that this fundamental problem is robustly and efficiently
solved [1]. Impressive motion capture systems that employ visual markers [2] or
other specialized hardware have been developed. However, there is intense inter-
est in developing markereless computer-vision based solutions, because they are
non-invasive and, hopefully, cheaper than solutions based on other technologies
(e.g., electromagnetic tracking).

The particular problem of 3D hand pose estimation is of special interest be-
cause by understanding the configuration of human hands we are in a position

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 744–757, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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to build systems that may interpret human activities and understand important
aspects of the interaction of a human with her/his physical and social environ-
ment. Despite the significant amount of work in the field, the problem remains
open and presents several theoretical and practical challenges due to a number
of cascading issues. Fundamentally, the kinematics of the human hand is com-
plicated. Complicated kinematics is hard to accurately represent and recover
and also yields a search space of high dimensionality. Extended self-occlusions
further complicate the problem by generating incomplete and/or ambiguous
observations.

1.1 Related Work

A significant amount of literature has been devoted to the problem of pose re-
covery of articulated objects using visual input. Moeslund et al [1] provide a
thorough review covering the general problem of visual human motion capture
and analysis. The problems of recovering the pose of the human body and the
human hand present similarities such as the tree-like connectivity and the size
variability of the articulated parts. However, a human hand usually has con-
sistent appearance statistics (skin color), whereas the appearance of humans is
much more diverse because of clothing.

A variety of methods have been proposed to capture human hand motion.
Erol et al [3] present a review of such methods. Based on the completeness of
the output, they differentiate between partial and full pose estimation methods,
further dividing the last class into appearance-based and model-based ones.

Appearance-based methods estimate hand configurations from images directly
after having learnt the mapping from the image feature space to the hand con-
figuration space [4, 5,6,7]. The mapping is highly nonlinear due to the variation
of hand appearances under different views. Further difficulties are posed by the
requirement for collecting large training data sets and the accuracy of pose esti-
mation. On the positive side, appearance based methods are usually fast, require
only a single camera and have been successfully employed for gesture recognition.

Model-based approaches employ a 2D or 3D hand model [8, 9, 10, 11]. In the
case of 3D hand models the hand pose is estimated by matching the projection
of the model to the observed image features. The task is then formulated as
a search problem in a high dimensional configuration space, which induces a
high computational cost. Important issues to be addressed by such methods
include the efficient construction of realistic 3D hand models, the dimensionality
reduction of the configuration space and the development of techniques for fast
and reliable hand posture estimation.

This paper presents a novel, generative method that treats the 3D hand pose re-
covery problem as an optimization problem that is solved through Particle Swarm
Optimization (PSO). Under the taxonomy of [3], the present work can be cate-
gorized as a full, model-based pose estimation method that employs a single hy-
pothesis. The method may integrate observations from an arbitrary number of
available views without requiring special markers. This is clearly demonstrated by
our decision to consider all free problem parameters jointly and simultaneously.
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As a direct consequence, contrary to the work of [10], our formulation of the prob-
lem allows for a clear and effortless treatment of self-occlusions. PSO has been
already applied for human pose recovery in [12], however this is done in a hier-
archical fashion in contrast to our joint optimization approach. Additionally, the
method of [12] is not directly applicable to hand pose recovery because stronger
occlusions must be handled given weaker observation cues.

Being generative, the approach explores an essentially infinite configuration
space. Thus, the accuracy of estimated pose is not limited by the size and content
of the employed database, as e.g. in [7]. To the best of our knowledge, this is
the first work that demonstrates that PSO can be applied to the problem of 3D
hand pose recovery and solve it accurately and robustly. This is demonstrated
in sequences with highly complex hand articulation where the hand is observed
from relatively distant views. Additionally, it is demonstrated that the careful
selection of inherently data parallel method components permits the efficient,
near real-time 3D hand pose estimation and gives rise to the fastest existing
method for model-based hand pose recovery.

The rest of this paper is organized as follows. Section 2 describes in detail
the proposed method. Section 3 presents results from an extensive quantitative
and qualitative experimental evaluation of the proposed method. Finally, Sec. 4
summarizes the paper by drawing the most important conclusions of this work.

2 Methodology

The proposed method can be summarized as follows. Observations of a human
hand are acquired from a static, pre-calibrated camera network. For each obser-
vation, skin color detection and edge detection are performed to extract reference
features. A 3D model of a human hand is adopted that consists of a collection
of parameterized geometric primitives. Hand poses are represented by a total of
27 parameters that redundantly encode the 26 degrees of freedom of the human
hand. Given the hand model, poses which would reproduce the observations are
hypothesized. For each of them, the corresponding skin and edge feature maps
are generated and compared against their reference counterparts. The discrep-
ancy between a given pose and the actual observation is quantified by an error
function which is minimized through Particle Swarm Optimization (PSO). The
pose for which this error function is minimal constitutes the output of the pro-
posed method at a given moment in time. Temporal continuity in hand motion
is assumed. Thus, the initial hypotheses for current time instance are restricted
in the vicinity of the solution for the previous time instant. The method incorpo-
rates computationally expensive processes which cannot be adequately handled
by conventional CPU processing. However, the exploitation of the inherent data
parallelism of all the required components through a GPU powered implementa-
tion, results in near real-time computational performance. The following sections
describe in more detail the components outlined above.
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Fig. 1. Hand model with colored parts. Each color denotes a different type of geometric
primitive (blue for elliptic cylinders, green for ellipsoids, yellow for spheres and red for
cones).

2.1 Observation Model

The proposed hand pose recovery method operates on sequences of synchronized
views acquired by intrinsically and extrinsically calibrated cameras. A set of
images acquired from a set of such cameras at the same moment in time is called a
multiframe. If Mi = {I1, I2, . . .} is a multiframe of a sequence S = {M1,M2, . . .}
then Ij denotes the image from the j-th camera/view at the i-th time step. In
the single camera case, a sequence of multiframes reduces to an image sequence.

An observation model similar to [10] is employed. For each image I of a
multiframe M , an edge map oe(I) is computed by means of Canny edge detection
[13] and a skin color map os(I) is computed using the skin color detection method
employed in [14]. As a convention, the label of 1 indicates presence and the label
of 0 indicates the absence of skin or edges in the corresponding maps. For each
edge map oe(I), a distance transform od(I) is computed. For each image I, maps
O(I) = {os(I), od(I)} constitute its observation cues.

2.2 Hand Model

The model of hand kinematics used in this work is based on [15]. The kinematics
of each finger, including the thumb, is modeled using four parameters encoding
angles. More specifically, two are used for the base of the finger and two for
the remaining joints. Bounds on the values of each parameter are set based on
anatomical studies (see [15] and references therein). The global position of the
hand is represented using a fixed point on the palm. The global orientation is
parameterized using the redundant representation of quaternions. This parame-
terization results in a 26-DOF model encoded in a vector of 27 parameters.

The hand consists of a palm and five fingers. The palm is modeled as an el-
lipsoid cylinder and two ellipsoids for caps. Each finger consists of three cones
and four spheres, except for the thumb which consists of two cones and three
spheres (see Fig. 1). All required 3D shapes used in the adopted hand model
consist of multiple instances of two basic geometric primitives, a sphere and
a truncated cylinder. These geometric primitives, subjected to appropriate
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homogeneous transformations, yield a model similar to that of [9]. Each transfor-
mation performs two different tasks. First, it appropriately transforms primitives
to more general quadrics and, second, it applies the required kinematics. Using
the shape transformation matrix

Ts =

⎛⎜⎜⎝
e · sx 0 0 0

0 e · sy 0 0
0 0 sz 0
0 0 1 − e e

⎞⎟⎟⎠ , (1)

spheres can be transformed to ellipsoids and cylinders to elliptic cylinders or
cones. In Eq.(1), sx, sy and sz are scaling factors along the respective axes. The
parameter e is used only in the case of cones, representing the ratio of the small
to the large radius of the cone before scaling (if not transforming to a cone,
e is fixed to 1). Having a rigid transformation matrix Tk computed from the
kinematics model, the final homogeneous transformation T for each primitive
(sphere or cylinder) is

T = Tk · Ts. (2)

A non-trivial implementation issue (see Sec. 2.5) is the correct computation of
surface normals. For given normals −→ni of the two primitives in use, and given
homogeneous transformation T , the computation of the new surface normals −→ni

′

can be performed according to [16] using the equation −→ni
′ = (T−T)3×3 ·−→ni . A3×3

denotes the upper-left 3 by 3 submatrix of A.
Having a parametric 3D model of a hand, the goal is to estimate the model

parameters that are most compatible to the observed images/image features
(Sec. 2.1). To do so, we compute comparable image features from each hypothe-
sized 3D hand pose (see Sec. 2.5). More specifically, given a hand pose hypothesis
h, an edge map re(h) and a skin color map rs(h) can be generated my means
of rendering. The reference implementation of the rendering process is very sim-
ilar to that of [9]. The informative comparison between each observation and
corresponding hypotheses is detailed in Sec. 2.3.

2.3 Hypothesis Evaluation

The proposed method is based on a measure quantifying how compatible a given
3D hand pose is to the actual camera-based observations. More specifically, a
distance measure between a hand pose hypothesis h and the observations of
multiframe M needs to be established. This is performed by the computation
of a function E(h,M) which measures the discrepancies between skin and edge
maps computed in a multiframe and the skin and edge maps that are rendered
for a given hand pose hypothesis:

E(h,M) =
∑
I∈M

D(I, h,C(I)) + λk · kc(h). (3)

In Eq.(3), h is the hand pose hypothesis, M is the corresponding observation
multiframe, I is an image in M , C(I) is the set of camera calibration parameters
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corresponding to image I and λk is a normalization factor. The function D of
Eq.(3) is defined as

D(I, h, c) =
∑

os(I) ⊗ rs(h, c)∑
os(I) +

∑
rs(h, c) + ε

+ λ

∑
od(I) · rs(h, c)∑
re(h, c) + ε

, (4)

where os(I), od(I), rs(h, c), re(h, c) are defined in Sec. 2.1. A small term ε is
added to the denominators of Eq.4) to avoid divisions by zero. The symbol ⊗
denotes the logical XOR (exclusive disjunction) operator. Finally, λ is a constant
normalization factor. The sums are computed over entire feature maps. The
function kc adds a penalty to kinematically implausible hand configurations.
Currently, only adjacent finger inter-penetration is penalized. Therefore, kc is
defined as

kc(h) =
∑

p∈pairs

{
−φ(p) φ(p) < 0
0 φ(p) ≥ 0

, (5)

where pairs denotes the three pairs of adjacent fingers, excluding the thumb,
and φ denotes the difference between the abduction-adduction angles of those
fingers. In all experiments the values of λ and λk were both set to 10.

2.4 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an optimization technique that was intro-
duced by Kennedy et al [17]. It is an evolutionary algorithm since it incorporates
concepts such as populations, generations and rules of evolution for the atoms of
the population (particles). A population is essentially a set of particles which lie
in the parameter space of the objective function to be optimized. The particles
evolve in runs which are called generations according to a policy which emulates
“social interaction”.

Canonical PSO, the simplest of PSO variants, was preferred among other
optimization techniques due to its simplicity and efficiency. More specifically,
it only depends on very few parameters, does not require extra information on
the objective function (e.g., its derivatives) and requires a relatively low number
of evaluations of the objective function [18]. Following the notation introduced
in [19], every particle holds its current position (current candidate solution, set
of parameters) in a vector xt and its current velocity in a vector vt. Moreover,
each particle i stores in vector pi the position at which it achieved, up to the
current generation t, the best value of the objective function. Finally, the swarm
as a whole, stores in vector pg the best position encountered across all particles
of the swarm. pg is broadcasted to the entire swarm, so that every particle is
aware of the global optimum. The update equations that are applied in every
generation t to reestimate each particle’s velocity and position are

vt = K(vt−1 + c1r1(pi − xt−1) + c2r2(pg − xt−1)) (6)

and
xt = xt−1 + vt, (7)
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where K is a constant constriction factor [20]. In Eqs. (6), c1 is called the
cognitive component, c2 is termed the social component and r1, r2 are random
samples of a uniform distribution in the range [0..1]. Finally, c1 + c2 > 4 must
hold [20]. In all performed experiments the values c1 = 2.8, c2 = 1.3 and K =

2∣∣∣2−ψ−
√

ψ2−4ψ
∣∣∣ with ψ = c1 + c2 were used.

Typically, the particles are initialized at random positions and their velocities
to zero. Each dimension of the multidimensional parameter space is bounded
in some range. If, during the position update, a velocity component forces the
particle to move to a point outside the bounded search space, this component
is zeroed and the particle does not perform any move at the corresponding
dimension. This is the only constraint employed on velocities.

In this work, the search space is the 27-dimensional 3D hand pose parame-
ter space, the objective function to be minimized is E(M,h) (see Eq.(3)) and
the population is a set of candidate 3D hand poses hypothesized for a single
multiframe. Thus the process of tracking a hand pose requires the solution of a
sequence of optimization problems, one for each of the acquired multiframes. By
exploiting temporal continuity, the solution over multiframe Mt is used to gener-
ate the initial population for the optimization problem of Mt+1. More specifically,
the first member of the population href for Mt+1 is the solution for Mt; The rest
of the population consists of perturbations of href . Since the variance of these
perturbations depends on the image acquisition frame rate and the anticipated
jerkiness of the observed hand motion, it has been experimentally determined
in the reported experiments. The optimization for multiframe Mt+1 is executed
for a fixed amount of generations/iterations. After all generations have evolved,
the best hypotheses hbest is dubbed as the solution for time step t + 1.

2.5 Exploiting Parallelism

A reference implementation of the proposed method was developed in MATLAB.
A study of the computational requirements of the method components revealed
that PSO and skin color detection are very fast. The computations of edge maps
and their distance transforms are relatively slow but these tasks along with skin
color detection are only executed once per multiframe. The identified compu-
tational bottlenecks are the rendering of a given 3D hand pose hypothesis and
the subsequent evaluation of Eq.(3). More specifically, the hand model consists
of a series of quadrics for which ray casting is used for rendering [9]. Addition-
ally, since multiple quadrics overlap on the projection plane, pixel overwriting
will occur and z-buffering is required so as to produce correct edge maps. The
computation of Eq.(3) is a matter of pixel-wise multiplication and summation
over entire images. The whole process is computationally expensive and prevents
real-time performance. Reasonable PSO parameterizations where particles and
generations range in the orders of tens, correspond to more than 4 minutes of
processing time per multiframe.

GPU accelerated observation models have been employed in the past (e.g.
[21]). In contrast to previous work, we provide a detailed description of a GPU
implementation that exploits parallelism beyond the point of straightforward
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Fig. 2. Back-projection error computation flowchart. Observations of a human hand
and hypothesized 3D poses are compared. Reference features are extracted from mul-
tiframes by means of skin color detection and edge detection. Artificial features are
generated for the 3D pose hypotheses by means of rendering and edge detection. The
three main GPU steps are annotated: geometry rendering, cue-map generation and
cue-map reduction.

image processing and rendering. Our GPU implementation targets the accelera-
tion of the two performance bottlenecks, i.e., rendering and evaluation. The rest
of the tasks are also susceptible to acceleration (e.g. [22,23,24]) but this was not
considered in this work. The final implementation used the Direct3D rendering
pipeline to accelerate the computationally demanding tasks and MATLAB to
perform the rest of the tasks as well as overall task coordination.

Rendering and evaluation of Eq.(3) are decomposed in three major GPU com-
putation steps: geometry rendering, cue-map generation and cue-map reduction
(see Fig. 2). Multiple particles are evaluated in large batches instead of sin-
gle particles. This design choice defines a fine parallelization granularity which
makes GPUs the optimal accelerator candidate.

Geometry rendering. The goal of the geometry rendering step is to simul-
taneously render multiple hand hypotheses in a big tiled rendering. Multiple
renderings, instead of sequences of single renderings, were preferred in order
to maximally occupy the GPU cores with computational tasks. The non-trivial
issues to address are geometry instancing and multi-viewport clipping.
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Hardware instancing [24] is used to perform multiple render batches efficiently.
Efficiency regards both optimal GPU power exploitation and minimal memory
usage. Batch rendering of multiple hand configurations essentially amounts to
rendering of multiple instances of spheres and cylinders. However, the respective
geometric instantiations are not required to be explicit. Hardware geometry in-
stancing can be used in order to virtually replicate reusable geometry and thus
make instantiation implicit.

A specialized pixel shader is used in order to perform custom multi-viewport
clipping. Multiple viewports are required to be simultaneously rendered. How-
ever, conventional rendering pipelines do not account for multiple viewports,
except for the case of sequential renderings. Unless multi-viewport clipping was
performed, out of bounds geometry would expand beyond the tiles and spoil
adjacent renderings.

The information that is transferred from CPU to GPU are the projection
matrices c for each tile and the view matrix T for each primitive. The output of
this rendering is the map rs(h, c), per pixel depth and per pixel normal vectors,
encoded in four floating point numbers.

Cue-map generation. During cue-map generation, the output of the geom-
etry rendering step is post-processed in order to provide cue-maps rs(h, c),
re(h, c), os(I) ⊗ rs(h, c) and oe(I) · re(h, c) of Eq.(3). Cue-map rs(h, c) passes
through this stage since it is computed during geometry rendering (see Fig. 2).
Cue-map re(h, c) is computed by thresholding the discontinuity in normal vec-
tors for a cross-neighborhood around each pixel. Cue-maps os(I) ⊗ rs(h, c) and
oe(I) · re(h, c) are trivially computed by element wise operations between the
operands.

Cue-map reduction. In the cue-map reduction step, scale space pyramids are
employed to efficiently accumulate values across tiles. The expected input is an
image that encodes maps rs(h, c), re(h, c), os(I) ⊗ rs(h, c) and oe(I) · re(h, c)
and the expected output is the sum over logical tiles of these maps. The pyra-
mids are computed by means of sub-sampling, which is a very efficient GPU
computation. Once the sums have been accumulated, the computation of Eq.(3)
is straightforward.

3 Experimental Evaluation

The quantitative and qualitative experimental validation of the proposed method
was performed based on both synthetic and real-world sequences of multiframes.

3.1 Quantitative Evaluation Based on Synthetic Data

The quantitative evaluation of the proposed method was based on synthetic
sequences of multiframes which make possible the assessment of the proposed
method against known ground truth. Towards this end, the hand model pre-
sented in Sec. 2.2 was animated so as to perform motions as simple as waving
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Fig. 3. Performance of the proposed method for different values of selected parameters.
In the plots of the top row, the vertical axis represents the mean score E. In the plots of
the bottom row, the vertical axis represents mean error in mm (see text for additional
details). (a),(b): Varying values of PSO particles and generations for 2 views. (c),(d):
Same as (a),(b) but for 8 views. (e),(f): Increasing number of views. (g),(h): Increasing
amounts of noise.

and as complex as object grasping. A synthetic sequence of 360 poses of the mov-
ing hand was created. Each pose was observed by 8 virtual cameras surrounding
the hand. This results in a sequence of 360 multiframes of 8 views, which consti-
tute the input to the proposed method. The required cue maps were synthesized
through rendering (see Sec. 2.2).

The performed quantitative evaluation assessed the influence of several factors
such as PSO parameters, number of available views (i.e., multiframe size) and
segmentation noise, over the performance of the proposed method. Figure 3 illus-
trates the obtained results. For each multiframe of the sequence, the best scoring
hand pose hbest using the specified parameter values was found. Figures 3(a), (c),
(e) and (g) provide plots of the score E(hbest,M) (averaged for all multiframes
M) as a function of various experimental conditions. Similarly, Figs. 3(b), (d),
(f) and (h) illustrate the actual error in 3D hand pose recovery in millimeters, in
the experimental conditions of Figs. 3(a), (c), (e) and (g), respectively. This er-
ror was computed as follows. The five fingertips as well as the center of the palm
were selected as reference points. For each such reference point, the Euclidean
distance between its estimated position and its ground truth position was first
calculated. These distances were averaged across all multiframes, resulting in a
single error value for the whole sequence.

Figures 3(a) and (b) show the behavior of the proposed method as a func-
tion of the number of PSO generations and particles per generation. In this
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experiment, each multiframe consisted of 2 views with no noise contamination.
It can be verified that varying the number of particles per generation does not
affect considerably the error in 3D hand pose recovery. Thus, the number of
generations appears to be more important than the number of particles per
generation. Additionally, it can be verified that the accuracy gain for PSO pa-
rameterizations with more than 16 particles and more than 25 generations was
insignificant. Figures 3(c), (d) are analogous to those of Figs 3(a),(b), except
the fact that each multiframe consisted of 8 (rather than 2) views. The error
variance is even smaller in this case as a consequence of the increased number
of views which provides richer observations and, thus, more constraints. The
accuracy gain for PSO parameterizations with more than 16 particles and more
than 25 generations is even less significant.

In order to assess the behavior of the method with respect to the number
of available views of the scene, experiments with varying number of views were
conducted. Figures 3(e) and (f) show the behavior of the proposed method as a
function of the size of a multiframe. For the experiments with less than 8 views,
these were selected empirically so as to be as complementary as possible. More
specifically, views with large baselines and viewing directions close to vertical
were preferred. In these experiments, 128 PSO particles and 35 generations were
used, and no segmentation noise was introduced in the rendered skin and edge
maps. The obtained results (Figs. 3(e) and (f)) show that the performance im-
provement from one view to two views is significant. Adding more views improves
the results noticeably but not significantly.

In order to assess the tolerance of the method to different levels of segmenta-
tion errors, all the rendered silhouette and edge maps were artificially corrupted
with different levels of noise. The type of noise employed is similar to [7]. More
specifically, positions are randomly selected within a map and the labels of all
pixels in a circular neighborhood of a random radius are flipped. The aggregate
measure of noise contamination is the percentage of pixels with swapped labels.
In the plots of Figs. 3(g) and (h), the horizontal axis represents the percentage of
noise-contaminated pixels in each skin map. Edge maps were contaminated with
one third of this percentage. The contamination was applied independently to
each artificial map rs and re. In this experiment, 128 PSO particles and 35 PSO
generations were used, and multiframes of eight views were considered.The plots
indicate that the method exhibited robustness to moderate amounts of noise and
failed for large amounts of noise. The exhibited robustness can be attributed to
the large number of employed views. Since the noise of each view was assumed
to be independent from all other views, the emerged consensus (over skin de-
tection and edge detection) managed to cancel out low-variance noise. Figure 3
also demonstrates that the design choices regarding the objective function E
(Sec. 2.3) are correct. This can be verified by the observed monotonic relation
between E and the actual 3D hand pose estimation error.

Finally, Table 1 provides information on the runtime of these experiments. The
table shows the number of multiframes per second for various parameterizations
of the PSO (number of generations and number of particles per generation) and
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Table 1. Number of multiframes per second processed for a number of PSO generations
and camera views for 16/128 particles per generation

Generations 2 views 4 views 8 views
10 7.69/2.48 4.22/1.26 2.14/0.63
15 7.09/1.91 3.65/0.97 1.85/0.49
20 6.23/1.55 3.19/0.79 1.62/0.39
25 5.53/1.31 2.85/0.67 1.44/0.33
30 5.00/1.13 2.59/0.57 1.30/0.29
35 4.55/1.00 2.34/0.50 1.18/0.25
40 4.18/0.89 2.15/0.45 1.09/0.23

Fig. 4. Sample frames from real-world experiments. Left: four views of a multiframe
of a cylindrical grasp. Right: Zoom on hands; Rows are from the same multiframe and
columns correspond to the same camera view.

various number of views. The entry in boldface corresponds to 20 generations,
16 particles per generation and 2 views. According to the quantitative results
presented earlier, this setup corresponds to the best trade-off between accuracy
of results, computational performance and system complexity. This figure shows
that the proposed method is capable of accurately and efficiently recovering the
3D pose of a hand observed from a stereo camera configuration at 6.2Hz. If 8
cameras are employed, the method delivers poses at a rate of 1.6Hz.

3.2 Experiments with Real World Images

Real-world image sequences were acquired using a multicamera system which is
installed around a 2 × 1m2 bench and consists of 8 Flea2 PointGrey cameras.
Cameras are synchronized by a timestamp-based software that utilizes a ded-
icated FireWire 2 interface (800MBits/sec) which guarantees a maximum of
125μsec temporal discrepancy in images with the same timestamp. Each camera
has a maximum framerate of 30 fps at highest (i.e. 1280×960) image resolution.
The workstation where images are gathered has a quad-core Intel i7 920 CPU,
6 GBs RAM and an Nvidia GTX 295 dual GPU with 894GFlops processing
power and 896 MBs memory per GPU core.
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Several sequences of multiframes have been acquired, showing various types
of hand activities such as isolated motions and hand-environment interactions
including object grasping. Figure 4 provides indicative snapshots of 3D hand
pose estimation superimposed on the original image data. Videos with results of
these experiments are available online1.

4 Discussion

In this paper, we proposed a novel method for the visual recovery of 3D hand
pose of a human hand. This is formulated as an optimization problem which
is accurately and robustly solved through Particle Swarm Optimization. In an
effort to propose a method that is both accurate and computationally efficient,
appropriate design choices were made to select components that exhibit data
parallelism which is exploited by a GPU based implementation. The experimen-
tal evaluation in challenging datasets (complex hand articulation, distant hand
views) demonstrates that accurate pose recovery can be achieved at a framerate
that greatly outperforms the current state of the art. The individual constituents
of the proposed method are clearly separated. It is quite easy for changes to be
made to the objective function, the optimization method or the hand model with-
out affecting the other parts. Current research if focused on considering more
compact search spaces through the use of dimensionality reduction techniques.
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Abstract. Articulated tracking of humans is a well-studied field, but
most work has treated the humans as being independent of the environ-
ment. Recently, Kjellström et al. [1] showed how knowledge of interaction
with a known rigid object provides constraints that lower the degrees of
freedom in the model. While the phrased problem is interesting, the re-
sulting algorithm is computationally too demanding to be of practical
use. We present a simple and elegant model for describing this problem.
The resulting algorithm is computationally much more efficient, while it
at the same time produces superior results.

1 Introduction

Three dimensional articulated human motion tracking is the process of estimat-
ing the configuration of body parts over time from sensor input [2]. A large body
of work have gone into solving this problem by using computer vision techniques
without resorting to visual markers. The bulk of this work, however, completely
ignores that almost all human movement somehow involves interaction with a
rigid environment (people sit on chairs, walk on the ground, lift the bottle and
so forth). By incorporating this fact of life, one can take advantage of the con-
straints provided by the environment, which effectively makes the problem easier
to solve.

Recently, Kjellström et al. [1] showed that taking advantage of these con-
straints allows for improved tracking quality. To incorporate the constraints
Kjellström et al., however, had to resort to a highly inefficient rejection sam-
pling scheme. In this paper, we present a detailed analysis of this work and show
how the problem can be solved in an elegant and computationally efficient man-
ner. First we will, however, review the general articulated tracking framework
and related work.

1.1 Articulated Tracking

Estimating the pose of a person using a single view point or a small baseline
stereo camera is an inherently difficult problem due to self-occlusions. This man-
ifests itself in that the distribution of the human pose is multi-modal with an
unknown number of modes. Currently, the best method for coping with such
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� Springer-Verlag Berlin Heidelberg 2011
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distributions is the particle filter [3]. This aims at estimating the state of the
system, which is represented as a set of weighted samples. These samples are
propagated in time using a predictive model and assigned a weight according to
a data likelihood. As such, the particle filter requires two subsystems: one for
computing likelihoods by comparing the image data to a sample from the hidden
state distribution, and one for predicting future states. In practice, the predic-
tive system is essential in making the particle filter computationally feasible, as
it can drastically reduce the number of needed samples. As an example, we shall
later see how the predictive system can be phrased to incorporate constraints
from the environment.

For the particle filter to work, we need a representation of the system state,
which in our case is the human pose. As is common [2], we shall use the kine-
matic skeleton (see Fig. 1). This representation is a collection of connected rigid
bones organised in a tree structure. Each bone can be rotated at the point of
connection between the bone and its parent. We model the bones as having
known constant length (i.e. rigid), so the direction of each bone constitute the
only degrees of freedom in the kinematic skeleton. The direction in each joint can
be parametrised with a vector of angles, noticing that different joints may have
different number of degrees of freedom. We may collect all joint angle vectors
into one large vector θt representing all joint angles in the model at time t. The
objective of the particle filter, thus, becomes to estimate θt in each frame.

To represent the fact that bones cannot move freely (e.g. the elbow joint can
only bend between 0 and 120 degrees), we restrict θt to a subset Θ of RN . In
practice, Θ is chosen such that each joint angle is restricted to an interval. This
is often called box constraints [4].

From known bone lengths and a joint angle vector θt, it is straight-forward
to compute the spatial coordinates of the bones. The root of the kinematic tree
is placed at the origin of the coordinate system. The end point of the next bone
along a branch in the tree is then computed by rotating the coordinate system
and translating the root along a fixed axis relative to the parent bone. The
rotation is parametrised by the angles of the joint in question and the length
of the translation corresponds to the known length of the bone. We can repeat
this process recursively until the entire kinematic tree has been traversed. This
process is known as Forward Kinematics [5].

Fig. 1. An illustration of the kinematic skeleton. Circles correspond to the spatial bone
end points and the square corresponds to the root.
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1.2 Related Work

Most work in the articulated tracking literature falls in two categories. Either the
focus is on improving the vision system or on improving the predictive system.
Due to space constraints, we forgo a review of various vision systems as this
paper is focused on prediction. For an overview of vision systems, see the review
paper by Poppe [2].

Most work on improving the predictive system, is focused on learning motion
specific priors, such as for walking [6,7,8,9,10,11,12]. Currently, the most popular
approach is to restrict the tracker to some subspace of the joint angle space
[10,8, 9,13,7]. Such priors are, however, action specific. When no action specific
knowledge is available it is common [14,1,10,15] to simply let θt follow a normal
distribution with a diagonal covariance, i.e.

pgp(θt|θt−1) ∝ N (θt|θt−1, diag) UΘ(θt) , (1)

where UΘ is a uniform distribution on the legal set of angles that encodes the
joint constraints. Recently, Hauberg et al. [16] showed that this model causes
the spatial variance of the bone end points to increase as the kinematic chains
are traversed. In practice this means that with this model the spatial variance
of e.g. the hands is always larger than of the shoulders. We will briefly review a
solution to this problem suggested by Hauberg et al. in Sec. 1.3, as it provides
us a convenient framework for modelling interaction with the environment.

In general, as above, the environment is usually not incorporated in the
tracking models. One notable environmental exception seems to be the ground
plane [17, 6]. Yamamoto and Yagishita [17] use a linear approximation of the
motion path by linearising the forward kinematics function. As this is a highly
non-linear function and motion paths in general are non-linear this modelling
decision seems to be made out of sheer practicality. Promising results are, how-
ever, shown on constrained situations, such as when the position and orientation
of a persons feet is known. Brubaker et al. [6] explicitly model the ground plane
in a biomechanical model of walking. Their approach is, however, limited to
interaction with the ground while walking.

Of particular importance to our work, is the paper by Kjellström et al. [1].
We will therefore review this in detail in Sec. 2.

1.3 Projected Spatial Priors

Recently, an issue with the standard general purpose prior from Eq. 1 was pointed
out by Hauberg et al. [16]. Due to the tree structure of the kinematic skeleton, the
spatial variance of bone end point increase as the kinematic chains are traversed.
To avoid this somewhat arbitrary behaviour it was suggested to build the prior
distribution directly in the spatial domain.

To define a predictive distribution in the spatial domain, Hauberg et al. first
define a representation manifold M ∈ R3L, where L denotes the number of
bones. A point on this manifold corresponds to all spatial bone end points of a
pose parametrised by a set of joint angles. More stringent, M can be defined as
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M = {F (θ)|θ ∈ Θ} , (2)

where F denotes the forward kinematics function for the entire skeleton.
Once this manifold is defined, a Gaussian-like distribution can be defined

simply by projecting a Gaussian distribution in R3L onto M, i.e.

pproj(θt|θt−1) = projM [N (F (θt)|F (θt−1), Σ)] . (3)

When using a particle filter for tracking, one only needs to be able to draw
samples from the prior model. This can easily be done by sampling from the
normal distribution in R3L and projecting the result onto M. This, however,
requires an algorithm for performing the projection. This is done by seeking

θ̂t = min
θt

∣∣∣∣xt − F (θt)
∣∣∣∣2 s.t. θt ∈ Θ , (4)

where xt denotes a sample from the normal distribution in R3L. This is an
overdetermined constrained non-linear least-squares problem, that can be solved
by any off-the-shelf optimisation algorithm [4]. We shall later see that the spatial
nature of this prior is very helpful when designing priors that take the environ-
ment into account.

2 The KKB Tracker

Kjellström et al. [1] consider the situation where a person is holding on to a
stick. It is assumed that the 3D position of the stick is known in each frame. In
practice they track the stick using 8 calibrated cameras. They define the stick
as

stick(γt) = γta + (1 − γt)b, γt ∈ [0, 1] , (5)

where a and b are the end points of the stick.
The state is extended with a γt for each hand, which encodes the position of

the respective hand on the stick. The state, thus, contains θt, γ
(left)
t and γ

(right)
t .

The goal is then to find an algorithm where the hand positions implied by θt

corresponds to the hand positions expressed by the γt’s.
Kjellström et al. take a rejection sampling approach for solving this problem.

They sample θt from Eq. 1 and compute the attained hand positions using
forward kinematics. They then keep generating new samples until the attained
hand positions are within a given distance of the hand positions encoded by the
γt’s. Specifically, they keep generating new θt’s until

‖Fleft(θt)−stick(γ(left)
t )‖ < TE and ‖Fright(θt)−stick(γ(right)

t )‖ < TE , (6)

where Fleft is the forward kinematics function that computes the position of the
left hand, Fright is the equivalent for the right hand and TE is a threshold. We
will denote this prior pkkb, after the last names of its creators.
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The γt’s are also propagated in time to allow for sliding the hands along the
stick. Specifically, Kjellström et al. let

p
(
γ

(left)
t

∣∣γ(left)
t−1

)
∝ N
(
γ

(left)
t

∣∣γ(left)
t−1 , σ2

)
U[0,1]

(
γ

(left)
t

)
, (7)

where U[0,1] is the uniform distribution on [0, 1]. γ(right)
t is treated the same way.

The advantage of this approach is that it actually works; successful tracking
was reported in [1] and in our experience decent results can be attained with
relatively few particles. Due to the rejection sampling, the approach is, however,
computationally very demanding (see Sec. 5, in particular Fig. 4). The approach
also has a limit on how many constraints can be encoded in the prior, as more
constraints yield smaller acceptance regions. Thus, the stronger the constraints,
the longer the running time. Furthermore, the rejection sampling has the side
effect that the time it takes to predict one sample is not constant. In parallel
implementations of the particle filter, such behaviour causes thread divergence,
which drastically lessens the gain of using a parallel implementation.

3 Spatial Object Interaction Prior

We consider the same basic problem as Kjellström et al. [1], that is, assume we
know the position of a stick in 3D and assume we know the person is holding on
to the stick. As Kjellström et al., we extend the state with a γt for each hand
that encodes where on the stick the hands are positioned using the model stated
in Eq. 5. As before these are propagated in time using Eq. 7.

Following the idea of Hauberg et al. [16], we then define a motion prior in
the spatial domain. Intuitively, we let each bone end point, except the hands,
follow a normal distribution with the current bone end point as the mean value.
The hands are, however, set to follow a normal distribution with a mean value
corresponding to the hand position implied by γ

(left)
t and γ

(right)
t . The resulting

distribution is then projected back on the manifold M of possible poses, such
that the final motion prior is given by

pstick3d(θt|θt−1) = projM [N (F (θt)|μ, Σ)] , (8)

where μ indicates the just mentioned mean value. Samples can then be drawn
from this distribution as described in Sec. 1.3.

3.1 Two Dimensional Object Information

When we defined pstick3d we assumed we knew the three dimensional position of
the stick. In the experiments presented in Sec. 5, we are using an active motion
capture system to attain this information. While this approach might be feasible
in laboratory settings it will not work in the general single-viewpoint setup; in
practice it is simply too hard to accurately track even a rigid object in 3D.
It is, however, not that difficult to track a stick in 2D directly in the image.
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Fig. 2. An illustration of the geometry behind the pstick2d model. The stick is detected
in the image and the hands are restricted to the part of R

3 that projects onto the
detected stick.

We, thus, suggest a trivial extension of pstick3d to the case were we only know
the 2D image position of the stick.

From the 2D stick position in the image and the value of γ(left)
t we can com-

pute the 2D image position of the left hand. We then know that the actual hand
position in 3D must lie on the line going through the optical centre and the 2D
image position. We then define the mean value of the predicted left hand as the
projection of the current left hand 3D position onto the line of possible hand
positions. The right hand is treated similarly. This is sketched in Fig. 2. The
mean value of the remaining end point is set to their current position, and the
resulting distribution is projected onto M. We shall denote this motion prior
pstick2d.

4 Visual Measurements

To actually implement an articulated tracker, we need a system for making visual
measurements. To keep the paper focused on prediction, we use a simple vision
system [16] based on a consumer stereo camera1. This camera provides a dense
set of three dimensional points Z = {z1, . . . , zK} in each frame. The objective of
the vision system then becomes to measure how well a pose hypothesis matches
the points. We assume that points are independent and that the distance between
a point and the skin of the human follows a zero-mean Gaussian distribution,
i.e.

p(Z|θt) ∝
K∏

k=1

exp

(
−

min
[
D2(θt, zk), τ

]
2σ2

)
, (9)

where D2(θt, zk) denotes the squared distance between the point zk and the
skin of the pose θt and τ is a constant threshold. The minimum operation is
there to make the system robust with respect to outliers.

We also need to define the skin of a pose, such that we can compute distances
between this and a data point. Here, we define the skin of a bone as a capsule
with main axis corresponding to the bone itself. Since we only have a single view

1 http://www.ptgrey.com/products/bumblebee2/

http://www.ptgrey.com/products/bumblebee2/
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point, we discard the half of the capsule that is not visible. The skin of the entire
pose is then defined as the union of these half-capsules. The distance between
a point and this skin can then be computed as the smallest distance from the
point to any of the half-capsules.

5 Experimental Results

Using the just mentioned likelihood model we can create an articulated tracker
for each suggested prior. This gives us a set of weighted samples at each time step,
which we reduce to one pose estimate θ̂t by computing the weighted average.

Table 1. Results for the first sequence using 500 particles

Prior Error (std.) Computation Time

pkkb 2.7 cm (1.3 cm) 687 sec./frame
pstick3d 2.4 cm (1.0 cm) 108 sec./frame
pstick2d 2.9 cm (1.5 cm) 108 sec./frame
pgp 4.2 cm (2.3 cm) 96 sec./frame

pkkb pstick3d

pstick2d pgp

Fig. 3. Frame 182 from the first sequence. Image contrast has been enhanced for view-
ing purposes.
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(a) First sequence (b) Second sequence

Fig. 4. Percentage of particles which reached the limit of the rejection sampling

pkkb pstick3d

pstick2d pgp

Fig. 5. The particles active in frame 182 in the first sequence

Table 2. Results for the second sequence using 500 particles

Prior Error (std.) Computation Time

pkkb 8.4 cm (1.9 cm) 782 sec./frame
pstick3d 2.2 cm (0.8 cm) 80 sec./frame
pstick2d 2.8 cm (1.7 cm) 80 sec./frame
pgp 8.4 cm (2.2 cm) 68 sec./frame
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pkkb pstick3d

pstick2d pgp

Fig. 6. Frame 101 from the second sequence. Image contrast has been enhanced for
viewing purposes.

We record images from the previously mentioned stereo camera at 15 FPS
along with synchronised data from an optical motion capture system2. We place
motion capture markers on a stick such that we can attain its three dimensional
position in each frame. In the case of pstick2d, we only use the marker positions
projected into the image plane.

To evaluate the quality of the attained results we also position motion capture
markers on the arms of the test subject. We then measure the average distance
between the motion capture markers and the capsule skin of the attained re-
sults. This measure is then averaged across frames, such that the error measure
becomes

E =
1

TM

T∑
t=1

M∑
m=1

D(θ̂t,vm) , (10)

where D(θ̂t,vm) is the Euclidean distance between the mth motion capture
marker and the skin at time t.

2 http://www.phasespace.com/

http://www.phasespace.com/
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In the first sequence we study a person who moves the stick from side to
side and finally move the stick behind his head. This type of motion utilises
the shoulder joints a lot, which is typically something that can cause difficulties
for articulated trackers. We show selected frames from this sequence with the
estimated pose superimposed in Fig. 3. Results are shown for the three different
priors that utilise knowledge of the stick position. For reference, we also show the
result of the standard model pgp that assumes independent normally distributed
joint angles. In all cases, 500 particles was used. As can be seen, the three stick-
based priors all track the motion successfully, whereas the general purpose prior
fail. This is more evident in the videos, which are available online3.

To quantify the quality of the results, we compute the error measure from
Eq. 10 for each of the attained results. This is reported along with the compu-
tation time in Table 1. As can be read, pstick3d gives the most accurate results,
closely followed by pkkb and pstick2d. However, when it comes to computation
speed, we note that the pkkb prior is 7.2 times slower than the general purpose
angular prior, whereas our priors are both only 1.1 times slower.

Upon further study of the results attained by the pkkb prior we note that in
a few frames the pose estimate does not actually grab onto the stick. To under-
stand this phenomena, we need to look at the details of the rejection sampling
scheme. If we keep rejecting samples until Eq. 6 is satisfied, we have no way of
guaranteeing that the algorithm will ever terminate. To avoid infinite loops, we
stop the rejection sampling after a maximum of 5000 rejections. We found this
to be a reasonable compromise between running times and accuracy. In Fig. 4a
we plot the percentage of particles meeting the maximum number of rejections
in each frame. As can be seen this number fluctuates and even reaches 100 per-
cent in a few frames. This behaviour causes shaky pose estimates and even a
few frames where the knowledge of the stick position is effectively not utilised.
This can also be seen in Fig. 5 where the generated particles are shown for the
different priors. Videos showing these are also available online3. Here we see
that the pkkb prior generates several particles with hand positions far away from
the stick. We do not see such a behaviour of neither the pstick3d nor pstick2d

priors.
We move on to the next studied sequence. Here the person is waiving the

stick in a sword-fighting-manner. A few frames from the sequence with results
superimposed are available in Fig. 6. While pstick3d and pstick2d are both able to
successfully track the motion, pkkb fails in several frames. As before, the reason
for this behaviour can be found in the rejection sampling scheme. In Fig. 4b we
show the percentage of particles reaching the maximum number of rejections.
As before, we see that a large percentage of the particles often reach the limit
and as such fail to take advantage of the known stick position. This is the reason
for the erratic behaviour. In Table 2 we show accuracy and running time of the
different methods, and here it is also clear that the pkkb prior fails to track the
motion even if it spends almost 10 times more time per frame than pstick3d and
pstick2d.

3 http://humim.org/accv2010

http://humim.org/accv2010
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6 Discussion

In this paper we have analysed an algorithm suggested by Kjellström et al. for ar-
ticulated tracking when environmental constraints are available. We argued, and
experimentally validated, that the algorithm is computationally too demanding
to be of use in real-life settings. We then presented a simple model for solving
the same problem, that only comes with a small computational overhead. The
simplicity of our method comes from the decision to model the motion spatially
rather than in terms of joint angles. This provides us with a general framework in
which spatial knowledge can trivially be utilised. As most environmental knowl-
edge is available in this domain, the idea can easily be extended to more complex
situations.

In practice, much environmental information is not available in three dimen-
sions, but can only be observed in the image plane. As such, we have suggested
a straight-forward motion prior that only constraint limb positions in the image
plane. This provides a framework that can actually be applied in real-life settings
as it does not depend on three dimensional environmental knowledge that most
often is only available in laboratory settings.

The two suggested priors are both quite simple and they encode the environ-
mental knowledge in a straight-forward manner. The priors, thus, demonstrate
the ease of which complicated problems can be solved when the motion is mod-
elled spatially rather than in terms of joint angles. As spatial models have been
shown to have more well-behaved variance structure than models expressed in
terms of joint angles [16], we do believe spatial models can provide the basis of
the next leaps forward for articulated tracking.
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A Method for Text Localization and Recognition
in Real-World Images

Lukas Neumann and Jiri Matas

Center for Machine Perception, Czech Technical University in Prague, Czech Republic

Abstract. A general method for text localization and recognition in
real-world images is presented. The proposed method is novel, as it (i) de-
parts from a strict feed-forward pipeline and replaces it by a hypotheses-
verification framework simultaneously processing multiple text line
hypotheses, (ii) uses synthetic fonts to train the algorithm eliminating
the need for time-consuming acquisition and labeling of real-world train-
ing data and (iii) exploits Maximally Stable Extremal Regions (MSERs)
which provides robustness to geometric and illumination conditions.

The performance of the method is evaluated on two standard datasets.
On the Char74k dataset, a recognition rate of 72% is achieved, 18%
higher than the state-of-the-art. The paper is first to report both text
detection and recognition results on the standard and rather challenging
ICDAR 2003 dataset. The text localization works for number of alpha-
bets and the method is easily adapted to recognition of other scripts, e.g.
cyrillics.

1 Introduction

Text localization and recognition in images of real-world scenes has received sig-
nificant attention in the last decade [1, 2, 3, 4]. In contrast to text recognition
in documents, which is satisfactorily addressed by state-of-the-art OCR sys-
tems [5], scene text localization and recognition is still an open problem. Factors
contributing to the complexity of the problem include: non-uniform background,
the need for compensation of perspective effects (for documents, rotation or ro-
tation and scaling is sufficient); real-world texts are often short snippets written
in different fonts and languages; text alignment does not follow strict rules of
printed documents; many words are proper names which prevents an effective
use of a dictionary.

Most published methods for text localization and recognition [1, 6, 7, 8] are
based on sequential pipeline processing consisting of three steps - text localiza-
tion, text segmentation and processing by an OCR for printed documents. In
such approaches, the overall success rate of the method is a product of success
rates of each stage as there is no possibility to refine decisions made by previous
stages.

Some authors have focused on subtasks of the scene text recognition problem,
such as text localization [3,9,10,11,4], individual character recognition [12,13] or
reading text from segmented areas of images [14]. Whilst they achieved promising

R. Kimmel, R. Klette, and A. Sugimoto (Eds.): ACCV 2010, Part III, LNCS 6494, pp. 770–783, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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MSER detection
Character and 
non-character 
classification

Text line formation Geometric 
normalization

Character recognition Typographic model Language model Text line output

Fig. 1. Stages of the proposed method (incl. feedback loops for hypotheses verification)

results for individual subtasks, separating text localization from text recognition
inevitably leads to loss of information, which results in degradation of overall
text localization and recognition performance.

In this paper, we propose an end-to-end method for text localization and
recognition. The technical contributions of the paper are the following. First, in
the recognition part, no real-world training data are used. Learning is carried out
directly on characters from fonts available in the Windows OS, with no prepro-
cessing simulating acquisition effects, e.g. blur and deformations. Nevertheless,
the proposed method achieves high recognition rates. Application of the method
to other scripts, demonstrated on cyrillics in the paper, required only insertion
of the relevant font sets (see Figure 2).

Second, characters are assumed to be extremal regions [15] in some scalar pro-
jection of pixel values. Character recognition is performed on a representation
derived from the boundaries of extremal regions. Such a representation filters out
effects of illumination, colour and texture variation in either foreground or back-
ground, or both, which is an important property for real-world text recognition
(in contrast to printed document recognition, where such effects do not apply).
Moreover, overlap of bounding boxes in tightly spaced text (e.g. with kerning)
does not effect our method, which is not the case in methods where character
detection is based on the sliding window. Extremal regions have been used for
character recognition before [16], but in a very specific domain of single-font
licence plate recognition rather than in a generic scene text recognition.

The proposed method is also novel in avoiding a pipeline architecture with a
sequence of fixed decisions and working with multiple hypotheses at each stage

ВНИМАНИЕ Т 
В ЗОНЕ 
ПЕШЕХОДНОГО ТОННЕЛЯ 
ВЕДЕТСЯ КРУГЛОСУТОЧНОЕ 
ВИДЕОНАБЛЮДЕНИЕ 
С ЗАПИСЬЮ 

 

Fig. 2. Text localization and recognition output example on Russian text. Note: The
only adjustment of the proposed method was a use of synthetic cyrillic fonts to train
the character recognition with a Russian language model. The recognition is error free,
with the exception of the exclamation mark which is not included in the training set.
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of the processing (text localization, character segmentation, text line formation).
Early steps are revisited in a hypothesis-verify framework and the decision about
the most probable hypothesis is left to the last module, when values of all hidden
parameters have been inferred.

The rest of the document is structured as follows: in Section 2, the problem
of text detection and recognition is defined. Section 3 describes the proposed
method. Performance evaluation of the proposed method is presented in Section
4. The paper is concluded in Section 5.

2 Problem Description

Let I be an input image and let R be a set of all contiguous regions of the image I.
Let Sm denote a set of all sequences of regions Sm = {(R1, R2, . . . , Rm) ;Ri ∈ R}
of length m and let S denote a set of all sequences of all lengths S =

⋃
m=1...n Sm,

where n denotes the number of pixels in the image.
Text localization is defined as finding all sequences s ∈ S such that probability

that the sequence represents a text ps(text) has a local maximum, i.e. ∀a ∈
Adj(s) : ps(text) > pa(text) and ps(text) is above a predefined threshold θ,
where Adj(s) denotes all sequences adjacent to sequence s. Two sequences are
considered adjacent, if the first one differs from the second one by adding a single
region at the end of the sequence. We assume that the probability ps(text) is
known from ground truth of training data.

Text recognition, given an alphabet A, assigns a sequence of characters y =
y1y2 . . . yl : yi ∈ A to each sequence of regions s. Note that the length of the
sequence of characters y may differ from the length of the sequence of regions s.

The problem of text localization and detection can be also described using
notions of graph theory, which is more convenient for description of our method.
Let G denote an undirected graph with vertices V (G) = R and edges E(G) =
{(Ri, Rj) ∈ R × R | i �= j}. Each sequence s ∈ S of regions of length m is
represented by a path p = (v1, v2, . . . vn) ; vi ∈ V (G) in the graph G of the same
length. The set of all sequences S then corresponds to the set of all paths P in
the graph G.

Because each path p has a one-to-one relation to a sequence s, the probability
of a path p being a text equals to the probability of the corresponding sequence
ps(text). Let h(p, v); p ∈ P , v ∈ V (G) denote an auxiliary function such that

h(p, v) =
{

1 ppv(text) > pp(text)
0 otherwise (1)

where pv denotes a path which was created by extending the path p with a
vertex v.

Text localization can be then equally formulated as finding all paths p ∈
P such that ∀v ∈ V (G) : h(p, v) = 0 and |p| > lmin, where lmin denotes a
predefined threshold for minimal text length. In other words, text localization is
a search for all paths in the graph G longer than lmin, such that extending the
path by any other vertex decreases the probability of the path being a text.
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3 Text Localization and Recognition

3.1 MSER Detection

Since the original search space induced by all regions R of image I is huge,
certain approximations were applied in our approach. Assuming that individ-
ual characters are detected as Extremal Regions (ER) and taking computation
complexity into consideration, the search space was limited to the set M of Max-
imally Stable Extremal Regions (MSER) [15], which can be computed in linear
time in number of pixels [17].

The set of MSERs detected in certain scalar image projections (intensity, red
channel, blue channel, green channel) defines the set of vertices of the graph G,
i.e. V (G) = M. The edges of the graph G are not stored explicitly, but they are
induced on the fly (see Section 3.3).

3.2 Character and Non-character Classification

In this module, each vertex of graph G is labeled as a character or a non-
character using a trained classifier which creates an initial hypothesis of text
position, because character vertices are likely to be included in some path p
representing a text.

The features used by the classifier (see Table 1) are scale invariant to de-
tect all characters sizes, but they are not rotation invariant, which implies that
characters at different rotations had to be included in the training set.

Once text lines are hypothesized (see Section 3.3), the initial character/non-
character classifications are reassessed, taking hidden parameters of the text lines
(character height, character spacing, etc.) into account. Thanks to the feed-back
loop, the initial classification error has minimal impact on the overallperformance.

A standard Support Vector Machine (SVM) [18] classifier with Radial Basis
Function (RBF) kernel [19] was used. The classifier was trained on a set of 1227

(a) (b) (c) (d) (e)

Fig. 3. Character/non-character MSER classifier: (a) Character and (b) non-character
training samples (MSER boundaries marked yellow). Initial MSER classification for
(c) Armenian, (d) Russian and (e) Kannada script (character regions marked green,
non-character regions marked red). Note: The training set contains only 1227 character
samples of Latin script and 1396 non-character samples.
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characters and 1396 non-characters obtained by manually annotating MSERs
extracted from real-world images downloaded from Flickr. The classification er-
ror obtained by cross-validation was 5.6%. The training set is relatively small
and certainly does not contain all possible fonts, scripts or even characters, but
extending the training set with more examples did not bring any significant im-
provement in the classification success rate. This indicates that features used by
the character classifier are insensitive to fonts and alphabets.

Table 1. Features used by the character classifier

aspect ratio relative segment height
compactness number of holes

convex hull area to surface ratio character color consistency
background color consistency skeleton length to perimeter ratio

3.3 Text Line Hypothesis Formation

In real-world images a font rarely changes inside a word, which implies that
certain character measurements (character height, aspect ratio, spacing between
characters, stroke width, etc.) are either constant or constrained to a limited
interval. Based on this observation, an approximation ĥ(p, v) of function h(p, v)
(see Section 2) was implemented using a SVM classifier with polynomial kernel,
whose feature vector is created by comparing average character measurements
of the existing path p to the character measurements of given vertex v (see
Table 2). The classifier was trained on the ICDAR 2003 Train set [20].

In our approach, only horizontal text areas which form a text line were con-
sidered. We think of a horizontal text line as a linear sequence of characters with
straight or slightly curved bottom line, whose angle in the picture is in the range
of ±30 degrees.

Each path p is built in the following manner: The top-left unprocessed charac-
ter vertex in the image is selected, creating an initial hypothesis of path p. The
path p is then sequentially extended from left to right by all vertices v ∈ V (G)

(a) (b) (c) (d) (e)

Fig. 4. Text line hypothesis formation: (a) The source image. (b) MSERs detected in
the red channel projection. (c) The induced graph (character vertices marked green,
non-character marked red; edges longer than 300px omitted in the image for better
readability) (d) Text line content hypotheses. (e) The selected hypothesis.
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Table 2. Measurements used by the classifier in the approximation ĥ(p, v)

character width character height
character surface character color

aspect ratio vertical distance from bottom line
stroke width MSER margin [15]

such that ĥ(p, v) = 1 and distance of the vertex v in the source image is below
the threshold dmax, which value was set experimentally to 3wmax, where wmax

denotes maximal character width in the existing path p.
If more than one vertex can be added to the path, multiple hypotheses about

the path p are created and the decision about the most probable path is post-
poned for a later stage. If the path cannot be extended, all vertices of the path are
marked as processed and next unprocessed top-left character vertex is selected
to initialize a hypothesis of another independent path.

Every time a path p is extended by a new vertex, a bottom line approxima-
tion is calculated by Least-Median Squares (LMS) fitting of bottom points of
individual regions in the text line; the approximation is then used to calculate
the vertical distance of a vertex in the ĥ(P,M) function. If the path is shorter
than 5 vertices, only straight bottom line is allowed; if the path is longer, the
bottom line is allowed to be slightly curved by fitting a parabola (see Figure 11,
bottom-left).

3.4 Geometric Normalization

Perspective distortion is rectified prior to character recognition as all characters
are trained in the frontoparallel view. The orientation of a camera to a plane
with text in 3D space is modelled as a homography with a transformation matrix
H, which is decomposed as

H =

⎛⎝ s cos θ s sin θ tx
−s sin θ s cos θ ty

0 0 1

⎞⎠⎛⎝1/b −σ/b 0
0 1 0
0 0 1

⎞⎠⎛⎝ 1 0 0
0 1 0
�x �y 1

⎞⎠ (2)

The transformation has 8 degrees of freedom. However, only 3 of them are impor-
tant for character recognition: the perspective foreshortening parameters �x, �y

and the shear σ. Rotation θ can be easily calculated from the text line approxi-
mation and the scale parameters s and b, as well as the translation parameters
tx, ty are not important thanks to the normalization, which is applied before the
character recognition.

The sought parameters are estimated by the method of Myers et al. [21]. In
this method, the perspective foreshortening parameters �x, �y are calculated from
the horizontal vanishing point VH , which is located by finding top and bottom
line of the text block and calculating its intersection.

Following Myers, the text block is rotated in the range of ±3 degrees by 0.2
degree increments from detected text line orientation in order to find the top line.
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For each rotation, the peak value of number of column top-most pixels in each
row of the text block bitmap is calculated and the top points in the rotation with
highest peak value are then considered a top line. The same process is repeated
for the bottom line, here the number of column bottom-most pixels is calculated.

The shear σ is found by first rotating the text block so that the bottom line is
horizontal and then iteratively applying a shear transformation in range of −45
to 45 degrees and measuring sum of squares of count of pixels in each column.
The shear with the highest value is taken as a result.

(a) (b) (c)

Fig. 5. Geometrical normalization. (a) Text area in source image with detected top
and bottom line. (b) Normalization input. (c) Normalization result.

3.5 Character Recognition

The character recognition starts by normalizing the MSER to a fixed-sized ma-
trix of 35 × 35 pixel, while retaining the centroid of the region and aspect ra-
tio [22]. Next, boundary pixels are inserted into separate bitmaps according to
their orientation. After Gaussian blurring each bitmap is sub-sampled to a ma-
trix of 5 × 5 pixels to generate 25 features. In total, 25 features × 8 directions
generate 200 features for each MSER mask.

The 200-dimensional feature vectors are classified by a SVM classifier with
Radial Basis Function (RBF) kernel. Based on the assumption that fonts in real-
world images are very similar to standard synthetic fonts, the set of 40 synthetic
fonts which are installed as part of Microsoft Windows OS was used to train the
classifier using one-against-one strategy.

If the width of the region is bigger than threshold cmin, which was experimen-
tally set to cmin = 1.5wmax, it is possible that the region actually corresponds
to more than one character and thus an attempt to split the region is made.
Candidate points for splitting are detected as the local minimum of the distance
between the top and bottom pixels in a column (see Figure 8). Each combination
of splitting is then evaluated in the context of surrounding letters using a feed-
back loop (see Section 3.7) and the hypothesis with the highest score according
to the language model is selected.

→ ↘ ↓ ↙ ← ↖ ↑ ↗

Fig. 6. Character recognition features: Input character (left). Features of the chain-
code bitmap for each direction (right).
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Fig. 7. Synthetic training samples of the character classifier. No ”real world” training
samples were used.

Split regions Recognized text
ItI

Iu

RI

N

(a) (b) (c)

Fig. 8. Region splitting. (a) Source region. (b) Region column heights. (c) Resulting
hypothesis.

3.6 The Typographic Model

A feed-back loop for character recognition was introduced as it is virtually im-
possible for the character classifier (see Section 3.5) to correctly differentiate
between upper-case and lower-case variant of certain letters (such as ”C” and
”c”) without knowing the heights of other letters in the text line. In order to
correctly recognize the interchangeable letters, the height of unambiguously rec-
ognizable big and small letters is measured and then compared to actual height
of the classified letter (see Figure 9).

Horizontal spacing between individual characters is measured and spaces be-
tween words are inserted at appropriate positions using a heuristics based on
the analysis of the histogram of text line spacings.

Big ABbDdEFfGHhKkLMNQRTtY012345678

Small aegmnqry

Interchangeable CcIiJjlOoPpSsUuVvWwXxZz

1
2

3

Fig. 9. The typographic model. Letter categories (left). Text line measurements (right)
- (1) big and (2) small letters height, (3) base-line. Interchangeable letters marked gray.

3.7 The Language Model

The method treats each text line hypothesis individually, but in reality some of
the hypotheses are mutually exclusive, either because their corresponding paths
P in graph G have to be disjoint (one region can only be present in one text
line) or due to their actual position in the image (a given area in an image can
contain only one text line).
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Given an alphabet A, word w = a1a2a3 . . . an, ai ∈ A and a set of words in a
dictionary W a word score s(w) is defined

s(w) =

{
1 w ∈ W
n

√∏n−1
i=1 P (ai, ai+1) w /∈ W

(3)

The probability P (r, s) is estimated using relative frequency of the sequence in
the dictionary W .

Given a text line t = w1, w2, . . . wn, the text line score S(t) is then defined

S(t) = n

√√√√ n∏
i=1

s(wi) (4)

Given a set T of mutually exclusive hypotheses, the hypothesis with the highest
score S(t); t ∈ T is selected.

Table 3. The set of mutually exclusive hypotheses and their score S(t) in the English
language model. The selected hypothesis is in bold.

Text line hypothesis Recognized text Score

LITTEP 0.0528

LITTFR 0.0356

LITTER 0.0814

LITTFP 0.0168

4 Experiments

4.1 Chars74K Dataset

The performance of the proposed method was evaluated on the Chars74K 1

dataset using the protocol proposed in the method of de Campos et. al [12].
In total, the GoodImg dataset used by the method of de Campos et. al contains
636 images with 7705 annotated characters of Latin alphabet. The SVM classi-
fiers used in the method and their parameters were trained on an independent
training set. The language model was created using a dictionary of approx. 10000
most frequent English words.

For each character in the ground truth, one of the three situations can occur:
a letter is localized and recognized correctly (matched), a letter is localized
correctly but not recognized correctly (mismatched) or a letter is not localized
at all (not found). Since the dataset does not contain full annotations for words,
it is not possible to obtain word recognition statistics.

1 http://www.ee.surrey.ac.uk/CVSSP/demos/chars74k/
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47 8 2005 SHOWOFF Infectious GNR 01 05

do8aSa8

SABASHIVA NAGAR

ac SUW

SHREE NILAYA
RELAX

BRIGADE

GROUP

Fig. 10. Text localization and recognition examples on the Chars74K dataset. Kannada
letters output marked red.

Table 4. Individual character recognition results on Chars74K dataset

matched mismatched not found
proposed method 71.6% 12.1% 16.3%
de Campos et al. 54.3% 45.7% N/A

The results show that the proposed method outperforms the results of de Cam-
pos et al. [12], where the best result achieved on the English GoodImg dataset
is 54.30% correctly recognized letters. Note that the method of de Campos et
al. works with manually located letters and thus there is no need for text local-
ization. In our method, characters are detected automatically and the failure of
detection is 16.3%, more than half of the total error rate of 28.4% (see Table 4).

Kannada letters in the Chars74k dataset were also successfully localized, but
since the character classifier was not trained to support Kannada alphabet, the
method outputs random strings for such texts (see Figure 10); since the method
was evaluated only on English ground truth, the detected Kannada letters did
not have any impact on the results.

4.2 ICDAR 2003 Dataset

The proposed method was also evaluated on ICDAR 2003 Robust Reading Com-
petition Test dataset2, which contains 5370 letters and 1106 words in 249 pic-
tures. The same parameter setting as in the previous experiment (see Section
4.1) was used. The dictionaries supplied with the ICDAR 2003 dataset were not

2 http://algoval.essex.ac.uk/icdar/Datasets.html
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Peacocks TESCO BLACK PEPPER ROUTE

PEUGEOT SPIDER MAN

002101

NEW

SUPER KINGS

Meet the big three

PAST TIMES

Fig. 11. Text localization and recognition examples on the ICDAR 2003 dataset

(a) (b) (c)

Fig. 12. Problems of the ICDAR 2003 ground truth. (a-b) Text detected by the pro-
posed method but missed by the annotator (marked with a red arrow). (c) Interpreta-
tion as text is controversial (the cross is marked as ”X” in the ground truth).

Fig. 13. Examples of ICDAR 2003 images where the proposed method fails to localize
the text
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Table 5. Results on the ICDAR 2003 dataset

(a) Text localization
method precision recall f

Pen et. al [11] 0.67 0.71 0.69
Epshtein et. al [4] 0.73 0.60 0.66

Hinnerk Becker [23] 0.62 0.67 0.62
Alex Chen [23] 0.60 0.60 0.58

proposed method 0.59 0.55 0.57
Ashida [20] 0.55 0.46 0.50

HWDavid [20] 0.44 0.46 0.45
Wolf [20] 0.30 0.44 0.35

Qiang Zhu [23] 0.33 0.40 0.33
Jisoo Kim [23] 0.22 0.28 0.22

Nobuo Ezaki [23] 0.18 0.36 0.22
Todoran [20] 0.19 0.18 0.18

(b) Robust reading
method precision recall f t
proposed 0.42 0.39 0.40 89s
method

(c) Individual character recognition
(total numbers in parentheses)

matched mismatched not found
proposed 67.0% 12.9% 20.1%
method (3598) (695) (1077)

used in order to evaluate generic performance of the method. The standard def-
initions of word precision and recall defined in ICDAR 2003 Text Locating and
Robust Reading competitions were used [20].

The results show that in terms of text localization, the proposed method
achieves worse results than the winner algorithm of ICDAR 2005 [23] or the
method proposed by Pen et al. [11], but is still competitive. In text recognition
evaluation, we are not able to compare the proposed method with any existing
method because there were no entries for ICDAR 2003/2005 Robust Reading
competitions. We are not aware of any method with results on the complete
ICDAR 2003 dataset.

5 Conclusions

An end-to-end method for scene text localization and recognition was proposed.
The proposed method introduces a number of novel features, mainly: a departure
from a strict feed-forward pipeline that is replaced by a hypotheses-verification
framework simultaneously processing multiple text line hypotheses; the use of
synthetic fonts to train the algorithm eliminating the need for time-consuming
acquisition and labeling of real-world training data and the use of MSERs which
provides robustness to geometric and illumination conditions.

The performance of the method was evaluated on two standard datasets.
On the de Campos et al. Char74k dataset [12], a highly significant increase
in recognition rate from 53% [12] to 72% was achieved. The text recognition
results on the ICDAR 2003 dataset (f = 0.40, 67.0% correctly recognized letters)
establishes a new baseline as no results in Robust Reading on a complete ICDAR
2003 dataset have been published.

The text localization results on the ICDAR 2003 dataset (f = 0.57) are
worse than the method proposed by Pen et al. [11] (f = 0.69). Most frequent
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problems of the proposed method in text localization are individual letters not
being detected as MSERs in the projections used, invalid text line formation or
invalid word breaking. However, the result has to be interpreted carefully as we
noticed that there are problems with the ICDAR 2003 evaluation protocol, e.g.
not all text in the image is marked as such and vice versa (see Figure 12).
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247022 MASH, by Czech Government reseach program MSM6840770038 and
by Grant Agency of the CTU Prague project SGS10/069/OHK3/1T/13.
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Szirányi, Tamás IV-321
Szolgay, Dániel IV-321

Tagawa, Seiichi I-336
Takeda, Takahishi II-452
Takemura, Yoshito II-452
Tamaki, Toru II-452, III-250
Tan, Tieniu II-67, II-82, II-542
Tanaka, Masayuki III-290
Tanaka, Shinji II-452
Taneja, Aparna III-613
Tang, Ming I-283
Taniguchi, Rin-ichiro IV-216
Tao, Dacheng III-436
Teoh, E.K. II-388
Thida, Myo I-439
Thomas, Stephen J. II-334
Tian, Qi III-239, III-396
Tian, Yan III-679
Timofte, Radu I-411
Tomasi, Carlo I-271
Tombari, Federico III-653
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