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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
less rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is in information may apply to be-
come a full member of IFIP, although full membership is restricted to one society
per country. Full members are entitled to vote at the annual General Assembly,
National societies preferring a less committed involvement may apply for asso-
ciate or corresponding membership. Associate members enjoy the same benefits
as full members, but without voting rights. Corresponding members are not rep-
resented in IFIP bodies. Affiliated membership is open to non-national societies,
and individual and honorary membership schemes are also offered.
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Preface

Technological Innovation and Sustainability Concerns

The subject of sustainability is a concern of growing importance, present in
most strategic and political agendas, and also a prevalent issue in science and
technology, leading to related terms such as sustainable development and even
sustainability science. Encompassing a growing awareness of the political sectors
and society in general for the importance of sustainability, the business sector
has also started to acknowledge that preserving the environment and the other
inter-related pillars of sustainability, i.e., the economic and social dimensions, is
both good business and a moral obligation. New technological developments, in
all fields, as major drivers of change, need to embed such concerns as well. As
doctoral programs in science and engineering are important sources of innovative
ideas and techniques that might lead to new products, technological innovation,
and even new organizational and governance models with strong economic im-
pact, it is important that the issue of sustainability becomes an intrinsic part of
those programs.

Typically, PhD students are not experienced researchers, being rather in the
process of learning how to do research. Nevertheless, a number of empiric studies
also show that a high number of technological innovation ideas are produced in
the early careers of researchers. From the combination of the eagerness to try new
approaches and directions of young doctoral students with the experience and
broad knowledge of their supervisors, an important pool of innovation potential
emerges. The DoCEIS series of doctoral conferences on Computing, Electrical
and Industrial Systems aim at creating a space for sharing and discussing ideas
and results from doctoral research in these inter-related areas of engineering.
Innovative ideas and hypotheses can be better enhanced when presented and
discussed in an encouraging and open environment. DoCEIS aims to provide
such an environment, releasing PhD students from the pressure of presenting
their propositions in more formal contexts.

The second edition of DoCEIS, which was sponsored by SOCOLNET, IFIP
and the IEEE Industrial Electronics Society, attracted a considerable number
of paper submissions from a large number of PhD students (and their supervi-
sors) from 16 countries. This book comprises the works selected by the Interna-
tional Program Committee for inclusion in the main program and covers a wide
spectrum of topics, ranging from collaborative enterprise networks to microelec-
tronics. Thus, novel results and ongoing research are presented, illustrated, and
discussed in areas such as:

– Collaborative networks models and support
– Service-oriented systems
– Computational intelligence
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– Robotic systems
– Petri nets
– Fault-tolerant systems
– Systems modelling and control
– Sensorial perception and signal processing
– Energy systems and novel electrical machinery

As a gluing element, all authors were asked to explicitly indicate the (potential)
contribution of their work to sustainability.

We expect that this book will provide readers with an inspiring set of promis-
ing ideas, presented in a multi-disciplinary context, and that by their diversity
these results can trigger and motivate new research and development directions.

We would like to thank all the authors for their contributions. We also ap-
preciate the dedication of the DoCEIS Program Committee members who both
helped with the selection of articles and contributed with valuable comments to
improve their quality.

December 2010 Luis M. Camarinha-Matos
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José de la Rosa (Spain)
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José Lima
Carla Gomes
Elena Baikova
Francisco Ganhão
Miguel Carneiro
Vitor Fialho
Arnaldo Gouveia
Dora Gonçalves
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Marko Švaco, Bojan Šekoranja, and Bojan Jerbić
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André Cavalheiro, Diolino Santos Fo., Aron Andrade,
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Gonçalo Nunes, Alberto Cardoso, Amâncio Santos, and Paulo Gil
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Tarćısio Leão, Jeison Fonseca, André Cavalheiro,
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Abstract. This paper describes a case study involving the use of a model of  
information flow, based on complex network theory, to study delivery informa-
tion flow within a microsystem technology (MST) company. The structure of 
the company is captured through decision making, teamwork, and coordination 
networks. These networks were then aggregated and analysed from a sociologi-
cal and an organisational perspective through measures that reflect connections, 
interconnectedness, and activity of individuals.  

Keywords: information flow, complex networks, conceptual modelling,  
collaboration, delivery phase, microsystems technology. 

1   Introduction 

Recently, the study of social networks has offered a useful avenue for the analysis of 
information flow with a view to improving organisational factors and requirements 
such as capacity, productivity, efficiency, flexibility, and adaptability [1, 2]. Conse-
quently, models of information flow of social networks have been proposed by  
analysts to explore minor and major roles of individuals in an organisation [3].  

This research is motivated by the need to enhance collaboration during delivery 
phases for production through a model of information flow. Collaboration is an im-
portant organisational requirement that means working together in group(s) to achieve 
a common task or goal through teamwork, decision-making and coordination [4]. 
Enhancing collaboration during delivery offers opportunities for improving the effi-
ciency, quality and sharing of information, leading to sustainable operations [4, 5].  

The aim of this paper is to model complex networks for collaboration during deliv-
ery. In order to accomplish this, a case study of complex networks for the delivery of 
MST, will be undertaken to analyse information flow. §2 and §3 present the contribu-
tion of the paper to sustainability and the research background respectively, whereas 
§4 introduces a model of information flow used in §5 for a case study within an  
MST firm.  

2   Contribution to Sustainability 

This paper seeks to contribute to sustainable operations for organisations through a 
case study that makes use of a conceptual model of information flow to study the 
relationship between collaboration and delivery information flow. Sustainability is 
used here, from an economic perspective, to mean maintaining profitable operations. 
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3   Research Background  

In [4], the state-of-the-art in the use of social network analysis (SNA) for modelling 
collaboration was analysed and the authors concluded that current models lacked 
visualisations for characterising formal relationships that symbolise collaboration 
roles and responsibilities. This is because SNA only considers individuals or groups 
of individuals as entities within social networks in terms of relationships, social roles 
and social structure [5, 6]. However, during collaborations, people/ teams are  
interconnected and tasks/processes are linked [4]. 

Interconnections for social networks have been the subject of research that have 
been used to model scale-free, hierarchical and random [7] properties and networks of 
organisations and communities. Social networks are also characterised by quantities 
that distinguish between structural interconnectedness and prominence of vertices. 
These quantities include [4]:  

1. Distance - sum of links along the shortest path between vertices,  
2. Reachability - establishes if vertices are linked directly or indirectly,  
3. Density - compares number of actual links to possible links between vertices, 
4. Degree centrality  - number of vertices directly connected to a vertex, 
5. Closeness centrality - inverse of the distance between a vertex and vertices in a 

network, and  
6. Betweenness centrality - amount of times a vertex connects vertices to each other. 

The need to include and analyse networks made up of tasks is evident in current stud-
ies by authors such as Batallas and Yassine [8], in which the analysis of social net-
works is complemented with design structure matrices for analysing tasks and Collins 
et al. [9] that examined task networks for product development. These studies have 
mainly concentrated on isolating and analysing social and task networks separately or 
making use of one technique to analyse the other. An inspection of these techniques 
suggests that potentially some links and flows may be omitted. For instance, a human 
operator working as part of a team may access or transfer some information necessary 
for collaboration (such as number of products to be manufactured) with a manufactur-
ing process. This interaction may not require the participation of a team member or 
may be accessed by another team member through the process without a direct link to 
the original source of the information i.e. the first human participant.  

4   A Model of Information Flow for Organisational Collaboration  

The focus of this paper is to make use of a model of information flow, shown in  
Fig. 1, to analyse collaborative delivery in an MST company. 

As described in [4], mathematically, a collaborating organisation, can be modelled 
as a connected, partitioned, non-overlapping hypergraph G = (V, E) containing a 
graph for characterising the collaborative social network of individuals/groups Gs = 
(Vs, Es) and a directed graph for characterising the collaborative activity network of 
processes/tasks Gp = (Vp, Ep). Vs represents social vertices of collaborating individu-
als, teams or organisations, and Vp represents activity vertices for processes that are 
required to achieve a common goal that could not be achieved by the independently 
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collaborating individuals. Es and Ep correspond to edges between teams (or individu-
als) and processes. In the proposed model, processes become part of a collaboration 
based on the set of interface edges T showing connections between human partici-
pants and processes i.e. T associates Vs with Vp. Consequently G is defined by V = Vs 
∪ Vp and Vs ∩ Vp = Ø. Similarly, E = Es ∪ Ep ∪ T and Es ∩ Ep ∩ T = Ø. 

 

Fig. 1. A model of information flow for organisational collaboration [4] 

Using the proposed information structure, the information behaviour for organisa-
tions can be characterised using key SNA measures of clustering coefficient, close-
ness and degree centrality. These quantities were selected because they reflect  
interconnectedness within groups, individual connections for relationships and activ-
ity of individuals respectively [5, 6]. 

The degree centrality (Dci) is a ratio of number of directly connected vertices to 
the number of possible vertices in a network and can be computed as:  

                                                             (1) 

Where, N is the number of vertices in the network and [deg]i is the number of vertices 
directly connected to i.  

The clustering coefficient assesses the density between vertices and represents the 
tendency for vertices to cluster together. If a vertex i, connects to bi neighbours, and 
the number of possible edges between the vertices is given as bi(bi – 1)/2, then the 
clustering coefficient (Cci) of i can be computed as: 

                                                               (2) 

Where ni is the number of edges between bi neighbours. 
The closeness between vertices defines the order with which one vertex collabo-

rates with another vertex. It is computed as the inverse of the geodesic distance (dij) 
between a pair of vertices i and j. dij is the number of edges along the shortest path 
between i and j. Closeness (cij) can be calculated as: 

                                                                        
(3) 
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For instance, if a vertex i connects directly to another vertex j, then the closeness of i 
to j is given as 1, if collaboration is established as a result of connecting to a third 
vertex k acting as a hub i.e. dictator collaboration [4], then i has a closeness of 0.5 to j. 

5   Case Study  

Company B is an MST company based in the United Kingdom with a targeted global 
market. It operates with 14 staff for the delivery of microfluidic and microoptical 
based products and services as business-to-business solutions for customers that are 
mainly original equipment manufacturers or an academic institution. Products deliv-
ered by Company B include microlens arrays for flat panel displays, and lab-on-a-
chip microfluidic devices for industrial automation, cell analysis and drug delivery.  

In this section, the research method and findings of the case study to analyse deliv-
ery information flow in Company B is described. The implications of the findings for 
sustainable operations are also identified. 

5.1   Research Methodology 

An analytical research methodology [10] was adopted for the case study in two steps.  
Firstly, the information structure of Company B was analysed through an initial 

semi-structured telephone interview with the customer support manager (CSM) at 
Company B that lasted 25 minutes. This interviewee was provided by the company 
director at Company B following initial telephone conversations to request permission 
to carry out the study. The director designated the CSM as personnel responsible for 
managing the flow of information during MST delivery and the main question posed 
to the CSM to initiate the semi-structured interviews was: ‘What are the processes and 
information flow for the delivery phase in your company?’ 

Secondly, using the data provided by the CSM, face-to-face interviews were then 
conducted on-site with 7 other available company personnel involved in the delivery 
process to analyse information flow using the proposed model. In other to populate 
the model, interviewees were asked to validate the description provided by the CSM. 
Interviewees were also asked to identify processes and other personnel that they were 
connected to during delivery for decision making, teamwork, and coordination. 

5.2   Research Findings 

The interviews with personnel at Company B revealed that decision-making within Gs 
is a directed graph that involves the entire social vertices within Vs. Incident edges are 
mainly outwards from the subset of Vs containing social vertices of the management 
group (Ba to Bd) as shown in Fig. 2a.  

Teamwork for the social network for Company B is an undirected graph with clus-
ters formed among groups of social vertices for Vs whereas coordination within  
Company B is also an undirected graph involving the entire network.  
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Fig. 2. (a) Social networks for decision-making, coordination and teamwork in Company B, 
and (b) Information structure for Company B 

An aggregation of the social networks in Fig. 2a and the 19 (.01-.19) processes  
described by the CSM (that was validated by the participants of the face-to-face inter-
views) resulted in the information structure for Company B, as shown in Fig. 2b. 
Activity vertices .01 (request product), .10 (request clarification), .15 (confirm  
receipt) and .17 (request service) are carried out by the customer whereas .13  
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(dispatch product) is the responsibility of the courier provider. For collaboration 
within Company A, the 14 available staff i.e. the social vertices Aa-Ea, are connected 
to the remaining 14 processes through 57 internal interface edges. 

Management processes, associated with vertices Aa and Ba-Bd, form a subset of Vp 
consisting of activity vertices .02 (acknowledge request), .09 (deliver drawings), .14 
(confirm dispatch) and .16 (request feedback). Similarly, engineering and science 
processes, associated with social vertices Ca-Ce and Da-Dc, form a subset of Vp in-
volving activity vertices .04 (agree materials), .05 (agree consumables), .06 (order 
materials), .07 (order consumables), .08 (produce drawings), .11 (clarify design), .12 
(prepare product), .18 (provide service) and .19 (modify product). The accounting 
process associated with Ea is activity vertex .03 (update account). 

While the maximum number of edges in a fully connected social network (Gs) of 14 
social vertices can be computed as Gs(Gs – 1)/2 i.e. 91, the maximum number of inter-
face edges to the 14 activity vertices within Gp (.02-.09, .11, .12, .14, .16, .18 and .19) 
on which collaboration is based, can be calculated as Gs × Gp i.e. 196.  

As shown in Fig 2b, vertex Aa connects to 13 social vertices and 4 activity verti-
ces. Consequently the values of Dci for vertex Aa within the Gs and G can be com-
puted from eqn. (1) as 13/(14 – 1) = 1.000 and (13+4)/(14+(14 – 1)) = 0.630. Since, 
the social vertices directly connected to Aa form 54 edges with each other and 57 
interface edges with directly connected activity vertices, the value of Cci for Aa within 
the social Gs and G can be calculated from eqn. (2) as 54/91 = 0.593 and 
(54+57)/(91+196) = 0.387 respectively. Similarly, the values of cij within Gs and G 
can be determined from eqn. (3) as 1/(13×1) = 0.077 and 1/((13×1)+((4×1) +((19 – 
4)×2))) = 0.021. Values of Dci, Cci and cij for the social vertices in Company B have 
been computed using a similar approach and are shown in Table 1.  

With an overall average Dci value of 0.593 (59.3%) and 0.437 (43.7%) for Gs and G 
from Table 1, this study suggests a significant level of interconnectedness within 
Company B. Similarly, the values of cij (0.057 and 0.019 for Gs and G) suggest 
 
Table 1. Social network measures for social vertices within the social network (Gs) and entire 
network (G) of Company B (degree centrality - Dci, clustering coefficient - Cci, closeness - cij)  

Social vertices 
Within Gs Within G 

Dci Cci, cij Dci Cci, cij 
Aa 1.000 0.593 0.077 0.630 0.387 0.021 
Ba 1.000 0.593 0.077 0.667 0.387 0.022 
Bb 1.000 0.593 0.077 0.667 0.387 0.022 
Bc 0.462 0.231 0.050 0.222 0.150 0.017 
Bd 0.538 0.286 0.053 0.593 0.220 0.020 
Ca 0.538 0.275 0.053 0.519 0.226 0.020 
Cb 0.385 0.165 0.048 0.407 0.160 0.019 
Cc 0.385 0.165 0.048 0.185 0.139 0.017 
Cd 0.462 0.231 0.050 0.481 0.185 0.019 
Ce 0.462 0.231 0.050 0.407 0.209 0.019 
Da 0.923 0.582 0.071 0.593 0.380 0.020 
Db 0.462 0.231 0.050 0.370 0.150 0.017 
Dc 0.462 0.231 0.050 0.222 0.150 0.017 
Ea 0.231 0.033 0.043 0.148 0.073 0.015 

Overall average 0.593 0.317 0.057 0.437 0.229 0.019 
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high activity of personnel within Company B. This is because if all Company B’s 
personnel were fully active, i.e. each vertex can connect directly to other vertices, 
then the average values of cij for Company B would be 0.080 and 0.037 for Gs and G 
respectively. In Company B’s current state, this represents 74.1% and 51.3% of po-
tential activity within Gs and G respectively. However, low values of Cci (0.317 and 
0.229 for Gs and G) indicate possible weak individual connections for relationships 
across the organisation. Nonetheless, the average value of Cci is higher when analysed 
for social vertices within working groups (such as activity vertices Da-Dc), indicating 
stronger connections for teams as opposed to the entire organisation. This finding 
correlates with existing studies in which it is suggested that small and medium enter-
prises (SMEs) within high-tech firms, such as Company B, are effective at working 
together for innovation [11]. 

5.3   Implications for Sustainable Operations 

Two important lessons for sustainable operations were learnt from the case study 
involving considerations for dichotomies based on small-scale R&D (research and 
development) vs. large-scale manufacturing, and hierarchical vs. flat structures.  

Firstly, although Company B applies a small-volume-large-variety production 
business model, on-going efforts to expand operations for large scale production 
poses major challenges for coordination, decision-making and teamwork. Further 
analysis following discussions with the company director of Company B revealed that 
this challenge is a major cause for disagreements and conflicts that has currently sev-
ered ties and friendships within the company, impacting on collaboration levels.  

Secondly, further discussions with personnel also revealed a split between man-
agement staff wanting fewer organisational layers to ease the flow of information and 
engineering personnel favouring hierarchies for structure in processes. However, non-
management personnel (such as vertex Da) have been able establish links across the 
divide through negotiation and interpersonal contact. In contrast, some experienced 
management personnel (such as Bc and Bd) have not been able to effectively collabo-
rate in Company B, a situation which according to the company director is due to the 
split between R&D and manufacturing, and poor interpersonal skills. These lessons 
reinforce the importance of trade-offs for MST firms [12] that offer avenues for main-
taining collaboration as well as business driven and simplified information flow.  

6   Conclusions  

In this paper, a model of information flow for collaboration is proposed as a combina-
tion of social networks involving decision-making, coordination and teamwork of 
human entities and activity networks containing non-human entities such as produc-
tion processes, technologies and systems. The model also applies measures of degree 
centrality, clustering coefficient and closeness from social network analysis (SNA) to 
assess the level of collaboration within organisations. Useful insights from a case 
study of delivery within a microsystem technology (MST) firm, based on the  
proposed model, suggested that high-tech small and medium enterprises can be effec-
tive at collaborating for delivery. For the case study, social vertices (i.e. participants 
in collaborations) were assessed using the SNA measures from: a sociological  
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perspective for the social network and an organisational perspective for the entire 
(social and activity) network. Findings from the study also suggested that effective 
collaborative delivery requires trade-offs for strategising capabilities for operations 
and for managing organisational layers that enable expansion. 
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Abstract. Nowadays innovation and collaboration are strategic issues for enter-
prises to remain competitive in the global market. Many new developments are 
carried out with external partners, including universities and research institu-
tions aiming to generate novel solutions in order to improve business perform-
ance and sustainability. However, the balance between intellectual property  
protection and intellectual property sharing is hard to manage. In order to in-
crease the sustainability of innovation networks it is important to provide 
mechanisms to easily define the profile of the collaboration and to assess the 
degree of alignment with the potential partners. This paper aims to discuss how 
these mechanisms can be provided through the implementation of a Core Value 
Management System in the scope of co-innovation. 

Keywords: collaborative networks, value systems, intellectual property,  
co-innovation. 

1   Introduction 

Nowadays, the strive to achieve innovation correspond to a very costly and risky 
process, being difficult for companies to innovate in short periods of time in a global 
market, where customers’ needs change quickly and the products/services’ life cycles 
get shorter. This is a particular tough challenge for small and medium enterprises 
(SMEs). Therefore, many new developments are carried out with external partners, 
including universities and research institutions with the aim to improve business  
performance and its sustainability, as well as to reduce risks.  

Co-innovation is a new business paradigm where it is assumed that firms or indi-
vidual persons can establish a partnership with the aim of jointly developing new 
ideas and new products [1]. These kinds of partnerships raise new challenges in the 
scope of trust management and intellectual property management [2, 3], since the 
balance between intellectual property sharing and intellectual property protection is 
hard to manage. Moreover, if partners have different perceptions of outcomes and 
different notions of the expected behavior, this might, in some cases, lead to some 
behaviors that compromise collaboration sustainability. For instance, if a firm does 
not believe in the importance of sharing knowledge, then it can be expected that its 
behavior will not contribute positively to the development and implementation of new 
ideas or new technologies in alliance with other firms.  

Since a Value System defines the set of values and priorities that regulate the be-
havior of an organization, it determines or at least constrains the decision-making 
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processes of that organization. Therefore, the identification and characterization of the 
Value Systems of the network and its members is fundamental when attempting to 
improve collaboration [4]. Consequently it is important to develop mechanisms to 
facilitate the definition of the profile of the co-innovation partnership in terms of 
values. Moreover, it is also relevant to develop mechanism to assess the degree of 
alignment between the values required for the partnership and the values hold by the 
potential partners.  

The research performed aimed to address the following question: What would be 
an adequate modeling framework for supporting effectively the specification and 
analysis of Value System in collaborative environments? 

Even so, this paper presents only part of the results achieved during this research, 
more specifically, it discusses how the models and methods proposed in [5-7] can be 
applied to analyze and assess the level of alignment between the network and the 
potential partners in terms of collaborative innovation profile. 

2   Contributions to Sustainability  

The development of new products and services in a short period of time is a key con-
dition to survive in the global market, however this represents also a big challenge for 
small and medium enterprises. The co-innovation paradigm brings a new way to con-
duct innovation, being focused on the cooperation with others to achieve innovations. 
In order to support this paradigm it is important to provide mechanisms to effortlessly 
define the values profile required for the innovation network and to assess the degree 
of values alignment between it and its potential partners. This paper aims at contribut-
ing to sustainability under the economic perspective in the way that it proposes me-
chanisms to deal with some of the challenges of co-innovation, thus leading to better 
survival of SMEs in turbulent market conditions.  

3   Related Work on Value Systems Management 

Early Value Systems management studies have been conducted essentially in social 
sciences, where scientists have discussed the importance of values management for the 
success of organizations and the importance of values alignment. For instance, 
Rokeach and Schwartz [8, 9] developed some empirical methods to identify  
core-values. Based on this work they proposed organizational core-values taxonomies. 
From the economic field perspective, the Value System concept has been developed 
based on the assumption that value means how much (usually money) a product or 
service is worth to someone. This notion has been introduced by Porter [10], that  
considered that Value System management comprises the management of the set of 
activity links where there is value creation, such as the links among a firm and its sup-
pliers, other businesses within the firm's corporate family, distribution channels and the 
firm's end-user customers. This notion has been extended by Alle [11] towards sup-
porting a wider notion of value under which the term is associated to “anything that 
can give rise to exchange”, leading to the Value Network Model. In recent years some 
studies have explored the importance of Value Systems in the context of Collaborative 
Networks (CN) [4, 12, 13]. Furthermore, a set of tools (frameworks, methods and a 
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web application) [6, 7] have been proposed based on a Value System Conceptual 
Model to support the configuration and analysis of Value Systems in collaborative 
environments. However, such set of tools have just been applied to CNs in general 
terms, none of them being applied to support co-innovation management in particular. 

4   Core Value System Management Model 

In previous works, we have proposed a conceptual model for Value Systems [5] in an 
attempt to provide a unified definition of the concept that embraces not only the 
notion accepted in Sociology, but also the notions developed in the Economy and 
Knowledge Management fields for Value Systems. 

 

Fig. 1. UML Diagram of the CVS Conceptual Model 

The set of characteristics that each organization (or network of organisations) 
considers as the most important for itself and that motivate or regulate its behavior are 
called core-values. Departing from the notion of core-values we have introduced a 
conceptual model for Core Value System (CVS) [6], that encompasses the core-values 
notion. This concept is a restricted view of the generic Value System model of which it 
can be considered a specialisation. The UML class diagram presented in Fig. 1 
illustrates the structure of the CVS model. Accordingly, a CVS is composed of two 
subsystems: (i) the core-value objects subsystem, which is represented by the 
organization or networked organization itself; (ii) the core evaluation subsystem, which 
represents the elements of evaluation, such as the core-values, the core-evaluation 
perspective and the functions to evaluate the organization’s core-values. The set of 
core-values of an actor and respective preferences (degree of importance) are 
represented according to the CVS conceptual model by the core-evaluation 
perspective, which becomes the main structural element in the proposed approach.  

Core Value System

Core 
Evaluation 
Subsystem

Core-value 
Object 

Subsystem

Network 
Member

CN

Entity Core Evaluation 
Function

Core-Value

Core 
Evaluation 

Perspective

Degree of 
importance

Value

*

-evaluates*

1
1

1*

-evaluated through*

*

1

*

1

*

1*

11

A Value represents the relative 
importance of an entity, for a given 
evaluator.

A Core-value is a main characteristic of 
the organization (or CN) that motivates 
and regulate its behavior.

A Value System is defined by the set of 
things (resources, processes, 
behaviours, relantionships, beliefs, 
information) that can be evaluated and 
that are important to the evaluator, as 
well as, the respective mechanims of 
their evaluation.

A Core Value System is a specialization 
of Value System, that assumes the 
organization or the CN as the object of 
evaluation, and the core-values as the 
set of characteristics to be evaluated.
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Fig. 2. Web-based tool to support CVSs Management 

Aiming to provide methods to systematically analyze CVSs in collaborative envi-
ronments, we have also proposed a set of qualitative reasoning methods [7] supported 
in a framework of analysis based on qualitative causal maps and graphs. The  
construction of three elementary maps is proposed in this framework. 

1. Core-values influence map: Use of causal maps to show how core-values influ-
ence positively or negatively each other, and the intensity of the influence. 

2. Organizations’ core-values map: Use of graphs to show the core-values held by 
each organization and its degree of importance, as well as the core-values shared 
by organizations. 

3. CN’s core-values map: Use of graphs to show the core-values held by the CN and 
their degree of importance. 

Departing from these elementary maps, it is possible to aggregate them in order to 
build maps that evidence the impact of one CVS onto another [6], facilitating the 
analysis process. Analysis is one of the components of the CVS management process, 
which includes the following activities: 

- Create: CVS are configured. For each CVS, the core-evaluation perspectives 
have to be defined for the network and for each member.  

- Update: CVS can be modified. As priorities can change during long-term col-
laboration activities, there is the need to adjust the degree of importance of the 
core-values. 

- Analyse: The created CVS has to be examined in detail, in order to understand 
which core-values are shared with other partners, and which core-values influ-
ence positively or negatively other CVSs. This analysis should cover the network 
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level and the member level. At the network level is analyzed the network CVSs 
and the impact of the members’ CVSs on the network’s CVS are analyzed, while 
at the member level the CVS of each member and the interaction among mem-
bers’ CVSs are analyze. 

- Assess: A comparative assessment can be made, where the level of fitness be-
tween two CVSs is assessed using distinct criteria. This assessment can also 
cover the network level and the member level, considering in each case the  
degree of importance of the core-values to infer the level of CVSs alignment. 

A web-based tool to support the CVS management was developed (see Fig. 2). Essen-
tially, the CVSs alignment analysis can be performed among network members’ 
CVSs, or between the network’s CVS and the CVS of a partner or a potential partner. 
The tool is divided into four functional components: (i) Core-values knowledge man-
agement – to be used by the knowledge experts in order to specify core-values and 
their characteristics; (ii) Core Value System Configuration – to be used by brokers, 
network managers or network members in order to define their CVSs; (iii) Core Value 
Systems Analysis – to be used by brokers, network managers and network members 
in order to analyze their CVS; (iv) Access management tool – provides features that 
allow the tool manager to configure accesses to the tool according to the user profiles. 

5   Applying Value System Management to Support Co-Innovation 

Theoretical considerations: The alliances established with the aim of developing 
new products and new technologies should have specific characteristic. Chesbrough 
[3] defends that for firms to be able to successfully implement the co-innovation busi-
ness model, they have to be capable of sharing their knowledge, being flexible and 
being responsive. However, Flores et al. [2] defend another set of characteristics as 
being the most important ones for working in an co-innovation business model.  
Although there is no unique set of common characteristics accepted by the research-
ers, it is acknowledged that the set of core-values taken by each firm, determine their 
behaviour in the collaboration process of creation. Therefore, the definition of the set 
of characteristics required to work in a sustainable way in an innovation network,  
can be an important step for the sustainability of these networks. As such, the  
collaborative innovation evaluation perspective will represent this set of required 
characteristics. The collaborative innovation evaluation is in fact, an instantiation of a 
core-evaluation perspective, and is defined as: , where: 

• dv is the vector of core-values considered as relevant for the co-innovation proc-

ess.  
• wv represents the weights-vector, where each element defines the degree of im-

portance of the corresponding core-value. These preferences can be expressed 
qualitatively. 

 

As previously proposed in [6] and [7], not just the common core-values will be consi-
dered as relevant criteria to assess the values alignment between two entities, but also 
the core-values that influence positively or negatively the core-values specified in the 
collaborative innovation evaluation perspective will be considered. Thus, the notion 

},{ ><=− wvdvpe innovationco

[ ] CVcvcvcvcvdv in ∈= :,...., 21
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of collaborative innovation value profile is introduced to cover this idea. The collabo-
ration innovation value profile of a partner shows which of its core-values are aligned 
and which are misaligned with the collaborative innovation characteristics required 
for the partnership. That is indeed, all the core-values belonging to the partner‘s CVS 
that meet one of the following criteria: 
 

- the core-value belongs to the collaborative innovation evaluation perspective. 
- the core-value has a positive influence on a core-value belonging to the collabo-

rative innovation evaluation perspective. 
- the core-value has a negative influence on a core-value belonging to the collabo-

rative innovation evaluation perspective. 
 

The use of the mentioned set of maps based on causal maps and graph theory in the 
context of the innovation network, will allow us to easily identify the core-values that 
compose the collaboration innovation value profile of each network member. The 
three alignment indicators proposed to assess values alignment [7]: (i) Shared Values 
Level; (ii) Positive Impact Level; (iii) Potential for conflict level, may be applied to 
calculate the Collaborative Innovation Values Profile using just minor adjustments, 
such as: 

- A collaborative innovation evaluation perspective has to be configured in the 
CVS of the innovation network.  

- A core-evaluation perspective has to be configured in the CVS of each  potential 
partner. 

- Through the observation of the complete aggregate maps generated for the inno-
vation network, the core-values belonging to each Collaborative Innovation Val-
ues Profile are identified. 

- The Shared Values Level, the Positive Impact Level, and the Potential for conflict 
level between the network and each partner are calculated, obtaining the level of 
each core-value in the profile. 

The example below illustrates how these concepts can be applied. 
 

Illustrative example: This example intends to illustrate how to apply the Value Sys-
tem Management Model in order to assess the Collaborative Innovation Values  
Profile Alignment. The data used in this example was obtained through a survey con-
ducted in the scope of a case study done inside the ECOLEAD project [14]. Hence, 
this example cannot be considered as a full case study, but as a potential application 
where the scenario and the data used are both real. 

The ECOLEAD project was divided into several work packages. Each work pack-
age team was created to respond to a specific set of objectives. For this illustrative 
example the development of some components of the VO Creation Framework 
(VOCF) prototype is considered. The development of this task can be considered as a 
co-innovation process, since it comprises the collaborative development of an innova-
tive product carried out by a heterogeneous group of organizations. For this group the 
following collaborative innovation evaluation perspective was specified: 

peco-innovation<dv1,wv1> 
    dv1=[Innovation, Knowledge Sharing, Agility, Responsiveness] 
    wv1=[high, very high, high, very high]. 
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Two Universities, one Research Institute of Applied research, and one SME Network 
joined the group (for a question of privacy, the partners are not identified). For these 
four organizations the work package manager has provided the data required for spe-
cifying the following core-evaluation perspectives: 

peunivA<=[innovation,knowledge, reputation,interdisciplinary, quality, knowledgeSharing] , 
[very_high, very_high, fair, fair, high, high]> 

peunivB<=<=[innovation,knowledge, reputation, interdisciplinary, reliability, knowledgeShar-
ing] , [very_high, very_high, fair, high, high, high]> 

peresearchInstitute<=[Innovation, Uniqueness, Self-Interest, Interdisciplinary ], [high, very_high 
,fair, high] > 

peSMEnetwork<=[Profit, FinancialStability, Responsiveness, Agility,], [very_high, very_high, 
very_high,fair] > 

Table 1. Core-values Alignment Assessment Results 

 
Shared Values 

Level 
Positive  

Impact Level 
Negative 

Impact Level 

UnivA Moderate High None

UnivB Moderate Moderate None

Research Institute(RI) Low Low High

SME Network Low Moderate None
 

 

Fig. 3. Complete Aggregate Map for Research Center 

Applying the qualitative assessment inference methods (described in detail in [7]) 
to evaluate the degree of alignment in terms of co-innovation characteristics of each 
innovation partner , the results presented in  Table 1 can be achieved. Observing these 
results, it can be noticed that the Research Institute is not aligned with the Innovation 
Group‘s collaborative innovation evaluation perspective.  
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Furthermore, if we determine the collaborative innovation values profile (see  
Table 2) for each potential partner, we realize that group manager should pay special 
attention to the Research Institute behavior, since it presents some risk. This risk 
comes due to the fact that it defends Uniqueness (being unique) as an important cha-
racteristic, and  the Uniqueness core-value has a negative influence on Knowledge 
Sharing, which is a core-value belonging to the collaborative innovation evaluation 
perspective, as it is illustrated in the complete aggregate core-values map presented in 
Fig. 3. Moreover, since this Research Institute is also characterized for acting accord-
ing to its own interests (Self-interest), it is expected that it often does not be as  
responsive (Responsiveness) as required. 

Table 2. Collaborative Innovation Values Profile 

 
Shared Values Positive  

Impact 
Negative 
Impact 

Innovation  
Collaborative  

profile 
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A

 (innovation,high),  
(knowledgeSharing,very_high) 

(innovation,strong),    
 (flexibility,strong) 

  
(innovation,very_high),  
(knowledgeSharing,very_high) 
(flexibility, high) 
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 (innovation,high),                       
(knowledgeSharing,very_high) (knowledgeSharing,moderate)   

(innovation,high),  
 (knowledgeShar-
ing,very_high) 
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 I
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ti
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(innovation,high)   (uniqueness,high) 
(self – interest, moderate)

(innovation,high),               
(uniqueness, negative-high) 
(self – interest, moderate) 
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E
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k 

(agility,high),                    
(responsiveness,very_high) (responsiveness,moderate)   

(agility,high),     (responsive-
ness,very_high) 

 

 

Fig. 4. Innovation Collaborative Values Profiles represented by a bar chart 

Picking up the results presented in Table 2 a bar chart can be drawn (see Fig. 4) to 
visually illustrate the collaborative innovation values profile for each partner in the 
scope of this specific innovation opportunity. This chart evidences that the Research 
Institute ‘s collaborative innovation values profile has a negative impact on the  
collaboration opportunity. Moreover, we can easily notice that Knowledge Sharing is 
a relevant characteristic that contributes to the sustainability of this collaboration 

UnivA

UnivB

Rc

VirtualEnt
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relationship. Responsiveness, Agility and Innovation are also core-values that contri-
bute positively to be aligned with the collaborative innovation values specified for 
this co-innovation opportunity.  

6   Validation Process 

The constructive research method [15] was the methodology selected to guide this 
research process. Following the constructive approach, a concept introduced through 
previous research can be applied to solve a specific problem, usually through the 
development of an artifact or a set of artifacts (models, diagrams, frameworks). March 
and Smith [16] claim that in this case, “the research contribution lies in the novelty of 
the artifact and in the persuasiveness of the claims that it is effective. Therefore, in 
order to validate the subsequent solution, two points have to be demonstrated: (i) that 
the artifact or set of artifacts proposed solve the domain problem and/or create know-
ledge about how the problem can be solved; (ii) how the solution proposed is new or 
better than previous ones.  

The proposed Value System Management Model shows, to some extent, how it 
creates knowledge about how the problem can be solved. Moreover, the example 
presented above shows how the proposed approach solves the domain problem. The 
consistency of the CVS management model can be claimed, in view of the fact that it 
applies a set of models and methods previously verified and validated. Additionally, 
the novelty of the proposed approach can be claimed, because it was a first attempt to 
apply a Value System Management Model to manage value profiles in order to identi-
fy partners that are more adequate to collaborate in innovation process. However, the 
process of collecting evidences that allow us to claim the general usefulness of the 
design models and proposed method have to proceed. Thus, the development of a 
complete case study in the scope of the innovation networks is a future priority step 
towards that goal. 

7   Conclusions and Future Work 

This paper discussed how the implementation of a Core Value Management System 
can be useful for the establishment and sustainability of partnerships created follow-
ing the co-innovation paradigm. Departing from a set of previously proposed tools, to 
specify and analyse Core Value Systems in collaborative environments, it has been 
described how they can be configured to determine collaborative innovation values 
profiles; and to assess if a potential partner has a values profile that is aligned with the 
partnership in terms of the core-values needed to work in such innovation network. 

This approach has the following advantages: (i) it facilitates the representation of 
knowledge about the relevant core-values to the partnership in terms of innovation; 
(ii)it increases the “transparency” about the decision-making processes in the partner 
selection; (iii) it provides a visual representation of the interaction among partners in 
terms of core-values, allowing a better communication with the stakeholders.  

Despite the work done so far suggests that the artefacts presented have a practical 
and theoretical relevance, the validation process for its complexity, has not yet  
been completed. Thus, the implementation of the CVS management model in a  
co-innovation network will be the next step.  
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Abstract. Within a Collaborative Business Ecosystem context, as the network 
evolves, the competition between members increases and, as a consequence, 
members face the challenge to improve the chances their services have to be 
selected. On the other hand, the distance between Business Services and 
“Computational Services” is still a bottleneck for the automation of service 
provision. This paper extends the Pro-Active Service Entity Framework, 
proposing a mechanism to improve the service selection chances, based on the 
refinement of a Quality of Service concept for this context, and introduces a 
new class of actors for the framework – the intermediaries, needed to shorten 
the distance between Business and Computational perspectives. 

Keywords: Business Services, Web-Services, Professional Virtual Community. 

1   Introduction 

Technological Services, such as Web Services, and Business Services (BSs), have 
gained the attention of the research community in the last decades, especially in the 
computer science area. The creation of the Web Services (WSs) approach, in a first 
stage, and the appearance of the Service Oriented Architectures, in a later stage, 
constitute nowadays the most commonly accepted and adopted mechanisms to 
support the development of ICT systems that support BSs. Nevertheless, although the 
advances in this technological perspective have significantly changed the way ICT 
systems support BSs there still is a gap between the way business people see the 
services they, or their enterprises, are willing to provide to customers or clients and 
the counterpart provided by the technological persons that develop the underlying ICT 
systems to support such provision. In other words, the business perspective of the 
services that either professionals or enterprises provide to clients is related with the 
client satisfaction, the service value or the resource management and the involved 
processes in such service provision. On the other hand, the ICT people’s perspective 
frequently focuses on interoperability, remote procedure calling or web-service 
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composition. The same gap exists within a Collaborative Business Ecosystem,  
where the members have a distinct way of seeing the services they are willing  
to provide to the community and the adopted web-services technological  
approach.  

The passiveness of web services, in the sense they stay still waiting for the client’s 
initiative, and the inexistence of aggregation between distinct Web-Services from the 
same provider are considered the major problems of current approaches, according to 
[1], where the authors propose a solution based on Multi-Agent Systems to target the 
passiveness problem, extending the Service Entity concept, first proposed in [2], in 
order to tackle the aggregation of distinct services provided by the same provider. 
Later, in [3] a first proposal is made for the Pro-Active Service Entity Framework 
(PASEF), extended in this paper, in order to create a mapping between Business and 
Software perspectives of service. In fact, PASEF constitutes a form of a Service Park, 
as identified in [4] bringing elements from the Multi-Agent Systems to the 
Collaborative Business Ecosystems, as foreseen in [5]. 

In this paper, the typical usage of PASEF within a Professional Virtual Community 
(PVC) of Senior Professionals is presented and the introduction of an additional class 
of actors is made – the PVC Intermediary. This actor has the role of bridging between 
the Senior PVC members and the clients, forming a team of value co-creation. One of 
the major tasks for this co-creation is the transformation of the business needs 
specified by clients into the identification and composition of the needed business 
services provided by the members of the PVC – the Senior Professionals. Finally, a 
mechanism for the calculation of Quality of Service is also proposed to support this 
task, especially useful in PVCs with a large number of members. This mechanism is 
inspired in [6], where bid evaluation considers client satisfaction, and [7], where bid 
arrival patterns are studied. 

2   Contribution to Technological Innovation for Sustainability 

Demographic evolution along with medical improvements that lead to longer average 
life expectation are two factors that compromise society’s Sustainability. In other 
words, the number of working persons related to the number of retired persons are 
one of the major factors contributing for the world’s Sustainability problems 
nowadays, as explained in [8]. Nevertheless, current trends point out that more people 
want to keep their active life after retirement and organizations are starting to support 
such “after retirement activity”. 

The contribution of this paper to Technological Innovation for Sustainability is 
aligned with these trends, proposing mechanisms to make Business and Software 
perspectives come closer within a senior PVC context. This proposal is based on the 
concept of value co-creation, evolving PVC Clients, the Senior Professionals and 
PVC Intermediaries, and based in a new mechanism proposed to assess Quality of 
Service from the Senior Professionals.  
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Name: Pedro; Email: pedro@sca.org, MAX BOs: Not defined 
MAX Simultaneous BOs: 5, BID Posting Policy: Auto 
BO Check rate: Week, Availability: Mon / Wed / Fri - (9:00 - 12:00) 
 
(#, name, category, description, input info, result) 
 (1, "Live Marketing Strategy Definition", "Marketing Consultancy", 
"Marketing Consultancy with live meetings", "1st meeting date/time 
proposal", "PDF Report") 
 (2, "Remote Marketing Strategy Definition", "Marketing Consultancy", 
"marketing consultancy withOUT live meetings", "documentation ZIP", 
"PDF Report") 
 (3, "Marketing Results Monitoring", "Marketing Consultancy", 
"monitor marketing initiatives", "", "PDF Report") 
 

Text Box 1. PSE Configuration example

3   PASEF Proposal 

The ProActive Service Entity Framework is intended to provide a solution within a 
competitive Collaborative Networked Business Ecosystem, particularly in a PVC, for 
the members of these communities to benefit from a pro-active representation of the 
Business Services they are willing to provide, as well as for clients to benefit from a 
wide range of potential Business Service providers.  

The PASEF illustrating scenario is a Senior Coaching Association (SCA), a not for 
profit organization, dedicated to Senior Professionals that intend to continue their 
professional life after retirement, helping economic development through consultancy / 
coaching services, based on their professional life experience. This choice was made 
given the challenging demographic sustainability, as described in [8]. 

The framework is based on the assumption of the existence of a third class of 
actors, other than the PVC members and clients – the PVC Intermediary – with the 
role of facilitating the interface between the seniors and the business clients, namely 
through identification and characterization of business opportunities, as well as 
creation of Business Process Models based on the high-level needs specified by 
clients. 

PASEF is composed of two complementary systems:  

• Pro-Active Service Entity (PSE) – which aim to represent in a pro-active manner 
the Business Services a PVC member is willing to provide. 

• PVC-Portal – a kind of PVC management system and virtual collaboration space 
that interacts with Clients who post their needs in high-level specifications and 
also the PVC Intermediaries and the PSEs. 

The typical PASEF usage is divided in three stages: 1 - the PVC Member Registration 
stage, 2 - the Business Opportunity specification stage, and 3 - the Business Process 
Execution stage.  

In the PVC 
Member Regis- 
tration stage, each 
community member 
creates his / her PSE 
in the Portal and 
configures it, 
specifying the 
Business Services 
he / she is willing to 
provide, as well as 
the general 
availability and the 
PSE pro-activeness properties. Text Box 1 shows an example of a Senior that is willing 
to provide 3 consultancy services from the Marketing Consultancy Business Service 
Category. The first service, for example, is “Live Marketing Strategy Design”, 
corresponding to a service that will be provided in some iterations and the input 
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BO_ID - 2010-02-32 
Company - FreshAir 
Contact Person - José 
Need Description:  
   Marketing policy coaching 
 
Text Box 2. Client Need 

BID(#, BO_ID, [Srv_ID, DTime, ...], Senior_ID) 
BID(1, 2010_2_32, [1, 1 week], 234) 
BID(2, 2010_2_32, [2, 2 week], 234) 
BID(3, 2010_2_32, [(1, 1 week), (2, 1 week)], 
234) 
BID(4, 2010_2_32, [2, 5/4 week], 445) 

Text Box 4. Illustrative Proposals Fig. 1. Illustrative Workflow  

information is the proposal for the first iteration date and time. The final result of this 
service is a PDF Report, corresponding to the Marketing Strategy.  

The registration stage ends when the PSE is launched and starts looking for 
Business Opportunities where the services it represents are needed. After this stage, 
the PASEF manages a pool of services with pro-active behavior, in whose 
collaboration space clients can post their business needs and wait for the best 
proposals, based on an assessment of the Quality of Service made by PASEF, and 
other possible attributes, as explained bellow. In this Business Opportunity 
specification stage, the typical sequence of actions is summarized as follows:  

 
1st – Clients make high-level specifications of their 
needs – the Business Opportunities. Textbox 2 shows a 
simplified illustration of a need specification. 

2nd – PVC Intermediaries, in collaboration with the 
clients, transform such high-level specifications into 
abstract Business Process Models (absBPM), composed 
of Business Services from the PASEF pool. After the 
commitment of the Client with this absBPM, this step is concluded by posting a Call 
for Proposals (CfP), corresponding to each Business Service included in the absBPM, 
in a blackboard like interface within PASEF. Text box 3 shows a simplified CfP 
example from the same illustrative scenario, where the PVC Intermediary and the 
client decided that the needed absBPM for a Marketing Policy Coaching is the 
sequence of the Business Services: Marketing Strategy Definition, Marketing Plan 
Execution and Marketing Results Monitoring, as represented in Figure 1. 

 
3rd – All PSEs look up for a suitable CfP, in a pre-defined frequency rate, to find 
opportunities where one or more of the services they represent are in need. Whenever 
this search has a successful result, they prepare / submit a proposal for the provision 
of such Business Service. Text box 4 shows an example of the posted proposals for 
the illustrative scenario. This is a special case where one PSE (ID: 234) represents 
two of the needed Business Services for a specific Business Opportunity. As a result 

BO_ID - 2010-02-32 
BID / Proposal Acceptance period - 5/2 - 15/2 
Workflow Definition 
[Order, Category ID, BS ID, name, input parameters, output] 
[1, 77, 234, "Live Marketing Strategy Definition", [Meeting Date Proposal(Date/Time), 
documentation  (ZIP)], [Report (PDF/Doc)]] 
[2, 77, 456, "Marketing Plan Execution", [Marketing Plan (PDF/DOC)], [Final report (PDF/Doc)]] 
[3, 77, 123, "Marketing Results Monitoring", [], [Final report (PDF/Doc)]] 
 

Text Box 3. Client Need 
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of this fact, the PSE prepares three proposals: one for each BS independently and one 
for the case of the provision of the two services. 

4th – After a pre-defined time period or the arrival of a specific number of proposals, 
the PVC Intermediary closes the CfP and selects the best ones for each case, based on 
Quality of Service and other criteria, completing the executable BPM (eBPM). This 
step is concluded with another commitment of the Client, this time with this eBPM, 
corresponding to an agreement with the service providers’ selection. 

At a high level, this process can be seen as an instantiation of the well known 
contract-net protocol of the multi-agent systems area [9]. There are, however,  
several differences resulting from the combination of pro-activeness with the service 
notion. 

Finally, after the eBPM is ready, with all the Business Services identified, as well 
as the Service Providers selected, the Business Process Execution stage starts when 
the Client launches the eBPM execution. From that point on, PASEF is responsible to 
call the included Business Services through the corresponding PSEs at the right time. 
The Service Providers are then informed to start the provision of their Business 
Services, eventually receiving needed input information in order to produce the 
corresponding output results. 

One of the major objectives of this proposal is to bridge between the Business 
Services that PVC members provide and the technological services, Web-Services or 
other mechanisms, used to support this provision. In this context a Business Service  
is considered as an independent executing entity whose internal details, like  
task workflow or local data, are not taken into account, hence a BS is treated as a 
black box, although it must have an execution state and eventually input data and 
output results specification. Five distinct execution states are considered in a BS 
lifecycle: 

1. Launch – the BS is ready to be launched by PASEF, when the time within the 
corresponding eBPM comes. 

2. Ready – the PSE is ready to ask the community member it represents to start / 
continue the service provision / execution. This state happens in two 
situations: at the beginning of the BS lifecycle, when the service is launched, 
and whenever something the BS is waiting for becomes available - for 
example some documentation provided by another BS. 

3. Run – the community member is executing the service. 
4. Wait – the community member waits for some information from another 

community member, for example. 
5. Complete – the BS gets complete and the results are eventually sent to 

PASEF, through the PSE, so they can be used as input parameters for 
subsequent BSs from the corresponding eBPM. 

PASEF provides a toolbox for the PVC actors to trigger execution state transitions on 
such BSs, as well as to support any interaction between the PSEs of distinct BSs. 
Figure 2 represents the relation between the BS and PASEF Web-Services, for the 
case of a single BS execution. This execution state machine is repeated for each BS 
included in the eBPM. 
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Table 1. PASEF PSE WS Functionality Table 2. PASEF Portal WS Functionality 

 
Fig. 3. PVC-Portal and PSE 

 

Fig. 2. PASEF bridge between Business and Technological Services 

It is interesting to notice the similarity between the 5 identified BS states and the 
states a task can have in real-time-systems. Although the abstraction level is distinct, 
they both are execution entities, take their time executing and depend / interact with 
the surrounding environment. In the case of tasks from a real-time-system, the work is 
done by processors and the state-transitions-machinery is carried out by a Real-Time-
Kernel. In the Case of these Business Services, the work is done by the PVC members 
and the state-transition-machinery is carried out through the PASEF toolbox.  

3.1   PVC-Park and Pro-active Service Entity Web-Service functionality 

The Web-Services provided by both PASEF PSEs and Portal are represented in 
Figure 3 and detailed in table 1 and 2. 

 
These Web-Services act as a toolbox for 
the three actors that interact with 
PASEF to be able to trigger the state 
transitions identified in Figure 2, in 
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QoSCharacteristics Category weigh:  
Criteria schema: Level 1 / Level 2 / Leve 3. 
Restrictions: 
-Level 1 level mandatory for OnTimeDeliver 
-DTime < 15 and DelayOnDeliveryAverage < 4 
-Satisfaction not equal Level 3 
Final Grading Formula: 

 
OnTimeDeliver * Satisfaction 

----------------------------------------------------------- 
N_Consortium_Members*N_BOs*(15 - DTime) 

 

Text Box 5. Sample QoS specification 

order to make the bridge between Business Services from PVC members and this 
technological service set, in this case Web-Services.  

3.2   PASEF Quality of Service  

The mechanism used within PASEF to calculate the Quality of Service data is based 
on tracking all the service provision processes. Along time, PASEF stores information 
concerning all services, all service providers and all service provision instances. 
Based upon this information a configurable mechanism is provided for the PVC 
Intermediary, along with the Clients, to define the best way to classify and sort 
service provision proposals in order to make the best selection in all Business 
Opportunities. This mechanism is based in two concepts: 

 QoSCharacteristic – Some property concerning the service that may be measured 
and compared between distinct services. This is the atomic mechanism 
information that is defined in terms of a name, the information that may be 
measured, and the unit used in that measurement. Two QoS Characteristic 
categories were identified concerning the: 

 

1. Service Provider - historic statistical information from the provider, e.g.: 
 N_BOs - number of BOs where the PVC member was involved, 
 BID_Success_Rate - BID Acceptance / Success Rate 
 Satisfaction - customer satisfaction level, graded in an after-service form,  
 OnTimeDeliverRate - % of on time delivery instances, 
 DelayOnDeliveryAverage - Average time of delay, 
 … 

2. Service Provision - information from the Service Provision Proposal itself, 
specific to each proposal, e.g.: 
 DTime - proposed result delivery time, 
 … 

 QoS Criteria: the definition of the QoS Criteria consists in five tasks that have to 
be carried out by the PVC Intermediary with the help of the Client: 

1. Selection of the relevant QoS 
Characteristics for the 
specific Business 
Opportunity, e.g. N_BOs , 
DTime, Satisfaction.  

2. Definition / Selection of the 
evaluation schema, e.g., three 
classification levels: level 
1(best), level 2 and level 3 
(worst). 

3. Definition of how the selected 
QoS Characteristics “fit” into 
the specified schema, e.g.  
 N_BOs – Level 3 (values < 5); Level 1 (values > 15); Level 2 (otherwise) 
 DTime – Level 3 (values < 5); Level 1 (values > 15); Level 2 (otherwise) 
 Satisfaction – Level 3 (values < 5); Level 1 (values > 8); Level 2 (otherwise) 
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4. Definition of restrictions, e.g. no proposals should be considered from 
providers with Level 3 classification concerning NBOs. 

5. Definition of the overall rating formula for a provision proposal. This formula 
is created using the QoS Characteristics selected in 1 and is then used to 
classify all proposals to sort them in order to make the best selection. 

4   Concluding Remarks 

The extension of the PASEF proposal presented in this paper targets a better 
contribution for shortening the conceptual distance between business and software 
perspectives to the service concept. In fact, the adoption of a team built up by clients, 
providers and an intermediary in value co-creation brings to PASEF the missing roles 
a middle entity has to perform.  

The application of this framework to the challenging area of active ageing is both 
actual and vital in the economic perspective, given the continuous increase in aged 
population and the needed demographic sustainability, among other factors. 

Finally, with the definition of the mechanism for the assessment of Quality of 
Services, the PVC members see the excellence of their services rewarded. 

As future work, the PVC Intermediary role has to be extended to the execution of 
eBPMs stage, in order to follow and track the evolution of the evolved processes and, 
eventually react to deviations on the pre-defined model. As a result, the corresponding 
ICT evolution will originate another extension of PASEF. 
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Abstract. Main goal of a scientific community is the collaborative production 
of new knowledge through research and scholarship. An integrative research 
approach, fostered by confrontation and collaboration among researchers, is 
widely recognized as a key factor to improve the quality of production of a  
scientific community. Competence mapping is a valid approach to highlight ex-
pertise, encourage re-use of knowledge, contributing significantly to the growth 
of the scientific community. In this paper we propose a methodological frame-
work for examination and semi-manual classification of research papers. This 
method leads to the creation of a database that correlates research competences 
and researchers.  

Keywords: Competence mapping, scientific community, collaborative knowl-
edge, classification of research papers. 

1   Introduction and Theoretical Background 

Competence is a concept widely recognized in scientific literature since the early of 
20th century, and particularly stressed in human resource management [1],[2]. For-
mally, competence is understood as the relation between humans and work tasks,  
specifically, which knowledge and skills are required to perform a specific task in an 
efficient way [3]. The concept of competence is related to the concept of competency; 
in [4] a competency is defined as “a specific, identifiable, definable, and measurable 
knowledge, skill, ability and/or other deployment-related characteristic (e.g. attitude, 
behavior, physical ability) which a human resource may possess and which is neces-
sary for the performance of an activity”. In [5], in the effort of univocally identify HR 
concepts, authors define a competency as “the proven ability to use knowledge, skills 
and personal, social and/or methodological abilities, in work or study situations and in 
professional and personal development”, while a competence as “a competency 
(knowledge + skills + abilities) in a particular context (e.g, situation, domain)”. An 
effective competences management within an organization, i.e. oriented to the con-
tinuous enhancement and development of individual and organizational competences, 
requires as first and necessary step the mapping of organization competences. A 
Competences map can be defined a representation of key competences of each  
member of an organization [6]; it represents a valuable tool for identifying members 
of an organization who possess competences to perform a task. A competences map 
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facilitates efficient knowledge sharing between organizational members, constituting 
a multifaceted approach for creating structure out of an overabundance of potentially 
useful information [7],[8].  

Traditional approaches in building competence maps are based on tools such as 
questionnaires or assessment sessions that allow organizations to define professional 
profiles of employees[9], [10]. In recent years, novel approaches based on document 
content analysis are taking place. Relational Content Analysis (RCA) approach,  for 
instance, deals with extracting the relationships between actors, issues, values and 
facts from texts, for example relationships of support/criticism or cooperation/conflict 
between actors, subjective causal relationships between issue developments, or rela-
tionships between contents and actors [11]. Honkela et al. [12] claim that adaptive 
tools for data and text mining can be particularly useful in competence management 
enabling a more efficient process that can be based on a variety of heterogeneous 
sources of information. 

Besides being important in the business oriented organizations, competence map-
ping is recognized to be important in many contexts. One of the most interesting, is 
the academic environment where competence mapping may provide a fruitful avenue 
for intellectual capital management [8].  In such context, and in particular within the 
scientific community focused on collaborative production of new knowledge, a prob-
lem currently faced is the inability of an organizations to know the competences 
owned by their members which prejudices the multi-disciplinary research and  
community creation [13]. 

A scientific community (also called epistemic community) is a collaborative net-
work of professionals with recognized expertise and competence in a particular  
domain; such network defines policies for the collaborative creation of new knowl-
edge within the target domain or issue-area [14]. Community members come from a 
variety of disciplines and backgrounds, having a shared set of normative and princi-
pled beliefs and a set of defined criteria for weighing and validating knowledge in the 
domain of expertise. As stated by Shur et al. [15], collaboration is the essence of  
science and is a key factor in scientific knowledge construction.  

Unfortunately, collaboration in science is often reduced to the level of interpersonal 
knowledge. Scholars are not aware of other researchers who are working on similar 
projects thus collaboration frequently occurs among a small number of people working 
in the same group, dealing with or researching more specific items of their domain.  A 
valid approach to highlight capabilities within a scientific community and suggest new 
collaborations between researchers may be the construction of a community compe-
tence map. This approach was already adopted by several authors. Rodrigues et al. [13] 
discuss about methods and techniques applied to the area of knowledge discovery from 
texts, in order to mapping researcher’s competence in his/her publications. Janasik  
et al. [16] demonstrate the use of a self-organizing map method, a quantitative method 
for text mining, directed to organizational researchers interested in the use of qualita-
tive data. In Vatanen et al. [17] a web environment is presented, called SOMPA  
(Self-Organizing Maps of Papers and Authors), for collecting and analyzing informa-
tion on authors and their papers. None of these scholars faces up to the problem of  
defining research competences within a scientific community and to survey them by 
analysing the scientific production of community members. In this paper, the authors 
want to fill this gap proposing an original approach to map research competences 
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within a scientific community. The research approach makes use of  a competence 
representation model, based on a logical structure of directed hypergraph [20], within a 
collaborative semi-manual mapping process.  

2   Contribution to Sustainability 

Usually the concept of sustainability is related to the use of a regenerative natural 
system in such a way that this system retains its essential properties [27]. However, in 
our concern, sustainability is defined as the infrastructure that remains in a scientific 
research community after the completion of research projects [28].  

The goal of a scientific research community is to add new knowledge to that cur-
rently available in a particular field of inquiring, including the long-term maintenance 
of effects of new knowledge and fostering of collaboration between researchers. New 
scientific knowledge only becomes relevant to society, if it spills over. The concept of 
sustainability, in this terms, involves organizations that modify their actions as a re-
sult of participating in research, and individuals who, through the research process, 
gain knowledge and skills that are used in real world economic domains. Sustainabil-
ity is more than the continuation of a research intervention, it concerns the possibility 
of maintaining or increasing effects achieved during a research phase. From this point 
of view, a more rational use of scientific competences certainly contribute to a more 
efficient approach in establishing a sustainability orientation of scientific research.  

In this sense, research competences constitute an important component of sustain-
ability as a part of the infrastructure that remains in a scientific research community 
after the completion of research projects. 

An outcome of sustainability is the exchange of knowledge. Competence maps en-
able this exchange by making more effective and sustainable research collaborations 
and the development of new scientific questions and methods, [29]. 

3   Research Approach 

Research is “an activity that aims to discover, interpret and revise in a non-trivial 
way, facts, events and theories, using a methodological approach in order to add new 
knowledge to that currently available, leading to new insights or improving the use of 
knowledge already available” [18]. This knowledge should be a wealth of structured 
information, easily accessible and of long-lasting value [19]. 

According to [5] definition of competency, we can define a research competency 
as “the proven ability to use knowledge, skills and personal, social and/or methodo-
logical abilities in conducting a research in a scientific domain”.  

In this study, we use the terms : 

• Research competence (RC), as a “research competency” in a specific field of 
inquiring.  

• Researcher competence profile, as the set of all research competences owned 
by a researcher. 

• Research competence map, as a representation of a set of researchers compe-
tence profiles. 
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In what follows, a detailed description of an approach aimed to survey the research 
competence map for a selected scientific community is given. As stated before, the 
basic assumption for the approach is that it’s possible to highlight the research compe-
tences of a researcher, and thus its competence profile, by analysing the researcher’s 
scientific production (published papers). The approach is made of two fundamental 
parts: a competence representation model and a structured mapping process. 

4   Competence Representation Model 

Any scientific community is characterized by its own concept of research compe-
tence. Anyway, it is possible to affirm that generally a scientific community adopts a 
set of types of research and a scientific method on specific research fields of inquir-
ing. This allows to affirm that a RC is strictly associated with a triple (t, p, s), where: 

• t ∈T, a set of Research Types; 
• p ∈P, a set of phases of an inquiry method; 
• s ∈S, a set of research subjects which are shared by the scientific community 

In order to map competences in a scientific community, a competence representation 
model is necessary to be introduced. Such a model is used by community experts dur-
ing the competence mapping process while performing a semi-manual analysis and 
classification of scientific production (research papers) published by members  
(researchers) of the selected scientific community. In what follows, we propose a 
model that is based on a logical structure of directed hypergraph [20] that represents 
relationships between concepts relating to research type (T), phase of the scientific 
method (P) and field of inquiry (S). 

Any node of the hypergraph fall into three categories: 

• Undeveloped concept node 
• Developed concept node 
• Concept instantiation node 

while any directed hyperedge represents how a concept is developed by connecting a 
set of nodes (tail of the hyperedge) with a developed node (head of the hyperedge). 
This means that the concept of RC may be represented by a directed hypergraph (H0), 
consisting of a only one directed hyperedge as it is shown in fig.1:  

The directed hypergraph representation highlights the relationship between the  
developed concept RC with the undeveloped concepts T, P, S. 

 

Fig. 1. Research Competence represented as directed hypergraph 
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One may recursively use this logical structure to represent the development of un-
developed concept nodes (in fig. 1, T, P, S), by introducing concepts instantiation or 
new concepts to be further developed. In this way we extend the initial H0 into a new 
one H1 and so on. This process ends when, at a step n, any node that is not the head of 
any directed hyperedge in Hn  is an instantiation node. Moreover, if we add a dummy 
node s and a simple hyperedge ({s}, x) for any instantiation node x, we obtain a (s,d)-
hypernetwork [20]; an instantiation of the concept of RC remains associated to a  
directed hyperpath from s to d, where d is the RC node.  

4.1   A Model Application: The Pro-VE Scientific Community Case 

In order to illustrate the use of the model and the output of the representation process 
based on it, we may consider the Pro-VE Community, a scientific community that 
aims to promote research and production of new knowledge on Collaborative  
Networks [25].  

This community adopts a scientific method which can be summarized as follows: 

Research type means the type of contribution that is given to the body of available 
knowledge, the purpose of research and the methodological approaches used while 
researching.  Based on these considerations, we identify the following categories of 
research: 

- Theory (T): Research is focused on generation of new theories (theory building). 
This kind of research is generally based on an analytical approach that leads to the 
definition of a model (or a set of models) in order to give an interpretation of the 
variables involved, and offer predictions that can be verified. This research meth-
odology comprises new insights by developing logical relationships between care-
fully defined concepts into an internally consistent theory [21]. It usually has low 
chance of success but, when successful, it has the potential to offer a high contri-
bution to the wealth of knowledge. 

- Empirical (E): Taking as a reference to the outcomes of purely theoretical re-
search, research activities are focused on trying to draw general conclusions about 
the prospects of application, testing of existing theory and, marginally, extend the-
ory. The empirical experimental research uses experimental design to verify the 
causality of a specific theory while elevating relationships from a testable hy-
pothesis to an empirically verified theory. The outcomes of this kind of research 
will involve not only researchers and academics in general, but also companies 
who wish to assess the potential for transfer of results to their applications. 

- Practices (P): research conducted with a practical and specific purpose, that aims 
to generate knowledge in the practical application of theories, developing insight-
ful relationships between scientific research and real world application. It usually 
involves researchers and practitioners in a particular economic sector. This kind of 
research generally offers solutions to specific and practical problems, with an high 
chance of success but with a low contribution in new knowledge. 

Phases of the inquiry method, in the case of Pro-VE community, are consistent with 
the scientific method phases. There are different ways of outlining the scientific 
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method used and procedures vary from one field of inquiry to another. However, 
components of the logical process of a scientific method can be broadly classified in 4 
steps1 that can be cyclically executed: 

1. Characterizations: observation and description of a phenomenon, restating  defini-
tions in a new framework, and questioning what is known and what is unknown;  

2. Hypotheses: theoretical, hypothetical explanations of observations or models of 
the subject inquiry;  

3. Predictions: drawing consequences or making predictions from the hypothesis or 
theory, deriving results by means of a method;  

4. Tests: conceptually or experimentally testing predictions or results and the path 
taken to them, measuring the usefulness of a model to explain, predict, and  
control, and of the cost of use of it.  

By taking in consideration such concept developments, considering that the field of 
inquiring of Pro-VE community concerns the Collaborative Networks (CN), we ob-
tain an extension of hypergraph in fig.1, as it is shown in fig. 2. We can identify a 
couple (x,y) where x is an instantiation of the concept of T, and y is an instantiation of 
the concept of P, as a competency in a scientific community, while an instantiation of  
S is to be intended as a field of inquiry. 

 

Fig. 2. H1. First instantiation of the hypergraph in fig.1 to the case of the Pro-VE community. 

Any hyperpath in the (s,d)-hypernetwork in Fig.2 is univocally identified by a tri-
ple (x,y,z) where (x,y) represents an instantiation of a scientific research competency 
and z is an instantiation of the concept of S.  

To each pair (x,y) is associated a competency as showed in the following table: 
A RC is a competency in a given field of inquiring. In order to show how RCs are 

represented in the model we may further develop the Hypergraph H1. Next level H2 can 
be obtained by developing the undeveloped node CN. In the field of CNs, a research 
 

                                                           
1 This terminology is mainly used in natural sciences and social sciences. In mathematical  

sciences the terms “understanding”, “analysis”, “synthesis” and “review/extent” tend to be 
preferred in describing the method components, (Pólya,1957). 
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Table 1. Competencies Matrix for a generic scientific community 

 Characterization Hypotheses Predictions Tests 

Practices

Finding and critically 
reviewing the 

background knowledge 
in a search for items 

that might help to put a 
theory and research 
results into practice. 

Identifying a practice 
problem and 

formulating a general 
research question or 
model appropriate to 

this problem. 

Providing innovative or 
exemplary practices, 
models or methods in 

communities, 
workplaces, 

organizations and the 
like. 

Empirically validating 
and evaluating a model 
or a method in actual 

scenarios and 
examining its impact 
on current practices. 

Empirical

Understanding an 
inquiry process of 

applying or testing a 
given theory under 

different perspectives 
or assumptions . 

Generate research 
questions for a given 
theory by formulating 
research hypotheses 

(e.g . causal mechanism 
or a mathematical 

relation) 

Using hypotheses to 
predict the existence of 
other phenomena,  to 
predict quantitatively 

the results of new 
observations, or to 
draw some testable 

consequences. 

Setting and performing 
empirical  tests of an 

hypothesis or its 
consequences and 

evaluating them in the 
light of their 

compatibility with both 
the background 

knowledge and the 
fresh empirical 

evidence. 

Theory

Reflecting upon one or 
more bodies of 

scientific literature or 
systems of thought and 
exploring the value of 
different theories and 

conceptual tools. 

Providing theoretical 
evidence of important 
issues in identifying an 

explanatory gap in 
some theories. 

Proposing and 
developing through 
logical reasoning a 

theoretical framework 
or concept in filling an 

epistemic gap. 

Conceptually testing a 
theory, that is, checking 

whether results are 
compatible with the 
bulk of the existing 
knowledge on the 

matter.  

topic concerns the study of a “Dimensional Aspects (concept substantially derived 
from the reference model described in [22]) of a CN Organizational Forms (derived 
from the classification provided in [23]; this study may relate or not an application in 
a economic sector in real business environments, where CN models, mechanisms, 
methodologies, principles and supporting tools are instantiated and implemented. 
Therefore the CN node can be developed as follows: 

At this level, a RC is a competency in the study of a Dimensional Aspects of a CN 
Organizational Forms, or a competency in the study of a Dimensional Aspects of a 
CN Organizational Forms related to a particular economic sector.  

Future developments of the Hypergraph lead to a more detailed representation  
of RCs. 

 

Fig. 3. Development of the research subject “Collaborative Networks” (CN) as represented  
in fig. 2 
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5   The Mapping Process 

The mapping process is aimed to build a research competence map of a scientific 
community, that is to say a representation of relationships between research compe-
tences and researchers belonging to a scientific community. 

This process uses the following inputs: 

- Competencies Matrix for a generic scientific community. 
- Initial Competence representation model for a scientific community (H0) 
- A list of researchers (authors). 
- A set of scientific papers. 

and provides the following outputs: 

- A representation of relationships between research competences and  
researchers (community research competences map).  

- A final Competence representation model for the scientific community (Hn). 

The mapping process is based on the analysis of the scientific papers, performed by a 
team of expert. This methodological framework suggests that a steering committee, 
possibly formed by senior members of the scientific community who joined it since 
the beginning of its activities, is charged to define rules to both choose community 
experts (analyzers) and assign them papers to analyze.  

The analysis of each scientific paper is based on three dimensions: the research ap-
proach adopted (Research Type), the phase of the scientific method (Method Phase) 
and the field of inquiry (Subject), according to Hypergraph competence model. 

Supported by Competency Matrix, each expert have to individuate the competencies 
associated to the analyzed paper. In order to recognize the subject of the paper, each 
analyzer have to find opportune keywords associated to the concepts in the Hk compe-
tence model, through a semantic analysis of the papers’ content. During the process, 
the competence model could be recursively updated to a more complete version.  

This process allows to identify a set of RCs related to each paper. By assuming that 
research competences of any researcher are manifested on documents whose he is an 
author, is easy to associate to each researcher a list of RCs.  

In order to map competences in a scientific community, we propose a model whose 
underlying logical structure is a vertex-hyperedge multi-hypergraph H (R, E). The 
components of the model are: 

- R ={r1,…, rm} an ordered set of researchers (authors), members of a scientific 
community; 
- SC = {sc1,…, scn} an ordered set of scientific research competences 
- A ∈ Rm×n a binary matrix that represents the relationships between re-
searcher ri and research competence sck, i.e.: aik=1, if researcher ri has the research 
competence sck, otherwise aik=0. 
- E = {E1,…, En};, with Ej = E(scj) = { ri ∈R: ∃ k such that aik=1}. Ej is a 

subset of R consisting of all researchers that share the research competence scj. Of 
course, a researcher may have many research competences and many  
research competences may be shared by the same subset of researchers (this is the 
reason why H is a multi-hypergraph). 
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Fig. 4. Example of research competence map 

In order to better clarify the mapping process, we present a representation based on 
3 phases according to the IDEF0 notation [24]: 

5.1   Phase 1: Activities Planning  

• Actors and roles: a steering committee, possibly formed by senior members of the 
community who joined it since the beginning of its activities, is charged to define 
rules to both choose community experts (analyzers) and assign them papers to 
analyze, the rules for paper analysis, and a software tools that support the activity 
of analysis. 

• Inputs: list of all researchers gathered around the community and, for each of 
them, the published papers;  

• Controls: rules to choose analyzers, rules to assign papers to analyzers 
• Mechanisms: steering committee. 
• Outputs: list of analyzers, assignment of papers to analyzers, paper classification 

procedure; 

5.2   Phase 2: Paper Analysis 

• Actors and Roles: analyzers, charged to apply paper classification procedure in 
order to analyze the papers in the repository; steering committee, who control and 
validate outputs of the procedure 

• Inputs: Competencies Matrix for a generic scientific community, H0, list of ana-
lyzers, assignment of papers to analyzers; 

• Controls: paper classification procedure. 
• Mechanisms: steering committee, analyzers, software tools for papers analysis, 

papers repository 
• Outputs: definitive competence representation model (Hn), database of classified 

papers 

The paper classification procedure is an algorithm that comprises n steps as follows: 

Step k (1 ≤ k ≤ n): Supported by Competencies Matrix, each analyzer has to process its 
assigned papers in order to recognize scientific approaches and the phases of scientific 
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method present in each paper. Furthermore he extract from each article, the  
keywords related to the concepts described in Hk-1.  

At the end of this step, each analyzer sends to the steering committee the results of 
his classification. The steering committee discuss and validate all the new keywords 
discovered by analyzers at this step and decide how to extend Hk-1 to Hk. This exten-
sion consists in using the validated new keywords to develop undeveloped concept 
nodes, by introducing concepts instantiation or new concepts to be further developed.  

Step n: When neither further keywords are provided by analyzers or new extensions 
are defined by the steering committee on Hn-1 (meaning that any terminal node in Hn-1 
is an instantiation node), then the algorithm terminates and the procedure gives in 
output: 

• Hn≡ Hn-1, i.e. the definitive competence representation model for the community;  
• the set of all papers classified according Hn, i.e. the database of classified papers; 

 

Fig. 5. Graphical representation in IDEF0 notation of the mapping process 

5.3   Phase 3: Competence Map Building 

• Actors and roles: the steering committee, analyzes the classification of scientific 
papers according to Hn in order to build a research competence map of the scien-
tific community. 

• Inputs: database of classified papers,  
• Controls: rules to build competence map. 
• Mechanisms: steering committee, competence representation model (Hn), 
• Outputs: research competence map. 
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6   Conclusions and Future Works 

The presented work is aimed to propose a methodological framework for examination 
and classification of research papers, useful to build a competence map of a scientific 
community, relying on the correlation between research competences and researchers. 
This methodological framework is based on a competence representation model 
Competence, that is based on a logical structure of directed Hypergraph, to represent 
the competences present within a scientific community. 

In order to represent the competence map of a scientific community, we utilize a 
multi-hypergraph structure, that models the relationships between researchers and 
research competences. 

An implementation of the proposed research approach will be carry out in order to 
build a competence map of  the Pro-VE community, by examining and classifying the 
papers published in the last five books related to the Pro-VE Conferences (from 2005 
to 2009) [26]. This leads to the creation of a database that correlates research compe-
tences and researchers, in order to perform statistical analysis of competences within 
the PRO-VE scientific community. 
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Abstract. Enterprises are demanded to collaborate and establish partnerships to 
reach global business and markets. However, due to the different sources of 
models and semantics, organizations are experiencing difficulties exchanging 
vital information electronically and seamlessly, even when they operate in re-
lated business environments. This situation is even worst in the advent of the 
evolution of the enterprise systems and applications, whose dynamics result in 
increasing the interoperability problem due to the continuous need for model 
adjustments and semantics harmonization. To contribute for a long term stable 
interoperable enterprise operating environment, the authors propose the integra-
tion of traceability functionalities in information systems as a way to support 
such sustainability. Either data, semantic, and structural mappings between 
partner enterprises in the complex network should be modelled as tuples and 
stored in a knowledge base for communication support with reasoning capabili-
ties, thus allowing to trace, monitor and support the stability maintenance of a 
system’s interoperable state.  

Keywords: Interoperability, Model Morphisms, Semantic Matching, Knowledge 
Representation, Sustainable Interoperability. 

1   Introduction 

In the emerging society, characterized by the globalization phenomena, technological 
evolution and constant financial fluctuations, knowledge is a major asset in people’s 
lives. It is and will remain being, in the future, the principal factor for competition 
both at personal and organizational levels, conducting tendencies at global markets. 
The outburst of advanced Web technologies, knowledge bases and resources all over 
the world, is levelling markets as never, and enabling organizations to compete on an 
equal basis independently of their size and origin [1].  

The traditional way of doing business is not providing the expected efficiency. 
Nowadays, companies do not survive and prosper solely through their own individual 
efforts. Each one’s success also depends on the activities and performance of others to 
whom they do business with, and hence on the nature and quality of the direct and 
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indirect relations [2]. These involve a mix of cooperative and competitive elements, 
and to cope with them, organizations need to focus on their core competencies by 
improving their relationships with customers, streamlining their supply chains (SCs), 
and by collaborating with partners to create valued networks between buyers, vendors 
and suppliers [3][4][5].  Indeed, in most cases, a single company cannot satisfy all 
customers’ requirements, and where once individual organizations battled against 
each other, today the war is waged between networks of interconnected organisations 
[6], e.g. SCs. Therefore, to succeed in this complex environment, enterprise systems 
need to be interoperable, thus being able to share technical and business information, 
within and across organisations in a seamless and sustainable manner [5][7]. In this 
sense, sustainability appears on the context of this paper, related to the information 
systems (IS) ability to smoothly accommodate technical disturbances in a network of 
organisations, without compromising the overall network interoperability state. 

2   Contribution to Technological Innovation and Sustainability 

If systems are only partially interoperable, translation or data re-entry is required for 
information flows, thus incurring on several types of costs. For example, in SCs if the 
lower tiers do not have the financial resources or technical capability to support inter-
operability, their internal processes and communications are likely to be significantly 
less efficient, thus harming the performance of the entire network. This way, achiev-
ing an interoperable state inside heterogeneous networks, is still an ongoing challenge 
hindered by the fact that they are, intrinsically, composed by many distributed hard-
ware and software using different models and semantics [8]. This situation is even 
worst in the advent of the evolution of enterprise systems and applications, whose 
dynamics result in increasing the interoperability problem with the continuous need 
for model adjustments and semantics harmonization: retail and manufacturing sys-
tems are constantly adapting to new market and customer requirements, thus answer-
ing the need to respond with faster and better quality production; new organizations 
are constantly entering and leaving collaboration networks, leading to a constant fluc-
tuation and evolution of system models. All these factors are making interoperability 
difficult to sustain [9].  

Due to this constant knowledge change, ontologies and model mappings are not 
static and there is always some information to add to a knowledge representation 
system. Preliminary theories have been advanced in specific scientific disciplines, 
such as biology and ecology, to explain the importance and evolution of complexity 
in living systems [10]. Also, some researchers have attempted to extrapolate results 
from a “general systems theory” or “complexity theory” that could explain the impor-
tance of the behaviour of systems in all fields of science [11][12]. These theories view 
all systems as dynamic, “living” entities that are goal-oriented and evolve over time, 
thus, IS should be able to manage its dynamics, learning during its existence and 
being in a constant update [13].  

Based on that assumption, this paper contributes for a sustainable interoperable en-
vironment, proposing an approach inspired on complex adaptive systems (CAS) that 
use monitoring and traceability functionalities to act at the network micro level  
(i.e. local IS) and support sustainability at the macro level (i.e. the network). Data, 
semantic, and structural mappings are proposed to be modelled as traceable tuples and 
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integrated in knowledge bases dedicated to managing mismatches during communica-
tions. Section 3 summarizes different ways to represent and formalize model  
morphisms and semantic matching; Section 4 defines the concept of tuple for seman-
tic and structural mapping, as well as the knowledge base for communication support; 
Section 5 presents a case study scenario for validation; and finally, in Section 6, the 
authors conclude and outlook on future work. 

3   Models and Associated Concepts 

3.1   Models  

Either being used in the form of traditional databases, architectural models, or domain 
ontologies, models can be described on multiple formats, languages, expressiveness 
levels, and for different purposes [14][15][16]. A model can be characterized accord-
ing to four dimensions [17]: Metamodel - the modelling primitives of the language for 
modelling (e.g. ER, OWL, XSD) are represented by a set of labels defined in the 
metamodel; Structure - corresponding to the topology associated to the model 
schema; Terminology - the labels of the model elements that don’t refer to modelling 
primitives; Semantics - given a “Universe of Discourse”, the interpretations that can 
be associated with the model. 

This way, model operations can be classified as acting on any of these dimensions. 

3.2   Model Morphims (MoMo) 

In mathematics, “Morphism” is an abstraction of a structure-preserving map between 
two mathematical structures. It can be seen as a function in set theory, or the connec-
tion between domain and co-domain in category theory [17].  Recently, this concept 
as been gaining momentum applied to computer science, namely to systems interop-
erability. This new usage of “morphism” specifies the relations (e.g. mapping, merg-
ing, transformation, etc) between two or more information model specifications  
(M as the set of models). Therefore, a MoMo describes a model operation. 

In this context, the research community identifies two core classes of MoMo: non-
altering and model altering morphisms [17][18]. As evidenced in Table 1, in the non-
altering morphisms, given two models (source A and target B), a mapping is created 
relating each element of the source with a correspondent element in the target, leaving 
both models intact. In model altering morphisms, the source model is transformed 
using a function that applies a mapping to the source model and outputs the target 
model [19]. Other relations, such as the merge operation, can also be classified as 
model altering morphisms, however they are not detailed in this paper. 

Being more interested in the mapping operation (non-altering) for this paper, these 
generic function descriptions are not detailed enough to deal with the specificities of 
the multiple information models used by the enterprise systems of today’s business 
networks. To respond to the constant knowledge and model changes on heterogene-
ous and dynamic networks, it is required to use a more detailed and traceable mapping 
format that provides a semantic “link” between two different models and its compo-
nents. On the following sub-sections, technologies and formalization methods will be 
analysed concerning their usability towards that goal. 
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Table 1. Cases of Model Morphisms 

MoMo Formalization Classification 
Mapping:  ( , ) , ∈ : ( , ) ( ) ( ) Non-altering 
Transformation: : → , ∈ : ( , ) ( , ) =  Model altering 

3.3   Semantic Mismatches 

Mismatches are inconsistencies of information that result from “imperfect” mappings. 
Due to the differences among models referred before, almost in every case, a MoMo 
leads to a semantic mismatch, which can either be lossy or lossless depending on the 
nature of the related model elements (see Table 2): In lossless cases, the relating ele-
ment can fully capture the semantics of the related; while in lossy mismatches a  
semantic preserving mapping to the reference model cannot be built [20]. 

Table 2. Semantic Mismatches (based on [20]) 

Mismatch Description 

L
os

sl
es

s 

Naming Different labels for same concept 

Granularity Same information decomposed (sub)attributes (see Figure 2) 
Structuring  Different design structures for same information (see Figure 1) 
SubClass-
Attribute 

An attribute, with a predefined value set (e.g. enumeration) represented by a  
subclass hierarchy 

Schema-
Instance 

An attribute value in one model can be a part of the other’s model schema 
(see Figure 1) 

Encoding Different formats of data or units of measure (e.g. kg and lbs) 

L
os

sy
 Content  Different content denoted by the same concept 

Coverage Absence of information  
Precision Accuracy of information (see Figure 1) 
Abstraction  Level of specialisation (e.g. “Car” and “Ford”) 

 

  

Fig. 1. Mismatch examples 

This notion of mismatch can bring a semantic meaning to the type of the relation-
ship being established in the mapping. However, the envisaged semantic “link” be-
tween two different models needs to account for more than inference of a meaning. It 
needs to be represented through a formal expression that is traceable and parseable by 
an intelligent system that can deduce and recommend mapping readjustments, which 
might even change the mismatch type. 

Structuring 
Precision Schema-Instance
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3.4   MoMo Formalisms 

Model Morphisms, as envisaged in section 3.2, are intended to introduce a method of 
describing relationships/transformations among models. Originally graph theory has 
been used, but other and theories can be considered to achieve the envisaged goals:  

Classical Mathematics: Graph & Set Theory  
Graphs are a common way to graphically present models, where the nodes are consid-
ered as a domain entity and the edges as relations between them. For the purposes of 
MoMo, model operations such as the ones of Table 1 can be described using a 6-tuple 
labelled oriented multigraph (LDMGraph) of the form G=(V,E,s,t,lv,le), where: V is 
the vertex set of G; E is the edge set of G; s: E → V, is a function that associates an 
edge with its source vertex; t: E → V, is a function that associates an edge with its 
target vertex; lv: V → ∑ V, is a function that associates a vertex with its label;  le: E → ∑ E, is a function that associates an edge with its label [17], [21]. This abstract 
view of models allows formal reasoning on their properties and on the properties of 
the model operations needed for their effective management.  

As graphs, also sets can be used to represent models and operations using first-
order logic, algebra and axioms. Being defined as a collection “M” of distinct objects 
“m”, a set can represent objects, numbers, other sets, etc [22]. Operations such as 
membership “ 1 2”, power “ ( )”, union“ 1 2”, intersection “ 1 2”, 
complement “ 1 2”, or cartesian product “ 1 2” are already well defined. 

Mapping as a model: Model Management [23] 
This theory defends that a mapping 
between models M1 and M2 should be 
a model “map12“ and two morphisms 
(one between “map12“ and M1 and 
another between “map12“ and M2). 
Thus, each object “m” in the mapping 
can relate a set of objects in M1 to a set 
of objects in M2. In this approach, 
instead of representing a mapping as a 
pair of objects, a mapping is represented as a set of objects (see Figure 2). Using con-
cepts from classical mathematics, this approach enables to define complex algebra to 
describe major model operations such as match, compose, diff, model gen, or merge. 

Mapping as a complex tuple: Matching [24] 
The match operator takes two graph-like structures and produces a mapping between 
the nodes of the graphs that correspond semantically to each other. Mappings between 
these elements can be described using set-theoretic semantic relations instead of using 
traditional numeric coefficients. The meaning of concepts (not labels) within a model 
can determine equivalence “=”, more “ ” and less “ ” general, as well as disjoint-
ness “ ” relationships. Having this, a mapping element can be defined as a 4 level 
tuple <IDij, ai, bj, R> where: IDij is a unique identifier of the given mapping element; ai is the i-th node (or vertex) of the first tree; bj is the j-th node of the second tree; and R specifies the semantic relation which may hold between them. 

The above methodologies seem to be powerful in terms of expressiveness of the 
morphism. However others exist, such as the composition of complex operations 

Fig. 2. Mapping as a model (map12) 
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1
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based on a catalogue of primitive transformations [25]. However, this approach is 
more focused on model altering morphisms. 

4   Modelling Morphisms to Enable Sustainable Interoperability 

So far, a proven approach to deal with interoperability relies on the usage of dedicated 
knowledge models and international standards acting as information regulators among 
organizations. However, due a complexity of reasons many organizations are still 
focused on P2P relationships, where each one tends to use its own data format and 
business rules, and handles as many mappings as the number of business partners [9]. 

Either case, after interoperability is first established and all morphisms defined, the 
set of organizations within a network demonstrate a period of stability exchanging  
e-messages following the established mappings [9]. At this stage, the networks dis-
play symmetry [26]. However, that might not be sustainable for long if business  
requirements change. Organizations are managed by people that have different opin-
ions and backgrounds based on several factors such as culture, professional experi-
ence, family, etc. They manage, work, and are themselves customers of different 
organizations, which in turn have different systems that are structured according to 
several information models implemented on multiple software platforms. All this 
heterogeneity leads in most cases, the network to experience problems because if just 
one of the network members adapts to a new requirement, the harmony is broken, and 
the network begins experiencing interoperability failure. This is even more evident in 
multi-domain networks (e.g. collaborative product design) where information is dis-
persed and frequently replicated in many IS.  

To mitigate that, and inspired by CAS, context awareness and traceable morphisms 
are demanded in support of intelligence. Also, monitoring and decision support sys-
tems must be considered in the construction of a framework that implements sustain-
able interoperability in cooperation networks, thus addressing the robustness of an IS 
both at conceptual and structure related levels. The sustainable interoperability tar-
geted in this paper is mostly technical with direct impacts on the economical axis of 
sustainability, but will also produce indirect effects on the social and environmental 
axis since it enables organizations to redirect money away from technological issues.  

4.1   Knowledge Enriched Tuple for Mappings Representation 

Observing all previously explained technologies and methodologies for managing 
morphisms, the authors consider that there is no perfect solution that can provide all 
the desired goals at once. Some are ideal for structural issues, others for semantics 
providing good human traceability, while others are more formal and mathematical 
based. Therefore, we propose the usage of a 5-tuple mapping expression (equation 1), 
reusing some of the concepts explained in section 3, that formalizes the morphism 
between two model elements (a and b) and is enriched with semantic information that 
enables fast human readability, where  ,  ∈ , ∈   ∈ :       ∈ ( )  ∈ ( ).   
 

    ( ) : < , , , , >    (1) 
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• ID is the unique identifier of the MapT and can be 
directly associated with the a’s vertex number: . _ : 1  | ( )|  1( )  ∈ . The depth of the sub-graph 
detail used in the mapping is not limited, and x is a 
counter for multiple tuples associated with the same 
concept; 

• MElems is the pair ( , ) that indicates the mapped 
elements. If the ID specifies a mapping at the n-th 
depth level of the graph,  should be at the same 
level, i.e. a.ai (for i =1..n); 

• KMType stands for Knowledge Mapping Type, and can be classified as: “Concep-
tual” if mapping concepts and terms; “Semantics” if mapping model schemas; and 
“InstantiableData” if the mapping is specifying instantiation rules. 

•  =  , , ; 
• MatchClass stands for Match/Mismatch Classification and depends on KMType, 

such as ( , ) ∈ : 
• , if a=b, the mapping is absolute and = ; 

o if = , the mapping is relating terms/concepts, and  ∈ , , ,, ,  depending on 

the coverage of the relationship; 
o Otherwise, the mapping is structural or non-existent and ∈ Table ,  ; 

• Exp stands for the mapping expression that translates and further specifies the 
previous tuple components. It can be written using a finite set of binary operators 
derived from the mathematical symbols associated with the mapping types and 
classes (e.g. “=, , , , , , , , , , ").  

This mapping tuple which represents ( , ), can also be used to generate a transfor-
mation function , where ( , ) = , being( , ) ∈ .  Therefore, when used 
by intelligent systems such as CAS-like IS, the tuple’s information enables automatic 
data transformations and exchange between two organizations working with/on dif-
ferent information models, thus achieving an interoperable state among them and 
supporting the recovery from any harmonization breaking situation. 

4.2   Communication Mediator (CM) 

With the MapT stored in a knowledge base (KB) to support communications intelli-
gence, all information concerning the mappings between models or ontologies of 
business partners can be accessed by their local systems. This allows communities to 
build IS with reasoning capabilities able to understand each others’ representation 
format, without having to change their data and communication functions [13]. 

The proposed CM is defined by an ontology in OWL format. It has been built up as 
an extension to the Model Traceability Ontology defined in [27], which addresses 
traceability as the ability to chronologically interrelate the uniquely identifiable  
objects in a way that can be processed by a human or a system. The structure of the 
evolved communication mediator is presented in Figure 4 and described as follows. 

Fig. 3. KMType values 

Knowledge 
Mapping

Structural

Semantics Instantiable Data

Conceptual
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Fig. 4. Structure o
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is not absolute (e.g. B does not have driving features information). Finally, as an ex-
ample of MapT = , it was chosen the equation 2. In this 
case it is needed to define an operation using two data concepts from the related 
model: the upper tolerance and nominal diameter.  

Table 3. Case Study MapT’s 

 2.1.1.2.7.8_1 = ( , ) 

( ) . . . . .  ( ) . . . _ . _  

  
 

 " " 
  

 2.1.1.2_1 = ( , ) 

. . .  

 

  
 

 " " 
  

 2.1.1.2.7.8_2 = ( , ) 

(( ) . . . . ).  . . . _  

  
 

 " = (( ) . . . _ ). _ " 
With the above mapping tuples specified, a simple example can be drawn to illu-

strate how the network could sustain its interoperability status: if for some reason 
Enterprise A started using English metric units (inches instead of millimetres),  
an Encoding mismatch would be detected and all mappings reused just by adapting  
the  tuples according to the proper conversion rule.  
For example, the expression ( ) of the last MapT would change to a= (( ) . . . _ . _ ) 25,4, and the 
information in the CM updated automatically to enable a swift recovery of the intero-
perable status using the automatic code generation of model-driven capabilities. In  
the case of mappings not represented using the MapT format or in any other traceable 
form, enterprises would need to go through the full integration process again,  
reprogramming communication functions manually at huge costs.  

6   Concluding Remarks and Future Work 

The net effect of cheap communications is a perception that individuals and organiza-
tions have to deal in a world that is increasingly dynamical, complex and uncertain, 
and that their actions may have unintended consequences that impact on others [30]. 
Indeed, business networks are plagued with uncertainty, and systems interoperability 
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has become an important topic of research in the last years not only from the perspec-
tive of establishing it, but also of sustaining it. 

The development of standards and ontologies helps to master the communication 
within those networks. However, alone, information standards do not solve today’s 
the enterprise interoperability problems. Indeed, typically each stakeholder has its 
own business requirements and suffers external influences that might lead to a har-
monization breaking phenomena [9]. Therefore, organizations from similar business 
environments are still having trouble cooperating at a long term.   

To address this issue and support sustainable interoperability in the context of col-
laboration networks, it is required to analyse how intervention strategies on the net-
work evolution, namely attempts to shape local interaction patterns and mappings, 
affect the network interoperability sustainability. The authors use a knowledge en-
riched tuple for mappings representation that is stored on a communication mediator 
that keeps traceability of model mapping changes so that readjustments can be easier 
to manage, and data exchange re-established automatically using the model-driven 
development paradigm.  

As for part of the future work is the validation of the CM for other types of mor-
phisms, such as composition of models, merging operations, etc. For model altering 
morphisms, also the proposed tuple might need some readjustments, or even assume a 
different format. The major complexity associated to the study of the properties of com-
plex systems is that the associated models, drive to non-linearity, which in turn, drives 
to difficulties in the system’s study and in predicting their behaviour. In this context and 
also part of future work, at the system microscopic level, prediction could be seen as a 
proposal for the automatic adaptation of the network morphisms. Thus, the CM envis-
ages to have associated learning capabilities, monitoring, diagnostic and prognostic 
services based on the operations history and interventions on the involved systems. 
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Abstract. The advances of production technologies reflect a worldwide trend for 
sustainability and rational use of resources. As a consequence, some movements 
for industry reorganization can be observed in geographically dispersed systems 
with new productive systems (PSs) configurations. These PSs work with small 
and medium size production lots, product families with increasing variety, and 
hard delivery date. In this context, concepts of dispersed and collaborative pro-
ductive systems (DCPSs), with new requirements for production scheduling are 
expected to be properly explored for improvement of PSs performance. There-
fore, we here consider that productive activities can be treated as services and the 
SOA (service-oriented architecture) approach can be adopted for the integration 
of the DCPS. Then, a planning service based on time windows and a scheduling 
service that uses the APS (advanced planning and scheduling) heuristics is  
proposed to assure the expected performance of the DCPS. 

Keywords: disperse productive system, planning and scheduling, scheduling 
heuristics, time windows. 

1   Introduction 

The international competitive pressure on manufacturing enterprises has strongly 
increased. Nowadays, consumers and delivery date orient products demands and the 
lots of products have small and medium size, while product families are increasing in 
variety [1]. Hence, technological advances and market changes have established new 
efficiency patterns in the production of products [2]. Moreover, there is the sustaina-
bility scope; customers are demanding sustainable green products and processes [3]. 
The use of the Internet can collaborate with the sustainability reducing personal  
displacement, travel costs, and the related carbon footprints [3]. In this context works 
that contributes for practical implementation of dispersed and collaborative produc-
tive systems (DCPS) are also a contribution for sustainability.  

The DCPS are collections of autonomous machines connected and integrated 
through a communication network. The focus is on a method for integrating equip-
ment and machine control strategies to ensure the accomplishment of productive 
processes [2], [4]. However, in these works, issues related from the planning and 
scheduling viewpoint are not treated; in others words, the optimization of where and 
when services should be available is not addressed. In this context, this work intro-
duces a “planning service” based on “time windows heuristics” and a “scheduling  
service” to assure the expected performance of the PS. 
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Several works adopted service-oriented architecture (SOA), in which Web Service 
(WS) is a popular instance of this architecture [2], [4], [5], and [6]. In [2] and [4] was 
introduced a method to specify the productive processes aiming at the automation and 
coordination of their activities and services. In this sense, this work adopts the con-
cept of SOA for DCPS, and the “planning service” allow customers to know if their 
orders are feasible at the requested delivery date without the need of a complete re-
view of the scheduling. The “scheduling service” allocates the services assuring that 
they will be delivered at the requested time. The Petri net is used for modeling the 
integration of services and to evaluate the proposal. 

This paper is organized as follows. Section 2 presents its contribution to sustaina-
bility. Section 3 presents the key concepts used in its development. Section 4  
presents the DCPS with the planning and the scheduling service and a model in which 
these services are integrated with other parts of the PS. Finally, section 5 presents the 
conclusions.  

2   Contribution to Technological Innovation for Sustainability 

According to [7], living with “sustainability” requires a strong engagement of science, 
industry and politics. “Sustainability research” is expected to lead with three 
conflicting aspects: (i) contributing to economic development, (ii) being ecologically 
acceptable, and (iii) being socially fair. The reference [3] states that sustainable green 
engineering design and manufacturing are changing every aspect of our life and have 
already originated a wide area of research topics. One of these topics is about machine 
and process optimization, i.e., using real-time monitoring systems, with sustainability 
statistics integrated into the feedback-controlled system; it is possible to avoid out-of-
control situations in any process step. Another topic is the Internet communication, 
which can be used in DCPS to reduce human displacement, direct and indirect 
production costs and the related carbon footprint. In accordance with some works 
([8], [9], and [10]), the teleoperation approach, for example, causes social impacts 
such as: personnel trip reduction for meetings, operator activities improvement in 
unfavorable conditions, or dangerous environments, among other applications. 

Besides the topics above mentioned, this work also contribute to waste reduction. 
In fact, considering a production environment, i.e., a DCPS in which each PS produc-
es items for other PSs, the problem of planning and scheduling has no trivial solution 
and cannot be neglected. The delay in delivery of any intermediary item may directly 
interfere with the delivery date of the final product and the rational use of resources 
can be impaired. 

The adopted SOA approach for DCPS that includes “planning service” and “sche-
duling services” is fundamental to improve the performance of the overall  
system, and represent a contribution to sustainability. 

3   Fundamental Concepts 

According to [2], the evolution of the Internet velocity and functionalities reduced the 
implementation cost of DCPSs and also increased teleoperated systems flexibility. 
These systems have computers called “clients” with applications that communicate 
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with other applications located at other computers named “servers”, which control 
remote equipment or resources directly. With this “client/server” structure, multiple 
operators can use, via Internet, equipment or resources that are geographically distrib-
uted in other places. Operators and equipment are installed in geographically  
dispersed locations and interact to accomplish the desired tasks [11].  

This work uses the “time windows” [12] approach and the “constraint programming 
mechanism” [13] to plan the process; these two approaches are encapsulated at “plan-
ning services”. For modeling the integration between services, the Petri net is used.  
Below is a description of “time windows” and “constraint programming mechanism”. 

3.1   Time Windows  

In production problems with delivery priority dates, it is possible to determine, for 
each production lot, the latest instant of time at which this lot should be ready. This 
latter instant becomes the maximum delivery date for a production lot. The “time win-
dows” are time intervals for the allocation of production lots; in other words, in a time 
scale, they are the limits at which the lots can be allocated (due dates), and each lot 
has its own “time windows”. The four key parameters of a “time windows” (Fig.1) are: 

• Earliest start time (Est) is the earliest time at which a lot can be started in the 
“time windows”;  

• Latest finish time (Lft) is the latest time at which a lot must be finalized in 
the “time windows”;  

• Earliest finish time (Eft), is the earliest time at which a lot can be finalized in 
the “time windows”, and it is defined as the sum of Est with the process time 
(Pt) of the lot;  

• Latest start time (Lst), is the latest time at which a lot must be started in the 
“time windows”, and it is defined as the Lft subtracted from the Pt of the lot.  

 

 

Fig. 1. The four key parameters of a “time windows” 

The “time windows” limits must be consistent with the restrictions of (Est and Lft) for 
all lots, and for this reason, a “constraint programming mechanism” is used. In this work, 
the following restrictions are considered: 

• Capacity constraints [12] and [13]  that ensure that the production lots do not 
overlap in time, i.e., it is not possible to process two lots simultaneously at 
the same resource; 

• Precedence constraints by product recipe that ensures that: the Est of the 
consumer lot must be equal to or greater than the Eft of the producer lot, and 
the Lft of the producer lot must be smaller than or equal to the Lst of the con-
sumer lot; 

• Storage restrictions [14], related to the storage capacity. 

Pt Pt 
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3.2   Modeling Services Using Petri Net  

The Petri net is a powerful modeling tool, and several works have used it to model 
dispersed systems ([2], [4], [15], [16], [17] and [18]). Thus, the reader is assumed to 
be familiar with the basic concepts of Petri net [19]. In [15], a survey into process 
modeling is presented. Verification techniques (based on Petri net, process algebra 
and state machine) are described as well as the tools developed to ensure the specifi-
cation and composition of services via Internet. Relevant issues concerning Petri net 
and process algebra are also presented in [16], in which the graphical representation 
of Petri net is highlighted. In [17], the authors compare two semantics of Petri nets for 
the orchestration of services via Internet. The Petri net is used herein for modeling 
and evaluating the integration of services in DCPS. 

4   DCPS with Planning and Scheduling Services 

This study adopts the approach based on SOA (service oriented architecture) pre-
sented in [20] for coordinating the implementation of DCPS. Customers, operators 
and PSs are considered to be geographically dispersed. The adopted structure is multi-
layered with three levels (Fig.2). At the top level (presentation layer), there is the ser-
vice that exposes the functionality of DCPS for a communication network (Internet) 
and provides mechanisms for planning and scheduling the customers orders consider-
ing the available resources. At this level, the “time windows” and the “constraint  
programming mechanism” are used in the “planning services”, and the “earliest” APS 
(advanced planning and scheduling) heuristic proposed in [21] is used for scheduling 
the services in the “scheduling services”. In the intermediate layer (integration and 
coordination layer) there are the mechanisms for integration and coordination of servic-
es for PSs involved in the production process. The lower layer (productive services 
layer) treats the PS services that may be required to meet the orders. The possibility to 
reconfigure the service structures of each PS is considered.  

In the DCPS proposed, the customers have access to the “customers interface”, so 
that they can send requests to a repository of products through communication devic-
es (PDAs, netbooks, web sites, 3G phones, etc.) and also monitor the state of the 
requested services. The interface (“management request services”) accounts for man-
aging the orders and for informing customers about the order feasibility. This service 
has interfaces with the “customers interface”, the data base, and the “planning servic-
es”. If the order is feasible, the “planning services” sends the considered “time win-
dows” to the “scheduling services” and also sends a message to the “management 
request services” confirming that the order is feasible. Using APS heuristics, the 
“scheduling services” allocates the order and sends a message to the “integration and 
coordination services”. The architecture depicted in Fig.2 considers that global 
processes are centrally coordinated by an orchestrator for the integration and coordi-
nation of services. This orchestrator is realized by the “integration and coordination  
services” that coordinates the activities of all PSs involved in the execution of the 
processes. Each PS of the DCPS is encapsulated in one of the service “teleoperative 
system of production services”, which exposes functionalities of the manufacturing 
system module as a service enabling the interaction between the module and the “ 
integration and coordination services”. 
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Fig.3 presents the Petri net model of the presentation layer, the integration and coordi-
nation layer and their relationship. The graph describes the flow of messages and the 
services that are activated to execute the production orders. 

 

Fig. 2. DCPS architecture with “planning 
services” and “scheduling services” 
 

Fig. 3. Petri net Model of the integration of 
the “presentation layer” and the “integration and 
coordinating layer” 
 

 

This model was developed with the support of Petri net tools (software packages 
such as HPSim [22]) that was also used for structural and behavior analysis based on 
the properties of the graph.  

5   Results 

The example (Fig. 4) considers the processing of the bill of material ([23]) to be pro-
duced in DCPS that operates in lots. It involves different lot sizes, successive opera-
tions, storage conditions and limited shared resources. This section uses the example 
presented in [18]. This is composed of a set of three PSs of the same DCSP, Fab1, 
Fab2 and Fab3. There is a scheduling sector that remotely manages the scheduling of 

 

 
 

Fig. 4. Productive process of the example [18] using the STN [24] 
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all PSs. Fab1 provides products Pro1, Pro2 and Pro3, and Fab2 provides Pro4.  Input 
S30 is produced by Fab1 and consumed by Fab2. Fig. 4 shows the STN (state-task-
network) [24] of the PSs process. 

The PSs are geographically dispersed, but the STN was used to demonstrate the re-
lationship between processes and that the delayed delivery of S30 may cause delay in 
delivery of products Pro1, Pro2, Pro3 and Pro4. In Tab.1 and Tab.2 are presented 
respectively, the assignment of tasks to the resources, the demand for final products 
and delivery dates. The storage restrictions are only for items S10, S22 and S70.  

        Table 1. Tasks Assignment                           Table 2. Demand for final products and due date 

 

Fig.5 presents the “time windows” generated by the “planning services” and the 
scheduling generated by the “scheduling services”.  The horizontal line represents the 
time of the scheduling horizon. 

 

Fig. 5. The “time windows” and scheduling of Fab1 orders 

In this example was used the APS (advanced planning and scheduling) heuristic 
presented in [21]. 

6   Conclusions  

An architecture based on services towards a modular and scalable design of dispersed 
and collaborative productive system (DCPS) is presented. In addition, the use of a 
heuristic based on “time windows” and the “constraint programming mechanism” for 
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“planning services” was proposed. Thus, “planning services” was developed and 
implemented as a web service, based on “time windows” that avoid improper task as-
signments. This service allows customers or others factories (productive systems) to 
know if their request is feasible without the need of a complete review of the schedul-
ing. Thus the customer has a faster response about the feasibility of the order request. 
The “scheduling services” uses the earliest APS heuristic, which assures that the order 
will be delivered at the desirable time. The DCPS here considered assures the perfor-
mance of the activities related to manufacturing products even if the production 
process is fragmented into several productive subsystems. The performance of the 
DCPS was analyzed by using the Petri net model and study cases. 

Acknowledgments. The authors would like to thank the Brazilian governmental 
agencies CAPES, CNPq and FAPESP, for their partial support to this work. 

References 

1. Yamaba, H., Matsumoto, S., Tomita, S.: An Attempt to Obtain Scheduling Rules of Net-
work-Based Support System for Decentralized Scheduling of Distributed Production  
Systems. In: 6th IEEE Intern. Conf. on Industrial Informatics (INDIN), Daejeon, Korea, 
pp. 506–511 (2008) 

2. Garcia Melo, J.I., Junqueira, F., Morales, R.A.G., Miyagi, P.E.: A Procedure for Model-
ing and Analysis of Service-Oriented and Distributed Productive Systems. In: 4th IEEE 
Conf. on Automation Science and Engineering (CASE), Washington, DC, USA, pp. 941–
946 (2008) 

3. Ranky, P.G.: An Integrated Architecture, Methods and Some Tools for Creating More 
Sustainable and Greener Enterprises. In: IEEE International Symposium on Sustainable 
Systems and Technology (ISSST), Arlington, VA, USA, pp. 1–6 (2010) 

4. Garcia Melo, J.I., Junqueira, F., Miyagi, P.E.: Towards Modular and Coordinated Manu-
facturing Systems Oriented to Services. DYNA 77(163), 201–210 (2010) 

5. Mönch, L., Zimmermann, J.: Providing Production Planning and Control Functionality 
by Web Services: State of the Art and Experiences with Prototypes. In: 5th IEEE Conf. 
on Automation Science and Engineering (CASE), Bangalore, India, pp. 495–500 (2009) 

6. Spiess, P., Karnouskos, S., Guinard, D., Savio, D., Baecker, O., Souza, L.M.S., Trifa, V.: 
SOA-Based Integration of the Internet of Things in Enterprise Services. In: IEEE Interna-
tional Conference on Web Services (ICWS), Los Angeles, CA, USA, pp. 968–975 (2009) 

7. Zickler, A., Mennicken, L.: Science for Sustainability: the Potential for German-
Brazilian Cooperation on Sustainability-Oriented Research and Innovation. In: 1St  
German-Brazilian Conf. on Research for Sustainability, São Paulo, SP, Brazil (2009) 

8. Lee, J.S., Zhou, M., Hsu, P.L.: A Petri-Net Approach to Modular Supervision with Con-
flict Resolution for Semiconductor Manufacturing Systems. IEEE Trans. on Automation 
Science and Engineering 4(4), 584–588 (2007) 

9. Backes, P.G., Tso, K.S., Norris, J.S., Steinke, R.: Group Collaboration for Mars Rover 
Mission Operations. In: IEEE Intern. Conf. on Robotics & Automation (ICRA), vol. 3(1), 
pp. 3148–3154 (2002) 

10. Marble, J.L., Bruemmer, D.J., Few, D.A.: Lessons Learned from Usability Tests with a 
Collaborative Cognitive Workspace for Human-Robot Teams. In: IEEE Intern. Conf. on 
System, Man, and Cybernetics (SMC), vol. 1(1), pp. 448–453 (2003) 

11. Eilhajj, I., Xi, N., Fung, W.K., Liu, Y.H., Hasegawa, Y., Fukuda, T.: Modeling and  
Control of Internet Based Cooperative Teleoperation. In: IEEE Intern. Conf. on Robotics 
and Automation (ICRA), vol. 1(1), pp. 662–667 (2001) 



64 M.A.O. Pessoa et al. 

12. Sadeh, N.: Look-Ahead Techniques for Micro-Opportunistic Job Shop Scheduling. PhD 
Thesis, School of Computer Science, Carnegie Mellon University, Pittsburg, Pennsylva-
nia, USA (1991) 

13. Caseau, Y., Laburthe, F.: Improving |Branch and Bound for Job-Shop Scheduling with 
Constraint Propagation. In: 8th Franco-Japanese Conf., Brest, France (1995) 

14. Rodrigues, L.C.A., Magatão, L., Setti, J.A.P., Laus, L.P.: Scheduling of Flow Shop 
Plants with Storage Restrictions Using Constraint Programming. In: 3rd Intern. Conf. on 
Production Research, Americas’ Region (ICPR-AM), Brazil (2006) 

15. Breugel Van, F., Koshkina, M.: Models and Verification of BPEL. Technical Report 
(2006), 
http://www.cse.yorku.ca/~franck/research/drafts/tutorial.pdf 

16. Van der Aalst, W.M.P.: Pi Calculus Versus Petri Nets: Let Us Eat ‘humble pie’ Rather 
than Further Inflate the “pi hype’”. BPTrends 3(5), 1–11 (2005) 

17. Lohmann, N., Verbeek, E., Ouyang, C., Stahl, C.: Comparing and Evaluating Petri Net 
Semantics for BPEL. Computer Science Report, Technische Universiteit Eindhoven 
(2007) 

18. Pessoa, M.A.O., Garcia Melo, J.I., Junqueira, F., Miyagi, P.E., Santos Fo, D.J.: Schedul-
ing Heuristic Based on Time Windows for Service-Oriented Architecture. In: 8th Intern. 
Conf. on Mathematical Problems in Engineering, Aerospace and Sciences (ICNPAA), 
Sao Jose dos Campos, SP, Brazil (2010) 

19. Hruzand, B., Zhou, M.C.: Modeling and Control of Discrete Event Dynamic Systems. 
Springer, London (2007) 

20. Garcia Melo, J.I., Fattori, C.C., Junqueira, F., Miyagi, P.: Framework for Collaborative 
Manufacturing Systems Based in Services. In: 20th Intern. Congr. of Mechanical Engi-
neering (COBEM), Gramado, RS, Brazil (2009) 

21. Rodrigues, M.T.M., Gimeno, L., Pessoa, M.A.O., Montesco, R.E.: Scheduling Heuristics 
Based on Tasks Time Windows for APS systems. Computer Aided Chemical Engineer-
ing 18, 979–984 (2004) 

22. Kin, S.Y.: Modelling and Analysis of a Web-Based Collaborative Information System - 
Petri Net-Based Collaborative Enterprise. Intern. Journal of Information and Decision 
Sciences 1(3), 238–264 (2009) 

23. Systems Instrumentation and Automation Society. Enterprise-Control System Integra-
tion: Part1: Models and Terminology. 95.00.01 (2000) 

24. Papageorgiou, L.G., Pantelides, C.C.: Optimal Campaign Planning/Scheduling of Multi-
purpose Batch/Semicontinuous Plants - part 2 - A Mathematical Decomposition  
Approach. Industrial and Engineering Chemistry Research, 35(2), 510–529 (1996) 



 

 

 

 

 

 

 

 

 

 

Part 3 

Service-Oriented Systems 

 
 
 
 
 
 
 
 
 
 



Luis M. Camarinha-Matos (Ed.): DoCEIS 2011, IFIP AICT 349, pp. 67–74, 2011. 
© IFIP International Federation for Information Processing 2011 

An SOA Based Approach to Improve Business Processes 
Flexibility in PLM 

Safa Hachani1, Lilia Gzara1, and Hervé Verjus2 

1 G-SCOP Laboratory, Grenoble Institute of Technology, France  
2 LISTIC Laboratory, University of Savoie, France 

{safa.Hachani,lilia.Gzara}@grenoble-inp.fr 
herve.verjus@univ-savoie.fr 

Abstract. Companies collaborating to develop new products need to implement 
an effective management of their design processes (DPs). Unfortunately, PLM 
systems dedicated to support design activities are not efficient as it might be 
expected. DPs are changing, emergent and non deterministic whereas PLM sys-
tems based on workflow technology don’t support process flexibility. So, needs 
in terms of flexibility are necessary to facilitate the coupling with the environ-
ment reality. Furthermore, service oriented approaches (SOA) ensure a certain 
flexibility and adaptability of composed solutions. Systems based on SOA have 
the ability to inherently being evolvable. This paper proposes an SOA based 
approach to deal with DP flexibility in PLM systems. To achieve this flexibil-
ity, the proposed approach contains three stages. In this paper we focus on the 
first stage “identification”.  

Keywords: PLM system; Business processes; flexibility; SOA. 

1   Introduction 

To stay competitive, companies are adopting IT solutions to facilitate collaborations 
and improve their product development. Among these IT solutions, Product Lifecycle 
Management (PLM) systems play an essential role by managing product data. Fur-
thermore, one of the goals of PLM is to foster collaboration among different actors 
involved in product development processes [1]. Thus, each PLM system provides (1) a 
database to store product information and the functions necessary to the management 
of this stored data and (2) integrate a tool to model, execute and control business proc-
esses (BPs) associated to product design. Most PLM systems are adopting workflow 
management solutions to cope with BPs. Nevertheless, brakes analysis of design  
processes (DPs) support in PLM systems points out a lack of flexibility for change; 
justified by the stiffness of formal workflow models and workflow systems used in 
PLM [2]. However, in a context where the organizations are in a constant seek of bal-
ance facing up a highly volatile environments; work methods (BPs) cannot be fixed 
definitively, especially, when dealing with DPs which are emergent. Furthermore, 
various hazards intervene during DPs due to external constraints (such as customer 
requirements evolution, supplier constraints, etc.) and/or internal constraints (such as 
technical feasibility problems, staff absence, etc.) Thus, DPs are characterized by their 
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instability, relative inconsistencies of the rules that govern them and their incomplete-
ness [3]. As a result, companies face several obstacles, including the limited implemen-
tation of new work methods. So, needs in terms of flexibility are necessary to facilitate 
the coupling with the business reality. Following these two findings: i) instability of 
DPs models and ii) rigidity of workflow technology, we identify a critical need to deal 
with DPs flexibility.  

Furthermore, software engineering evolved towards new paradigms such as ser-
vices oriented approaches (SOA) based on services composition. Composition  
approaches ensure a certain flexibility and adaptability of composed solutions [4]. 
Systems based on SOA have the ability to inherently being evolvable [5]. Therefore, 
some standards development organizations have been involved in the development of 
standards for PLM with SOA [6, 7]. Much attention has been directed towards the use 
of SOA with PLM [8, 9, 10]. However, the main objective of current studies on SOA 
in PLM systems is to enable the online integration of heterogeneous PLM systems in 
order to enhance partner’s collaboration (when many companies collaborate in prod-
uct design and industrialisation). Otherwise, in PLM domain, there is no work that 
focused on BP agility using SOA. Although much work has been done to date, more 
studies need to be conducted to deal with BP agility using SOA. 

To deal with BPs flexibility in PLM, we propose an approach that makes profiles 
from SOA. The objective is to specify, design and implement DPs in a flexible way so 
they can rapidly adapt to changing conditions. In this paper, we present the approach 
and their three stages and then we focus on the first stage; “service identification”. 

 The remainder of this paper is organized as follows. Section 2 presents our contri-
bution to Sustainability. Section 3 illustrates how dynamic process change happens in 
PLM systems with a motivation example. Section 4 present existing approaches deal-
ing with PLM and SOA. Section 5 presents the SOA based approach for business 
process flexibility. Section 6 presents the functional PLM services identification  
approach. Conclusion remarks and future work are given in Section 7. 

2   Contribution to Sustainability 

Changing BPs can be considered both at design time and at runtime. Evolvable BPs 
stands for processes that may be adapted on-the-fly (i.e. while they are enacted and 
executed). So, we only focus on approaches being able to apply changes without the 
need to redefine the whole process model. Recent investigations deals with service 
orientation that promotes light-coupling, services reuse and dynamic composition that 
cope with sustainability. Loosely coupled services may be organized and composed 
according to needs and expectations. Dynamic services composition stands for assem-
bling and re-assembling services while the process is executing. So, by proposing 
evolvable business process based on services technologies, the change can be done 
without need to redefine whole process model. Moreover, changes will be always done 
on the unique version of process model with reusing deployed services. It means the 
system doesn’t need to archive unused version. Furthermore, as change is done by 
reusing deployed services, we may reduce the consumed energy of developing new 
functionalities and process models. Services expose functionalities as operations inde-
pendently of their real implementation and can be reused even if the implementation is 
changing (as consequence, some changes do not affect the services composition).  
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3   Motivation Example 

We propose to use an example of process managed in PLM systems to illustrate the 
implementation and dynamicity issues of DPs on these systems. This example  
describes the process of assigning production orders to production workshops accord-
ing to illustration of figure 1 (a). It includes several activities: visualizing of com-
mands’ catalog, creating production order, consulting workshops timetable, assigning 
production order. In order to be managed on PLM system, this process should be 
automated. The first step consists on creating the whole functionalities necessary to 
the fulfillment of the process and storing them on the PLM database. Ones the func-
tionalities stored, workflow template should be defined. Finally, the workflow can be 
instantiated from the template and executed till its completion [11].  

 

Fig. 1. Change in the assigning production orders process 

As this BP is executed several times, the process model may change due to practi-
cal situations. In fact, the actual change is driven by many factors, such as technology 
shift, internal changes or external changes, etc., and they cannot be anticipated at 
design time. Some of these factors, for example, external changes (i.e. in order to 
satisfy suppliers or partners needs), may only cause temporary changes of a business 
process. While, some factors, such as regulation change, may cause permanent 
changes. Nevertheless, the BPs in PLM systems are in permanent change due to the 
dynamic environment justified by the diversity of suppliers, project’s partners and 
requirement changes (for instance, time and cost constraints). For example, some 
production orders may be urgent; the customer requires a time constraint. The work-
flow process will evolve to the one shown in Figure 1 (b). Ones process changes  
occur, new workflows templates are defined and workflows instances are initiated 
accordingly. Defining new workflows templates requires creating and storing the new 
functionalities in the PLM database. Thus, the deployment of new functionalities can 
take much time. In addition it’s necessary to handle the previous workflows instances 
which are initiated from old workflow templates. Most workflow systems, used in 
PLM consider two steps; before applying the new workflow template, the old instance 
has to be stopped and restarted according to the new workflow template. Indeed, after 
restarting the workflow instance some completed tasks have to be carried out unnec-
essarily (for example, creating production order). To address the above problem, 
dynamic business process management in PLM system might be brought in as a  
potential solution. We need a method which facilitates change on business process  
by (1) reducing the time lost on the deployment of necessary functionality and  
(2) eliminating repetitive execution of completed tasks.  
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4   Related Works 

Currently there are two initiatives in terms of PLM services, OMG PLM services and 
OASIS PLCS web services. We studied these proposed standards in order to decline a 
SOA vision applied in PLM domain and to list existing PLM services. PLM Services 
is an OMG standard specification [6]. It was developed to implement, operate and 
support online access and batch operation using several international standards. It’s 
based on PDTnet standard [12] which defines mechanisms to query and traverse in-
stances of the data schema defined for the PLM services specification. This standard 
proposes a set of services to launch the execution of PDTnet queries which provide 
the necessary computational functionalities to create, read, update, and delete in-
stances of data. The second standard, OASIS PLCS PLM Web Services [7] is an ISO 
STEP standard. PLCS is an information exchange standard that provides a number of 
functional modules. Each one targets a specific area of PLM information. These mod-
ules provide services such as searching for PLM business objects or loading informa-
tion objects. Each one addresses a set of business objects (nouns) and a number of 
services (verbs) that operate on them. The standard verbs are: Create, Remove and 
Update. A first analysis of these two standards enables us to conclude that their main 
focus is related to the problem of online integration of heterogeneous PLM systems to 
implement their collaborative processes. Furthermore, this study has highlighted a 
first track for services we target to use to achieve workflow’s activities.  

Few researches have used these two standards to handle PLM system issues. Erkan 
Gunpinar [8] have used OMG PLM service standard to interface two PLM systems. 
His objective is to use PLM Services standard for PLM data exchange via internet in 
order to speed up collaborative business process done between two heterogeneous 
PLM systems. With the same objective, Dag Bergsjö [9] proposed a framework to 
support ECM along with two developed KBE applications that simulate effects of a 
change in real time, as the product is updated in the PLM system. To do that, he sepa-
rates the uppermost layers (applications used in the business process to create and 
process information) and the bottom layers (legacy systems which store information, 
such as PLM systems) with a connector based on PLM services. Kim [10] used OMG 
PLM services to introduce MEMPHIS a data exchange middleware that provide 
common interfaces and enable a centralized integration of multiple PLM systems 
(server) from any point (clients). All above researches focused on the integration of 
heterogeneous PLM systems to allow collaboration and did not address the problem 
of dynamic change of business processes in PLM. So, dynamic business process 
change remains an unsolved problem in PLM system. 

5   Adopted Method 

BPs flexibility can be perceived differently. The meaning it takes determines the way 
to handle the flexibility topic. From our part, BPs flexibility is the fast reactivity to 
internal and external changes and the easiness to modify BPs models and to set up the 
new business activity. This perception of process flexibility arises the need to get a 
method which allows composing evolvable BP models. We propose to enrich  
the expression of BP models and open the way for modeling by dynamic service  
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orchestration. This supposes that once change happens, we can add to, delete from or 
replace an activity with another. The challenge here is to address the mechanism 
needed for a solid implementation of dynamic BP change on a real PLM system.  

To fulfil these expectations, we resort to service orientation [4, 5, 13]. SOA is a 
promising solution answering these expectations since it allows building agile and 
interoperable enterprise systems. So, if services represent a good answer to technical 
level issue, they can be used to handle the business level issues: service can be di-
rectly invoked by business users and executed as basic steps of BPs. Services can be 
combined and reused quickly to meet business needs. SOA promotes light coupling 
between services which can be dynamically combined in order to support agility. The 
services are defined as providers of reusable business functions in an implementation 
independent function that is loosely coupled to other business functions [12]. Indeed, 
SOA organizes the basic functionality contained in the systems on a set of services, 
which can be combined and reused to meet business needs. This vision therefore 
allows the construction of new systems by reusing existing services; which called 
services composition [14]. Thus, the concept of service as previously described as a 
loosely coupled piece of functionality can be composed and reused to quickly respond 
to BP change and to achieve the new model without needing to replace it completely 
and to re-execute completed tasks. So, we resort to service oriented approach in order 
to propose reusable activities as business services and evolvable business processes as 
business services composition. A business PLM service exposes a business activity 
needed to support a business need of a product DPs. It specifies corresponding  
features (functional PLM service) necessaries to the development of this activity. 
Afterward, we dynamically compose identified business PLM services in order to 
implement on a flexible way the articulations of business. Moreover, to insure the 
alignment between technical level and business level they should be a mechanism that 
allows execution of identified business PLM services with the same language chosen 
for the business level. Thus, we propose a set of functional PLM services that repre-
sent the whole possible features of PLM system. So, once a new functionality is 
needed to perform change, operations of functional PLM services can be solicited 
from the database (service repository) to do it.  

In order to achieve this solution, we have to complete three stages. Propose an  
approach for service identification: steps, techniques and criteria necessary to the 
identification of business and functional services catalog. Propose services based 
modeling paradigm for dynamic BP definition. Propose alignment technique that 
allows moving from business level to technical level. This technique ensures a  
continuum of transformation from specification to implementation of BPs. In this 
paper we concentrate only on the first stage; service identification stage. 

6   Service Identification Stage 

Our objective is to offer two catalogs of services; business PLM service catalog  
expressing the business needs of product DP and functional PLM services catalog 
enabling the execution of business needs. To define the services catalogs, we defined 
the appropriate techniques and necessary steps to achieve service identification stage. 
Thus, we conducted an initial pass of SOA development approaches.  
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6.1   Service Identification Approach 

Several approaches are interested on the development of SOA [15-18]. All proposed 
approaches are based on Service Oriented Modeling Architecture (SOMA) [15]. 
SOMA is an analysis and design method used for the design and construction of SOA. 
It focuses on techniques for the identification, specification, and realization of ser-
vices. All studied work present what activities should be carried out to develop an 
SOA and how each activity should be conducted. Especially, we focused on service 
identification activity and studied the proposed service identification techniques. We 
have identified two complementary approaches used to identify candidate services: 
Top-Down approach and Bottom-up approach. A Top-Down approach offers a map-
ping of business use cases, which means to separate the business domain into major 
functional areas and subsystems. Then functional areas are decomposed on sub-
processes, and high-level services. This technique is called domain decomposition. 
While a Bottom-Up approach analyzes the existing systems to identify low-level 
services. This approach is called Existing asset analysis. 

So, we propose an hybrid approach to identify the two catalogs. We propose to 
deal with a top-down approach to define business services needed to achieve business 
process and a bottom-up approach to identify functional PLM services. In this paper 
we concentrate on the functional PLM service identification method. 

6.2   Functional PLM Services Identification Method and Catalog 

A functional PLM service is a collection of PLM operations which reflects functions 
expected by PLM system users. Each operation implements the concept of automated 
business task and exposes a function of PLM. We propose a bottom-up approach 
based on three steps for Functional PLM Service identification: (i) Identifying PLM 
data categories, (ii) Identifying operations of each category and (iii) Grouping identi-
fied operations on functional PLM services. Therefore, some criteria are needed to 
help decide which operations can be grouped together; functional dependencies  
and process dependencies. Below we detail this approach throw Functional PLM 
service identification. 

To identify the functional PLM services operations, two kinds of information 
sources were used following the proposed identification approach. On the one hand, 
two PLM systems were examined to identify the product data categories and their 
related operations. Thus we have identified a first truck of operations offered on PLM 
system. For instance, Display product structure, Compare BOMs, etc. On the other 
hand, we have organized meeting with business expert to validate and enrich the list 
of identified operations. The results of this two first step are shown on Fig. 2. 

The last step of the identification approach is to classify the identified operations 
on functional PLM services. This classification is done by testing functional depend-
encies and process dependencies criteria between the identified operations by using 
dependencies matrix in which column headers are the same as the corresponding row 
header and they correspond to the identified operations. Functional dependencies are 
those between operations have a common global purpose. In this case each matrix 
entry (aij) correspond to the couple (OperationPurpose i, OperationPurpose j). While, 
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Fig. 2. On the left: Cartography of PLM data categories. On the right: An excerpt from  
Functional PLM Services operations list. 

processing dependencies are those between services that are choreographed together 
to make up a high level service; used together frequently. In this case each matrix 
entry (aij) corresponds to the couple (OperationHighLevelGoal i, OperationHigh-
LevelGoal j). Thus, if an entry has the same couple’s element it means that there is 
dependency between it corresponding row and column operations. To group identified 
operations, the final decision is done by the superposition of two dependency matrix. 
After all we have grouped Validate parts, Build Combinations and Develop BOM 
operations, etc. on a same functional PLM service named Manage Product Configura-
tion. Moreover, we have grouped ReviewDatapack, DistributeReviewDatapack, and 
NotifyReviewRequestor operations on another functional PLM service named  
Management of Design Review.  

7   Conclusion 

In this paper we discussed the problem of BPs flexibility on PLM system. To allow 
dynamic BP change in PLM system, an approach based on service technology is in-
troduced. This paper proposes to deal with BP model as a business PLM services 
composition. The challenge here is to react quickly to changes either by replacing 
some services by other ones or by adding new services to the composition. In order to 
deal with alignment issues between technical and business level, we propose a service 
type for each level (functional and business). Business PLM services reflect the busi-
ness needs of different stakeholders and will be executed by a composition of func-
tional PLM services which meet the functionalities of PLM system. In this paper we 
concentrated on the identification stage for functional PLM Service.  At this stage, a 
reflexive posture is going to be conducted to define the business service concept, its 
identification method in order to propose the business service catalog. Moreover, we 
will address techniques that allow moving from one level to another level to ensure a 
continuum of transformation from specification to implementation of BPs. 
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Abstract. In this paper a holistic approach to automated service composition in 
Service Oriented Architecture is presented. The model described allows to spe-
cify both functional and non-functional requirements for the complex service. 
In order to do so a decomposition of the complex service composition process 
into three stages is proposed, in which a structure, a scenario and an execution 
plan of a complex service is built. It is believed that service composition tool 
based on the proposed model will be able to create complex services satisfying 
efficiently both functional and nonfunctional requirements. 

Keywords: service oriented architecture, service composition, SOA. 

1   Introduction 

The current trend in business is increasingly leading to the use of external services. 
The number of such services is growing and will grow even faster in the future. Soon 
delegated services will not be limited to simple tasks performed by individual provid-
ers, but they will be complex services performing complex business processes. 

Business process designers are rarely experts in web-services technology. More of-
ten they can specify the business process in the form of functional requirements that 
are abstract to the underlying software infrastructure. As a consequence a service 
composition system should focus on formalization and interpretation of the functional 
and non-functional requirements in order to find services that fulfill them at a given 
time and are not hardcoded into the business logic.  

The composition of Web services makes that a reality by building complex 
workflows and applications on the top of the SOA model [5, 8, 3, 13]. However, lite-
rature shows a wide range of composition approaches [1, 2]. In [4] it is mentioned that, rather than starting with a complete business process definition, the com-position system could start with a basic set of requirements and in the first step 
build the whole process, whereas many approaches (i.e. [6]) require a well-defined 
business process to compose a complex service. 

Current work often raises the topic of semantic analysis of user requirements, ser-
vice discovery (meeting the functional requirements) and the selection of specific 
services against non-functional requirements (i.e. execution time, cost, security). 
Review of the literature indicates, however, that these methods have not yet been 
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successfully combined to jointly and comprehensively solve the problem of composi-
tion of complex services that satisfy both functional and non-functional requirements. 
In many cases only one aspect is considered. For example [9] focuses on services 
selection based only on one functional requirement at a time. [6, 14, 15, 16, 17] show 
that non-functional requirements are considered to be of a key importance, however 
many approaches ignore the aspect of building a proper structure of a complex service 
which is key to optimization of i.e. execution time. Many AI Planning-based ap-
proaches ([7]) focus on functionalities of the complex service but leave no place for 
the required non-functionalities satisfaction.  

The following sections will present an approach to service composition which 
models functional and non-functional requirements (in section 3) and in section 3 the 
decomposition of the service composition task that fulfills both functional and non-
functional requirements. Section 5 shows an example to visualize the composition 
process. 

2   Contribution to Sustainability 

Service Oriented Architecture (SOA) is an approach which prolongs the life of appli-
cations, increasing their reusability by publishing them as web services which can be 
accessed independent of the system (i.e. its programming language) that wants to use 
them. They are accessible through their web-enabled interfaces by the means of XML 
message system. In the case of SOA legacy applications or their parts can be searched 
and executed whenever functionalities are needed but those functionalities have to be 
properly modeled in order to conduct a successful search. In this context automatic 
service composition allows for sustainability of the system through the re-use of vari-
ous web-services in a form of complex web-services. 

3   Complex Service Composition Problem Definition 

3.1   Service Level Agreement 

The Service Level Agreement (SLA) is a contract that specifies user requirements:  = ( , )                                                    (1) 

where  are the functional requirements,  are the non-functional require-
ments and l stands for a l-th complex service request. 

The functional requirements have to be fulfilled by functionalities offered by a set 
of atomic services. Those services composed in a specific structure form a complex 
service fulfilling both functional and non-functional requirements (like availability, 
performance etc.). 

Functional requirements consist of request of functionalities and some time de-
pendencies among them: = (Φ , ) = ( , , , … , , … , , )                    (2) 
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where: 
• Φ  is a set of functionalities , in which  and  are starting and end-

ing functionalities 
•  is a set of time dependencies among functionalities such that: = 1  0   and  ∈ , where , ∈ 1,2, … ,  

•  is a number of required functionalities in  

Non-functional requirements are represented by a set of constraints: = , , … , …                                          (3) 

where  is a requirement of a single non-functionality – a constraint put on the 
composed complex service (i.e. required execution time of the whole service) and  is a number of required non-functionalities in . 

3.2   Service Composition Task 

The service composition task is formulated as follows: 
for a given  

• request of a complex service   
• repository of services AS:  is a -th atomic service, 
• family of execution graphs ( , )  representing all possible execution 

plans of the requested complex service in which vertices contain services 
( ∈ ) and edges from E define the succession of services in a com-
plex service, 

find an optimal execution plan G(V,E) of a complex service, fulfilling the functional 
and non-functional requirements by minimizing the quality criterion: ( , , … , , ) min, ,…, , ( ( , , … , , ), ) (4) 

where: 
• , , … ,  are the selected optimal services that belong to correspond-

ing k-th vertex of graph G (each vertex contains one service that fulfils one 
functional requirement), where optimal means that all services fulfill func-
tional requirements and no other set of services gives better non-functional 
properties of the complex service (given a set of edges E) 

• E* is an optimal set of edges that determines the succession of services , , … , . Optimal means here that no other set of edges gives better 
non-functional properties of the complex service and that the set of edges is 
minimal, meaning no edge could be rejected without the loss of consistency 
of the graph. 

4   Problem Decomposition 

Service composition process can be described as a series of graph transformations 
beginning with the transformation of users requirements (SLAl) to the graph form and 
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the graph, because this would result in them not being executed at all. The task is 
formulated as follows: 

for a given ( , ) find a consistent graph ( , = ) such that: = arg min ( ( , ), , )                             (6) 

where: 

• ( ( , ), , ) – length of the longest path from vertex  to 
vertex  in graph ( , )  

• =   
• =  

The criterion in (6) ensures that structures with a higher degree of parallelization are 
preferred. This will directly influence the non-functional properties of the complex 
service i.e. execution time. 

Services selection. Based on the users functional requirements atomic services are 
selected from the services repository. Services are found after semantic and structural 
comparison of their descriptions and functionalities from graph GCl. The problem of 
services selection could not approached in depth in this paper. For more information 
please refer to [10] and [11]. The task of services selection is formulated as follows: 

for a given 

• consistent graph ( , ) (in each vertex containing functional re-
quirements) 

• service repository AS 

find: 

• graph = , , … , , … , ,  of valid realizations 
(services fulfilling the functional requirements) such that: 

∈ , ,…, = ∈  if   for each = 1,2, … ,       (7) 
where: 

• is a service that fulfills requirement  and   is a number of ser-
vices that fulfill that requirement (and will replace it in appropriate vertex 

 in graph ) 
•  are functionalities offered by the service and  

means that service  offers more or equal functionalities than required 
• = , , … , , , ∈  

4.3   Complex Service Execution Graph 

After the scenario construction stage, each vertex of graph GS contains a number of 
services that satisfy the corresponding functional requirements. To obtain the execu-
tion graph Gl in each node of graph GSl one service has to be selected, such that – 
with regard to the edges that create the structure of the graph – the complex service 
consisting of selected services fulfills the non-functional requirements. The task is 
formulated as follows: 
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for given  

• graph = , , … , , … , , , 

• non-functional requirements = , , … , … , 
• weight wlk  of k-th non-functionality of ,  

find 

• an optimal execution graph ( , ) such that: ( , ) min ( , ) ∑ w ψ f ( , )                 (8) 

where: 

• , ∈ FG (V , E ) – family of valid execution graphs (each vertex  
contains one service selected from  : = ∈  and 
the set of edges stays the same as in GSl graph: = ) 

• ml – length of vector of non-functional requirements Ψl of l-th service re-
quest 

• f ( , )  is a function aggregating non-functionalities (corres-
ponding to ψ ) of atomic services embedded in the execution graph ( , ) 

with subject to the following constraints: : f ( , ) ψ                                               (9) 

5   Example 

For given: = ( , , , ), where ∈ : = 1  = 1  = 20  

(for simplicity  and  are omitted in this example) = Ψ = 7,4 ; = 1, = 2,  – cost,  – time, 
Service repository = , = 1,2, … , where:  
 ( ) = , ( ) = , ( ) = , ( ) = , ( ) = , …  ( ) = 2,1 , ( ) = 3,2 , ( ) = 2,2 , ( ) = 1,4 , ( ) = 3,1   
 
Find optimal complex service execution graph Gl(Vl,El) that fulfills the SLA. 
Solution: 
In the structure stage from the given  only one possible can be obtained: = ( , , , ( , ) )  

In the scenario stage there are numerous possible consistent graphs (Fig. 3). As (6) 
ensures the more parallel structure is preferred (here: ( , vb , vb ) = 1) and 
the optimal graph GC  is obtained: = ( , , , ( , ), ( , ) )  
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Fig. 2. Possible scenarios of a complex service 

In step two of scenario stage for each functional requirement services that fulfill it 
are selected from the repository AS and so graph GSl is as follows: ( = , = , , = , , ( , ), ( , ) )  

In the execution graph stage based on the non-functional parameters of selected 
service an optimal execution graph can be found: ( , ) = ( = , = , = , ( , ), ( , ) )  
For the above execution graph G the value of quality criterion (8) is minimal: ( , ) = 1 (7 7) 2(4 3) = 2 

6   Conclusions 

The model for service composition presented in this paper allows for specification of 
both functional and non-functional requirements. The decomposition of the task allows 
for specification of three problems: transformation of user requirements into the struc-
ture of the graph, creating a scenario for the complex service by making the graph 
consistent and selecting services and at last finding the execution graph for the service 
that fulfills all requirements. The proposed approach takes into consideration the fact 
that constructing an appropriate structure for the complex service and selection of 
services with various non-functionalities are crucial to the problem of fulfilling non-
functional requirements and should not be solved separately. 

During the next stage of development the security assessment of atomic services 
will be taken into account, according to formal approach recently presented in [12]. 
This will allow to address security as an important non-functional property of com-
plex services, barely covered in recent research and practical applications. 

A composition framework based on the presented model is developed and will be 
made available in the form of package of tools for service composition.  

The incoming stage of the project also assumes the application and evaluation of 
the framework in an industrial scenario. 
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Abstract. In this work we propose an innovative approach to data mining prob-
lem. We propose very flexible data mining system based on service-oriented  
architecture. Developing applications according to SOA paradigm emerges 
from the rapid development of the new technology direct known as sustainabil-
ity science. Each of data mining functionalities is delivered by the execution of 
the proper Web service. The Web services, described by input and output pa-
rameters and the semantic description of its functionalities, are accessible for all 
applications that are integrated via Enterprise Service Bus.  

Keywords: Service Oriented Data Mining, Sustainable design, SOA, Classifi-
cation Services 

1   Introduction 

With the rising necessity of mining huge data volumes and knowledge discovery from 
many distributed resources there is a natural interest of using grid solutions.  Execu-
tion machine learning algorithms in distributed environments allow organizations to 
execute computationally expensive algorithms on large databases, with relatively 
inexpensive hardware. Additionally an opportunity to merge data and discovered 
knowledge from many geographically distributed resources are created by the Inter-
net. These elements favour of approving of a new field named as Distributed Data 
Mining (DDM) [11]. The survey of some Grid-based data mining systems is given in 
[1]. The other type of distributed computing, that rapidly develops in last decade is 
based on Service Oriented Architecture (SOA) paradigm [8]. The main idea of SOA 
is to treat applications, systems and processes as encapsulated components, which are 
called services. These services are represented by input and output parameters and the 
semantic description of its functionalities. Combining distributed data mining tech-
niques with Web services has a lot of advantages. Web services are currently seen as 
a solution for integration of the heterogeneous resources and making heterogeneous 
systems interoperable. They are self-contained, self-describing and modular applica-
tions that can be published and invoked across the Web [15]. As an example of some 
Web services based data mining applications we can indicate Web based system for 
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metadata learning (WebDiscC) [13] or Association Rule Mining software called  
DisDaMin [2]. But the area of Web services-based data mining systems is still not 
well recognised. Taking into account current tendencies toward computer systems 
development there is a need for elaboration data mining distributed systems compati-
ble with SOA paradigm. 

In this work we propose Service Oriented Data Mining System (SODM System) 
for solving chosen data mining tasks i.e. classification tasks, equipped with mecha-
nisms for advising which classifier should be used as the best for a given user request 
(data and requirements that must be classified). The advantage of our solution that is a 
consequence of compatibility with SOA paradigm, is that the users may use the model 
of classifiers and classifiers that have be created by the others. It is caused by imple-
menting the functionalities of building models of classifiers and classifiers as Web 
services that are published and accessible via Internet.  

2   Contribution to Sustainability 

Presented in this paper Data Mining System is innovative approach to well-known 
machine learning solutions. Developing applications according to SOA paradigm 
emerges from the rapid development of the new technology direct known as sustain-
ability science. Representing machine learning solutions as Data Mining Services has 
a significant contribution to sustainable design of new technological solutions. Data 
mining solutions are successively used for supporting decision-making processes in 
nature-society systems. They can be applied for extracting long-term trends in envi-
ronments or to predict survival period in modern society. One of the drawbacks of 
data mining approaches is the problem with integration between such solutions and 
life-support systems from different fields of science. For instance, if there is a need to 
classify credit holders in bank system additional functionalities for customer model-
ling must be implemented in such system. SODM System solves the problem of  
integration and accessibility. In data mining solutions are fully accessible for all ap-
plications, which are integrated via ESB. For example, each application has an ability 
to invoke services responsible for creating clusters of objects simply by sending the 
objects in SOAP message. There is no need to create additional components of the 
application responsible for solving data mining problems (that is time consuming and 
demands data mining abilities), because these solutions are available as Data Mining 
Services in SODM System. Life-support systems, which communicate, with Data 
Mining Services are becoming interdisciplinary systems. Additionally, different  
systems representing various disciplines can invoke the same Data Mining Services. 
For instance, the same model can be used to predict survival period by medical and 
governmental system.  

Every new solution developed by economists, biologists or mathematicians can be 
easily added to the SODM System. According to the basic sustainable design principle 
i.e. durability new data mining functionalities may be add as the new services without 
a need of rebuilding the overall system. This solution can be easily evaluated by data 
mining researchers, or simply used by all applications, which has access to ESB.  
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3   Service Oriented Architecture and Web Services 

The basic concept of Service Oriented Architecture (SOA) approach is a semantically 
described service. In this context, SOA is the application framework that enables 
organizations to build, deploy and integrate these services independent of the technol-
ogy systems on which they run. In SOA, applications and infrastructure can be man-
aged as a set of reusable assets and services. The main idea about this architecture 
was that businesses that use SOA could respond faster to market opportunities and get 
more value from their existing technology assets [12]. According to SOA paradigm 
services are published and then access via Enterprise Service Bus (ESB) and used by 
Web applications. ESB is an implementation technology supporting SOA approach.  
ESB as an enterprise-wide extendable middleware infrastructure provides virtualiza-
tion and management of service interactions, including support for the communica-
tion, mediation, transformation, and integration technologies required by services 
[10]. Web services are technologies that are based on XML (Extensible Markup  
Language) for messaging, service description and discovery. [8]. Web services use 
such standards as: SOAP, WSDL, and UDDI. SOAP (Simple Object Access Protocol) 
is a protocol for application communication and exchanging information over HTTP. 
WSDL (Web Services Description Language) is an XML-based language for describ-
ing Web services and how to access them. And finally UDDI (Universal Description, 
Discovery and Integration) is open standard for services discovery and invoking. 
UDDI being interrogated by SOAP messages provides access to WSDL documents 
that describe the protocol bindings and message formats required to interact with the 
Web services. In other words specifications define a way to publish and discover 
information about Web services. The relations between services provider and  
requester using xml standards are as follows. The provider gives an access to a Web 
service by publishing a WSDL description of its Web service, and the requester  
accesses the description using a UDDI or other type of registry that contains register 
of discovered services, and requests the execution of the provider's service by sending 
a SOAP message [8](Fig.1).  

Service Requester Service Provider 

Service 
Registry

SO AP

W SDL

UDDI

 

Fig. 1. The schema of interaction between Web services components 
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4   The Architecture of SODM System 

The problems of classification are one of the common issues of data mining field 
[5,6,7,17]. There are plenty of dissertations, which touch mainly following problems: 
developing ensemble models for classification accuracy improvement, dealing with 
missing values of attributes, or building algorithms for incremental learning [3,4,14]. 
In most cases authors concentrate mostly on creating complex, difficult to understand 
methods, which can be used by data mining experts. Considering a classification task 
connected for example with labelling of web clients for marketing purposes there is a 
need for building a suitable model of classifier using past observations of the clients 
and their behaviours. The built model is further used to classify the new clients. Such 
model should be easily updated for a new set of data. To solve the classification tasks 
the application must be equipped with the mechanisms of building, updating and 
finding the most suitable model of the classifier. We propose SODM System that is 
based on Service Oriented Architecture (SOA) and uses encapsulation of data mining 
solutions in services. Hence each of the models of classifiers is represented by a ser-
vice. In each service it is possible to distinguish operations responsible for creating 
and testing the model or classifying object using created model. The communication 
between applications (service clients) and service providers is made by Enterprise 
Service Bus (ESB) using Simple Object Access Protocol (SOAP). SODM System 
consists of the following components: User Interfaces, Service Usage Repository, 
Data Mining Services and Data Mining Services Manager (Fig. 2). All the compo-
nents are integrated via ESB. User Interface is a component responsible for communi-
cation between users and services. It can be default application, which has ability to 
communicate with other Data Mining Components. More then one User Interface can 
be integrated with ESB. For instance using one interface it is possible to invoke Data 
Mining Services responsible for building and updating the model of classifier and the 
other can be used on mobile phone to classify unclassified object using this model. 
Service Usage Repository is responsible monitoring the usage of Data Mining Ser-
vices. Data Mining Services are services responsible for solving classification and 
regression problems, clustering objects, data filtering or extracting associative rules. 
To improve the quality of usage of those services Data Service Manager is considered 
in the system. This service is responsible for filtering the most suitable services for 
the problem stated by the user in a request. 

Data mining solutions presented in above architecture have couple of advantages. 
First of all, Data Mining Services are easily accessible by every service client, which 
is integrated via ESB. The client can be a mobile application, educational system, or 
some process in the system. 

To invoke a Data Mining Service it is sufficient to create proper SOAP message, 
send it using ESB and interpret the response message. There is no need to implement 
data mining solutions locally because all such mechanisms are implemented and cov-
ered in the service. Moreover, the new data mining functionalities can be easily  
included in the system as a new service with specified input and output parameters. 
Presented architecture includes also Data Mining Services Manager, which helps to 
find the best solutions for users without data mining abilities. 
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Fig. 2. The Components of SODM System 

4.1   The Functionality of SODM System  

Following functionalities can be distinguished in the SODM: building and updating 
classification and regression models, grouping objects using various clustering algo-
rithms, filtering data (missing values of attributes replacement, features selection, 
etc.) and associative rules extraction. In this paper we concentrate only on functional-
ities related with solving classification and regression problems. In this field we can 
distinguish: building the model of classifier (training the classifier), instances classifi-
cation, testing performance of the model of classifier, printing the model of classifier 
and updating the model. The problem of building the classifier is one of key issues in 
pattern recognition field. The model of classifier takes on the input vector of features 
values of the object to be classified and returns the class label (continuous value if 
regression problem is considered). This model can be given by an expert (as a set of 
rules) or it can be extracted using data composed of past observation of the objects 
(training dataset).  In SODM System each of classifiers types (decision trees, decision 
rules, neural networks) is represented by one Data Mining Service (Classification 
Service) and building the classifier functionality is fulfilled by an operation which 
takes training dataset and returns the label of built model. Other functionalities are 
realized by other operations included in Classification Service. Instances classifica-
tion is made using operation, which takes set of unlabeled objects on the input and 
returns their labels on the output by making classification using existing model. The 
performance of the model of classifier can be evaluated using testing operation. The 
dataset is given on the input of the service and testing methodology is defined and the 
operation returns testing rates values (accuracy of classification, Kappa statistic, etc.).  
Some of models of classifiers (rules, decision trees) have got understandable structure 
so there is an operation in each of Classification Service, which returns the structure 
of the model. There are couples of models of classifiers (Naïve Bayes), which can be 
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easily updated, in incremental learning process. If the model of classifier is updatable 
the corresponding Classification Service contains an operation responsible for updat-
ing the model.  

SOSM System has additional functionalities related with filtering Classification 
Services. These functionalities are fulfilled by operations included in Classification 
Services Manager. Classification Service Manager is able to choose the models of 
classifier which are accurate for the given on the input dataset by fining correspond-
ing Classification Services. There is also possibility for defining additional require-
ments for the model like updatability, which cannot be extracted from the data.  

4.2   The Classification Components of SODM System 

Classification Services 
Following Classification Services are distinguished in our system: NBService, 
J48Service, JRipService, MLPService and LRService. These services are respectively 
represents following types of classifiers: Naïve Bayes, J48 (decision tree), JRip (deci-
sion rules), MLP (neural network) and LRService (Logistic Regression) [17]. Each of 
Classification Services contains operations described in previous subsection: build-
Classifier (building the model of classifier), classifyInstances (classifying objects), 
getCapabilities (getting capabilities of the classifier), printClassifier (printing the 
structure of classifier), testingClassifier (testing the performance of classifier). Addi-
tionally, NBService contains the operation, which enables to update the model of 
classifier [14]. Initially SODM System contains only five Classification Services, but 
additional models of classifiers can be easily included in the system as service with 
defined standard operations and parameters. 

Classification Services Manager 
SODM System includes also managing service responsible for finding the best models 
according to request given by the client. For instance, the client can invoke the service 
by sending only the set of past observations, which should be used to build the model 
of classifier, and the response message will provide the most suitable Classification 
Services. Classification Service Manager contains three filtering operations. In first 
operation only dataset is taken on the input and the operation is responsible for finding 
the types of classifiers (Classification Services), which can be trained using this data-
set. For instance, dataset can contain missing values and only those classifiers can be 
filtered, which are able to deal with missing values. In second operation some other 
requirements can be specified, for instance the classifier must be updatable. Third 
operation requires only model capabilities without putting the dataset on the output. 

5   Implementation and Use Case Example 

The implementation of SODM System is compatible with SOA standards. Each of 
SODM services is represented using WSDL language. Services are implemented in 
Java using Weka  library [16]. To present functionalities of the SODM system we 
consider Educational System. On of the problems, which occurs in such systems, is to 
dived user (students) into priority groups [9].  The priorities of the users can be used to 
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divide them to early and late registration on courses groups, or to filter students for 
scholarships awards. Assume that students are described with following three attrib-
utes: Average mark form whole studying period (AM), Number of uncompleted 
courses (NoUC), Number of Awards obtained outside the university (NoA). Educa-
tional System collects the past observation of students and their priorities.  The goal is 
to classify the students to priority groups using the knowledge extracted from past 
observations (training data). Implementing new data mining components in the system 
can solve the problem but it is much simpler to use Data Mining Services from SODM 
System. To solve the problem it is necessary to find the type of classifier suitable for 
the data. To do this Classification Service Manager service can by invoke by putting on 
the input on the operation representative portion of the data. It is recommended to put 
the data, which is going to be further used to build the classifier (training data). As a 
response a specification of Classification Services which corresponds to classifiers 
types which can be build basing on given on the input dataset are returned. Next, one 
of the Classification Services can be used to create the model of classifier by invoking 
buildClassfifer operation of these services. This operation takes on the input training 
datasets (past observations of students and their priorities in the considered example) 
and returns the key to the created model. The model can be further used to classify 
objects (unlabeled students) by invoking classifyInstances operation.  

6   Final Remarks and Future Works  

In this paper we presented basic concepts of SODM System. The system is based on 
SOA paradigm so the components are fully accessible via ESB. We presented func-
tionalities of Classification and Regression component of SODM System. In future 
works other data mining components must be developed to create complete service 
oriented data mining tool. In particular we will apply ensemble classifiers to improve 
the accuracy of classification.  
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Abstract. In the paper a personalization method using Markov model and 
Bayesian inference is presented. The idea is based on the hypothesis that user’s 
choice of a new decision is influenced by the last made decision. Thus, the 
user’s behaviour could be described by the Markov chain model. The extracted 
knowledge about users’ behaviour is maintained in the transition matrice as 
probability distribution functions. An estimation of probabilities is made by ap-
plying incremental learning algorithm which allows to cope with evolving envi-
ronments (e.g. preferences). At the end an empirical study is given. The  
proposed approach is presented on an example of students enrolling to courses. 
The dataset is partially based on real-life data taken from Wrocław University 
of Technology and includes evolving users’ behaviour. 

Keywords: modeling, Markov chain, Bayesian inference, incremental learning. 

1   Introduction 

Many modern computer networked systems (e.g. e-commerce, web services) are used 
to provide services to users. Moreover, if the services play a crucial role in the sys-
tem, such systems could be called service-oriented systems (SOSs) [2], [5], [6]. [7], 
[8]. However, in SOSs there are several main problems that have to be concerned [2], 
[7]: i) user’s demand formulation and contract negotiation; ii) user’s demand match-
ing with accessible services including aspects such as e.g. knowledge about users’ 
behaviour; iii) service execution on physical machines concerning network quality of 
service (QoS). 

To solve the mentioned problems a process consisting of negotiation, discovery, 
and execution stages could be proposed. The stage for demand translation and con-
tract negotiation could be based on ontology knowledge representation [10]. Next, in 
the service discovery there are three main procedures: i) service matching with user’s 
demand (contract), ii) personalisation of services, iii) new service composition if there 
is no accessible service fulfilling user’s demand. Service matching could be made by 
applying rough set theory [2], and service composition – i.e. using ontologies [8]. 
Because the personalisation is the main topic of this work, thus it will be discussed in 
Section 3. The last stage (execution) has to handle final aspects of the whole process 
and be QoS-aware [5], [6], [7]. 

This paper consists of following sections. In Section 2 a contribution of proposed 
approach to the technological innovation is presented. Next, the general problem of 
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personalisation is described and the solution using Markov chains is outlined. More-
over, a recursive expression for decision making using Bayesian inference is  
presented. At the end an empirical study is conducted. The presented approach is 
applied to the real-life problem of students enrolment to courses at Wrocław Univer-
sity of Technology (WTU) and could be used as a new functionality in the existing 
educational platform (so called EdukacjaCL). 

2   Contribution to Sustainability 

Applying the personalisation method in service-oriented systems aims in increasing 
quality of user service. It is widely used in the e.g. e-commerce [1], but there is a 
constant need for new approaches and applications. In this paper an approach of a 
Markov model as a knowledge representation and Bayesian inference as a reasoning 
method is proposed. Furthermore, an interesting result of using Markov model  
and Bayesian inference is that the decision is made due to a recursive procedure  
(see Section 3.1). Moreover, using knowledge about users gives SOSs a new function 
of sustainability. 

Moreover, an another novelty is using an incremental learning paradigm for prob-
abilities estimation [14]. Learning about users’ preferences, which evolve in time, is 
one of the crucial aspects in modern SOSs. And to solve it some adaptive approach 
has to be applied. Applying incremental learning affects in sustaining model accuracy. 

Therefore, in this paper a compact framework using probabilistic model and infer-
ence for personalisation problem is proposed. The framework tries to maintain the 
system’s sustainability by making optimal decisions about users’ demands and keep 
an up-to-date knowledge about users. 

3   Personalisation in Service-Oriented Systems 

Mining knowledge about users in computer systems could lead to increasing quality 
of user service and profits to service provider(-s), e.g. to overcome so called informa-
tion overload [1], [11], [15]. Therefore, there are different aspects of personalisation, 
concerning e.g. recommendation, user tutoring, adaptation of layout and content, and 
so on [15]. 

However, in this paper the main concern is put on the recommendation task. In 
other words, on example of an educational platform, during student’s enrolment to a 
course, a sorted list of courses the best suited to her/his demands is presented. In the 
literature there are different approaches to personalisation [1], e.g. individual or col-
laborative, user or item information, memory- or model-based. 

In presented approach it is assumed that user’s decision depends on previously 
made decisions. For example, a student enrols to a new course based on courses 
she/he has been enrolled in the past. Besides, the decision is rather uncertain because 
of e.g. lack of information, and that is why a new decision could be described by a 
probability distribution function. Hence, the Markov chain model [3], [16] seems to 
be a proper knowledge representation to model users’ behaviour because it allows to 
model a situation that previous decisions affects the current decision. Then, to reason 
about the maintained knowledge the Bayesian inference is used. 
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3.1   Problem Statement 

As it was mentioned in previous section, a users’ behaviour is modelled using Markov 
chains. Thus, the problem of personalisation could be stated as a classification task. 

Let assume that an input in the Nth moment is described by a vector of features,    

uN ∊ U=U1×U2×…×US (card{Us} = Ks < 0ℵ ). The sequence of inputs is denoted by 
),...,,( 21 NN uuuu = . A decision in the Nth time step is denoted by jN ∊ M={1,2,...,M}. 

Furthermore, we assume that un, and jn, for each n = 1, 2, ..., N are realizations of 
stochastic processes drawn with distributions Pn(jn) i Pn( nu |jn). However, in further 

considerations it is assumed that decisions j1, j2, …, jN forms a Markov chain [3] de-
scribed by an initial (a priori) vector of probabilities, p1, )( 11

)(
1 ijPp i == , i=1,2,…,M, 

and a sequence of transition matrices, PN = [pN,i,j], i,j=1...M, 
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. Besides, it is assumed that the observations of users are 

independent, ∏
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Thus, the problem could be stated as follows. Having a new user the best suited 
decision should be made. It could be made by minimizing following risk functional 
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where NΨ  = [Ψ1 Ψ2 … ΨN] is a vector of decisions, )( nnni uΨ= , E[·] is an expected 

value and L(·,·) is a chosen loss function. It is easy to notice [3] that to minimize risk 
functional (1) it is enough to consider 
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Thus, we can propose an optimal decision making algorithm (Bayesian algorithm) 
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It could be noticed [3] that using assumption about independence of input observa-
tions and that a priori distributions depends on recent a priori distribution and current 
transition matrix, the expression for dependent risk functional (5) could be calculated 
using following recursive procedure: 
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Hence, to make a decision for a given input in Nth time step it is enough to have  
matrices DN(uN), PN, and the vector δN-1. It is important due to the learning stage. 

3.2   General Methodology 

However, from the computational point of view it is important to have as small num-
ber of features as possible with smallest loss of information. Therefore, the number of 
inputs could be decreased to minimum. For example, a student could be described by 
a mean value of grades, number of courses he attended. Then students could be clus-
tered into groups and each group contains students who have similar descriptions. 
One group is so called context [4], [9].   

Furthermore, in real situations the probability distributions are unknown. There-
fore, a learning stage is needed. During the learning process the distributions are esti-
mated based on training sequence, (un,jn), n = 1,2, ..., N. It is worth to notice, that at 
each n there could be more than one observation, (un,k,jn,k), k=1,2,...,K. However, in 
real environments the non-stationarity occurs which means that the estimation cannot 
be made using all observations, e.g. users’ preferences which evolve in time [15]. 

Thus, following general methodology could be propose: 

1. Divide users descriptions (demands) into clusters (each cluster is called a 
context) using some chosen clustering algorithm (e.g. k-Means). 

2. Learning Stage: 
i.) At the beginning estimate p1, D1(·) 
ii.) At each learning step N>1 estimate DN(·), PN, and δN-1. 

3. Classification stage: 
i.) For given user’s demand find an according context (e.g. using   

1-Nearest Neighbour classifier). 
ii.) For given user’s context make a decision using (5). 

3.3   Incremental Learning Algorithm 

As it was mentioned, in many real-life situation the non-stationarity occurs. There-
fore, an adaptive estimation methods have to be proposed. Such adaptation to changes 
could be made by applying incremental learning algorithms [14]. 

In presented approach a following method of estimation is proposed. Let us assume 
that at each learning step there are K observations which come in a data stream  
(sequence). It means that kth observation occurs before (k+1)th observation. Then, the 
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probability distribution is estimated using a frequency matrices (matrices of the same 
sizes as DN(·), PN, and δN-1) but consisting frequency of occurrence of responding 
input or decision. Let denote such matrix as VD,N, VP,N, Vδ,N-1. Then, the learning  
algorithm could be as follows1: 

1. Take a new observation and initiate all matrices. 
2. Update the appropriate frequency matrix by a new kth observation, 

VN
(k) = aN ·VN-1 + VN

(k-1) + Wk 
where Wk is a matrix with ones in proper places for observation’s decision 
and context (determining row and column), and zeros – otherwise, aN ∊ 
[0,1] is a forgetting factor. 

3. Estimate probability distribution using appropriate frequency matrix. If 
there is a new observation, then go to 1. 

The key issue is to fix a proper value of the forgetting factor because it affects the 
estimation. It can have a different value at each learning step or be constant. 

4   Experimental Study 

Presented approach is checked on the example of the educational platform at WTU. 
The platform is dedicated to students service and  enables e.g. sending applications, 
signing up for courses, checking past grades, and so on. Therefore, the educational 
platform could be seen as a SOS in which different services could be distinguished. 

However, in this work the proposed approach is used in the enrolment service. At 
WTU there are different services for enrolment: faculty enrolment, specialisation 
enrolment, sport enrolment, and foreign languages enrolment. Each of mentioned 
enrolment needs reading about tens or even hundreds of course descriptions which is 
a big waste of time both for student and system. In the experiment on the example of 
a enrolment for foreign language it is to shown how proposed approach could be used. 

4.1   Experiment Details and Results 

In the experiment the state in the Markov chain is associated with the language and its 
level: English A1, English A2, English B1, English B2, English C, German A1,  
German A2, German B1, German B2, German C, nothing. At WTU there are more 
languages available (e.g. Korean, Japanese, Czech, Italian, Swedish) but for transpar-
ency of the experiment it was limited to 11. The nothing means that student is not 
signed up for any course. 

Moreover, it is assumed that each student is described by a following vector: num-
ber of all courses, number of exercises, number of laboratories, number of lectures, 
mean of grades, variance of grades, mean of grades from lectures, mean of grades 
from exercises, mean of grades from laboratories, number of fails (grade F), number 
of excellents (grade A). To generate students a real logs from the educational platform 
was used. This dataset was used also in the previous works [12], [13]. 

                                                           
1 Because the algorithm is the same for all matrices, therefore indexes by V are skipped. 
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Then the problem is as follows: Propose a student the most appropriate language 
and the level if recently she/he was enrolled to a course X. 

The experiment was conducted for 2 semester (one semester – one learning stage). 
In the semester one student signs up for a course after another. 

The methodology of the experiment was following: 

1. Using the real dataset a context was established using k-Means clustering 
algorithm. (There are 3 clusters). 

2. Student is generated due to the appropriate probability distribution2 and 
her/his description is mapped with the context id by using 1-NN classifier. 

3. Initial state and next states are generated due to (5). 
4. Incremental learning algorithm with a forgetting factor a is applied. 

It was assumed that at the first learning stage (first semester) a1 = 0. 
Following methods were compared (for 100 students during a semester, 2000  

students, and 5000 students): 

• Markov chain (MC) model with Bayesian inference (5) with a2 ∊ {0, 0.1, 
0.25, 0.5}. 

• Bayesian model (no assumption about Markov chain, Bayes) with Bayesian 
inference with a2 ∊ {0, 0.1, 0.25, 0.5}. 

• Random – list of states is given randomly. 
Additionally, beside classification accuracy another performance index was used, 
called position index. This criterion calculates the difference of real state in the sorted 
due the probabilities list of decisions from the first position. 

Table 1. Classification accuracy (mean value and standard deviation) for compared models 

Mean Std  
100 2000 5000 100 2000 5000 

MC 0.0 0,23 0,283 0,285 0,043 0,005 0,004 
MC 0.1 0,229 0,283 0,285 0,042 0,005 0,004 
MC 0.25 0,229 0,283 0,285 0,042 0,005 0,004 
MC 0.5 0,228 0,282 0,285 0,04 0,005 0,004 
Bayes 0.0 0,245 0,281 0,281 0,046 0,009 0,0055 
Bayes 0.1 0,245 0,281 0,281 0,047 0,009 0,0055 
Bayes 0.25 0,244 0,281 0,281 0,047 0,009 0,0055 
Bayes 0.5 0,244 0,281 0,281 0,047 0,009 0,0055 
Random 0,095 0,093 0,090 0,015 0,004 0,001 

 
The experiment was conducted on 10 generated datasets (decisions about enrol-

ments) and the results are a mean values. Classification accuracy and position index 
are calculated as a mean of two semesters. The results are shown in the tables 1 (clas-
sification accuracy) and 2 (position index – the lower the value the better). 

4.2   Discussion 

First of all it has to be said that analysing classification accuracy for Markov model 
and Bayesian model no statistical difference could be noticed. In the situation with 
                                                           
2 Features number of fails and number of excellents were drawn from discrete distributions and 

all other – Gaussian. 
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Table 2. Position index (mean value and mean value of standard deviation) for compared  
models 

Mean value of position index Mean value of std of position index  
100 2000 5000 100 2000 5000 

MC 0.0 2,91 2,46 2,42 0,713 0,597 0,583 
MC 0.1 2,85 2,45 2,42 0,662 0,592 0,581 
MC 0.25 2,86 2,45 2,42 0,660 0,592 0,581 
MC 0.5 2,87 2,43 2,42 0,665 0,591 0,581 
Bayes 0.0 2,81 2,53 2,53 0,703 0,745 0,756 
Bayes 0.1 2,78 2,53 2,53 0,636 0,741 0,754 
Bayes 0.25 2,78 2,53 2,53 0,636 0,741 0,754 
Bayes 0.5 2,76 2,53 2,53 0,639 0,740 0,754 
Random 4,95 4,97 6,02 0,230 0,277 0,356 

 
100 students in semester one and two the Markov model performs worst because of 
its bigger size of matrices. However, in case of 2000 and 5000 students Markov 
model gave slightly better results. On the other hand, analysing position index 
Markov model was a little bit better than Bayesian model and the mean value of std 
shows that Markov model behaves in more stable way (difference of about 0.15). 

Furthermore, applying Bayesian inference allows to propose around 1/3 of students 
proper decision or, in average, proper decision at 2nd or 3rd position in the list. In 
comparison to random method it is clear that Bayesian approach outperforms random 
personalisation. Moreover, the usage of the incremental algorithm gives slight im-
provement in the quality of classification accuracy and position index. 

Concluding, presented experiment is conducted only on two semesters. Probably, 
carrying out the experiment on 10 semesters should show that applying Markov chain 
model is more appropriate. 

5   Final Remarks 

In this paper the general approach using Markov chain model and Bayesian inference 
for personalisation was proposed. The presented method was evaluated on the  
partially real-life data take from the educational platform. The problem was formally 
stated and the general methodology was proposed. 

In the future more attention should be paid in developing the whole system with 
specified, co-working modules. Moreover, given methodology should be applied in 
the existing educational platform as the additional feature. 

Furthermore, the Markov model should be compared with other methods, e.g.  
using rules-based knowledge representation, or ensemble classifiers. And the higher 
order Markov chains are supposed to be considered. 

Besides, the research ought to be conducted on bigger amount of data, including 
logs of users containing whole history, e.g. history of all enrolments. 
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Abstract. A keyword or topic for a document is a word or multi-word  
(sequence of 2 or more words) that summarizes in itself part of that document 
content. In this paper we compare several statistics-based language independent 
methodologies to automatically extract keywords. We rank words, multi-words, 
and word prefixes (with fixed length: 5 characters), by using several similarity 
measures (some widely known and some newly coined) and evaluate the results 
obtained as well as the agreement between evaluators. Portuguese, English and 
Czech were the languages experimented. 

Keywords: Document topics, words, multi-words, prefixes, automatic extraction, 
suffix arrays. 

1   Introduction 

A topic or a keyword of a document is any word or multi-word (taken as a sequence 
of two or more words, expressing clear cut concepts) that summarizes by itself part of 
the content of that document belonging to a collection of documents. 

The Extraction of topics (or keywords) is useful in automatic construction of on-
tologies, document summarization, clustering and classification, and to enable easier 
and more effective access to relevant information in Information Retrieval. To meas-
ure the relevance of a term (word or multi-word) in a document one must take into 
account the frequency of that term in that document and in the rest of document  
collection. Desirably, that term should not appear or should be rare in documents 
focusing on other subject matters. 

Tf-Idf, phi-square, mutual information and variance are measures often used to 
deal with term relevance in documents and document collections ([16] and [1]). In 
this paper we use those measures (and newly coined variants of them) to extract both 
single-words and multi-words as key-terms, and compare the results obtained. Addi-
tionally, we identify relevant prefixes (with 5 characters length) in order to deal with 
morphologically rich languages. As no one is able to evaluate prefixes as relevant or 
non-relevant, we had to project (bubble) prefix relevance into words and multi-words 
and created, for this purpose,  a new operator (bubble) and new relevance measures) 
to enable the bubbling of prefix relevance, first into corresponding words, and later in 
multi-words. Simultaneously, we improve discussion started in [1] and continued in 
[10] and arrive at different conclusions, namely that results obtained by using tf-idf, 
phi-square and newly derived measures are better than results obtained by using  
mutual information or variance and derived measures. 
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In section 2 we describe how our work contributes to sustainability; related work is 
summarized in section 3. In section 4 and 5 the measures used are defined; experi-
ments done are described in section 6 and the results obtained are presented in section 
7. In section 8 we draw the conclusions on this paper. 

2   Contribution to Sustainability 

This work impacts on sustainability when easy and intelligent access to large docu-
ment collections is a stake. Our computations use suffix arrays as an adequate data 
structure and contribute to decrease computing time and power consumption, thus 
providing new ways to power saving on high performance search centers.  

3   Related Work 

In [2], [3], and [4] authors propose systems to extract noun phrases and keywords 
using language depend tools such as stop-words removing, lemmatization, part-of-
speech tagging and syntactic pattern recognition. As it will be seen, our work diverges 
from those ones as it is clearly language independent. 

The work in [5] and [6], for multi-word term extraction, rely on predefined linguis-
tic rules and templates to be able to identify certain type of entities in text documents, 
making them language dependent. In this area, the method proposed in [10] for ex-
tracting multi-words, requiring no language knowledge, will be used for extracting 
multi-words in 3 languages (EN, PT and CZ), as reported in this paper. 

In [7] the extraction of Key-words from news data is approached. This is a non-
language independent work. A supervised approach for extracting keywords is pro-
posed in [8], using lexical chains built from the WordNet ontology [9], a tool not 
available for all languages. In [1], the paper that motivated our work, a Key-term 
extractor (multi-words) is presented together with a metric, the LeastRvar. However, 
single words are ignored. From the same authors, in [10], the extraction of single and 
multi-words as key-terms is worked out. However, a share quota for most relevant 
single and multi-words is predefined, assuming multi-words as better key-terms. In 
our work, words, multi-words and prefixes are treated identically, with no predefined 
preferences. Results obtained support this other vision and show that tf-idf and  
Phi-square-based measures outperform Rvar and Mutual Information based metrics. 

4   Measures Used 

In this section, for the purpose of completeness, some well-known measures used in 
this work are presented, as well as those newly coined measures we had to create. 

4.1   Known Measures Used  

Tf-Idf Metric. Tf-Idf (Term frequency-Inverse document frequency) [1] is a statistic-
al metric often used in information retrieval and text mining. Usually, it is used to 
evaluate how important a word is to a document in a corpus. The importance increas-
es proportionally to the number of times a prefix/word/multiword appears in the  
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document but it is offset by its frequency in the corpus. It should be noticed that we 
use a probability, p(W, dj), in equation (1), defined in equation (2), instead of using 
the usual term frequency factor. 

Tf-Idf (W, dj) = p (W, dj) * Idf (W, dj).                                             (1) 

p (W, dj) = f (W, dj) / Ndj .                                                                                  (2) 

Idf (W, dj) = log (⎟⎟ D⎟⎟ / ⎟⎟ { dj : W ∈ dj }⎟⎟ ).                                (3) 

Where f(W,dj) denotes the frequency of prefix/word/multiword W in document dj and 
Ndj stands for the number of words of dj; ⎟⎟ D⎟⎟ is the number of documents of the 
corpus. So, Tf-Idf(W,dj) will give a measure of the importance of W within the par-
ticular document dj . By the structure of term Idf we can see that it privileges prefixes, 
multi-words and single words occurring in fewer documents.  

Rvar and LeastRvar, two measures based on variance, were first presented in [1], 
with the aim of measuring the relevance of multi-words extracted automatically [16], 
and are formulated as follows: 

Rvar(W) = (1 / ⎟⎟ D⎟⎟) * Σ ( p (W, di) – p (W, .) / p (W, .))2.                 (4) 

where p (W, dj) is defined in (2) and p (W, .) is the median probability of word W 
taking into account all documents. Being MW a multi-word made of word sequence 
(W1…Wn), LeastRvar is determined as the minimum of Rvar() applied to the leftmost 
and rightmost words of MW. 

LeastRvar(MWi) = min (Rvar(W1), Rvar(W2)).                    (5) 

Phi Square Metric. The Phi Square [12] is a variant of the known measure Chi- 
Square, allowing a normalization of the results obtained with the Chi Square, and is 
given by the following expression: 

ϕ2 = (N . (AD-CB)2 / (A+C).(B+D).(A+B).(C+D)) / M.              (6) 

Where M is the total number of terms present in the corpus (the sum of terms from the 
documents that belong to the collection). And where A is the number of times term t 
occurs in document d; B the number of times that term t occurs in the other docu-
ments of the corpus; C stands for the number of terms of the document d subtracted 
by the amount of times term t occurs in document d; D is the number of times that 
neither document d or term t occur (i.e. D = N -A -B -C); and N the total number of 
documents. 

Mutual Information. This measure [15] is widely used in language modulation, and 
its intent is to identify associations between randomly selected terms and in that point 
determine the dependence that those terms have among them. This measure presented 
poor results. 

4.2   New Measures Used  

It was important to have all measures treated the same way. So, if operator “least” 
was applied to Rvar [1], it should be applied to any other measure used to rank relev-
ance of words, multi-words and prefixes. So, in this section, we describe the newly 
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created measures based on operators “Least” and “Bubbled”. In the following, equa-
tions consider that MT stands for any of the used measures on this work (Tf-Idf, Rvar, 
Phi-square or φ2, and Mutual Information or MI), P a Prefix, W a word, and MW a 
multi-word made of word sequence (W1…Wn). 

Least Operator. This operator is the same used in the measure LeastRvar, adapted to 
work with words alone, where we assume that the leftmost and rightmost words of a 
single word coincide with the word itself. 

Least_MT (W) = MT (W).                                             (7) 

Least_MT (MW) = Min(MT(W1), MT(Wn)).                             (8) 

Bubbled Operator. Another problem we needed to solve was the propagation of the 
relevance  of each Prefix to words having it as a prefix.  

Bubbled_MT (W) = MT (P).                                         (9) 

Having the operators defined we can now present the formulation for the new metrics 
used. 

Least_Bubbled_MT (W) = Bubbled_MT (P).                             (10) 

Least_Bubbled_MT (MW) = Min(Bubbled_MT (W1), Bubbled_MT (Wn)).       (11) 

As in [10] the median of word length in characters was used to better rank words and 
multi-words, we consider two additional operators: LM for “Least_Median” and 
LBM, for “Least_Bubbled_Median “ defined in (12) and (13), where T represents a 
term (word or multi-word). 

LM MT (T) = Least_MT (T) * Median (T).              (12) 

LBM MT (T) = Least_Bubbled_MT (T) * Median (T).             (13) 

5   Experiments 

We worked with a collection of parallel texts, common for the three languages expe-
rimented, Portuguese, English and Czech, from European legislation in force 
(http://eur-lex.europa.eu/). The total number of terms for these collections was of 
109449 for Portuguese, 100890 for English and 120787 for Czech. 

Multi-words were extracted using LocalMax algorithm [10] as implemented in 
[13]. SuffixArrays [14] were used for word extraction and for multi-words, words and 
prefixes counting. 

We worked with single words having a minimum length of six characters (this pa-
rameter is changeable) and filtered multi-words (with words of any length) removing 
those containing punctuation marks, numbers and other symbols. Results presented in 
tables bellow are based on the evaluation of one of the two evaluators, the most critic 
one. Table 1 shows the top best ranked terms extracted from 3 parallel documents. 
Tables 2 and 3 show, for the subset of measures used, that were directly evaluated, the 
average precision obtained for the three languages for one Evaluator. 
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Evaluators were asked to evaluate 25 best ranked terms for each one of the six 
measures in those tables. The evaluation assigned a classification (good topic descrip-
tor (G), near good topic descriptor (NG), bad topic descriptor (B), unknown (U), and 
not evaluated (NE). Last classification (NE) was required because evaluation was 
indirectly propagated for the rest of measures that were not directly evaluated.  
K-statistics, used to measure the degree of agreement between evaluators, is shown in 
table 3, for measures specifically evaluated. Table 4 shows average precision for the 
N top ranked terms for best evaluated measures with N equal to 5, 10 and 20. In tables 
2, 3 and 4, L was used for Least Operator, LM for Least Median Operator, LBM for 
Least Bubbled Median operator. 

6   Results 

Some of the results obtained are presented in the following tables. 

Table 1. First five terms extracted, ranked accordingly using the measure Phi-Square for all 
languages for a document in the corpus 

Portuguese Czech English 

multilinguismo (G) Mnohojazyčnost (G) Multilingualism (G) 

alto nível sobre o 
multilinguismo (NG) 

 Podskupiny (NG) group on 
multilingualism (G) 

nomeados a título (B) Mnohojazyčnosti (G) high level group on 
multilingualism (NG) 

domínio do multilinguismo 
(G) 

 Skupiny (NG) members of the group 
(B) 

composto por oito (B) vysoké úrovni pro 
mnohojazyčnost (G) 

sub-groups (B) 

Table 2. Average Precision for 5 best ranked terms for Evaluator 1 and all Languages 

 φ2 L tfIfd LM 
Rvar 

LM 
MI 

LBM φ2 LBM 
Rvar 

Portuguese 0,723 0,6389 0,463 0,424 0,6222 0,517 

English 0,844 0,785 0,472 0,472 0,800 0,524 

Czech 0,700 0,750 0,450 0,450 0,550 0,500 

Table 3. K-statistics for the two evaluators 

 φ2 L tfIfd L M 
Rvar 

LM 
MI 

LBM φ2 LBM 
Rvar 

K-
Statistics 

Portuguese 0.552 0.6324 0.11 0.0196 0.635 0.2152 

English 0.7275 0.4375 0.2665 0.2584 0.5786 0.3478 
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Table 4. Average precision for the best ranked 5,10and 20 terms, for CZ, EN and PT using best 
applied measures 

 Czech  English  Portuguese 

 P(5) P(10) P(20)  P(5) P(10) P(20)  P(5) P(10) P(20) 

LM tfidf 0.70 0.65 0.59  0.81 0.78 0.66  0.68 0.63 0.64 

LB tfidf 0.80 0.68 0.65  0.85 0.66 0.65  0.86 0.71 0.65 

LM φ2 0.70 0.60 0.58  0.87 0.78 0.70  0.61 0.64 0.59 

L φ2 0.70 0.60 0.58  0.83 0.76 0.69  0.68 0.64 0.59 

LBM tfidf 0.65 0.68 0.66  0.82 0.69 0.62  0.83 0.70 0.68 

tfidf 0.90 0.86 0.66  0.84 0.74 0.67  0.69 0.70 0.66 

7   Discussion 

As shown in table 3, agreement between evaluators was higher for the specifically 
evaluated measures Phi Square, Least Tf-Idf, and Least Bubbled Median Phi-Square. 
Propagated evaluation to other Tf-idf and φ2 based measures also showed equivalent 
agreement results. MI and φ2 based measures obtained poorer agreement. 

Contradicting the point of view presented at [1], we may say that Tf-Idf is a good 
measure for selecting key-terms. Moreover the terms extracted by both Tf-Idf and 
Phi-square, or any of its new variants, show better results than the ones obtained by 
Rvar, or any of its variants, which were considered better than Tf-df in [1]. 

Rvar and Mutual Information alone were not capable of adequately ranking terms. 
Only the usage of variants of these measures, applying Least, Bubble and Median 
operators, improved their results and enabled a selection of best first terms. Otherwise 
first 200 or 400 terms would be equally ranked. 

Evaluated results in table 4 for Portuguese and Czech, two highly inflected lan-
guages, are equivalent. Average precision for English is approximately 10% higher 
than the values obtained for Portuguese or Czech. Best precision results are obtained 
with different ranking measures for the evaluation of the N best selected key-terms. 
Tf-Idf alone produces best results for Czech. Least Bubbled Median Tf-Idf is the best 
for 20 higher ranked key-terms in Portuguese and Czech. Least Median Phi Square 
and Least Median Tf-Idf works better for English while Least Bubbled Tf-Idf produc-
es better results for Portuguese. Results from variants of Rvar and Mutual Information 
were always below 55% for all ranges of terms selected (table 2). 

Bubbled variants showed rather interesting results for the three languages, espe-
cially for Portuguese and Czech. Least and Least Median operators enabled best  
results for English. 

8   Conclusions 

Instead of being dependent on specific languages, structured data or domain, we try to 
approach the key-term extraction problem (of words and multi-words) from a more 
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general and language independent perspective and make no distinctions between 
words and multi-words, as both kinds of entities pass the same kind of sieve to be 
ranked as adequate topic descriptors. Also it can be said that the extraction of prefixes 
(for dealing with highly inflected languages as is Czech and, to a lower degree, Portu-
guese) and propagating their relevance into words and multi-words, apart from being 
one of the main innovations presented, enabled high precision (and recall, not shown) 
values for the top 20 best ranked topic describing terms extracted.  

Also the usage of Suffix Arrays has proved to be very efficient and fast in the ex-
traction of words and prefixes from it, also made viable in a more effective way the 
counting the occurrences of the words, multi-words and Prefixes within the corpus. 

References 

1. da Silva, J.F., Lopes, G.P.: A Document Descriptor Extractor Based on Relevant Expres-
sions. In: Lopes, L.S., Lau, N., Mariano, P., Rocha, L.M. (eds.) EPIA 2009. LNCS, 
vol. 5816, pp. 646–657. Springer, Heidelberg (2009) 

2. Cigarrán, J.M., Peas, A., Gonzalo, J., Verdejo, F.: Automatic selection of noun phrases as 
document descriptors in an FCA-based information retrieval system. In: Ganter, B.,  
Godin, R. (eds.) ICFCA 2005. LNCS (LNAI), vol. 3403, pp. 49–63. Springer, Heidelberg 
(2005) 

3. Liu, F., Pennell, D., Liu, F., Liu, Y.: Unsupervised approaches for automatic keyword ex-
traction using meeting transcripts. In: Proceedings of Human Language Technologies: 
The 2009 Annual Conference of the North American Chapter of the Association for 
Computational Linguistics Boulder, Boulder, Colorado, May 31-June 05 (2009) 

4. Hulth, A.: Enhancing linguistically oriented automatic keyword extraction. In: Proceed-
ings of Human Language Technology-North American Association for Computational 
Linguistics 2004 conference, May 02-07, pp. 17–20. Association for Computational  
Linguistics, Boston (2004) 

5. Yangarber, R., Grishman, R.: Machine Learning of Extraction Patterns from Unanotated 
Corpora: Position Statement. In: Workshop on Machine Learning for Information Extrac-
tion. Held in conjunction with the 14th European Conference on Artificial Intelligence 
(ECAI), August 21. Humboldt University, Berlin (2000) 

6. Christian, J.: Spotting and Discovering Terms through Natural Language Processing. 
MIT Press, Cambridge (2001) 

7. Martínez-Fernández, J.L., García-Serrano, A., Martínez, P., Villena, J.: Automatic Key-
word Extraction for News Finder. In: Nürnberger, A., Detyniecki, M. (eds.) AMR 2003. 
LNCS (LNAI), vol. 3094, pp. 99–119. Springer, Heidelberg (2004) 

8. Ercan, G., Cicekli, I.: Using lexical chains for keyword extraction. Information 
Processing and Management: an International Journal archive 43(6), 1705–1714 (2007) 

9. Miller, G.A.: The science of words. Scientific American Library, New York (1991) 
10. de Silva, J.F., Lopes, G.P.: Towards Automatic Building of Document Keywords. In: 

The 23rd International Conference on Computational Linguistics, COLING 2010,  
Pequim (2010) 

11. de Silva, J.F., Dias, G., Guilloré, S., et al.: Using LocalMaxs Algorithm for the Extrac-
tion of Contiguous and Non-contiguous Multiword Lexical Units. In: 9th Portuguese 
Conference on Artificial Intelligence Evora, September 21-24 (1999) 

12. Everitt, B.S.: The Cambridge Dictionary of Statistics, CUP (2002) 
 



108 L. Teixeira, G. Lopes, and R.A. Ribeiro 

13. Multi-Word Extractor, 
http://hlt.di.fct.unl.pt/luis/multiwords/index.html 

14. Suffix arrays, http://www.cs.dartmouth.edu/~doug/sarray/ 
15. Manning, C.D., Raghavan, P., Schütze, H.: An Introduction to Information Retrieval. 

Cambridge University Press, Cambridge (2008) 
16. Sebastiani, F.: Machine Learning in Automated Text Categorization. ACM Computing 

Surveys 34(1), 1–47 (2002) 



Luis M. Camarinha-Matos (Ed.): DoCEIS 2011, IFIP AICT 349, pp. 109–116, 2011. 
© IFIP International Federation for Information Processing 2011 

Adaptive Imitation Scheme for Memetic Algorithms  

Ehsan Shahamatnia1, Ramin Ayanzadeh2, Rita A. Ribeiro1, and Saeid Setayeshi3 

1 UNINOVA-CA3, UNL-FCT Campus, 2829-516 Caparica, Portugal 
E.Shahamatnia@fct.unl.pt, rar@uninova.pt 

2 Islamic Azad University, Science and Research Campus, Tehran, Iran 
ayanzadeh@srbiau.ac.ir  

3 Amirkabir University of Technology  
setayesh@aut.ac.ir 

Abstract. Memetic algorithm, as a hybrid strategy, is an intelligent optimiza-
tion method in problem solving. These algorithms are similar in nature to ge-
netic algorithms as they follow evolutionary strategies, but they also incorporate 
a refinement phase during which they learn about the problem and search 
space. The efficiency of these algorithms depends on the nature and architecture 
of the imitation operator used. In this paper a novel adaptive memetic algorithm 
has been developed in which the influence factor of environment on the learn-
ing abilities of each individual is set adaptively. This translates into a level of 
autonomous behavior, after a while that individuals gain some experience. 
Simulation results on benchmark function proved that this adaptive approach 
can increase the quality of the results and decrease the computation time simul-
taneously.  The adaptive memetic algorithm proposed in this paper also shows 
better stability when compared with the classic memetic algorithm.  

Keywords: Optimization, Evolutionary computing, Memetic algorithm, Imitation 
operator, Adaptive imitation. 

1   Introduction and Related Works  

Increasingly, complex systems in different domains raise challenging problems which 
cannot efficiently be solved with conventional methods. The quest for a solution to 
these kinds of problems has led researches to use soft computing techniques, by 
which they can obtain near optimal solutions [5,6]. Genetic algorithm (GA) is one of 
the earliest and most renowned metaheuristics successfully applied on many real 
world problems [13-16]. Genetic algorithms, like many other metaheuristics, such as 
particle swarm optimization, explore large areas of search space and locate local min-
ima in early iterations but slack off in trying to find the global optimum [1]; this be-
havior is demonstrated in Fig. 1. Another major problem these metaheuristics face is 
their instability. Due to their stochastic nature they may produce quite different results 
in different runs of algorithm [5]. Among many contributions made to overcome these 
problems and aiming to improve their performance, another family of metaheuristics, 
called memetic algorithms, has attracted many researchers. A memetic algorithm, 
henceforth called MA, is a hybridization of a global optimization technique with a 
cultural evolutionary stage which is responsible for local refinements [17,26]. It is 
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reported in the literature that the marriage between global and local search is almost 
always beneficial [1-3,18,23-25]. Memetic algorithms are also known in the literature 
as Hybrid Evolutionary Algorithms, Hybrid GAs, Baldwinian or Lamarckian Evolu-
tionary Algorithms, Cultural Algorithms or Genetic Local Searchers.  

 

Fig. 1. Sample performance of a genetic algorithm in minimizing a test function 

As biologists put it, a gene is the unit of heredity in a living organism via which the 
physiological characteristics such as eye and hair color is passed from parents to off-
springs. First used in 1976 by Richard Dawkins [4], memes are cultural analogues to 
genes, in that they are responsible for transmitting the behavioral characteristics such 
as beliefs and traditions [2]. Biologists believe that genes in a chromosome are  
(normally) intact during their life span, while psychologists argue that memes are 
from a more dynamic nature, and they can improve and change under the influence of 
the environment they are exposed to. Actually the cornerstone of memetic algorithms 
is that individuals can improve their fitness by means of imitation. 

To implement this concept in the computational framework, several approaches 
have been suggested such as multi-meme MA [17,19], coevolving and self generation 
MA [20] and multi-agent MA [21] , but the mainstream is to conduct a type of local 
search around each possible solution's neighborhood within a predefined radius [5-7]. 
In the rest of this paper we will consider GA based memetic algorithm but the results 
can be extended to the most MAs as well. Regarding the interaction of genes and 
memes in the memetic algorithm evolution process, two main strategies can be wit-
nessed; in memetic algorithms based on Lamarckian theory, the results obtained from 
imitation operator overwrite the genes. In other words, individuals are strongly af-
fected by the environment and the change in their aptitude is disseminated via the 
alteration in their genes. In Baldwinian memetic algorithms genes and memes are 
stored separately [3] as illustrated in figure 2. In this strategy, genes are utilized in the 
reproduction and memes are utilized in the process of choosing the chromosomes. 
Hence, among chromosomes with similar fitness, those who have better solutions in 
their neighborhood have higher chance of reproduction [3].  
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Fig. 2. Sample chromosome in Baldwinian MA 

It is well established that pure genetic algorithms cannot easily fine tune the solu-
tions in a complex search space [1], whereas if they are coupled with an individual 
learning procedure capable of performing local refinements the results will be promis-
ing [8,9,22]. Benefitting from both Darwinian evolution and domain specific heuris-
tics, memetic algorithms not only balance the generality and problem specificity, but 
also render a good methodology to trade off between the exploration capacities of 
underlying GA and the exploitation capabilities of local search heuristic. In the other 
hand this translates into more computations, more time and loss of diversity within 
population [10]. As an example, with a classic hill climbing algorithm, for a chromo-
some with n genes if each gene can take 3 different values, then in each iteration 3n 
different neighbors must be checked. To ameliorate these drawbacks, we first propose 
an adaptive imitation scheme and then we study the performance of variations of hill 
climbing search strategy in conjunction with the adaptive imitation.  

Beside their strengths, memetic algorithms also have their limitations. This paper 
addresses two major issues related to memetic algorithm design and performance. 
First issue is designing an appropriate local search scheme for the problem at hand. 
For some problems it is very difficult to define a neighborhood mechanism for a point 
in the search space. Furthermore, local search strategies usually bear high computa-
tional time [11]. Second issue is setting the imitation operator parameters. In this 
paper first we propose an adaptive scheme to define the intensity of imitation opera-
tor. Then the effect of this adaptive scheme has been studied on different variations of 
hill climbing local search.  

The rest of the paper is organized as follows. In Section 2, we discuss the technologi-
cal innovation of this paper for sustainability. In section 3, the proposed adaptive imita-
tion operator is evaluated and different local search strategies are studied. The simulation 
results are also discussed in this section. Finally, Section 4 concludes this paper. 

2   Technological Innovation for Sustainability 

This work impacts on sustainability when we are challenged by finding optimal solu-
tions for increasingly complex systems (mostly in terms of dimension of the search 
space) in different domains, which cannot be efficiently solved with conventional  
optimization methods. These problems can range from water resource optimization, 
control and optimization of renewable energy systems, supply chain management and 
risk management in sustainability proactive strategies. The quest for a solution to these 
kinds of problems has led researches to use soft computing techniques, by which they 
can obtain near optimal solutions [13-16]. Memetic algorithms are a class of meta-
heuristic algorithms which combine a global optimization technique with a cultural 
evolutionary stage responsible for local refinements [5]. In this paper, we propose a 
novel adaptive memetic algorithm, where the influence factor of the environment, on 
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the learning abilities of each individual, is set adaptively. This translates into a level of 
autonomous behavior. In summary, we first propose a memetic algorithm, which in-
cludes an adaptive imitation scheme, and then we study the performance of variations 
of hill climbing search strategy in conjunction with the adaptive imitation. With the 
improved performance achieved by proposed memetic algorithm we can solve the 
above mentioned problems more efficiently and achieve better results. 

3   Research Contributions and Simulation Results 

As mentioned earlier, the structure of local search algorithms imposes a high compu-
tational cost, which is exponential. Simulation results verify that the performance of 
memetic algorithms is highly dependent to the neighborhood size. For example in a 
problem with continuous values for genes, smaller neighborhood radius (up to a 
threshold) leads to better solution, but the price is increased number of evaluations 
and much computational time. Hence, a dynamic imitation rate in which the 
neighborhood size is adjusted based on the iteration can guide the searching strategy 
more wisely. To calculate the imitation rate in continuous search space, equations 
below are presented: 
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where t is the current iteration, T is the maximum number of iterations and a is the 
adaption coefficient. Imitation rate diagram for different values of a is illustrated in 
figure 3. 

The metaphorical concept suggests that imitation can be feckless in some situa-
tions, i.e. impulsive imitation misleads the evolution process. Each person during his 
life span benefits from the interactions with the environment as means to improve his 
competency in the society, but the scale to which he is influenced from the environ-
ment usually decreases as he grows older. In the proposed imitation adaption scheme, 
 

 

Fig. 3. Imitation rate for different values of a. Left: Equation 1, Right: Equation 2. 
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diversity of the population is estimated by the iteration number. In the first iterations 
population should be as diverse as possible to cover all searching space, but achieving 
final iterations diversity of solutions decreases. In this scheme the imitation rate of 
individuals decreases along the evolution process. This will not only reduce the un-
necessary evaluation of neighbors, i.e. increase the speed, but it also regulates the 
exploitation rate and leads to improved solutions.  

Hill climbing local search has been one of the most used canonical imitation opera-
tors, suitable for continuous search space [3,18,25]. In the following section different 
variations of hill climbing algorithm is evaluated and the simulation results are  
discussed. In these simulations the imitation rate is calculated adaptively using equa-
tion 1 and equation 2. To make comparisons we use Ackley test function. Numerous 
local minima in the search space of this function have made it one of the popular 
bench mark functions for the assessment of evolutionary algorithms [5,7]. Equation 3 
represents the Ackley function in n-dimensional space: 
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Taking into account the stochastic nature of evolutionary algorithms, for each simula-
tion we run the algorithm 30 times and get the best solution and average of the solu-
tions to compare the algorithm performance. Variance of the solutions is also  
presented to assess the stability of algorithms; smaller variance indicates that solu-
tions obtained from different runs of the algorithm are closer to the average index. 
Time index indicates the average time a single run of algorithm takes. For all memetic 
algorithms used in our study, properties of GA part are the same. 

Complete hill climbing imitation-- In this algorithm all possible neighbors of a chro-
mosome are generated and evaluated and the best neighbor replaces the current chro-
mosome. The search continues until there is no any neighbor better than current state 
of the chromosome. The simulation results obtained from 30 runs of the algorithm are 
provided in table 1. To calculate the imitation rate equation 1 and equation 2 are used. 
Adaption coefficient is set empirically for each problem space. Since the number of 
iterations required for imitation operator is not predictable and the computational cost 
is exponential, running time for this algorithm differs in various runs and even the 
algorithm may end up acting like a complete search. 

First-best hill climbing imitation-- Contrary to the complete hill climbing search, this 
algorithm stops the search procedure as soon as a neighbor better than current chro-
mosome is found. In the worst case first-best hill climbing search is like complete hill 
climbing search, but the simulation results in table 2 show that the running time of 
this algorithms is improved compared to the previous one. 

Table 1. Simulation results for complete hill climbing with adaptive imitation 

Adaption 
equation 

a 
Time 

(s) 
Solution 
average 

Solution 
variance Best solution 

Eq. 1 3 16.02 4.368 × 10-8 3.174 × 10-14 0.000 × 10-3 

Eq. 2 5 16.02 8.839 × 10-8 4.329 × 10-14 3.553 × 10-15 
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Table 2. Simulation results for first-best hill climbing with adaptive imitation 

Adaption 
equation 

a 
Time 

(s) 
Solution 
average 

Solution 
variance Best solution 

Eq. 1 3 10.23 5.310 × 10-9 6.672 × 10-14 0.000 × 10-3 

Eq. 2 4 10.22 3.199 × 10-9 5.648 × 10-14 3.553 × 10-15 

Single-step hill climbing imitation-- This imitation operator considers a hill climbing 
search with only a single step (iteration). After all the neighbors of a chromosome are 
evaluated, best neighbor (if any) replaces the current chromosome and search stops. 
Since each imitation operation is a single step forward, the computational time of the 
algorithm in different runs is the similar. Simulation results are provided in table 3.  

Table 3. Simulation results for single-step hill climbing with adaptive imitation 

Adaption 
equation 

a 
Time 

(s) 
Solution 
average 

Solution 
variance Best solution 

Eq. 1 5 6.43 3.165 × 10-9 4.677 × 10-17 3.553 × 10-15 

Eq. 2 2 6.43 1.701 × 10-11 3.032 × 10-22 0.000 × 10-3 

Table 4 provides the simulation results to compare an enhanced GA with elitism, 
standard GA based memetic algorithm (MGA) and single-step memetic algorithm 
(SSMGA) together. It can be seen that the memetic algorithm with single-step hill 
climbing search and using the adaptive imitation outperforms other algorithms both in 
computational time and in the performance. 

Table 4. Simulation results comparing GA and variations of MA with adaptive imitation 

Algorithm a Time (s) Solution 
average 

Solution 
variance 

Best solu-
tion 

GA - 4.32 4.09 × 10-6 2.70 × 10-10 5.58 × 10-15 

MGA 10-1
 11.2 1.10 × 10-6 3.61 × 10-11 5.55 × 10-15 

MGA 10-3 285.2 7.49 × 10-7 9.33 × 10-12 3.55 × 10-15 

MGA 10-6 3892 1.81 × 10-8 1.67 × 10-13 2.51 × 10-15 

MGA 10-9 ∞ ---------- ---------- ---------- 

SSMGA 2 6.43 1.70 × 10-11 3.02 × 10-22 0.00 × 10-3 

4   Conclusions and Future Works 

Memetic algorithms, being the most famous hybridization method, successfully im-
prove the performance of their underlying global search algorithm. They effectively 
improve the stability and fine tune the algorithm to converge to the global optimum. 
Two major issues that MAs suffer from are increased computational time and design-
ing appropriate imitation operator which defines the neighborhood function. Points 
that are locally optimal with respect to one neighborhood structure may not be with 
respect to another [12]. In this paper first we introduced an adaptive scheme to deter-
mine the imitation rate. In this scheme the capacity of individuals to be influenced by 
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the environment is reduced as they grow older. By studying different imitation struc-
tures, we introduce a single-step hill climbing search strategy coupled with adaptive 
imitation.  

Improvements in quality of results and computation time are usually conflicting ob-
jectives. Simulation results show that the proposed approach not only improves the 
efficiency of the memetic algorithm, by fewer neighbor evaluations and less computing 
time, but it also improves the performance by achieving better results. This verifies that 
excessive imitation can potentially distract the algorithm from global convergence.  

Proposed contributions have been developed for problems with continuous search 
space, using genetic algorithm and variation of hill climbing algorithm, but the con-
cepts can be extended to discrete domain and using other metaheuristics. Future  
research will further address the automatic fine tuning of the adaption coefficient. 
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Abstract. Tuberculosis is a treatable but severe disease caused by Mycobacte-
rium tuberculosis (Mtb). Recent statistics by international health organizations 
estimate the Mtb exposure to have reached over two billion individuals. Delay 
in disease diagnosis could be fatal, especially to the population at risk, such as 
individuals with compromised immune systems. Intelligent decision systems 
(IDS) provide a promising tool to expedite discovery of biomarkers, and to 
boost their impact on earlier prediction of the likelihood of the disease onset. A 
novel IDS (iTB) is designed that integrates results from molecular medicine and 
systems biology of Mtb infection to estimate model parameters for prediction of 
the dynamics of the gene networks in Mtb-infected laboratory animals. The 
mouse model identifies a number of genes whose expressions could be signifi-
cantly altered during the TB activation. Among them, a much smaller number 
of the most informative genes for prediction of the onset of TB are selected us-
ing a modified version of Empirical Risk Minimization as in Vapnik’s statistical 
learning theory. A hybrid intelligent system is designed to take as input the 
mRNA abundance at a near genome-size from the individual-to-be-tested, 
measured 3-4 times. The algorithms determine if that individual is at risk of the 
onset of the disease based on our current analysis of mRNA data, and to predict 
the values of the biomarkers for a future period (of up to 60 days for mice; this 
may differ for humans). An early warning sign allows conducting gene expres-
sion analysis during the activation which aims to find key genes that are  
expressed. With rapid advances in low-cost genome-based diagnosis, this IDS 
architecture provides a promising platform to advance Personalized Health Care 
based on sequencing the genome and microarray analysis of samples obtained 
from individuals at risk. The novelty of the design of iTB lies in the integration 
of the IDS design principles and the solution of the biological problems hand-
in-hand, so as to provide an AI framework for biologically better-targeted per-
sonalized prevention/treatment for the high-risk groups. The iTB design applies 
in more generality, and provides the potential for extension of our AI-approach 
to personalized-medicine to prevent other public health pandemics.  
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1   Introduction 

Tuberculosis is a severe lung disease which is responsible for increase of 9.4 million 
[1] cases per year that will results about 2 millions of patients death [2]. Infection will 
be acquired by inhalation of Mycobacterium tuberculosis contaminated air and/or 
droplets [3]. Even from slight initial invasion of the agent, infection may lead to latent 
TB or may lead to primary disease [4]. The exact time which is taken from the initial 
infection until the development of disease varies among individuals. This variation 
can be attributed mainly to the immune status of an individual. Immuno-compromised 
individuals or individuals which their immune systems are suppressed might likely 
develop primary disease. The World Health Organization WHO [1], has reported the 
burden of disease under various circumstances, and in particular, the number of bacte-
ria sufficient to infect an individual [3]. After 2008, the numbers of incidence, preva-
lence and mortality, are estimated to be at least as 9.4 million incidence cases, 11.1 
million prevalence cases and 1.3 million deaths [1]. Since an individual can infect  
10-15 individuals [3], from a public health viewpoint, early diagnosis and treatment 
[5] is crucial to contain the disease. In particular, technologies for early detection and 
isolation of an infected individual will play a major role in sustainability of the global 
population health.  

Understanding the molecular mechanisms during the invasion of M. tuberculosis 
provides valuable insights for the analysis of the biological understanding of the 
course of infection. Besides, the molecular understanding might lead to development 
of the necessarily better targeted treatment strategies against tuberculosis [6]. To 
serve this purpose, Talaat et al. (2004) analyzed MTB infected lung samples of im-
muno-compromised and immune-competent mice. They found the genes that are 
expressed (or significantly changed) during early invasion through systematic applica-
tion of the microarray technology [7]. As a result of this analysis, they reported the 
differences between expression profiles in three different environments. In an analog-
ous fashion, but in a different context, microarray technology is used to monitor the 
changes in M. tuberculosis gene expression during the treatment with antituberculous 
drug isoniazid [8]. According to analysis of expressed genes in presence of isoniazid, 
researchers are more likely to enhance the drug targets. Behr et al. (1999) perform 
microarray analysis in order to understand the differences between genomic structures 
of M. tuberculosis and M. bovis and other strains of M. bovis which are also com-
pound of the BCG vaccines. Accordingly, this study has aimed to serve the purpose of 
developing new and more narrowly-aimed vaccines and/or antituberculosis treatment 
[9]. Fisher et al. (2002), draw attention to the function of the acidification during the 
immune response through using microarray [10]. As a result of their analysis, they 
suggest that, acidification might be a signal to induce the gene expression needed by 
the bacteria to survive against the immune response cells known as phagosomes.  

The discussion above is short, but essentially highlights the critically sparse state-
of-art knowledge regarding detection, prediction and treatment of individuals at risk, 
and in fact, almost all categories of individuals infected by this microbe. 
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In the following, we report on preliminary progress in design of an intelligent sys-
tem (Section 3) based on our earlier de novo analysis of gene expression time-series 
by novel applications of stochastic signal processing, new clustering algorithms, and 
dynamics of representations of clusters in an appropriate hyperbolic space. 

2   Contribution to Sustainability 

One remark encountered often in modern higher education and research is the signi-
ficance of close collaboration between young investigators in the computational and 
the engineering sciences with biologists to provide a fruitful framework for the syn-
thesis of diverse concepts and tools. In this way, integration of hardware-software and  
‘biological knowledgeware’ provides prospects of imminent solutions of myriad chal-
lenging biological sustainability research problems through collaborative effort. This 
research is an illustration of this piece of educational wisdom in this regard. The need 
for solution of hard biological problems has inspired formulation of a number of  
challenging problems in scientific computation and engineering. 

High performance scientific computation plays a critical role in the 21st century re-
search and engineering design optimization. An important case arises in research on 
challenging problems in Global Public Health, such as sustainability of protective 
measures against infectious diseases for humans and animals living across all geo-
graphic locations, and as much as possible, under all states of living conditions. This 
research adheres to the above-mentioned objective of sustainability, utilizing the 
state-of-art in informatics and engineering. Design of intelligent systems have 
enriched the modern technological societies, and extending its domain to include the 
entire global community is inevitable for future protection of life and earth and assur-
ance of a sustainable mechanism to provide a healthy society across the globe.  
Further, among myriad health and disease conditions, there is a serious risk of faster 
spread of diseases such as TB by more susceptible sectors of individuals at risk due to 
a compromised immune systems. Sustainability of global health, therefore, must  
include effective solutions to prevent infection and more likely death by such individ-
uals. On the ethical side, there are limitations to keeping in isolation individuals-at-
risk due to the higher risks of eventual severe or fatal sickness. The research on iTB 
system provides a viable approach to answer the above-mentioned problems based on 
effective applications of modern engineering and informatics. 

3   iTB: Intelligent TB Dynamical Modeling 

We have developed a conceptual framework for dynamical analysis on the grounds of 
solid mathematical models and empowered by software engineering viewpoint toward 
information systems development. This viewpoint ensures reusability of the system as 
a whole or in part for different applications in different disciplines. In other words, a 
modular design of the system allows us to (1) simplify extending the system capabili-
ty while maintaining accuracy, (2) rebuild new configurations on demand - e.g. for 
different clinical applications, and (3) distribution of massive computation among 
different processing blocks. The entire setting adheres to the engineering principles 
for deployment within today’s High Performance Computation (HPC) infrastructures, 
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like Computational Grids, and most recently, Computation in Clouds. Data-intensive 
computing era calls for such adaptable architectures to guarantee the applicability of 
informatics methods for growing population, increasing healthcare demands and  
personalized (thus, real-time) medical treatment. 

 

Fig. 1. Global architectural view of iTB 

Fig. 1 shows a global architectural view of iTB. The main part is the empirical  
network construction module which can work iteratively to gain computational access 
into higher levels of dynamics of massively complex biological systems. 

A brief description of modules is provided below. The Imputation Module tries to 
fill in the missing pieces of the data, which is a common issue in biological time-
series samples. The algorithm utilized here relies on the widely-used Expectation 
Maximization (EM) algorithm to find the best candidates (i.e. most probable ones) for 
missing values. We have adapted a generalized version of EM [11] to apply to our 
problem setting. The next Module also performs preprocessing provides a suitable 
smoothing of the time-series for mathematical analysis, which requires stable local 
behavior of the time-series (regarding variations and disregarding spiky results). We 
have employed piecewise cubic Hermite interpolating polynomial (PCHIP) curve 
fitting approach [12] and re-sampled the regressed curve to approximately simulate 
the behavior of the system in an appropriately smoother way to accommodate diffe-
rentiation and other analytic operations.  

The next few Modules are designed to find the multi-level structure of the complex 
networks. They deal with the twisted behavior that results from the connectionism 
beyond the “build from the simplest blocks” philosophy. In non-technical terms,  
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connectionist and other learning-theoretic models are constrained by the nature of the 
domain of generalization, and the balance between the sufficiency of samples versus 
overtraining. This implies the requirement of elucidating the interrelationship among 
samples of different levels of significance for estimating future dynamics from the 
sample point (among other technical hurdles to overcome the biological complexity in 
predicting the state of the disease from a sparse sample.) Thus, to capture the dynam-
ics of the disease, hierarchical clustering techniques are employed to build a  
multi-level structural/behavioral model of interactions inside the system.  There are 
advantages to using hierarchical clustering versus non-hierarchical clustering. A com-
prehensive analysis of different clustering methods and their applicability will appear 
in due time. Briefly, hierarchical clustering allows the modeler to take into account 
various forms of analytic singularities, avoiding the artificial assumption that the data 
samples are uniformly chosen from a single probability distribution function (pdf). 
Hierarchical clustering, on the other hand, offers the more realistic assumption that 
different sub-clusters are samples from several pdf that could somewhat differ from 
the initial pdf. Such diversity of pdf is expected in biology, due to variation and other 
complex biological phenomena.  

The remaining Modules attempt to render the novel concepts of special-
architecture empirical networks for topological modeling of complex networks. This 
approach enables us to use a vast spectrum of solid mathematical analysis tools to 
reveal invaluable measures of correspondence between components of complicated 
systems (cf. below for an outline.)  

Two of the Modules capture dynamic similarities, and record the migration of  
different classes of genes with different perspectives towards the inclination of the 
groups’ rate and acceleration change in the course of time. The next Module estimates 
the probability densities in clusters via the exponential family of models. The expo-
nential family has the unique advantage of being quite flexible to accommodate many 
deviations from Gaussian models, while still are parameterized via a a finite dimen-
sional Riemannian manifold in the Hilbert space of L2-integrable functions. The  
Riemannian structure alluded above is complete and hyperbolic. Hypothesizing the 
consistent behavior of related genes in the hyperbolic space, we have measured the 
distance between the clusters of genes as follows, which we mention in the Gaussian 
case to simplify the presentation. 

The individual clusters are regarded as samples from a probability distribution; e.g. 
for the sake of a concrete illustration, consider two clusters that are regarded as  
samples from two pdfs that are normal distributions 

2~ ( , )j j jN mμ σ
                                                    (1) 

So for any time frame, we have a topological representation of the system that evolves 
in time and shows the behavior of the systems in the frame of the hypothesis. To be 
able to visually inspect the dynamics of the system, we may argue based on the  
experimental results that projection of the high-dimensional networks obtained  
into the very first principal components gives us a good representation of the  
behavioral model. 
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3.1   Mathematical Methods 

First, the solution of the preceding estimate requires transforming the ill-posed prob-
lem into a regularized well-posed problem [13], [14] and [15] Thus, it is desired here to 
have a well-posed problem regarding estimating the measure on the “function-space”. 
There are well-known methods and more modern ongoing research on regularization, 
and we shall omit the discussion due to lack of space [13] and [15]  To readers familiar 
with learning theory [16], the latter problem could be regarded as “Learning the Meas-
ure” from the sample of trajectory dynamics (we used the data available to us from the 
TB-infection of mice) through a controlled iterative scheme. Thus, we proceed to cast 
the latter in Statistical Learning Theory. Accordingly, we need to have a robust esti-
mate for the error in iterative steps of learning to quantify the approximation error for 
the posterior mentioned above. Robust error estimates require stability in solution of 
sampling. To have a well-posedness of the inverse problem for the posterior measure 
will provide desired levels of stability. In turn, such stability may be used as the basis 
for quantifying the approximation of inverse problems for functions in a finite-
dimensional-space setting. This requires an estimate for the distance between the true 
and approximate posterior distributions, in terms of error estimates for approximation 
of the underlying forward problem. 

 Let µ1 and µ2 be two normal distributions with means m1, m2 and standard devia-

tions σ1 and σ2. The computation of distance between them is as follows  
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This metric is initially defined for two measures µ1 and µ2 that are absolutely conti-
nuous relative to a measure λ as: 
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where  terms are Radon-Nikodym derivatives respectively. The definition of (3) 

does not depend on the choice of λ, so (3) does not change if λ is replaced with a dif-
ferent probability measure with respect to which both µj are absolutely continuous. 
For two normal distributions (1), the formula for (3) is (2) and readily could be used, 
even helped by symbolic algebra, to improve accuracy of the iterative Learning-
theoretic calculations. Control of differences in the Hellinger metric (i.e. d2

H) leads to 
control on the differences between expected values of functions and operators (that 
admit polynomial bounds). Statistical Learning Theory [16] provides the tools to 
complete the remaining steps in this approach. There are other computational reasons 
for choice of the Hellinger metric versus other probability-theoretic divergences, say 

1 2( , )Hd μ μ
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from the family of f-divergences such as the Kullback-Leibler, Wasserstein or other 
metrics. Among them, one could gain useful estimates of bounds more easily using 
this metric, such as in 

1
2 2 2

1 2 1 2 1 2|| || 2( || || || || ) ( , )Hfd fd f d f d dμ μ μ μ μ μ− ≤ −∫ ∫ ∫ ∫             (5) 

In turn, such bounds point to design of numerical schemes that allow us to solve the 
inverse problem and gain control in relating estimates arising during perturbations in 
the domain and range, respectively. Briefly, in the discussion above, let the integer N 
denote the iteration count, and correspondingly, the estimates ΨN(v;w), μN, such that ~ ( ; ), ~ ( ; ). Then bounds on (6) provides a sequence of improv-

ing bounds on (3) that demonstrates when → ∞, the Hellinger metric approaches 
zero exponentially in N. 

| (  ; ) (  ; ) |Nv w v wΨ −Ψ                                           (6) 

For Gaussian densities, these bounds are used to prove that the means and covariance 
operators associated to μN, and μ, are close in the Hilbert-space (or the Banach space, 
in more general circumstances) operator-norms. Therefore, in the approach outlined 
above, we could arrange for the transfer of estimates from the numerical analysis of 
forward problems into estimates for the solution of the related inverse problem. 

4   Results and Discussion 

In the preceding arguments, the space of exponential probability density functions is a 
Riemannian manifold, and we need a discrete approximation to capture its metric 
properties within the prescribed error bound. The discrete approximation is typically 
expected to be high dimensional (thousands or more). In the case of normal distribu-
tions, a number of analytic simplifications are available that allow of us to reduce the 
dimensionality of the metric model. In particular, the Riemannian metric could be 
approximated by sampling of the distance data, and the model reduction for the sam-
ple agrees with the desired approximation to the Riemannian structure. As expected 
Singular Value Decomposition provides the direct approach, and in the case of animal 
models of the disease (murine), the results are obtained as follows.  Empirically, we 
have observed that considering the first three principal components retains about  
80-85% of the information content of the network (i.e. the ratio of the first 3 eigenva-
lues to the total sum), while the dynamical separation of different conditions under 
study are brilliantly visible. Figures 2 to 7 show a sample dynamics of the TB genes 
in the level of data. The axes are all relative to a unit-free representation of the cluster 
distances as measured in the Heilinger distance. Figures are converted to the  
3-dimensional projection metric for visualization purposes. The figures are shown in 
different zoom levels for clarity purposes. 

We have studied, as an example, the dynamics of gene expression profiles of  
TB-related families in a period of 24 hours after infection. Profiles are recorded every  
4 hours and a sliding window approach is used to investigate the differences between 
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the “behavioral associations” among genes. As could be observed in the figures, there 
is a heart-beat-like pattern between clusters representing the conditions. Each point on 
the graphs represents a cluster of genes in one of the conditions. The observable dy-
namics resemble a group of particles in a force field which approach each other and 
then the repulsing forces cause the system to scatter around.  

The importance of the above-mentioned results is that the behavioral differences be-
tween the two conditions are observable in the very first stages of getting exposed to 
the invader. The discrimination between the two groups of points (red crosses vs. blue 
circles) which correspond to the different conditions, could be observed from these 
graphs as a growth/shrinkage pattern. From a clinical treatment viewpoint, this is of 
utmost importance as one could be treated before the infection spreads out of control.  

At the time of writing this article, we are making progress in translating the above-
mentioned visualization-based observations (the differences between the two cases) 
into a classification scheme within the 3-dimensional principal component space 
(please see figures). Our method is based on design of new algorithms that minimizes 
the empirical risk function (analogous to the Vapnik soft-margin SVM empirical risk 
functional), using the hyperbolic metric in lieu of the Euclidean distance in the theory 
by Vapnik and others. While the computations are much more challenging, the  
mathematical results that must guarantee the existence of a minimum for the risk 
functional and the desired regularity properties are ensured through extensive mathe-
matical work on analysis of functions on hyperbolic spaces, in particular, bounded 
sequences of approximations to a minimum converge exponentially (hence even fast-
er than the Euclidean metric) and there is a unique limit point for the sequence, hence 
a unique minimum. The details will be provided in a forthcoming paper. 

 

Fig. 2. These samples of the visualization movie frames show instances of patterns in dynamics 
of the hyperbolic representation of the analyzed sample of TB gene expressions in time. The 
dynamics is approximated discretely, then projected to the 3-dimensional reduced model from 
the hyperbolic space. The first three dominant principal modes capture more than 80% of the 
information contents in the original hyperbolic space. Once the separations of different  
dynamic patterns are accomplished in the reduced model, clearly the original data will also 
demonstrate the separation by considering the inverse-images of the separating hyperplanes. 
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Fig. 3. A sample of projection of the gene expression dynamic pattern in the reduced model 

 

Fig. 4. A sample of projection of the gene expression dynamic pattern in the reduced model 
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Fig. 5. Another sample of projection of the gene expression dynamic pattern in the reduced 
model 

 

Fig. 6. Another sample of projection of the gene expression dynamic pattern in the reduced 
model 
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Fig. 7. Another sample of projection of the gene expression dynamic pattern in the reduced 
model 
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Abstract. Simple human gait can be difficult, unfeasible and not always 
practical in Virtual Reality, because of spatial and technological limitations. For 
3D virtual environment travelling, different walking platforms have been 
developed in the last few years, but navigation using most of them is far from 
bringing naturalness to the user’s movements. Users sometimes are unsecure 
and they are trying to adapt and to correct any irregularities they feel. Our 
research is focused on specific walking patterns that characterize the intention 
of walking: starting walking with a certain speed, maintaining a desired speed, 
accelerated walking, decelerated walking, stopping. In laboratory conditions, 
using a motion capturing system, these behaviors were reproduced, measured 
and analyzed.  

Keywords: human gait, Virtual Reality, walking patterns, walking platforms, 
walking intention, gait analysis, kinematics. 

1   Introduction 

The main motor activity of daily life, human walk, is a complex, dynamic and 
unforeseeable process. It involves multiple joints movements, demands sensory-motor 
integration and the synchronization of the skeleton with the neurological system. 
Even if it runs mostly unconsciously, it has important goals: to keep upright, to 
maintain balance, to avoid collapse, to move the center of mass forward, change 
direction when necessary, avoid obstacles, adapt for avoiding painful forces or 
motions etc [1]. Human gait is integrated in a big, autonomous and auto-adaptive 
control system, capable of learning, which is the human being. 

The complexity and difficulty of human gait have made it difficult to use as a key 
element present in the natural human-machine interaction. In Virtual Reality (VR), 
human gait is considered the user’s most natural way of exploring a virtual 
environment [2], [3]. The user does not have to learn any interaction metaphor [4]; he 
can use his own walk for navigating inside the virtual environment, in the same way 
as he does in the real environment.  

For Virtual Reality travelling, multiple devices and platforms have been built, to 
facilitate the use of human natural walk as the main way of navigating and exploring a 
3D virtual environment. Though, most existing platforms are either too large or 
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expensive, or don’t bring naturalness and safety to the users’ movements during 
travelling [5], [6], [7], [8]. To create to the user the perception of natural walking in a 
virtual environment, a VR travelling platform should permit the user to walk freely, in 
any direction and with any desired speed, but this is not always possible because of 
physical and technical limitations.  

The control system must have an appropriate response regarding the user’s 
locomotion, in order to assist him in a freely and unrestricted manner, but at the same 
time to keep him/her as precise as possible in a fixed point and area of the walking 
surface. In this case one of challenges for the controlling system is related to the 
various changes of speed and direction in human natural walking. The main question 
is whether it is possible or not to anticipate and predict the gait intent in order to allow 
a real time control for high precision gait cancelling. 

The attention of this paper is focused on the various changes of the linear walking 
speed. It is presented an approach for gait intent identification based on classification 
of the human postures while taking various decisions for linear walking.  Analyzing 
the specific walking inputs that the control systems of travelling platforms use [5], 
[6], [7], [8] we observed that they are not focused on specific decision patterns that 
characterize the intention of walking: starting walking with a certain speed, 
maintaining a desired speed, accelerated walking, decelerated walking, stopping. 
These locomotion intentions can be externally observed in user’s walking behaviors. 
In laboratory conditions, using a motion capturing system, these decision walking 
behaviors were reproduced, measured and analyzed.  

2   Contribution to Sustainability 

Virtual Reality is one of the most promising simulation technologies for the future 
sustainability. The application areas range from medical, engineering to urban 
planning, training and education, sports and arts. Natural navigation of the human 
user in Virtual Environments is one of the current bottlenecks which are expected to 
unlock a large number of applications on the entire spectrum but especially in the area 
of urban planning and built environment which are crucial for the future sustainable 
development.  

One of the latest applications of gait study concerns the natural navigation in 
virtual environments using special devices like carpets and treadmills that are able to 
cancel the human displacement while walking. The main problem for the control of 
these devices is the identification of human gait intent in order to compensate in real 
time the displacement with the highest possible precision. Usually, the latency in 
anticipation of the displacement intent leads to the necessity of a device with a larger 
walking area. The more precise is the anticipation of the gait intent the smaller the 
needed walking area is needed. In case of Virtual Reality applications with limited 
user space, increasing the speed and precision of anticipation is crucial, as the user 
have a limited physical space available for walking.  

The proposed approach, presented in this paper, is focused on building better 
controlling systems for Virtual Reality travelling platforms that will adapt to the user 
needs and will eliminate the user’s intervention for machine accommodation. This 
paper presents results of preliminary tests for linear walking, which are promising for 
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further development of our project: obtaining the instantaneous parameters for omni-
directional walking. Nevertheless, identifying the gait intent is a very complex issue 
that not only needs much more information about the instantaneous postures, but also 
interpretation of these data such as to be able to predict the next moves. 

3   Methodology 

3.1   Participants 

Five healthy young subjects were recruited as volunteers from the student population 
of Transilvania University of Brasov, Romania. Before participating in the 
experiments, the subjects were fully informed about the nature of the study and they 
all gave their consent to participate to it. The mean age of the participants was 25. The 
participants wore comfortable shoes and tight fitting clothing for reducing the 
movements of the markers placed on the body (Fig. 1). 

     

Fig. 1. Left: Camera placement (IR cameras in portrait orientation), capturing area and 
subject’s walking direction (dotted line). Right: Full body marker placement (lighting points). 

3.2   Apparatus 

Human walking was measured using the Optitrack Motion Capturing System [9]. 
Optitrack Motion Capturing System is a passive optical system that use markers 
coated with a retro-reflective material to reflect light back to the infrared cameras 
(IR). Twelve IR cameras were used for data capture (as it can be seen in the Fig. 1). 

The optical motion capturing system was chosen for the main advantages it has: 
high update rates, low latency and scalable to fairly large areas [10]. The surrounding 
environment was designed carefully to reduce ambient radiation, the main 
disadvantage of this motion capturing system.  

A stationary laboratory coordinate system was defined by a vertically oriented  
Y- axis, a Z-axis placed forward in the walking direction, and an X-axis perpendicular 
to the first two. A calibration volume was set to 2.50, 2.50, and 2.20m. The motion 
analysis model used was a full body human model with 34 markers set, placed on 
specific landmarks [9], [10] of the body (full body marker placement is shown in  
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Fig. 1). For higher precision in marker capturing a skeleton was used. The skeleton 
tracking rate is of 100 FPS (frame per seconds) for the FLEX:V100 cameras used in 
the presented study.  

3.3   Test Scenario 

All testing were performed in the Virtual Reality Research Laboratory from 
Transilvania University of Brasov, Romania. Subjects had to perform some overground 
linear walking on the laboratory floor, according to specific received instructions. The 
instructions received by the participants refer to: starting and stopping linear walking 
motion at their self-selected moment of time, performing some linear walking at their 
desired speed and then accelerate (at their self-selected speed) or decelerate (at their 
selected speed), performing an accelerated linear walking and then decelerate, 
performing a decelerated linear walking and then accelerate.  

The aim of this experimental research was to reproduce, in a controlled 
environment, the linear walking movements a user does when exploring an 
environment (it can be real or virtual). There were considered only a limited number 
of linear walking states, being selected only those considered relevant for VR 
navigation. These linear walking states with their characterization are presented in 
Table 1. There were also analyzed the transitions from one state to another, in the 
same context discussed above. 

Table 1. Linear walking states 

Linear walking state  State characterization 
Repose R The subject is in repose state when his velocity 

v = 0. 
Constant walking CW The subject is in constant walking state when 

the mean value of its Center of Mass (CoM) 
velocity is constant 

Accelerated walking AW The subject is in accelerated walking state 
when the mean value of its Center of Mass 
velocity is increasing from one gait cycle to the 
next one 

Decelerated walking   DW The subject is in decelerated walking state 
when the mean value of its Center of Mass 
velocity is decreasing from one gait cycle to the 
next one 

4   Results and Discussion 

All experiments were conducted in controlled laboratory conditions. Specific walking 
scenarios were reproduced and measured using real-time motion capture data from a 
marker-based optical motion capture system, the Optitrack Motion Capturing System. 
Kinematic procedures are used for measuring the spatial motion of the full body and 
of its segments, during the representative linear walking states. Temporal and spatial 
kinematic gait parameters provide information about the time and position of the 
persons’ gait. 
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Previous studies analyzed gait initiation and gait termination in terms of balance 
and control [11], [12], [13] but little was done in terms of gait initiation with the aim 
of controlling travelling platforms for VR. Gait initiation represents the transition 
from the repose state (see Table 1) to the CW state, AW state or DW state, all of 
them, being a periodic movement from one base of support to another, the gait cycle.  

A gait initiation sequence can be observed in Fig. 2. Analyzing the lower 
extremities of the body, the first movement in gait initiation can be observed at the 
knee level, but the transition movement from the repose state to first heel contact 
(HC) of gait cycle can be observed only at foot level, when the right foot is up and the 
left foot is in inverted pendulum support, supporting the body weight. The left foot 
initial push is moving the body’s CoM forward and to the right [11]. This is forcing 
the right leg to get from swinging to heel contact, characterized by the heel marker 
position close to the ground.  

 
Fig. 2. Lower extremities marker displacements during gait initiation 

The desired speed is achieved only after the next heel contact of the right leg. The 
periodicity of the same markers is confirming this statement. The autocorrelation 
function for the knee marker displacement shows a periodic movement, as it can be 
seen in Fig. 3. 

 

Fig. 3. Estimated periodicity of the movement of the knee marker 
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Autocorrelation function for the heel and knee markers revealed no periodic 
movement along both the vertical and horizontal dimensions at slow walking motions, 
but only on trunk marker, which can be theoretically explained by the periodicity of 
the CoM displacement during gait cycle [1], [14], [15], [16].  

Gait termination (normally on double feet support) involves on one side, stance 
phase from the associated leg, completed on the other side with a shortened swing 
phase from the opposite leg and its placing next to the first one. The stopping 
sequence is much difficult to measure in terms of prediction using specific kinematic 
gait patterns. Coming back to the repose state is achieved only through a decelerated 
walking state which can be observed. The effective gait termination can be on the 
same foot with gait initiation or on the opposite foot. Fig. 4 shows a return to the 
repose state from the perspective of the stance support leg and of the opposite leg.  

 

Fig. 4. Estimated periodicity of the movement of the knee marker 

Gait termination presented in Fig. 4 starts with a heel contact of the left foot – the 
stance support leg. At this moment all the feet parameters are the same as in  
the periodic gait cycle, but it can be observed a smaller displacement at the level of 
the right knee. This leads to the idea of taking into account the position of the both 
feet when analyzing the transition from walking to repose state.  

A left foot balance can be also observed after the heel contact of the opposite leg. 
This can be theoretically explained by applying a backwards and leftwards force to 
the body center of gravity, arresting its forward motion and bringing it to the midpoint 
between the feet [11]. Even it has been shown that there are asymmetries between the 
two sides of the body [17] for the purpose of this study these asymmetries can be 
neglected.  

A transition sequence, from CW to AW, and then to DW and stopping can be 
observed in Fig. 5 in terms of velocities. The increasing of the shank’s speed is come 
along with an increasing of the user’s speed. Also, a higher decreasing of shank’s 
speed is necessary for decreasing the user’s speed.  
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Fig. 5. Estimated periodicity of the movement of the knee marker 

5   Conclusions and Future Work 

The presented research from this paper represents the early results of an ongoing 
research project at Transilvania University of Brasov and brings into attention the 
identification and prediction of human linear walking for building better controlling 
systems for Virtual Reality walking platforms. The aim of the present study was to get 
a measure of the natural linear walking, in transitions from repose to steady-state 
continuous walking, or from accelerated walking to decelerated walking and then to 
repose again etc. There were of interest only the aspects of the human linear walking; 
the omni-directional walking parameters in the context discussed are subjects of our 
further research.  

The method described in this paper and the proposed directions in identifying user 
intent aims to achieve to a new level of understanding human gait, dedicated to real-
time prediction of gait intention and real-time control and command of VR platforms 
inside an immersive environment. This level is centered on observable intentions of 
human walking: the measured human motor actions.  
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Abstract. This article presents a survey on cooperative multi-robot patrolling 
algorithms, which is a recent field of research. Every strategy proposed in the 
last decade is distinct and is normally based on operational research methods, 
simple and classic techniques for agent’s coordination or alternative, and 
usually more complex, coordination mechanisms like market-based approaches 
or reinforcement-learning. The variety of approaches differs in various aspects 
such as agent type and their decision-making or the coordination and 
communication mechanisms. Considering the current work concerning the 
patrolling problem with teams of robots, it is felt that there is still a great 
potential to take a step forward in the knowledge of this field, approaching 
well-known limitations in previous works that should be overcome. 

Keywords: Multi-Robot Systems; Patrol; Topological Maps and Graph Theory. 

1   Introduction 

To patrol is “the activity of going around or through an area at regular intervals for 
security purposes” [1]. In this context, the patrolling task should be performed by 
multiple mobile robots, which is considered a contemporary area with relevant work 
presented in the last decade, especially in terms of strategies for coordinating teams of 
mobile robots. We focus on area patrol, i.e., the activity of going through an area, as 
opposed to going around an area (perimeter patrol). 

Patrolling is a somehow complex multi-robot mission, requiring agents to 
coordinate their decision-making with the ultimate goal of achieving optimal group 
performance. It also aims at monitoring and supervising environments, obtaining 
information, searching for objects and detecting anomalies in order to guard the 
grounds from intrusion, which involves frequent visits to every point of the 
infrastructure.  

Robotic agents are normally endowed with a metric representation of the 
environment, which is typically an occupancy grid model, which in turn, is usually 
abstracted by a simpler, yet precise representation: a topological map (i.e., a graph). 
Having a graph representation, one can use vertices to represent specific locations and 
edges to represent the connectivity between those locations. The multi-robot 
patrolling problem can, thus, be reduced to coordinate robots in order to visit all 
vertices of the graph ensuring the absence of intruders or other abnormal situations, 
with respect to a predefined optimization criterion, e.g. the average idleness of the 
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vertices of the graph. It is consensual that a good strategy should minimize the time 
lag between visits in strategic places of the environment.  

2   Contribution to Sustainability 

The major motivation for studying this issue relates to its wide spectrum of applicability 
and the potential to replace or assist human operators in tedious or dangerous real-life 
scenarios, such as mine clearing or rescue operations in catastrophic scenarios, easing 
arduous, tiring and time-consuming tasks and offering the possibility to relieve human 
beings, enabling them to be occupied in nobler tasks like, for example, monitoring the 
system from a safe location. 

Also, the patrolling problem is very challenging in the context of multi-robot 
systems, because agents must navigate autonomously, coordinate their actions, be 
distributed in space, may have communication constraints and must be independent of 
the number of robots and the environment's dimension. All of these characteristics 
result in an excellent case study in mobile robotics and conclusions drawn in this field 
of research may support the development of future approaches not only in the 
patrolling domain but also in multi-robot systems in general. 

3   Pioneer Methods 

One of the first works in this field is described in [2] and in more detail in [3], where 
several architectures of multi-agent patrolling and various evaluation criteria were 
presented.  

Different agent behaviors are employed in the approaches described therein, 
namely in the agent’s perception, which can be reactive (with local information) or 
cognitive (with access to global information). Also, these architectures differ in the 
communication mechanism and in the decision of the next vertex to be visited in the 
topological map. 

To analyze the performance of each technique, criteria based on the average and 
maximum idleness of the vertices were proposed. Random decision algorithms scored 
the worst results and simple techniques conducted by the vertices' idleness scored 
close results to the same technique using a centralized coordinator. In general, the best 
strategy was a local strategy with no communication, based on individual idleness and 
without a centralized coordinator, called “Conscientious Reactive”. Other good results 
were obtained by “Conscientious Cognitive”, which is a similar method; however, 
agents are no longer reactive, choosing the next vertex to visit on the global graph 
(instead of their neighborhood).  

There are a few weaknesses in this work. Conclusions were drawn based on only 
two particular environments. Also, unweighted edges were used, meaning that agents 
travel from one vertex to another in every iteration, independently of the distance 
between them, which is a rather imprecise simplification. Moreover, the solutions 
presented are directed to virtual agents in simulation environments, since no real 
robots were used during experiments. 
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Fig. 1. On the left, an example of a cyclic strategy. On the right, an example of a partition based 
strategy. 

Following the pioneer work of Machado et al., a more complete study was 
conducted in [4], enriching the representation with weighted graphs, using more and 
distinct environments, and proposing advanced versions of Machado’s architectures 
to solve the same problem. Essentially, a new path-finding technique was 
implemented for cognitive agents, based not only in the shortest path between the 
source and destination vertex but also in the instantaneous idleness of the vertices 
along the current and goal position. In addition, a decision-making heuristic that 
considers the idleness of a candidate vertex, as well as the distance to that same 
vertex, was developed.  

The main results show that cognitive architectures have a significant gain when 
using the new heuristic, if compared to the same technique with the original decision-
making process. On the other hand, there was no great benefit for reactive 
architectures, only in cases when there is high connectivity (several choices of paths 
between two vertices in the graph) and great variance in the edges’ weight. As for 
pathfinder agents, the performance is always better, especially for graphs with high 
connectivity. Combining the heuristic decision-making with pathfinder agents and 
using communication via a central coordinator, one gets the best performing approach 
in all criteria: Heuristic Pathfinder Cognitive Coordinator.  

In [5] the area patrol algorithm developed guarantees that each point in the target 
area is covered at the same optimal frequency. This is done by computing minimal-
costs cyclic patrol paths that visit all points in the target area, i.e. Hamilton cycles. 
Agents are uniformly distributed along this path and they follow the same patrol route 
over and over again. One of the key aspects of this strategy is the fact that it is robust, 
being independent of the number of robots. Uniform frequency of the patrolling task 
is achieved as long as there is, at least, one robot working properly. A possible 
disadvantage of this approach is its deterministic nature. An intelligent intruder that 
apprehends the patrolling scheme may take advantage of the idle time between 
passages of robots in some points of the area. 

Similarly, [6] focuses on two graph-theory centralized planning strategies: cyclic 
strategies, which are similar to the previously described technique, however it uses a 
heuristic to compute a TSP1 cycle; and partitioning strategies, which are approaches 
that use segmentation of the environment and assign different patrolling regions to 
each agent. Examples of such strategies are presented in Figure 1. 

Both strategies have generally good performance. The first one is better suited for 
graphs that are highly connected or have large closed paths. The second one is better 
when graphs have long corridors separating regions. Also, the author explains that very 
simple strategies, with nearly no communication ability, can achieve impressive results. 
                                                           
1 TSP stands for the well-known Travelling Salesman Problem (a NP-hard problem). 
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4   Alternative Methods 

In [7], the patrolling task is modeled as a reinforcement learning problem in an 
attempt to allow automatic adaptation of the agents' strategies to the environment. In 
summary, agents have a probability of choosing an action from a finite set of actions, 
having the goal of maximizing a long-term performance criterion, in this case node 
idleness. Two Reinforcement Learning Techniques, using different communication 
schemes were implemented and compared to non-adaptive architectures. Although 
not always scoring the best results, the adaptive solutions are superior to other 
solutions compared in most of the experiments. The main attractive characteristics in 
this work is distribution (no centralized communication is assumed) and the adaptive 
behavior of agents, which can be desirable in this domain. 

In [8], a negotiation mechanism is proposed. Agents reveal a scalable and reactive 
behavior, being able to patrol infrastructures of all sizes and topologies. Also, they 
need no learning time or path pre-computation.  

Each agent acts as a negotiator and receives a set of random graph vertices to 
patrol. Agents negotiate those vertices using auctions to exchange them with other 
agents. Aiming to minimize visits to the same node, these agents will try to get a set 
of nodes in the same region of the graph. Results show that the proposed strategy 
outperforms most of previously described architectures. 

Likewise, [9] also studied cooperative auction systems to solve the patrolling 
problem. They consider robot’s energetic issues and the length of the patrolling routes 
as performance criteria. However they only experiment in an open space scenario 
with no obstacles. Nevertheless, despite its weaknesses, the cooperation method 
among robots has the potential to be used in future works. 

A comparative study up to 2004 was presented in [10], which analyzed many 
different approaches. They observed that the best strategy depends on the topology of 
the environment and the agents' population size.  

Generally, it was concluded that the TSP cyclic approach has the best performance 
for most cases. However, this architecture will have problems in dynamic 
environments, large graphs (because of the complexity of a TSP cycle computation in 
these cases) and graphs containing long edges, due to its predefined nature. Secondly, 
agents with no communication ability, whose strategies consisted of moving towards 
the vertex with the highest idleness, performed nearly as well as the most complex 
algorithm implemented. In general, heuristic-decision agents and reinforcement 
learning techniques considered have the second best performance, followed by the 
Negotiation Mechanisms techniques. 

The first known patrolling approach, which was focused and implemented on 
robotic agents, was presented in [11]. Patrolling is seen in a task allocation 
perspective, where each robot is assigned a different region to visit. Both a reactive 
and an adaptive approach are described to solve the area patrolling problem, through 
task data propagation.  

Robots send their current state to a centralized system running on a remote 
computer, through a wireless communication network, to compute the task strength 
and drive the robot through propagated data. In the experimental setup, robots can 
estimate their remaining autonomy, thus battery recharges are taken into account and 
physical interference can occur. The authors claim that efficient patrol is achieved and 
present interesting properties of adaptability concerning group size and the 
environment. 



 A Survey on Multi-robot Patrolling Algorithms 143 

In a work with wider scope, [12] presents a motion planning algorithm, which 
selects effective patrol patterns based on a neural network coverage approach where 
each robot becomes responsible for a patrol region of the environment. When they 
operate in patrol mode, robots may update their 3D maps to incorporate possible 
changes in the environment. If an intruder is detected, some robots will switch their 
operation mode to threat response scenario and the algorithm is run to successfully 
respond to the threat, guaranteeing that robots reach the evader in the quickest 
possible way. The others robots will carry on with the patrol task and replan their 
trajectories to compensate for those that switched their operation mode. 

Recently, swarm intelligence has also been used to tackle the multi-robot patrolling 
problem as in [13], where a grid-based algorithm is proposed. It relies on the 
evaporation process of pheromones dropped by agents (an indicator of time passed 
since the last visit). The agents' behavior is naturally defined by moving towards cells 
containing less pheromone quantity. Agents only have local perception, and follow 
paths according to the pheromone quantity in their neighboring cells. 

Results show that an approach with global perception is more effective in more 
complex infrastructures, in terms of idleness. However, it proves to be twice as costly, 
in terms of computational complexity. Due to the marking of the environment, the 
system self-organizes and an effective patrolling behavior emerges.  

5   Recent Studies 

In a very thorough study, [14] explores the concept of unpredictability in the multi-
agent area patrol task. In this context, intruders will not have access to patrolling 
trajectory information. Metrics are presented in terms of probability of catching 
intruders with different intelligence. The authors evaluate six different algorithms. 
Two are purely random (one locally and one globally), one is a deterministic TSP-
based solution and three are based on the TSP solution together with local random 
nuances to create unpredictability in the trajectories. 

Intensive simulation results, using a large set of graphs, made evident some distinct 
facts. Partitioning schemes are more effective against random attackers; however, 
non-partitioning schemes perform better when the attacker has some level of 
intelligence. With random attackers or attackers with limited information, the 
deterministic TSP algorithm was the best solution found, because it covers all the 
nodes with the minimal time needed. The algorithm that performed better against 
statistical intruders was an unpredictable variant of the TSP cycle, thus confirming the 
importance of unpredictability in the patrolling task. Random-based strategies 
although being very unpredictable, have very high worst idleness values, which 
makes them generally useless for the patrolling problem. 

Patrolling related issues were also studied in [15] like map representation, graph 
extraction, surveillance, pursuit-evasion, coverage, navigation and exploration 
strategies. By analyzing approaches, not limited exclusively to patrolling works, an 
original, scalable, centralized and efficient algorithm was presented, called Multilevel 
Subgraph Patrolling (MSP) Algorithm, which is also described in [16]. 

The MSP algorithm is a multilevel partitioning algorithm that assigns different 
regions (subgraphs) to each mobile agent. The algorithm deals with effectively 
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Fig. 2. MSP running on the patrolling simulator window [15] 

computing paths for every robot using a classical algorithm for Euler cycles and 
various heuristics for Hamiltonian cycles, non-Hamiltonian Cycles and Longest paths. 
The algorithm was compared to a cyclic algorithm, like the one presented in [5]. The 
MSP Algorithm scored slightly better results in half of the cases and obtained slightly 
worse results in the other half. Given that cyclic algorithms are well-known for their 
performance in terms of visiting frequency, these results are very optimistic and 
confirm the flexible, scalable and high performance nature of the approach, which 
also benefits from being non-redundant and does not need inter-agent communication. 
However, like the cyclic algorithm, MSP is deterministic. Nevertheless, it is much 
more difficult for an evader to attack in this case, because it would need to keep track 
of every single robot local patrolling path. Following this work, four different genetic 
algorithms for approximating the longest path in a graph were also presented in [17]. 

In the next page, Table 1 was built to summarize the main characteristics of the 
architectures described in the previous sections. 

6   Existing Limitations and Future Work 

The analysis made allows us to conclude that several drawbacks, common to most 
strategies, remain. Among others, future work will focus on overcoming weaknesses 
such as: the absence of studies on scalability, flexibility, resource utilization, 
interference, communication load or workload among robots when performing the 
patrolling task; the lack of experimental work using teams of robots in real scenarios; 
simplifications and unfeasibility of simulation approaches towards real life 
experiments; lack of comparisons of the actual time spent between different strategies 
in their patrolling cycles; lack of diversity and classification of the environments 
tested and the deterministic nature of many centralized approaches. 
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Table 1. Summary of the main architectures analyzed 

Proposed Strategy Type/Perception Communication Coordination Decision-Making 

Conscientious Reactive [3] 
Reactive /  

Local 
None Emergent Local Idleness-based 

Conscientious Cognitive [3] 
Cognitive / 

Global 
None Emergent Global Idleness-based 

Idleness Coordinator 
Monitored [3] 

Cognitive / 
Global 

Coordinator 
Messages 

Centralized 
Idleness-based with 

Monitoring 

Heuristic Pathfinder 
Cognitive Coordinated [4] 

Cognitive / 
Global 

Coordinator 
Messages 

Centralized 
Heuristic (Idleness + 

Distance) with Path-finding 
technique 

Untitled #1 [5] 
Cognitive / 

Global 
Coordinator 

Trajectory Cycle 
Centralized 

Hamilton Cycle 
Computation 

Cyclic Approach [6] 
Cognitive / 

Global 
Coordinator 

Trajectory Cycle 
Centralized TSP Heuristic Calculation 

Partitioning Approach [6] 
Cognitive / 

Global 
Coordinator 

Trajectory Cycle 
Centralized 

TSP Heuristic inside each 
region 

Gray-Box Learner Agent [7] 
Reactive /  

Local 
Flags 

Emergent + 
Adaptive 

Idleness-based 
Reinforcement Learning 

with Monitoring 

Bidder Agent [8] 
Cognitive / 

Global 
Bidding 

Messages 
Auctions 

Self-Interested Idleness-
based 

Sequential Single-Item 
Auctions [9] 

Cognitive / 
Global 

Bidding 
Messages 

Auctions 
Minimize the maximum 

patrol path 

Heuristic Pathfinder  
Two-Shot Bidder [10] 

Cognitive / 
Global 

Bidding 
Messages 

Two-Shot 
Auctions 

Heuristic (Idleness + 
Distance) with Path-finding 

technique 

Untitled #2 [11] 
Reactive /  

Local 
Task Propagation 

Messages 
Centralized + 

Adaptive 
Task strength Idleness-

based measure 

Untitled #3 [12] 
Cognitive / 

Global 
Coordinator 
Messages 

Centralized 
Neural network coverage 

approach inside each 
region 

EVAP [13] 
Reactive /  

Local 
Flags Emergent Local Idleness-based 

CLInG [13] 
Reactive /  

Local 
Flags Emergent 

Idleness-based with 
diffusion of information 

TSP rank of solutions [14] 
Cognitive / 

Global 
Coordinator 
Messages 

Centralized 
Queue of TSP sub-optimal 
solutions (Unpredictable) 

MSP [16] 
Cognitive / 

Global 
Coordinator 

Trajectory Cycle 
Centralized 

Operation research 
algorithms inside each 

region 

To materialize this, we intend to create a formal mathematical model for the multi-
robot patrolling problem by analyzing and comparing the performance of 
differentapproaches, through realistic simulations, focusing especially on how these 
teams scale and extracting the important variables for this problem, so as to create an 
automatic estimation tool to dimension the team for a patrolling task. In addition, we 
intended to develop a new distributed, non-deterministic and cooperative strategy, 
which will be tested firstly by simulations in a wide variety of environments and 
secondly using a team of mobile robots in real-world scenarios. 
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Abstract. In this paper a creative action planning algorithm (CAPA) is pre-
sented for solving multiagent planning problems and task allocation. The distri-
buted multiagent system taken in consideration is a system of m autonomous 
agents. Agents workspace contains simplified blocks which form different 
space structures. By employing the planning algorithm and through interaction 
agents allocate tasks which they execute in order to assemble the required space 
structure.  The planning algorithm is based on an inductive engine. From a 
given set of objects which can differ from the initial set agents need to reach a 
solution in the anticipated search space. A multiagent framework for autonom-
ous planning is developed and implemented on an actual robotic system  
consisting of three 6 DOF industrial robots.  

Keywords: Distributed robotic system, autonomous planning, multiagent  
system, assembly, industrial robotics. 

1   Introduction  

Substantial research and development is conducted to multiagent robotics; particularly 
in the fields such as service, humanoid or mobile robotics, but industrial robotics is 
still based on traditional postulates. Real flexibility and adaptivity to changes are 
shortcomings in today’s industrial assembly and handling robotic applications and are 
issues that need to be addressed. Distributed multiagent robotics is a system based on 
human behavior patterns. When complex tasks arise humans are much more efficient 
when working in groups: they exhibit more axis of freedom, more data can be handled 
and they delegate particular tasks to individual agents. 

Research concentrated around humanoid robotics ([1]-[2]) is developing rapidly. 
Dual arm configuration highly sophisticated perceptive mechanisms, human like 
motions enable robots to recreate human motion and work patterns. Major drawback 
of those kinematical structures is very low repeatability and precision primarily 
needed in industrial systems. For assembly and handling tasks which usually have 
high precision and repeatability demands industrial robots are necessary. Nowadays 
the most flexible industrial robots have 6 or 7 [3] degrees of freedom (DOF) without 
the end effector (gripper) which usually has 1 additional DOF. One human arm  
(with the hand) has 27 DOF [4]. The flexibility of a robotic arm is quite limited in 
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comparison to a human operator. Implementing two or more robots with own control-
lers that communicate each with other, a certain multiagent concept can be achieved. 
The whole system will be orchestrated and will be able to perform more demanding 
operations. Each controller running its own actuator unit should be an agent with 
defined level of autonomy. In such systems the multiagent control appears as the main 
issue. 

In this paper a creative action planning algorithm (CAPA) for application in multi 
agent robotic systems is presented. One of the main goals is constructing a universal 
planning framework which can be implemented on various types of industrial robots 
and tasks.  

Related works [5], [6] incorporating multiagent planning on similar tasks are vir-
tual applications and cannot be easily implemented on real industrial systems. The 
approaches are primarily intended for autonomous planning done by multiple agents 
who cannot collide, are of infinite small dimension and share the same computational 
time domain. The developed CAPA and the distributed multiagent system (MAS) 
operate in a real world environment bounded by rules and limitations. The approach 
discussed in this paper is intended to show that some assembly and handling tasks can 
be done in close collaboration among agents to gain flexibility and increase overall 
system productivity. 

2   Contribution to Sustainability  

Robotics and in particular industrial robotics have always been a part of a central 
planning system. Agents (robots, machines) controlled by own computers are some-
how subordinated to a central system controller [7]. Therefore they exhibit very low 
level of autonomy and in most cases do pre-programmed actions not being able to 
cope with uncertainties in the system and the environment. Uncertainties may vary 
from production quantities to failures of equipment or other agents, etc.  

It is suggested that some handling and assembly industry tasks can be accom-
plished by interaction between agents (primarily industrial robots) in the system. 
Accordingly some level of autonomy must be introduced.  

Production in recent years has switched from high quantity standardized products 
to lower quantities of customized products so demands from assembly systems have 
grown. Traditional approach with a centralized architecture and strict delegation of 
tasks needs to be replaced. Introducing a multiagent configuration and autonomous 
planning approach could be proven as a valuable addition. For an assembly system it 
implies that agents (robots and machines) before assembling need to generate a plan 
that best suits the current state and requirements of the system. After deriving consen-
sus agents begin assembling the structure (product) constantly communicating and 
exchanging relevant information and data. In industrial assembly systems this is a 
novice approach and it has numerous benefits when implemented: it leads to in-
creased flexibility and adaptivity to unexpected changes and uncertainties in the sys-
tem, i.e. responsiveness [8]. The system becomes insensitive to number of agents 
(robots) and new assembly tasks can be resolved with less effort. Clearly, this ap-
proach is not suited for all products but it can be implemented on a variety of indus-
trial examples. Development of such an industrial system scheme is beyond the scope 
of this paper and will be considered for further research. In this work an initial version 
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of the planning framework is presented. The framework is implemented on an actual 
system consisting of three 6 DOF robots.  

3   The Multiagent System 

3.1   System Formulation 

The multiagent system consists of m autonomous agents al (l = 1...m). Their work-
space contains simplified blocks with respect to a global Cartesian coordinate system 
K. Agents workspace W(ai, bj,k) contains blocks which form different space structures, 
where bj,k represents jth block of kth type. Each block has certain properties which 
agents perceive from their workspace: size (type) of a building block T (bj,k) =  
{1, 2, 3…} and Cartesian position and orientation in workspace: P (bj,k) = {x, y, r}. 
All blocks have the same width and height (single unit) but their length can vary and 
can be one, two, three, etc. unit lengths. That results with flexibility so building 
blocks can be supplemented with each other i.e. block with two unit lengths can be 
replaced with two blocks of single unit length and vice versa. Each agent is defined as 
an autonomous, self-aware entity with limited knowledge of the global workspace [9] 
and with some cognition of other agents. It has a separate processing unit, actuators, 
vision system for acquiring information from its environment, force and torque sen-
sors for haptic feedback and other interfaces. A space function F (al) is defined to 
determine the consumed space by an agent al, F=(x1, y1, x2, y2, r, t) in time t.  The first 
pair of Cartesian coordinates depicts the first vertex of a rectangle which bounds the 
agent and the second pair depicts the second vertex respectively. Rotation angle r is 
defined with respect to the origin point of the coordinate system K.  

The MAS is insensitive to dynamic changes in number of agents. Impact is lower 
system flexibility and longer times for achieving final goals when agents are excluded 
from the system.  

 

Fig. 1. Agent workspace and task allocation scheme 

3.2   Structures and Decision Making 

Agents’ tasks are recreating structures which are defined as a final form put  
together from various objects with defined relationships. A structure is determined by 
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interrelations and arrangement of objects bj,k into a complex entity. Structure S = 
{Ribj,k} is a set of relations Ri (i = 1…m-1) between objects (bj,k, j = 1…n, k = 1…u).  

The MAS has properties of a market organization type [10], [11] where agents bid 
[12] for given resources (blocks) in their workspace (Fig. 1). Time schedules need to 
be negotiated when areas of interest in the global workspace are not occupied.  

Global goal G is the required structure that must be assembled from available ele-
ments following the given set S. An example of a structure is illustrated in Fig. 2 a). 
After observing a structure and finding relations agents are given an arbitrary set of 
work pieces (blocks) as depicted in Fig. 2. (b). Using those elements a plan of actions 
is generated for assembling the initial structure. Possible solutions are presented in 
Fig. 2. (c1) - (c3). A set of rules and propositions for agent behavior is given in a  
cognition base (CB): 

• Mathematical rules for structure sets 
• Agents capabilities 
• Grasping rules and limitations 
• Object properties 
• Agent workspace 
• Vision system patterns database 
• Force and torque sensor threshold values  

If a simple structure with limited number of building blocks is presented to the agents 
(Fig. 2 a) there might be only one or few feasible solutions (sequence of steps). If 
more complex structures are presented (as shown in Fig. 4. a) a variety of feasible 
solutions might be possible.  

  

Fig. 2. Simple task for the multiagent system 

 

Top down disassembling or bottom up assembling the structure can define a se-
quence of steps for the MAS. The CAPA utilizes a bottom up principle where from a 
provided set of objects {b1…bp,r}, which can differ from the initial set {b1…bn,q} 
agents need to reach a solution in the given search space. Depending on the CB in-
formation agents can make decisions whether the desirable objectives can be per-
formed in accordance to proposed restrictions and limitations. Implementing an  



 Autonomous Planning Framework for Distributed Multiagent Robotic Systems 151 

iterative algorithm a solution can be found as shown in Fig. 3. Branches represent 
solution sets and each branch leads to one solution. If finding a solution in one solu-
tion set isn’t possible, the system takes one step back and explores other options until 
it finds a valid one. 

 

Fig. 3. Possible solution sets (sequence of steps) for a represented structure 

Each agent attains a unified set of sub goals gt which fulfill the global goal G. Ex-
ecution of sub goals (tasks) can be done synchronous or asynchronous giving the 
space functions F of the agents. A resource function C is defined as a measure of 
resource and time consumption. C (al, bj,k, e) is a function of agents’ al position, speci-
fications of a building block bj,k (size and position in global workspace) and the posi-
tion e where that block is planned to be moved.  

3.3   Operators 

By utilizing operators agents construct a sequence of actions for accomplishing each 
sub goal. By consecutively achieving all sub goals the global goal G is fulfilled and 
the agents await further tasks. The basic operators are: 

• Pick (bi ,grk) – agent picks up a block bi with a grasping method grk  
• Move (p1,…,pr, t1,…,tr) – agent moves in the global workspace from point p1 to 

point pr through r-2 interpolation points with motion specification tr defined for 
each point. 

• Place (bj,k) - agent places a block bj,k  
• Vision – vision operator is used for identifying objects and their coordinates in c 
• Push (f, d, s) – agent uses force/torque sensor for auxiliary action of pushing an 

object with force/torque threshold t in vector direction d for s units  
• Force – used for positioning correction  

The vision operator utilizes the cognition base and solves problems of identifying 
work objects and associated data. Therefore vision processes have to be very stable 
and work in constantly changing light and scenery conditions [13]. A fix to this prob-
lem is to utilize algorithms that can change the exposition of the image acquisition 
process. This can be done through a way of search patterns. Few images are taken at 
different camera settings and the one where familiar objects are recognized is used as 
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reference. The downside is increase of image acquisition and processing time. If light 
and scenery conditions can vary this is a necessity due to the high level sensitivity of 
precision vision applications.  

Furthermore if there is a need for even higher precision beyond capabilities of  
vision systems agents can use very sensitive force sensors. This method improves 
accuracy and corrects the pick&place positions. To determine which method to apply 
agents rely on vision identification of objects. Once the object is identified agents can 
decide which method of force correction to apply. In example they can successfully 
insert a shaft or a square object into adequate holes if their original position was 
slightly off the required one. Furthermore the force sensor allows an agent to correct 
larger errors. A controlled search pattern is used with a very low force not to damage 
the objects. Finding the adequate insertion position completes the process. 

3.4   Global System Approach 

The starting point of every assembling process is perception of the agent’s environ-
ment. Each agent uses vision systems to acquire information from a portion of the 
global workspace and forwards it to the planning agent. From the global information 
set the planning agent extracts relations between objects forming the initial structure. 
The same principle is applied for the random set of work objects. Regarding the initial 
structure and available elements the planning agent decomposes the global goal into 
tasks which can be performed by an individual agent. Task priorities are also taken 
into consideration where some tasks are conditioned to be executed before others. 
After this initial process each agent bids for a task. Through comparing resource  
functions agents submit the task to the optimal candidate. Idle agents repeat this 
process and acquire free tasks. When processing a task an agent sends data regarding 
the consumed space through the F function for collision avoidance. After all task are 
allocated and executed agents inspect the reassembled structure. 

4   Implementation 

The CAPA has been tested to provide solutions for a structure such as the one shown 
in Fig. 4. When multiple solutions are possible the MAS executes the one where ∑C 
in the entire solution set is minimal. Currently only two dimensional structures (R3) 
are being solved but their solutions due to use of real world objects has to be three 
dimensional (R4). The planning algorithm was tested on a virtual model of the multia-
gent robotic system (Fig. 5. a). This was done for safety reasons (primarily collision) 
and the ability to test and debug the algorithm in parallel on multiple computers. After 
satisfactory computational results the algorithm and the entire framework have been 
implemented on an actual robotic system – Fig. 5. (b).  

The first problem which emerged was sharing of agent workspace. In order to  
work on the same task, assembling the same structure, spatial relations need to be 
taken into consideration. Agents were calibrated using calibration tools and visual 
applications. 
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Fig. 4. a) Initial space structure b) Randomly scattered building blocks c), d) Space structures 
assembled by the agents 

This creates relations with respect to agent positions (three translations) and rota-
tions (three angular displacements); introducing a common global workspace (K). A 
problem that resulted from the decentralized multiagent architecture was sharing and 
synchronizing agent time domains. This didn’t introduce an issue while tests were 
conducted on a computer where all agents used the same CPU clock. Adjustments 
have been done using handshaking with digital signals and through TCP/IP communi-
cation which allowed coordinated task execution.  

 

Fig. 5. (a) virtual representation of the multiagent robotics system   (b) real agents 

Collision detection was an issue that needed to be addressed. Currently there are no 
algorithms to solve real time agent collision or they exist but with limitations.  
Collision between two agents with kinematic chains of 3 DOF can be solved in a 
definite period of time [14]. For the reason of limited computational power and the 
collision detection not being the centre of this research the function (F) described in 
chapter 3 was used.  

 

Fig. 6. Planning of 3D structures, following research direction 
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5   Conclusion and Further Research 

The approach presented in this paper ensures higher system robustness regarding 
decentralized task execution. In future applications agents would decide how to best 
solve a new problem – which agent has the most adequate tools and how can the rest 
of them assist etc. Making agents mobile and giving them the ability to exchange tool 
heads introduces even a greater level of flexibility to the system. This results in more 
cost optimized solutions. Further generalization will be introduced where agents will 
be able to autonomously distinguish and solve entirely new problems as illustrated in 
Fig. 6. First step is implementation of reassembling 3D structures. For that purpose 
the CB will need to comprise rules regarding “laws of gravity” and etc. Further re-
search will be concentrated on introduction of new objects to the MAS. Taking into 
consideration the CB (known similar objects) agents will be able to find or construct 
grasping methods weather they can do it individually or assisted by other agents.  
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Abstract. This paper proposes two paradigms for controlling a robotic arm by 
integrating Electrooculography (EOG) and Electroencephalography (EEG) 
recording techniques. The purpose of our study is to develop a feasible 
paradigm for helping disabled persons with their every-day needs. Using EOG, 
the robotic arm is placed at a desired location and, by EEG, the end-effector is 
controlled for grasping the object from the selected location. Simple algorithms 
were implemented for detecting electrophysiological signals like eye saccades, 
blinking and eye closure events. Preliminary results of this study are presented 
and compared. 

Keywords: electrooculography, electroencephalography, eye movement, robotic 
arm, brain computer interface. 

1   Introduction 

In the European Union, there are about 37 million disabled people [1]. For disabled 
people with severe neuromuscular disorders such as brainstem stroke, brain or spinal 
cord injury, cerebral palsy, multiple sclerosis or amyotrophic lateral sclerosis (ALS), 
we must provide basic communication capabilities in order to give them the 
possibility to express themselves [2]. Two main solutions have been developed over 
time: Brain Computer Interface (BCI) systems and EOG based systems. 

A BCI is a non-muscular communication channel that enables a person to send 
commands and messages to an automated system such as a robot or prosthesis, by 
means of his brain activity [2] and [3]. BCI systems are used in numerous applications 
such as: speller applications [4], [5] and [8], controlling a wheelchair [6], prosthesis 
[9] or a cursor on a screen [10], and also for multimedia [11] and virtual reality [12]. 
One of the most important features in a BCI system is represented by acquisition. The 
most spread acquisition technique is EEG, and it represents a cheap and portable 
solution for acquisition. The EEG technique assumes brainwaves recording by 
electrodes attached to the subject’s scalp. EEG signals present low level amplitudes in 
the order of microvolts and frequency range from 1 Hz up to 100 Hz. Specific 
features are extracted and associated with different states of patient brain activity, and 
further with commands for developed applications. 

EOG is a technique for measuring the resting potential of the retina by analyzing 
the surrounding muscles. The eye can be represented as a dipole. The potential in the 
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eye can be determined by measuring the voltages from the electrodes placed around 
the eye, eyegaze changes or eye blinks causing potential variations (electrodes 
placement presented in Fig. 1). In the field of rehabilitation, this technique was used 
for applications such as virtual keyboard [7], control of a wheelchair [13] or for 
commanding the hand grippers of a robot[14]. 
 

 
Fig. 1. System architecture and EOG electrodes placement 

The EOG signals amplitude values vary from 50 to 3500μV [13]. Gaze angles vary 
linear for ±300. Amplitude of biopotentials recorded from patients varies widely even 
when similar recording conditions are achieved; thus we need a special recognition 
algorithm for identifying relevant parameters from recorded signals. Different types 
of signals have been identified and used in applications: blinks and saccadic 
movements. 

In this paper, we focus on presenting and analyzing the results of two developed 
paradigms for controlling a robotic arm by integrating EOG and EEG signals. 
Experimental paradigms are presented in the “EOG-based Control Paradigm” and 
“EOG-EEG-based Control Paradigm” sections. Also, a real-time pattern recognition 
algorithm for eye saccades and blinking is presented. We conclude by presenting 
further improvements of current developed paradigms and further phases of our 
project. 

2   Contribution to Sustainability 

Our project’s aim is to develop a feasible solution for helping disabled people. In this 
paper, we focused on a comparison between two possible interaction paradigms. This 
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paper presents the results of preliminary tests, which are promising for the further 
development of our project. 

A fully functional system will be implemented, thus the user (a disabled person) 
will have the opportunity to control a robotic system.. A robotic arm will be attached 
to a wheelchair that is in fact a mobile robot; thus the user will control the robotic arm 
in order to get help, and also will control the wheelchair navigation. This is going to 
be tested with the car simulator developed within the project IREAL that has the 
capability to fully simulate the navigation for training purposes (see Fig. 1). By means 
of biopotentials, the user will control his wheelchair and will choose a desired 
location (an object that is found at that location) for positioning the robotic arm’s 
gripper. After selecting a desired object, the user can control the robotic arm in order 
to manipulate the object, e.g. to feed himself. 

Based on results presented in this paper we will decide on a paradigm for our 
future implemented system. Fatigue is an important factor in developing a feasible 
system, and one of the two paradigms proposed seems to reduce it when the system is 
used. 

3   Developed System 

Helping disabled people is one of the most important research fields nowadays. Two 
paradigms for controlling a robotic arm are presented in this paper. Although disabled 
people cannot use their normal output pathways (speaking, moving their limbs) to 
interact with other people, they can still send us messages by using special pathways. 
The former paradigm is based exclusively on EOG signals, whereas the latter 
combines EOG and EEG signals. 
 

 

Fig. 2. Visual feedback (four objects are drawn). Left – a successful trial of selecting top 
object; middle – a successful trial of robotic arm’s gripper closure; right – car simulator. 

3.1   System Architecture 

Our implemented solution consist in recording EEG and EOG patient’s biopotentials, 
and using them for selecting in a synchronous pseudo-randomly manner between four 
objects placed at fixed locations (see Fig. 2). This preliminary phase of our main 
project is based on a virtual reality application developed using XVR software [16]. 
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The recording block represents an interface between physical device, used for 
signal acquisition, and computer, used for signal processing (see Fig. 1). A Simulink 
application was implemented for acquiring signals from device and forwarding them 
to the XVR application. Recorded signals were also stored in files for further analysis. 

The XVR block represents a developed application for processing acquired signals, 
identifying relevant parameters, automatically training developed algorithms and 
testing the proposed control paradigms (see Fig. 1). Also, this application sends a 
visual feedback for the user. Many previous studies proved that visual feedback 
enhances the user’s attention for the tested application. 

3.2   Experimental Setup 

For this study, it was used a g.USBamp system from Guger Technologies [17]. This 
system is a multimodal amplifier for electrophysiological signals like EEG, EOG, 
ECG (Electrocardiography – recording of the electrical activity of the hearth) and 
EMG (Electromyography – recording of the electrical activity produced by skeletal 
muscles). Electrodes are placed in pairs (a bipolar recording for EOG signals, see Fig. 
1): horizontal movements are detected by C-D pair and vertical movements by A-B 
pair. Electrode E is placed on the subject’s forehead, it represents system ground, and 
electrode F is placed on the right earlobe and represents the system reference. All 
electrodes were placed on the subject’s skin using a conductive gel. Signals were 
sampled at 256 Hz and were bandpass filtered between 0.5 Hz and 30 Hz, also an 
additional 50 Hz notch filter was enabled to suppress line noise. 

The user was sitting in front of a computer monitor at around 50 cm. Visual stimuli 
(objects) were drawn on the monitor at around ±20 degrees on horizontal and ±15 
degrees on vertical with respect to the centre of the monitor (see Fig. 2). Thus, the 
drawn objects were selected by eye saccades. When the indicated object was selected, 
the gripper attached to robotic arm was placed at that location and the user was 
instructed to close the gripper. In the former solution, the user was able to close the 
gripper using a double blink action, whereas in the latter solution he could close the 
gripper by closing his eyes for a short period of time. 

The implemented solution consists of two different steps. The former step is 
represented by training of our pattern recognition algorithm. First, the user is 
instructed to execute the instructions that appear on the monitor: “Left”, “Right”, 
“Top”, “Bottom” (these commands were drawn as arrows and were executed by eye 
saccades, see Fig. 2), “Double blink” and “Closed eyes”. This step was also useful for 
training the subject in using the application. Pattern recognition algorithms for eye 
saccades movement identification, double blinking and eyes closing events 
identification were implemented. The latter step of our application consists in testing 
the implemented algorithms, in terms of accuracy, by presenting at fixed time steps 
visual instructions for subjects. 

3.3   Pattern Recognition Algorithm 

For eye movement events, a real-time pattern recognition algorithm was 
implemented. The algorithm recognizes values for amplitude and width during a 
requested action. During the training phase, for eye saccades the algorithm identifies 
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the average of the signals and then compares it with each sample in order to determine 
the signal’s maximum amplitude and width during each event separately. The lowest 
and highest absolute values were rejected from recorded parameters for each event 
separately; other values were averaged. The width was determined by selecting 
continuous values exceeding with at least 25% the difference between current 
maximum amplitude and signal’s average. For double blink events were identified 
two sets of values, one set for each blink. 

A successful trial is considered when values for current requested action (left, 
right, up, down or double blink), in terms of width and amplitude, have a maximum 
range of ±20% considering difference between identified values during training phase 
and current identified values. This percentage was considered after evaluating a set of 
preliminary recordings. The algorithm works in a real-time manner; it checks every 
sample and compares current values with previously identified values. A valid trial is 
considered if the action is executed in a maximum time interval of 2 seconds. 

For EEG paradigm the algorithm extracted a maximum average of recorded signals 
during eye closure events; this value was calculated during training phase. During the 
testing phase the algorithm was searching for a variation of at least 80% from 
difference between identified average and average during the resting phase, and also 
for a minimum duration time of 600ms. 

3.4   EOG-Based Control Paradigm 

This paradigm assumes eye saccades for object selection and double eye blinking 
events for gripper closure. An eye saccade represents a potential variation of around 
20μV for each degree of eye movement. In this preliminary phase, the exact positions 
of the presented objects were not relevant. Our algorithm was focused on identifying 
parameters of variations in the recorded signals, such as amplitude and width for each 
saccade as described in previous section. 

For the current paradigm, the training phase consists of next steps: 10 trials for 
each left, right, top and bottom eye movement events and 10 trials for strong double 
blinking event. These events were executed in the following order: left, right, top, 
bottom and double blink. A strong blink has an amplitude higher than any other eye 
activity. A double blink event was chosen because this event is executed only when 
the user has the intention to execute it. For each action, 7 seconds were allocated, 2 
seconds for executing the command and 5 seconds for resting (a “Wait” message was 
displayed on the monitor). 

The testing phase consisted in presenting an arrow on the monitor for indicating an 
object to be selected. Objects were drawn in red and, when a trial was successful, the 
object was changing its colour in green in order to give a visual feedback to the user 
(he knew that the trial was successful) thus being stimulated to pay attention to 
application. If the selection trial of an object was unsuccessful, the user was instructed 
to continue to focus on that object in order to execute the double blink event (gripper 
closure). This method was chosen in order to test independently the recognition 
algorithms, thus calculating the accuracy rate for each command. If the closure trial 
was successful, the object was changing its color in blue. 



162 C.-C. Postelnicu, D. Talaba, and M.-I. Toma 

3.5   EOG-EEG-Based Control Paradigm 

The difference between the two proposed paradigms is only at the level of gripper 
closure events. For this paradigm, the training step consisted of the following actions: 
10 trials for each left, right, top and bottom eye movement events and 10 trials for eye 
closure events. These commands were executed similarly to previous EOG-based 
described commands. 

EEG signals are used for detecting eye closure events. One electrode was used for 
signal acquisition, the electrode being placed at O2 location according to the 
international 10-20 system [15]. EEG signals are divided into five frequency bands: 
alpha, beta, delta, theta and gamma. Alpha is the relevant band for our application and 
its range is from 8 to 12 Hz. An increase in the signal amplitude can be detected when 
the user has closed eyes; recognition algorithm is detailed in section 3.3. EEG signals 
were bandpass filtered between 8 Hz and 12 Hz; also an additional 50 Hz notch filter 
was enabled to suppress line noise. 

The testing phase is similar to the previously described strategy; the gripper closure 
activation process represents the difference between the paradigms. The user was 
instructed to close his eyes for at least 1 second. 

3.6   Results 

Eight subjects (5 male and 3 female; age 23-28) took part in a series of experiments. 
One of the subjects had prior experience with EOG systems, but none of the other 
subjects had prior experience with EOG or EEG systems. All subjects had tested both 
paradigms in order to compare them, regarding accuracy and comfort for user. Five 
subjects started with first paradigm and the rest of them with the second paradigm, 
and in the next sessions, they tested the other paradigm. This strategy was used in 
order not to promote only a paradigm. Each subject tested each paradigm with a 
minimum distance of four days between recording sessions. 

The training setup is described above in the EOG-based paradigm. For both 
paradigms, the testing setup is as follows: 40 left, 40 right, 40 top and 40 bottom 
actions and 160 closure actions (1 instruction for each selection command; a closure 
action is represented by a double blink or eye closure event). Selection commands 
were presented to user in a pseudo-randomly manner, the total count for each 
command was identical, but commands were presented in a random order. The timing 
for this setup is the following: 2 seconds for selection, 2 seconds wait time (with eyes 
focused on the selected object), 2 seconds for gripper closing action and finally 5 
seconds of waiting time when the subject was changing his gaze on the centre of the 
monitor. One minute delay was inserted between the training and testing phases. 

For the EOG-based paradigm, the obtained results revealed a maximum accuracy 
for selection commands of 86.25% (average between all selection commands from 
one subject), whereas the average accuracy was of 78.60% (average between all 
selection commands from all subjects). For double blink events, the maximum 
achieved accuracy was of 93%, whereas the average for all subjects was 79.05%. 

For the EOG-EEG-based paradigm, the maximum accuracy achieved for selection 
commands was of 93.75% and an average of 86.50%. For eye closure events, the 
maximum accuracy achieved was of 98%, whereas the average was 90.9%.  
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For further analysis during each test, acquired signals were stored in a separate file, 
and so were the values from training and testing phases. After the second session, 
each subject was asked to answer some questions about the tested paradigms. 
Relevant answers and final conclusions are stated in the next section. 

4   Conclusions and Future Work 

These preliminary results revealed conclusions converted in future possible 
improvements for presented controlling paradigms. Comparing the two proposed 
paradigms, we notice a major difference for selection events in terms of accuracy. 
This difference might appear due to the user’s fatigue when using the EOG-based 
system. Also, the difference is seen for average values. Most of the subjects presented 
an increase in the selection accuracy of over 7.5% in case of the EOG-EEG paradigm. 
One of the subjects presented an accuracy rate increase of over 10%, two of them of 
over 14% and a single one presented a decrease in the accuracy rate of 3%. 

Considering commands for gripper closure, we conclude there is a difference 
between maximum accuracy rates and also for average rates. It seems that using eye 
closure events (through EEG signals), subjects achieved a higher accuracy rate. From 
the answers given by subjects, we conclude that the EOG-EEG-based paradigm was 
preferred by subjects; results also confirmed this fact. They argued that this 
combination was less tiring. 

Future work is related to refining developed algorithms, in order to increase 
recognition accuracy rates. Current system will evolve in an asynchronous one, 
allowing the user to select a desired object at will. Some new tests will be conducted 
in order to finally choose the best paradigm for our project, considering also the fact 
that many objects for selection will be added in the next applications, and also new 
commands will be integrated. 
 
Acknowledgments. This paper is supported by the Sectoral Operational Programme 
Human Resources Development (SOP HRD), financed from the European Social Fund 
and by the Romanian Government under the contract number POSDRU/88/1.5/S/59321 
for author (1) and by the research project IREAL, contract no. 97/2007, id: 132, funded 
by the Romanian Council for Research CNCSIS for author (2). 

References 

1. European Parliament, 
http://www.europarl.europa.eu/factsheets/4_8_8_en.htm 

2. Wolpaw, J.R., Birbaumer, N., McFarland, D.J., Pfurtscheller, G., Vaughan, T.M.: Brain-
computer interfaces for communication and control. J. Clin. Neurophysiol. 113(6),  
767–791 (2002) 

3. Birbaumer, N.: Breaking the silence: Brain-computer interfaces (BCI) for communication 
and motor control. Psychophysiology 43, 517–532 (2006) 

4. Donchin, E., Spencer, K.M., Wijesinghe, R.: The Mental Prosthesis: Assessing the Speed 
of a P300-Based Brain-Computer Interface. IEEE Trans. Rehab. Eng. 8, 174–179 (2000) 



164 C.-C. Postelnicu, D. Talaba, and M.-I. Toma 

5. Blankertz, B., Dornhege, G., Krauledat, M., Schroder, M., Williamson, J., Murray-Smith, 
R., Muller, K.R.: The Berlin brain-computer interface presents the novel mental typewriter 
hex-o-spell. In: Proceedings of the 3rd International Brain-Computer Interface Workshop 
and Training Course, Verlag der Technischen Universitat Graz, pp. 108–109 (2006) 

6. Vanacker, G., Millan, J., del, R., Lew, E., Ferrez, P.W., Galan Moles, F., Philips, J., Van 
Brussel, H., Nuttin, M.: Context-Based Filtering for Assisted Brainactuated Wheelchair 
driving. In: Computational Intelligence and Neuroscience, Hindawi Publishing 
Corporation (2007) 

7. Dhillon, H.S., Singla, R., Rekhi, N.S., Jha, R.: EOG and EMG based virtual keyboard: A 
brain-computer interface. In: 2nd IEEE International Conference on Computer Science and 
Information Technology, pp. 259–262. IEEE Press, Los Alamitos (2001) 

8. Blankertz, B., Krauledat, M., Dornhege, G., Williamson, J., Murray-Smith, R., Muller, 
K.R.: A Note on Brain Actuated Spelling with the Berlin Brain-Computer Interface. In: 
Stephanidis, C. (ed.) UAHCI 2007 (Part II). LNCS, vol. 4555, pp. 759–768. Springer, 
Heidelberg (2007) 

9. Guger, C., Harkam, W., Hertnaes, C., Pfurtscheller, G.: Prosthetic Control by an EEG-
based Brain-Computer Interface (BCI). In: Proceedings AAATE 5th European Conference 
for the Advancement of Assistive Technology. Dusseldorf, Germany (1999)  

10. Vaughan, T.M., McFarland, D.J., Schalk, G., Sarnacki, W.A., Krusienski, D.J., Sellers, 
E.W., Wolpaw, J.R.: The Wadsworth BCI Research and Development Program: At Home 
with BCI. IEEE Trans. on Neural Systems and Rehab. Eng. 14(2), 229–233 (2006) 

11. Ebrahimi, T., Vesin, J.-M., Garcia, G.: Brain-Computer Interface in Multimedia 
Communication. IEEE Signal Processing Magazine 20(1), 14–24 (2003) 

12. Leeb, R., Scherer, R., Friedman, D., Lee, F., Keinrath, C., Bischof, H., Slater, M., 
Pfurtscheller, G.: Combining BCI and Virtual Reality: Scouting Virtual Worlds. In: 
Dornhege, G., Millan, J.d.R., Hinterberger, T., Mcfarland, D.J., Müller, K.R. (eds.) 
Towards Brain-Computer Interfacing. MIT Press, Cambridge (2007) 

13. Barea, R., Boquete, L., Mazo, M., Lopez, E.: System for Assisted Mobility Using Eye 
Movements. IEEE Trans. on Neural Systems and Rehab. Eng. 10(4), 209–218 (2002) 

14. Duguleana, M., Mogan, G.: Using Eye Blinking for EOG-Based Robot Control. In: 
Camarinha-Matos, L.M., Pereira, P., Ribeiro, L. (eds.) DoCEIS 2010. IFIP AICT, vol. 314, 
pp. 343–350. Springer, Heidelberg (2010) 

15. Jasper, H.: Ten-twenty Electrode System of the International Federation. 
Electroencephalography. J. Clin. Neurophysiol. 10, 371–375 (1958) 

16. XVR development environment, http://www.vrmedia.it/Xvr.htm 
17. Guger Technologies, http://gtec.at/ 
 



Luis M. Camarinha-Matos (Ed.): DoCEIS 2011, IFIP AICT 349, pp. 165–172, 2011. 
© IFIP International Federation for Information Processing 2011 

Robot Emotional State through Bayesian  
Visuo-Auditory Perception 

José Augusto Prado1, Carlos Simplício1,2, and Jorge Dias1 

1 Instituto de Sistemas e Robotica ISR, FCT-UC, Universidade de Coimbra, Portugal 
2 Instituto Politécnico de Leiria, Portugal 

{jaugusro,jorge}@isr.uc.pt, carlos.simplicio@ipleiria.pt  

Abstract. In this paper we focus on auditory analysis as the sensory stimulus, 
and on vocalization synthesis as the output signal. Our scenario is to have one 
robot interacting with one human through vocalization channel. Notice that 
vocalization is far beyond speech; while speech analysis would give us what 
was said, vocalization analysis gives us how was said. A social robot shall be 
able to perform actions in different manners according to its emotional state. 
Thus we propose a novel Bayesian approach to determine the emotional state 
the robot shall assume according to how the interlocutor is talking to it. Results 
shows that the classification happens as expected converging to the correct 
decision after two iterations.  

Keywords: Bayesian Approach, Auditory Perception, Robot Emotional State, 
Vocalization. 

1   Introduction 

In the context of human robot interaction, a core problem is how to reduce the 
estrangement between humans and machines. In order to do this, recently researchers 
are investigating how to endow the robots an emotional feedback. There has never 
been any doubt about the importance of emotions in human behavior, especially in 
human relationships. The past decade, however, has seen a great deal of progress in 
developing computational theories of emotion that can be applied to building robots 
and avatars that interact emotionally with humans. According to the main stream of 
such theories [1], emotions are much intertwined with other cognitive processing, 
both as antecedents (emotions affect cognition) and consequences (cognition affects 
emotions). In our scenario, a pre-defined story board exists, which the human and the 
robot shall follow, though removing the importance of what is said and focusing  
the experiments on the detection of emotion. In the simplest case, robot will mimic 
the detected emotion.  

2   Contribution to Sustainability 

Schroder et. al. [2] presented the SEMAINE API as a framework for enabling the 
creation of simple or complex emotion oriented systems. Their framework is rooted in 
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the understanding that the use of standard formats is beneficial for interoperability and 
reuse of components. They show how system integration and reuse of components 
can work in practice. An implementation of a dialogue system was done using a 2D 
displayed avatar and speech interface. More work is needed in order to make the 
SEMAINE API fully suitable for a broad range of applications in the area of emotion-
aware systems [2]. Classifying emotions in human dialogs was studied by Min [3] 
presenting a comparison between various acoustic feature sets and classification 
algorithms for classifying spoken utterances based on the emotional state of the 
speaker. Later, Wang [4] presented an emotion recognition system to classify human 
emotional state from audiovisual signals. The strategy was to extract prosodic, mel-
frequency Cepstral coefficient, and formant frequency features to represent the audio 
characteristics of the emotional speech. A face detection scheme based on HSV color 
model was used to detect the face from the background. The facial expressions were 
represented by Gabor wavelet features. This proposed emotional recognition system 
was tested and had an overall recognition accuracy of 82.14% of true positives. 
Recently, Cowie [5] it was described a multi-cue, dynamic approach to detect 
emotion in video sequences. Recognition was performed via a recurrent neural 
network. 

Our approach presents a novel probabilistic model for emotion 
classification based on vocalization analysis and Bayesian 
Networks applied for Human Robot Interaction. Our prototype 
robot can be seen in figure 1. Furthermore, we propose a model 
for integration of two modalities (visual and aural), more 
specifically facial expression analysis following Ekman [6] and 
vocalization analysis. 

 

Fig. 1. Our prototype robot 

3   Emotional States 

Spinozza [7], during the seventeenth century, proposed a definition of how human 
emotions behave. His work was recently continued and extended by Damasio [8] [9] 
who proposed an approach with the joint behavior of four groups of emotional states: 
three of them are related to the lost of some capability of communication. A fourth 
group, associated to success, was also considered. Each group contains the social 
emotion and the Emotional Competent Stimulus (ECS) for that emotion. Damasio did 
not define ECS for the neutral state. Here we propose the addition of a fifth group 
where the neutral state is. The four groups of emotional states proposed by Damasio 
[9], and plus the neutral state added by us, can be summarized as follow: fear, anger, 
sad, happy and neutral. According to Damasio [9], the emotional state can be 
influenced by what is happening with the individual's, and also to interlocutor 
emotional state. Taking this into account, our system is composed by analysis and 
synthesis (see figure 2). In the analysis part, we are determining what are the vocal 
expressions produced by the human. Later in the synthesis part, the emotional state is 
established and the reaction is synthesized. A combination with an input from 
human’s emotional state, which is given by facial expression analysis following 
Ekman [6], is also proposed on the synthesis part. 
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In the Bayesian network's first level there is only one node. The global 
classification result obtained is provided by the belief variable associated with this 
node: V_E∈{angry, fear, happy, sad, neutral}; where the variable name stands from 
Vocal Expression. Considering the structure of the Bayesian network, the variables in 
the second level have as parent this one in the first level: V_E. 

In the second level there are four belief variables, 
 

• PT∈{short, normal, long} is variable which a belief is related with Pitch. Pitch 
represents the perceived fundamental frequency of a sound. We are using the pitch 
extraction by autocorrelation method proposed by Sondhi [10]. 

The voice pitch changes significantly along a sentence and an important part of our 
voices are un-pitched, however, since the conversation follows a pre-defined story 
board, the mean pitch of the sentence will help to distinguish the emotional state that 
was there when this very sentence was spoken.  

• SD∈{short, normal, long} is variable which a belief is related with Sentence 
Duration. Since we know the sampling frequency (sfreq) of the acquired sound, and 
we also know the beginning and the end of each sentence, consequently the number of 
samples (nsam) then it is trivial to determine the duration in seconds by  = / . This variable contributes to the classification. By example, when 
a person speaks the same sentence with a happy emotion it usually speaks faster than 
with a sad emotion. For some emotional states the duration might be exactly the same, 
but then the other variables will contribute for the disambiguation. 

• VL∈{low, medium, high} is a belief variable which stands for Volume Level. This 
variable is actually the energy y of the signal, which for a continuous-time signal x(t) 
is given by =  | ( ) | . 

• SR∈{zero, one, two, three_or_more} is the belief variable which stands for 
Sentence Repetition. It is associated with the number of sentences repetitions that the 
interlocutor may perform. The value of this is given by the comparison of the 
previous three variables along four previous times. 

The following equations illustrate the joint distribution associated to the Bayesian 
Vocal Expressions Classifier: ( _ , , , , ) = ( , , , | _ ). ( _ ) = 

 ( | _ ). ( | _ ). ( | _ ). ( | _ ). ( _ ). 

(1) 

 

The last equality can be done only if it is assumed that belief variables PT, SD, VL 
and SR are independent. 

From the joint distribution, the posterior can be obtained by the application of the 
Bayes’ Formula as follow: 

 ( _ | , , , ) 

                         = ( | _ ). ( | _ ). ( | _ ). ( | _ )( , , , )  
(2) 
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expressions according to what is expected. Convergence is also expected to appear 
among the time, since both are Dynamic Bayesian Networks. Figure 6 shows results 
of the Bayesian inference during five iterations with the following constant evidences: 

Pitch=long,    SentenceDuration=short, 
VolumeLevel=low,   SentenceRepetition=zero. 

 

 
Fig. 6. Results for Classification of a Vocal Expressions (Sad) - The convergence happens after 
the second iteration 

6   Conclusions and Future Work 

This work presented a novel approach to determine robot emotional state through 
vocal expressions, according to philosophic references on how humans do it for 
themselves. The results show that correct classifications are done: the inferred 
emotional state is correct during an interaction between a robot and a human. This 
approach turns interaction more inclusive and reduces the estrangement between 
humans and machines. Our approach endows the robot to say the same sentence with 
different characteristics, according to its emotional state. We just presented one 
example of an utterance in sad; however, we are preparing a dataset with different 
sentences uttered in all the five emotional states here considered.  

The current implementation of our Bayesian network is with limited values and it 
shows a proof of concept; however, we expect to experiment it with a larger scope of 
possibilities for each variable. 

As the proposed model is simple, it is advantageous in particular contexts; 
specially multimodal fusion; where a quick (less complex) form of predicting an 
emotional state is better than a large model of human emotional processing. 
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Abstract. In this work is proposed an approach to learn patterns and recognize 
a manipulative task by the extracted features among multiples observations. The 
diversity of information such as hand motion, fingers flexure and object 
trajectory are important to represent a manipulative task. By using the relevant 
features is possible to generate a general form of the signals that represents a 
specific dataset of trials. The hand motion generalization process is achieved by 
polynomial regression. Later, given a new observation, it is performed a 
classification and identification of a task by using the learned features. 

Keywords: Motion Patterns, Task Recognition, Task Generalization. 

1   Introduction 

An important issue for modeling and recognition of human actions and behaviors are 
the motion patterns found during some activity. In different daily tasks the motion 
assumes an important key point to describe a specific action. The variety of human 
activity in everyday environment is very diverse; the same way that repeated 
performances of the same activity by the same subject can vary, similar activities 
performed by different individuals are also slightly different. The basic idea behind 
this is: if a particular motion pattern appears many times in long-term observation, 
this pattern must be meaningful to a user or to a task.  In this work we are focusing on 
manipulative tasks at trajectory level to find similarities (significant patterns) given by 
multiples observations. The intention is learn and generalize a specific task by the 
hand movement including fingers motion as well as object trajectory along the task 
for its recognition. This application is useful for task recognition in robot imitation 
learning and can be applied in the future in such way that the generalized movements 
can be applied to other contexts by a robot. We are not going through the imitation 
part, but we are focusing on the ability of learning and generalization. 

2   Contribution to Sustainability 

During the recent years, many research fields such as human-computer interface, 
medical rehabilitation, robotics, surveillance, sport performance analysis have focused 
some of their attention to the understanding and analysis of human behaviour and 
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human motions. Others examples can be seen in the field of entertainment such as 
games that use natural user interfaces where sensors grab the human motion to 
interact with the game. All these research fields are searching for new solutions to 
improve the standard quality levels of human living conditions, generalizing the 
access to high quality services. Motion pattern analysis is one of the key elements to 
the development of those services.  

The contribution of this work is an approach to learn relevant features in 
manipulative tasks by finding similarities among hand motions where is possible to 
generalize manipulative movements that can be applied to different contexts. This 
kind of approach can be used in the future to endow robots by imitation learning as 
well for recognition of a specific action to interact in a human environment to assist 
people in different tasks, compensating the absence of specialized human resources. 
Robotics can be used in medicine to assist in surgeries, rehabilitation, and also for 
complex task which is dangerous for human beings. These applications can contribute 
to the technological innovation for sustainability.  

3   Related Work 

In [2] is presented a programming by demonstration framework where relevant 
features of a given task are learned and then generalized for different contexts. 
Human demonstrator teaches manipulative tasks for a humanoid robot. Through 
GMM/BMM the signals are encoded to provide a spatio-temporal correlation. The 
trajectories are then generalized by using GMR. The authors in [3] presented an 
approach to find repeated motion patterns in long motion sequences. They state that if 
a point at a given instant of time, belongs to a set of repeated patterns, and then many 
similar shaped segments exist around that data point. They encode the characteristic 
point with partly locality sensitive hashing and find the repeated patterns using 
dynamic programming. In [4] is proposed a general approach to learn motor skills 
form human demonstrations. The authors have developed a library of movements by 
labeling each recorded movement according to task and context. By using Non-Linear 
differential equations they could learn and generalizing the movements. 

4   Proposed Approach 

Inside the neuroscience field we can find a decomposition of a typical human 
manipulation movement on different stages [1]. Actions phases are defined as 
manipulative activities involving series of primitives and events. In this work, the 
actions phases are used to find motion patterns in each one. In Fig.1 is possible to 
identify the actions phases and the events that happens among them. In each phase, it 
is possible to detect primitives to describe better an action. Those represented action 
phases are a high level segmentation of simple manipulative tasks. For the tasks that 
need to have in-hand manipulation (re-grasp or change the orientation of the object 
along the movement), the segmentation becomes more complex, the transport phase 
can enclose or can be changed to in-hand manipulation. Fig.2 shows the steps of the 
proposed approach.  
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Fig. 1. Defined action phases for the manipulative tasks presented in this work 

 

Fig. 2. Steps of the proposed approach 

4.1   Experimental Setup and Data Acquisition 

For the data acquisition is used: Polhemus magnetic motion tacking system [5]; 
TekScan grip [6] a tactile sensor for force feedback and CyberGlove II [7] for fingers 
flexure measurement. Each magnetic sensor has 6DoF (3D position and Euler angles). 
The magnetic sensors were attached to the fingertips to track the hand and fingers 
movements and also to track the object pose. The setup (Fig.3) for the experiments is 

composed of a 
wooden table, and 
the experiments 
were executed by a 
subject seated in 
front of the table.  
 
 

Fig. 3. Experimental Setup: Devices for the experiments 

To facilitate the detection of each action phase by analyzing the sensors data, the 
sensors synchronization was needed. A distributed data acquisition was adopted, 
where a trigger defines the start and end of the acquisition. This way by looking to the 
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data it is possible to identify some events which enable to detect the beginning and 
end of an action phase in a movement. Some assumption are adopted as described in 
previous work [8] where some rules need to be satisfied, for example, reaching: it is 
defined while there is hand motion, the object is static, no force pressure from tactile 
sensing, and variance on the fingers flexure; load phase: hand motion, force feedback, 
no movement of the object. 
 

 
 

Fig. 4. – (a) Motion Patterns: Similarities detection in the action phases of the trajectories of a 
dataset of a manipulative task; (b) Distance of the learned features from the center of gravity 

4.2   Motion Patterns: Features Extraction and Similarities among Trajectories 

An example of the features selection is presented in Fig.4 (a). Given a dataset of hand 
trajectories of a task, we want to find the similarities among all trajectories, repeated 
patterns that are the relevant features to generate a generalized one. The idea is to 
detect features in each action phase of all trajectories of a dataset, then it is computed 
the probability distribution of these features. The algorithm selects the type of feature 
with higher occurrence in all trajectories by looking for the each feature coordinates, 
i.e. it is verified all first features in all trajectories and select the type of feature with 
high probability in that position and so on, for all second features, third until de last 
one. At the end, the features with high similarities among the trajectories are kept and 
by applying an interpolation among the features positions it is possible to have a 
general trajectory. The classes of features that is used to describe a trajectory are 
curvatures and hand orientation that vary during the task performance. In previous 
work [9] a probabilistic approach was developed for hand trajectory classification 
where curvatures and hand orientation where detected in 3D space. Here we are 
following the same idea for feature extraction. 

4.3   Patterns from Different Sensors Modality 

Other type of features is also taken into account: the fingers distances (thumb to 
index; index to middle and so on). The distances variance happens along to the hand 
trajectory, examples include hand aperture, a grasping, etc. It will also help to 
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differentiate each phase of a task. At each point of the fingers trajectories is computed 
a mean distance of the sum of squared Euclidean distances of the fingers (1). Inside of 
each action phase there are many 3D points so that it is possible to compute N 
distances. An alternative to represent each action phase is to compute the average of 
all computed mean distances (1).  
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The signals of the cyber-glove represent degrees of flexure (e.g. 0-255). An easy way 
to use this information is defining some grasp types such as cylindrical grasping, 
spherical grasping, in different levels of flexure and also defining some type  
of gestures, i.e. extension and flexion of the hand in different degrees of flexure  
(e.g. low, medium, high). After a learning stage by analyzing many observations  
of the same gesture it is possible to know the degree of flexure for each finger  
for each grasp type. In each task, it is necessary to identify the types of the de- 
fined grasping/gesture and then compute the probability distribution P(Grasp | 
Observation) of each one along the action phases of the task. 

4.4   Task Representation by General Form of the Trajectories 

The representation of a dataset of a specific task at trajectory level is given by the 
general form of the data which is achieved after selecting the relevant features and 
then applying a regression on the data to generalize it. The spatio-temporal 
information is used to apply a polynomial regression to fit the data to have a 
smoothed trajectory of the manipulative task. The polynomial regression was chosen 
due to the curvilinear response during the fit and it can be adjusted because it is a 
special case of multiple linear regressions model. We are adopting the quadratic form 
of the model, a polynomial regression of second order. Although polynomial 
regression fits a nonlinear model to the data, as a statistical estimation problem, it is 
linear, in the sense that the regression function is linear in the unknown parameters 
that are estimated from the data. The general model of second order polynomial 
regression is given by:  

                                    iiii εxβxββY +++= 2
1110                                                 (4) 

where XXx ii -=  and ε  is an unobserved random error with mean zero conditioned 

on a scalar variable; ε can be computed as error of least square fitting; β minimizes 

the least square error. 
In our case, due to the type of trajectories, to fit correctly the curves, the regression 

need to be done locally, at some parts of the trajectory, Example of regression in sub-
regions of the trajectories is shown in Fig.5. 
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Fig. 5. – Regression applied on sub-regions of an action phase of a manipulative task. 2D view: 
left and middle images: x, y view; right image: x, z. 

4.5   Task Identification 

A new task can be recognized by matching a prototype (learned task) to a new 
observation or via classification where there many task classes. In the case of the hand 
trajectory, some properties of the learned features (translation invariance) as shown in 
Fig.4 (b) can be used also in the matching. The learned features is used for the 
matching between a prototype (generalized information) to a new observation.  

Another alternative is applying continuous classification based on multiplicative 
updates of beliefs by Bayesian technique (5) taking in consideration the learned 
observations (relevant features of the general form of signals). First it is identified if 
the task to be classified has all action phases of the learned task, and then it is possible 
to classify it.  

 

∑
j

1k1k1k1kj

1k1k1k1k
1k1k

i) ,h,o ,c_obj,c|P(g

i)P(G) G, | i)P(h G, | P(o i) G, | i)P(c_obj G, | P(c
  i) ,c | P(G
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++++
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(5) 

To understand the general classification model some definitions are done: g is a 
known task goal from all possible G; c is a certain value of feature C (Curvature 
types) found in the hand trajectories; C_obj: curvatures found in the object 
trajectories; H: the grasping type learned from the data-glove signals; o: a certain 
value of feature O (hand orientation types) i is a given index from all possible action 
phases A. For more details about a methodology for some features extraction and their 
probability distribution see [9]. The probability P(c | g i) that a feature C has certain 
value c can be defined by learning the probability distribution P(C | G A); P(o | g i) of 
feature O learning P(O | G A); P(h | g i) learning P(H | G A) and P(c_obj | g i) of 
feature C_obj learning P(C_obj | G A).  

5   Results 

The trajectories that were used are pick-up and place and pick-up and lift. In Fig.6 (a) is 
shown the raw data of the used dataset correspondent to the task pick-up and place 
(hand trajectories); (b) shows the detected action phases using the sensors information. 
Fig.7 (a) shows an example of the 3D positions of the features extracted (curvatures: 
trajectory directions) from all observations before finding similarities; (b) relevant 
features selection by analyzing the probability distribution of the features to know which 
type of feature is more relevant, later after computing the least square among all features 
points of the trajectories dataset we can estimate the coordinates of them; (c) example of 
interpolation of the features points as a function of arc length along a space curve. 



 Manipulative Tasks Identification by Learning and Generalizing Hand Motions 179 

 

Fig. 6. – Left: Raw data(in inches): trajectories dataset (object displacement); Right: Trajectory 
segmentation by action phase 

 

Fig. 7. – (a) Extracted Features; (b) Relevant Features (similarities among all trajectories);  
(c) Generalized Trajectory 

    

Fig. 8. – (a) New observation: trajectory to be classified (pick-up and place); (b) Trajectory of 
dataset pick-up and lift 

Table 1. Classification Result 

Action 
Phases 

Pick-up and place 
% 

Pick-up and lift 
% 

Reaching 45.00 55.00 
Load 48.10 51.90 
Lift 59.32 40.68 
Transport 69.83 30.17 
Release 78.00 22.00 

The 2nd and 3rd columns show the % of the new observation belonging to pick-up and place or 
pick-up and lift task in each instant (part of the task). We have detected the relevant features in 
each phase using their probabilities to classify the new observation. The new trajectory  
(Fig. 8(a)) is classified as pick-up and place correctly with 78%. 

 



180 D.R. Faria et al. 

The actions phases for both dataset happen in different period. Given a new 
trajectory we want to recognize what kind of task is it. The classification variables are 
updated in each action phase and at the end the variables keep the final result of the 
classification. Table 1 shows the result of the classification of a new observation of 
pick-up and place. For that, just the learned curvatures features was used in the 
classification model (5), in the future we intend to implement the complete model to 
reach better results. 

6   Conclusion and Future Work 

In this work is proposed an approach to represent and recognize a manipulative task 
by multiple observations performed by a human demonstrator. By finding the relevant 
features of a task dataset is possible to find a general form of representing a task and 
also recognize it. The preliminary results motivate us to follow this proposed 
methodology to reach satisfactory results. In future work will be tested and evaluated 
the proposed approach by applying it in different trials of different manipulative tasks 
and different sensors signals will be used.  
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Abstract. For a natural interaction, people immersed within a virtual environment 
(like a CAVE system) use multimodal input devices (i.e. pointing devices, haptic 
devices, 3D mouse, infrared markers and so on). In the case of physically 
impaired people who are limited in their ability of moving their hands, it is 
necessary to use other special input devices in order to be able to perform a 
natural interaction. For the inference of their preference or interests regarding the 
surrounding environment, it is possible to take in consideration the movements of 
their eyes or head. Based on the analysis of eye movements, an assistive high 
level eye tracking interface can be designed to find the intentions of the users. A 
natural interaction can also be performed at some extent using head movements. 
This work is a compared study regarding the promptness of selection between two 
interaction interfaces, one based on head tracking and the other based on eye 
tracking. Several experiments have been conducted in order to obtain a selection 
speed ratio during the process of selecting virtual objects. This parameter is useful 
in the evaluation of promptness or ergonomics of a certain selection method, 
provided that eyes focus almost instantly on the objects of interest, long before a 
selection is completed with any other kind of interaction device (i.e. mouse, 
pointing wand, infrared markers). For the tests, the tracking of eyes and head 
movements has been performed with a high speed and highly accurate head 
mounted eye tracker and a 6 DoF magnetic sensor attached to the head. Direction 
of gaze is considered with respect to the orientation of head, thus users are free to 
turn around or move freely during the experiments. The interaction interface 
based on eye tracking allows the users to make selections just by gazing at 
objects, while the head tracking method forces the users to turn their heads 
towards the objects they want to be selected. 

Keywords: eye tracking, head tracking, interaction metaphor, interaction 
interface, virtual reality, virtual environment, CAVE system. 

1   Introduction 

As vision is one of the most important communication channels, vast research has 
been conducted lately in the area of eye tracking. Sayings which date from the early 
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ages state that eyes are the window towards mind. It is sometimes facile for relatives, 
friends or even strangers to guess someone’s intentions just by looking at their eyes. 
Although they are input sensory channels, when they behave according to known 
gestures it is possible for some meaningful information to be transmitted through. 
This information is very useful in the implementation of assistive interaction 
interfaces, especially in the case of severely disabled people [1]. Attentive user 
interfaces (AUIs) take this information into consideration to infer user’s intensions 
and preferences [2]. For the purpose of an increased degree of self-sufficiency in 
carrying out daily life activities [3], some heterogeneous environments like inhabited 
rooms can be controlled by disabled people through communication interfaces based 
on eye-tracking [4]. The users gradually shift their gaze towards a certain target until 
their preference is established [5]. The “cascade effect” discovered in 2003 [6] relate 
the gradual gaze shifts with the interest of users towards solving a given task. Due to 
this association between saccadic eve movements and interest, a quick determination 
of user’s gaze at any time is essential for a consistent inference of user’s interests [7]. 
The most important advantage of an object selection interface based on eye tracking is 
the promptness. Based on the fast analysis of eye movements, an attentive interface 
can make associations between sequentially gazed targets, time spent on each target 
or the path followed with the gaze, to guess the interest of the users or to determine if 
they are in a situation of uncertainty [2]. The iTourist system is able to analyze user’s 
gaze very quickly and make associations between fixations points over the surface of 
an electronic map, providing a dynamic flow of information about what he/she 
appears to be interested in. It reacts as a very attentive humanlike guide, paying 
attention at all times to what the tourist is looking at [8]. 

2   Contribution to Sustainability 

One of the most inconvenient aspects of an object selection method based on eye 
tracking is the imprecision of gaze estimation. Gaze position accuracy of the eye 
tracking system used in our experiments is between 0.5° and 1°. This means that 
objects located far from the user are more likely to be missed by the estimated 
direction of gaze, especially if they are small. 

If head position and orientation can be tracked, an estimation of the user’s gaze can 
be considered along the orientation of head. Object selection can be performed very 
precisely in this case if a visual feedback of head orientation is presented to the user. 
Provided that head movements can be successfully used as an interaction method in a 
virtual environment, we have conducted a set of experiments to compare the 
promptness of a head tracking interaction metaphor with respect to a fast eye tracking 
interaction metaphor. However, the head tracking method is not as fast as the one 
based on gaze tracking and the time delay between selections made through the two 
interaction interfaces is rather intuitive. The purpose of this paper is to discuss the 
results obtained in a series of experiments, regarding the selection speed ratio between 
the two interaction interfaces mentioned. It can be an instrument in the evaluation of 
the stress exerted on the user when using head movements to make selections. Any 
unnecessary load within the interaction metaphor can lead in time to fatigue, 
especially if the interaction metaphor is complex. Head movements are complex and 
require more spatial coordination, so in this case it is essential to know the amount of 
time users spend on the selection procedure. 



 Evaluation of the Average Selection Speed Ratio 183 

3   Design of Experiments 

Calibration of the eye tracker used in our experiments, ASL H6-HS-BN 6000  
Eye-Track model, an accurate and high speed head mounted system, is typically made 
on a normal desktop screen (Fig. 1), by sequentially gazing at each one of the green 
points.  

 

Fig. 1. Eye tracker calibration points on a desktop PC 

Our experiments have been conducted on a large projection screen, normally used for 
visualization of stereoscopic scenes. The nine calibration points were displayed in a 
similar fashion as on the small desktop screen (Fig. 2), covering the visual field of the 
user. During the experiments, a black background was chosen for the projection 
screen in order not to distract the subjects in any way from the task they were 
assigned to (Fig. 3). On the black background a green square is displayed sequentially 
in 9 locations on the screen in a random fashion, so that subjects can’t anticipate the 
next location where it will be displayed. Since the accuracy of the selection is not the 
subject of these experiments, the locations on the screen of the 9 points were chosen 
at 0.5 m one from another in order to enable a facile discrimination of each gazed 
objects. 

 

Fig. 2. Eye tracking calibration points displayed on the powerwall 
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Fig. 3. The green square displayed on the powerwall 

The scenario of the tests was very simple; the users had to perform as many 
selections as possible within 90 seconds. Gaze direction is represented by a bounding 
box, starting from user’s head towards the screen, long and thick enough to collide 
with the green square. The system detects when the gaze direction of users falls over 
the green square, by testing the collision between the bounding bar of gaze direction 
and the green square. In Fig. 4 the frame of the bounding bar is displayed and one 
could notice that it intersects one of the objects in the virtual environment. In this case 
the bounding box of the selected object is also drawn to confirm the success of the 
selection. 

 

Fig. 4. The frames of the gaze direction bounding box 

The bounding box of the gaze direction has one of its faces at the corresponding 
location of subject’s head while the orientation is given either by head orientation 
either by gaze direction, depending on the selection method currently used. Because 
of this spatial disposition, some users mentioned that the bounding box can be 
regarded as an extension in the virtual reality of the human body, or as a self-centered 
pointing device. Head position and orientation are retrieved in real time by a magnetic 
tracker. A 6 DoF sensor is attached to the helmet (Fig. 5), thus providing a complete 
freedom of movement to the subjects during the experiments. The software used for 
visualization is XVR Studio (EXtreme Virtual Reality) developed by the VRMedia 
Spin Off of Scuola Superiore Sant’ Anna, Italy. This software architecture has the 
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Fig. 5. Magnetic sensor attached to the ASL eye tracker’s helmet 

capability of extending its features through external dynamic link libraries (dll). 
External data can also be injected using socket communication. For head tracking we 
have used an external connection to a dynamic library written in c++ which retrieves 
the position and orientation of the head from a magnetic tracker. Data from the eye 
tracking device was transferred through an UDP port. 

4   Discussion of Results 

During the experiments, when a selection occurs, the counter for the number of 
completed selections is increased. This variable is saved in a database, along with 
time when each selection occurs (minute, seconds and milliseconds). The overall 
results obtained for each of the 10 subjects are available in Fig. 6. They clearly 
indicate that object selection speed ratio is considerable superior for the interaction 
interface based on eye tracking (Fig. 6(a)). In average, this ratio is 2.47 (Fig. 6(b) – 
the blue bar). The standard deviation of the number of selections completed is 13.6 
for the head tracking method and 15.7 for the method based on eye tracking. 
 

 

 
(a) 

 
(b) 

Fig. 6. Number of selections completed by each subject within 90” (a): green bars – selections 
made by gaze tracking; blue bars – selections made by head tracking; Selection speed ratio  
(b): - green bars – selection speed ratio for each subject; blue bar – average selection speed 
ratio 
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When designing a natural interaction interface it is essential to have in mind the 
easiness of the selection procedure, simplification, promptness and user abilities. Our 
contribution lies in the evaluation of the promptness of a head tracking selection 
interface, relative to a fast gaze tracking interface. Provided that selections of objects 
made with an interface based on gaze tracking are faster than any other selection 
method, values obtained in these experiments can be used as a point of reference for 
evaluation and comparison of other selection methods, in terms of selection 
promptness or stress exerted on the user. In the case of the head tracking selection 
interface, an average 2.47 ratio can be considered as high, because head movements 
requires complex spatial coordination, forcing the user to be more focused. This delay 
in combination with the constraint of wearing a sensor on the head, in time can lead to 
fatigue and discomfort. 
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Abstract. In this paper a new body motion-based Human Behaviour Analysing 
(HBA) approach is proposed for the sake of events classification. Here, the 
interesting events are as normal and abnormal behaviours in a Automated Teller 
Machine (ATM) scenario. The concept of Laban Movement Analysis (LMA), 
which is a known human movement analysing system, is used in order to define 
and extract sufficient features. A two-phase probabilistic approach have been 
applied to model the system's state. Firstly, a Bayesian network is used to 
estimate LMA-based human movement parameters. Then the sequence of the 
obtained LMA parameters are used as the inputs of the second phase. As the 
second phase, the Hidden Markov Model (HMM), which is a well-known 
approach to deal with the time-sequential data, is used regarding the context of 
the ATM scenario. The achieved results prove the eligibility and efficiency of 
the proposed method for the surveillance applications.  

Keywords: Human Behaviour Analysing, Laban Movement Analysis, HMM 
and Bayesian Network. 

1   Introduction 

HBA is demanding for many applications such surveillance systems and home-cares. 
Human Movement Analysis (HMA) consider as a prerequisite for the body motion-
based HBA. Having human movement’s properties makes it possible to interpret 
human behaviours, which is a more complex task. As Bobick [4] believes, human 
behaviour comes from a sequence of performed human motions inside a scene. It 
means that previous knowledge of human motion is needed, to be able to understand 
human behaviours in the contex of a particular scenario. Thus it seems that there is a 
couple of issues, namely a sequence of movement and environment parameters that 
need to be investigated in order to estimate the human behaviour.  

Hidden Markov Model (HMM), which is kind of Dynamic Bayesian Network 
(DBN) methods, is a well-known method for the purpose of analysing in such a 
sequential movement data and it can deal with previous knowledge dependencies. 
Remagnino and Jones [14] used a HMM approach to model parking lot environment 
behaviours. Oliver et al. in [9] defined some sequences of human motions to estimate 
the people behaviours.  



190 K. Khoshhal et al. 

There are many elements or parameters, which can affect human behaviour in 
different situations. Pentland and Liu in [11] discussed how to model the human 
behaviour in a driving situation. They believed that it is useful to have some dynamic 
models for each kind of driving such as relaxed driving, tight driving, etc. then 
classify the driver's behaviour by comparing it with the models. Nascimento et al. in 
[8] described a method for recognizing some human activities in a shopping space 
(e.g. entering, exiting, passing and browsing). They used human motion patterns, 
which were achieved from a sequence of displacements of each human's blob center.  

Ryoo and Aggarwal have used the HMM for different level of human behaviour 
understanding: primitive and complex in 2D-base space [16], [17]. A deep 
contribution in the field of human-machine interaction (HMI), based on the concept of 
LMA, is performed by Rett & Dias in [15]. In their work a Bayesian model is defined 
for learning and classification. The LMA is presented as a concept to identify useful 
features of human movements to classify human gestures. 

In this paper, by getting inspiration from the previous work of Rett and Dias in [15], 
the concept of LMA is used in order to define and extract sufficient features. A two-
phase probabilistic approach has been applied to model the system's state (see Fig. 1). 
Firstly, a Bayesian network is used to estimate LMA-based human movement 
parameters. Then a sequence of the obtained LMA parameters is used as the inputs of 
the second phase. As the second phase, the HMM, which is a well-known approach to 
deal with the time-sequential data, is used regarding the context of the ATM scenario. 
The achieved results prove the eligibility and efficiency of the proposed method for the 
surveillance applications. 

 

Fig. 1. The methodology diagram 

This paper is arranged as following. Section 2 describes the contribution to 
sustainability of the paper. Section 3 presents a frequency-based feature extraction 
method. Then LMA concept and the human motion understanding approach are 
described in section 4. Section 5 describes the second phase of our HMM-based 
classification part, which is defined for human behavior understanding. Section 6 
presents experimental part, and Section 7 closes with a conclusion and an outlook for 
future works. 

2   Contribution to Sustainability 

In this paper, a new body motion-based HBA 
approach is proposed for the sake of events 
classification. The key is that a couple of 
classifier was used based on frequency-
domain features and LMA concept. The 
impact of this paper will be a reliable 
behaviour Analysing system using human 

 
Fig. 2. Robberies state in an ATM 
scenario - PROMETHEUS dataset 
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body motion features to analyse different human-being events. The system will be 
useful in many applications especially in surveillance systems and smart-homes, 
which are growing very fast in the world. In this paper, the interesting events are 
categorized as normal and abnormal behaviours in ATM scenarios (see Fig. 2).  

3   Frequency-Based Feature Extraction 

We believe that the frequency-based features are suitable features to achieve the 
LMA.Effort parameters and recognize human motion, as can be seen in our previous 

work [6] in detail (LMA.Effort parameters shall be introduced in the next section). 
Frequency-based features can be obtained by using Fast Fourier Transform (FFT) and 
Power Spectrum (PS) techniques on the input signals ([13] and [5]). The acceleration 
signals of the body parts are supposed to be available as the input data, and then FFT 
and PS of those signals are extracted as can be seen in Fig. 3. 

By having all these PS signals for each selected body part acceleration signal in 
different actions, and collecting some coefficients (peak) of the extracted signals, like 
[6] which collected first four coefficients of each subdomain of PS signals, we have 
sufficient features in our application. Thus, four features for two parts of body are 
defined to be use for classification of various actions. { }pb

i
Acc fMax  denotes the 

maximum content of each i subdomain-frequency of acceleration signal for each parts 
of body (pb). The set of pb and subdomain frequency are defined as {Head feet} and 
{(0-10), (11-20), (21-30), (31-40)} in Hz unit. 

4   LMA-Based Human Motion Modelling 

Laban Movement Analysis (LMA) is a known method for observing, describing, 
notating, and interpreting human movement, that was developed by Rudolf Laban, 
who is widely regarded as a pioneer of European modern dance and theorist of 
movement education [19] about 60 years ago. Norman Badler's group was the first 
group who attempted to re-formulate Laban framework in computational models 
since 1993 [1], [19]. Recently Dias's group also had several interesting works around 
LMA since 2007 [15]. 

 

 

Fig. 3. PS of acceleration signals of two body parts (head and feet) for (left) running and 
(right) walking movement 
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The theory of LMA consists of several major components, though the available 
literature is not in unison about their total number. The works of Norman Badlers 
group [19] mentioned five major components; Body, Effort, Space, Shape and 
Relationship. 

One of the most important components of LMA is Effort that we tried to obtain it 
and then based on that, reach to human behaviour. Effort or dynamics is a system for 
understanding the more subtle characteristics about the way a movement is done with 
respect to inner intention. The difference between punching someone in anger and 
reaching for a glass is slight in terms of body organization - both rely on extension of 
the arm. The attention to the strength of the movement, the control of the movement 
and the timing of the movement are very different. Effort has four subcategories; 
Time, Space, Weight and Flow, and each of them has two opposite polarities which 
are sudden/sustained, direct/indirect, strong/light and bounded/free, respectively (for 
more information: [6]). 

In the first phase, LMA parameters were obtained to analyse some interesing 
human movements depend on the scenario and tracker outputs. Based on the collected 
data and our tracking outputs, we could just rely on position of feet and head. Thus, 
we could have just acceleration signal of these body parts. 

The interesting activities in ATM scenario are standing, walking, running and 
falling down. In our previous work [6] based on the results, we realized that by having 
just a couple of body parts positions insead of six parts of body, and having just a 
couple of states for Effort.time (sudden and sustained) are not enough to distinguish 
the interesting activities. Thus we discretized Effort.time to four states, as can be seen 
in Fig. 4. Then the outputs of this Bayesian net are all the probabilities of the 
interesting activities. 

 

Fig. 4. LMA-based Bayesian Net 

5   Concurrent HMM-Based Human Behaviour Modeling 

For behaviour recognition, we are interested in detecting the current behaviour 
amongst N known behaviours (i.e. the behaviour library). For this purpose, using a 
concurrent HMM architecture is proposed.  

5.1   Principle 

A concurrent HMM is composed of several HMMs, each one describing one class 
(see Fig. 5 left). To summarize, the concurrent HMM centralizes the on-line update of 
the behaviour belief and contains: 
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1. The set of HMMs representing basic behaviour library (one HMM per 
behaviour);  

2. The transition between behaviours model that could be either defined by hand 
(by an expert), or learnt from annotated data.  

 

Fig. 5. Concurrent HMMs (left) Recognition Modes (right) 

HMMs are used to characterize an underlying Markov chain which generates a 
sequence of states. The term Hidden in the HMM name comes from the fact that the 
sequence of states is not directly observable. Instead the states generate an observable 
sequence. Thus, the output depends on the current state and on previous outputs. 
These tools are widely used in the field of sound processing [12], gene finding and 
alignment in DNA sequences [10]. They were introduced by Andre Markov in [7] and 
developed in [2].  

HMM are widely employed in the field of computer vision to recognize gesture or 
human behaviour [3] in these applications, the observation variables are features 
extracted for video data. The principle of an HMM is presented on inside of the Fig. 5 
(left) (the four HMMs) in which the top (blue) circles (S) represent the state variables 
and the bottom circles (O) represent the observation ones in a sequence of times. In 
our application, each HMM describes a human behaviour and is learned using a 
training dataset composed of labeled observation sequences that are low-feature 
extracted from the LMA. 

5.2   Construction/Learning 

Constructing a concurrent HMM consists in: 

• Learning the set of HMM models representing the behaviour library (one HMM 
per behaviour) using an annotated data set. 

• Defining the transition matrix between the behaviours. This transition model 
could be either defined by hand (by an expert), or learnt from an annotated data 
set. 

Learning the behaviour transition model is straightforward and consists in computing 
simple statistics (histograms) of transitions using the annotated data set. Learning the 
underlying HMM models (a HMM per behaviour) is more complex. It can be divided 
into two sub-problems: 
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1. Finding the optimal number of states N. The optimal number of internal states 
within the HMMs could be chosen by hand thanks to an expert. In this case no 
algorithm is needed and the learning of the HMM is reduced to the learning of its 
parameters. However, since an HMM is a Bayesian Network, a score that allows a 
compromise between fitting learning examples )(D  and the ability of generalization 

(see the Occam Razor Principle) can be employed to find it automatically [3]. For 
example, the classical Bayesian Information Criterion [18] that maximizes the 
likelihood of the data while penalizing large size model can be used: 

|)log(|)(
2

1
)),(log(),( DnnparamsnDlikelihoodDnBIC ××−=  

In this case, the optimal number of states is given by: ),(maxarg DnBICn n=∗  

2. Learning the parameters of the HMM given N (i.e., the transition matrix 
)|( 1−tt SSP , the observation distribution )|( tt SOP , and the initial state distribution 

)( 0SP ). The idea is find the parameters that maximize the data likelihood. For this 

purpose the methods generally employed are the classical EM algorithm (aka Baum-
Welch algorithm in the HMM context), or the Iterative Viterbi algorithm. 

5.3   Recognition 

As previously emphasized, the concurrent HMM is used to recognize on-line or off-
line the current behaviours amongst N known behaviours (see Fig. 5 (right)). This is 
easily performed by finding the HMM M that maximizes ),...,|( tnt OOMP −  for the 

off-line case (or )|( tOMP  for the on-line case). 

6   Experimental Results 

In our experiments, the dataset of PROMETHEUS project has been used. Among the 
different various surveillance-related scenarios which exist in the database, some 
ATM scenarios have been selected for our intention. There is a network of cameras 
which observe the scene. In the ATM scenario, there are several behaviours or states 
which come from the involved people in the scene, such as waiting, taking money, 
exiting, entering and robbery at ATM area. The most interesting state in this kind of 
scenario usually is robbery which is an abnormal situation that can happen easily, 
because usually there is no any support for its security around most of the ATMs. The 
robbery event consists some human activities which can be defined as “when person 
A walks toward a person B standing close to the machine, stand by a very short time 
and then escape”. 

Using the available tracking outputs in the database, the frequency-based features 
are extracted by applying the proposed method in Section 3. Then the LMA-based 
human motion classifier, (which is a Bayesian Network [6]) is applied to the achieved 
frequency-based features. Then the probabilistic outputs of the LMA-based classifier 
are fed to the HMM as the observation data. A couple of states, namely normal and 
abnormal, are defined as the outputs of the HMM classifier. The abnormal state 
corresponds to a situation in which a robbery is happening near the ATM and the 
normal state corresponds to the other activities.   
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In this case, the main environment parameter is the position of people related to the 
ATM. Thus a threshold distance for selecting the persons who are around the ATM 
and can involve in the scenario, is defined. By having the ATM scenarios data in 
PROMETHEUS dataset, we defined the robbery state as usually the robber waits in 
ATM's area and then goes to near of a person how is taking money from the ATM and 
then escapes. As can be seen in the definition, this state happens by a sequence of 
sub-states. Thus HMM's approach is used to model this state and normal state also. 
The LMA output which has four probabilities for standing, walking, running and 
falling down action for each person is used and collected some of those data for 
learning and others for classification of the HMM model. 

Four scenes with different durations were collected. As we mentioned before, the 
interesting event which is abnormal state in this kind of scenario, is robbery. In this 
level, a 10 second's window on the data which will be shifted 1 second along the time 
is defined. By 1-second shifting the defined window along the time, 148 (windows) 
samples will be obtained. Between these 148 samples, there are 139 normal and 8 
abnormal samples which correspond to the normal and abnormal (robbery) events, 
respectively. It should be mentioned that, 61 samples of normal data and 4 samples of 
abnormal ones have been randomly selected for learning process and the others (78 
samples of normal and 4 samples of abnormal) for classification process.  

Table 1. Classification results 

 

 
Table 1 presents the obtained result. It shows that to detect abnormal behaviour the 

collected features are appropriate and the method is very reliable, however there are 
some false alarm which can be reduced by using more data to learn the HMM.  

 

7   Conclusion and Future Work 

In this paper a novel body motion-based HBAapproach is proposed for the sake of 
events classification in a ATM security scenario. The concept of LMA, which is a 
known human movement analysing system, is used in order to define and extract 
sufficient features. A two-phase probabilistic approach has been applied to model  
the system's state. Firstly, a Bayesian network is used to estimate LMA-based  
human movement parameters. For obtaining the dependancies between a sequence of 
human motion, HMM approach was selected for learning and classification of human 
behaviours. The presented results are considerable in terms of detecting all abnormal 
behaviour, which is very important in the security scenarios. As the future work, we 
intend to apply this approach to other interesting scenarios such security and smart-
home scenarios. Moreover we intend to explore human-human behaviour analysis 
techniques based on the LMA paramateres. 

 

   Normal Robbery % 
  Normal  72 6 92 
 Robbery  0 4 100 
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Abstract. We propose a novel way for ambient assisted living: a system that 
with motion detector to observe the daily activities of the elderly, build the dai-
ly activity model of the user. In case of unusual activities the system send alarm 
signal to caregiver. The problems with this approach to build such a model: 
firstly, the activities of the user are random and dynamic distributed, that means 
the related data is dynamically and with huge count.  Secondly, the difficulty 
and computational burden to get character parameters of hidden Markov model 
with many “states”. To deal with the first problem we take advantage of an easy 
filter algorithm and translate the huge dynamical data to “state” data. Secondly 
according the limited output of distinct observation symbols per state, we re-
duced the work to research the observation symbol probability distribution. Fur-
thermore the forward algorithm used to calculate the probability of observed 
sequence according the build model.   

Keywords: Ambient assisted living, forward algorithm, hidden Markov model. 

1   Introduction 

The aging problem is very important for society [1]. Ambient assisted living is one of 
the ways to solve the problem. There are many ideas for ambient assisted living, such 
as: robotic and computer for elderly, video surveillance, wearing sensors for elderly. 
In paper [2] a conversational robot is developed in order to increase the  
enjoyment of the elderly in their daily living. An intelligent, dynamically facility 
introduced in paper [3], which helps the elderly user to browse the internet. In paper 
[4] a video surveillance system is proposed. It aimed to fall detection of the elderly. A 
ring sensor will be introduced in paper [5], it is a 24 hour tele-nursing system.  

In this paper a novel way for ambient assisted living will be introduced: a system 
with motion detector which installed in the living environment of the elderly. The 
system observes the activities of the user and builds the daily activities model of the 
user. According the model in case of unusual activities happened the system will send 
alarm signal to caregiver.  

Hidden Markov model will be used to build the activities model. There are many 
papers about hidden Markov model: paper [6] explained the basic definition of Mar-
kov chain and the hidden Markov model, furthermore the applications of HMM. The 
EM Algorithm and parameter estimation for hidden Markov model described in paper 
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[7]. In the paper [8] the author reviews the hidden Markov model and shows its appli-
cation in speech recognition. A nonstationary hidden Markov model explored in paper 
[9], here the dynamic transition probability parameter A(τ) = {aij(τ)} is a  
function of time duration τ. To analyze the motion detector data and learn the beha-
vior of the user the papers [10] and [11] adopt the hidden Markov model. The authors 
in paper [10] take advantage of semantic symbols and build probability model in 
building automation systems. 

2   Contribution to Sustainability and Technological Innovation  

Modern technology makes Ambient Assisted Living (AAL) possible. For example in 
paper [4] a video surveillance system is proposed, in paper [5] a ring sensor is intro-
duced, and similarly another type of wear sensor “alarm button on the wrist” be used 
to help elderly in emergency. But because of privacy issues, visual tracking is not 
attractive and because of the elderly have their own psychological and physiological 
problems, such as memory disorder (forget to wear sensor some day or forget where 
the sensor is), action obstacles (cannot operate an alarm device in time or in extreme 
situation – unconsciousness – even cannot press an alarm button on the wrist). Non-
intrusive sensing is a better way to deal with these problems, such as paper [12] which 
a PAS (Personal Assistant System) presented. In project ATTEND (AdapTive scena-
rio recogniTion for Emergency and Need Detection) we avoid to use camera and 
microphone, without sensor to be wear on the body of the user, and nothing should to 
be activated by the user. Just non-intrusive sensors such as motion detector or door 
contactor are used. Different from the paper [12] which introduced a real-time system 
our idea is that according the relative stable life style of elderly, we gather the activity 
data of user a longer time interval. Through data analyze and unsupervised learning to 
build the activity model of the elderly. In case of unusual situation happened the sys-
tem can send alarm to care giver. This paper presents how we analyze the data from 
motion detector, with hidden Markov model and forward algorithm to build activity 
model of the user and to analyze the result. 

3   Translate Raw Dynamic Data to State Data  

The used motion detector installed in the living room and it works with such prin-
ciple: if the motion detector detects activities of the elderly, it will send sensor value 
“1” to controller, others it will keep silence with value “0”. Because of the activities 
of the elderly are random and dynamically distributed, for example a user got up yes-
terday about 7 o’clock and moved around in the living room about 2 hours but today 
the user gets up about 7:30 and he has activities about 1 hour but discontinuous.  In 
such situation the data sent from motion detector is random and dynamically distri-
buted. In top of figure 1 there is an example with gathered real data about the activi-
ties of the user for one day. There are totally 2852 data points (sensor value “1” 
means activity and “0” means without activity by the user). It is difficult to treat all 
these data points as “state” to build an activities model of the user. What we interested 
is the activities in a time interval, for example in 15 or 30 minutes. So we can  
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translate the raw data to state date with predefined time interval. The advantage of 
such translating are:  firstly, reduced the data count; secondly, make the model build-
ing don’t fall into complex details.  

The approach is: according the time label of the data points separate these data in 
different time interval, then gather all the data in each time interval, if the sum of the 
activities bigger than predefined threshold value, so the time interval has state value 
“1” else has value “0”. The predefined threshold value (Tth, 0 < Tth < 1) indicated the 
sensitivity of the translating and the predefined time interval (Tinterval) decided the 
count of the translated state.  

1) The gathered sensor value according Tinterval  
 

T = {t1 (1), t2 (0), t3 (1), t4 (0), t5 (1), t6 (0) … tn (v)}                             (1) 
 

Here tn is the time point that the motion detector send value to controller (n >= 1), v is 
the sensor value itself, it has value “0” or “1”.  

2) The activities duration between sensor value 
 

∆T= (tn (0) - tn-1 (1))                                                     (2) 
 

 

3) The sum of the activities duration in Tinterval 
 

Tsum = ∑(∆T)                                                             (3) 
 

4) Deciding if the time interval gets value “1” or “0”.  
 

If Tsum >= Tth * Tinterval, Six = 1; If Tsum <   Tth * Tinterval, Six = 0            (4) 
 

Six is the state value that the interval should take. Here “ix” is the interval count  
(index).  

In middle of figure1 is the translating result with above method. The interval begin 
with the dotted line and end of the dash-dot line (or between dash-dot lines) indicated 
in the interval has state value “1” (it means activity from the user), others has state 
value “0” (it means without activity from the user). Here the Tinterval is 30 minutes, so 
 

 

Fig. 1. Raw date, translated state data and the histogram of raw data 
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there are 48 states value in 24 hours. The data count reduced from 2852 data points to 
48 states value. From the state value we know that the user has activities from 2 to 
2:30, from 6 to 7:00, from 9:30 to 14, from 17:30 to 22:30 has activities, the other 
time of the day is still.  

The bottom of the figure 1 is the histogram from raw data, it used to compare the 
translated state data with raw data.  

4   Hidden Markov Model and Forward Algorithm 

A hidden Markov model [8] can be characterized by following parameters. 
 

1) The number of states N. 
2) The number of output distinct observation symbols each state M. 
3) The state transition probability distribution matrix A = {pi j}. 

 

pi j = p {  = j |  = i}, 0 <= pi j <= 1, ∑  = 1, 1<= i, j <= N            (5) 
 

Here  is the current state at time t. For example if N=2, pi 1 = 0.4, so pi 2 = 0.6. 
4) The state emission probability distribution matrix B = { }. 

 

 = p (  = k |  = i), 1 <= i <= N, 1 <= k <= M             (6) 
 

Here  is the output symbol at time t.  
5) The initial state distribution = . 
 

 = p {  = i}                                                         (7) 
 

According the parameter λ (  , A, B) with forward algorithm we can find out the 
probability of an observed sequence Q (t) = {q1, q2, … , qt}. Here each of the q is  
observable state with time label.  

6) Get the first transition probability a1 for t = 1. 
 

a1 (j) =  (j) * bjt                                                                                    (8) 
 

Here j is the observation count of each observation set and ∑  (j) = 1. 
7) For t  >= 2 get the transition probability a t (j) 
 

at (j) = bjt * ∑  (at-1 (i)*pij)                                            (9) 
 

8) For t <= T repeat (9). Here T is the length of the sequence.  

5   Result and Discussion 

The test data come from motion detector which observed the activities of the elderly 
for one week, so according (1) to (4) we get the state data N=336, if we predefined Tth 
= 0.25, Tinterval = 30 minutes. Because each state has only 2 different output “0” and 
“1”, so M=2. At first the states with same states value and in same time interval will 
be merged together. Figure 2 shows the result. 
 



 Daily Activity Model for Ambient Assisted Living 201 

 

Fig. 2. The merged states in 7 days 

Figure 2 shows the merging result with 336 states from 7 days. The first state and 
the last state on day 7 are the initial states, without states value. If the merged se-
quences have different value, so the sequences will be split.  Different sequences will 
be merged again if they have same states value till to the last states. According (5) to 
(7) we get the parameters λ = (A, B, π). These parameters present the build hidden 
Markov model. Here   has the value “0” or “1” in each related state. According the 
build hidden Markov model with (8) and (9) the probability of an observed sequence 
will be find out. Figure 3 shows the result. The observation sequence is chosen from 
the 7 days. It compares with the sequences in the model. It is clearly the biggest prob-
ability value (logarithm value, here is -3.892) happened when the chosen day com-
pares with itself. The smallest value is -63.81, it indicated the biggest dissimilarity 
between the chosen sequence and the compared sequence in the model. 

 

Fig. 3. The comparing result with a chosen sequence from the 7 days 



202 G. Yin and D. Bruckner 

 

Fig. 4. The best match sequence in the build model 

Figure 4 demonstrates the chosen day is the 4th day in the model according its 
comparing value -3.892 in figure 3.  

Figure 5 illustrate the comparing result when the observed sequence is a random 
sequence. In such situation there must be many states didn’t match to the model. That 
means in some time intervals the states of observed sequence have different states 
value as the compared sequence in the model. The parameter bjt in (8) and (9) is “0” 
in such situation. In order to make the comparing completely (because it is perhaps 
after the mismatch states there are many states match again, the observed sequence 
and the compared sequence in the model have a high likelihood) set bjt to a constant 
bc. In other words if the states matched bjt has value “1”; if the states mismatched set 
bjt to a constant. So we don’t need search the B matrix in (6). It must be emphasized 
that such simplification just used in the situation. Figure 5 displays the best match 
value is -57.82 and the worst match value is -84.78. 

 

Fig. 5. The merged states in 7 days 
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Figure 6 shows the best match day is the 3th day in the model according its compar-
ing value -57.82 in figure 5. 

 

Fig. 6. The merged states in 7 days 

6   Conclusion and Further Work 

In this paper we propose a novel way for ambient assisted living: with the data from 
motion detector to build the activities model of the elderly. At first an easy filter algo-
rithm used to translate the raw data to state data, and then get the parameters of  
hidden Markov model. At last the forward algorithm used to get the probability of the 
observation sequence comparing to the build model. In order to find out which se-
quence in the build model match to the observed sequence. According the special 
situation we reduced the work to search the B matrix in hidden Markov model but 
instead of a special constant bc.  

In the future the merged states from different sequences in the build model will be 
merged again with the consecutive states, in order to obtain a simpler but more robust 
model.  
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Abstract. Recent shop floor paradigms and approaches increasingly advocate the 
use of distributed systems and architectures. Plug-ability, Fault Tolerance, 
Robustness and Preparedness are characteristics believed to emerge by 
instantiation of these fundamentally new design approaches. However these 
features, when effectively present, often come at the cost of a greater system 
complexity. Enclosed in this complexity increase is a plethora on unforeseen 
interactions between the entities (modules) that compose the system. The purpose 
of this paper is, in this context, twofold: to validate a fault propagation model in 
random networks (that simulate the connectivity of modular shop floor systems) 
and assess the performance of two diagnostic approaches to expose the impact of 
relying in local or global information. 

Keywords: Diagnosis, Complex Systems, Evolvable Systems, Agent-based 
Manufacturing. 

1   Introduction 

In recent years a considerable effort has been devoted to the research of new 
paradigms and development of distributed architectures to improve the shop floor 
response to emerging business requirements and facilitate its integration in the 
development of suitable and strategic-wise collaborative interactions [1-6]. 

At the shop floor level the main contributions can be divided in technological and 
paradigmatic. Industry has been the main driver for the development of platforms that 
explore emerging Information and Artificial Intelligence technologies (IT/AI) while 
the Academia has typically provided the conceptual framework that frames the usage 
of these platforms. Bionic Manufacturing Systems (BMS) [7], Holonic Manufacturing 
Systems (HMS) [8], Reconfigurable Manufacturing Systems (RMS) [9], Evolvable 
Assembly Systems (EAS) [10] and Evolvable Production Systems (EPS) [11] are 
examples of modern control approaches that envision modular systems whose 
components interact locally and autonomously, within their design purposes and 
limitations, focusing in attaining a group/social behaviour that exceeds the sum of the 
individual contributions. Despite the particularities, all the proposals focus in the 
definition of the modules' interfaces and underlying behaviours that promote a  
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self-organized response to production disturbances. In principle, all the main 
interactions are clearly defined and designed and any unforeseen behaviours are 
treated as an exception by a fail-safe/escape rule. The variety of systems that can be 
build from such building blocks is virtually unlimited. While everything seems fit in 
the design, the heterogeneity of the physical world (the concrete components and their 
working environment) rather than the paradigmatic abstraction introduce an  
extra level of complexity in respect to the group dynamics of the given set of 
components. 

Traditional diagnostic tools and approaches have typically been designed to target 
specific systems and/or conditions. These approaches provide only a limited support 
for the dynamics envisioned in the paradigms detailed before. In this context, there is 
a lack of support tools focused both in the analysis of the group dynamics of these 
systems as well as in diagnosing interactions between the system components from a 
fault propagation and interference perspectives. 

2   Technological Innovation for Sustainability 

The economical growth generated with the advent of industrialization and mass 
production kept on feeding an insatiably society demanding low cost reliable goods. 

It was believed that mass production/consumption would boost mankind to 
unprecedented development and sophistication. This would not be verified due to 
several reasons: technological advances and unscrupulous greed for profit increased 
unemployment and led to severe social problems; the environmental, health and 
safety costs were high and the progressive and general increase in customer’s welfare 
made them increasingly demanding in respect to customized goods. 

Today’s society and business environment are reflexes of such changes. Being 
competitive is now a matter of organization sustainability. Often perceived as 
environmental protection, sustainable development goes beyond that and, in a broader 
sense, is “development that meets the needs of the present without compromising the 
ability of future generations to meet their own needs” [12]. It is a multi-dimensional 
and global challenge [13] were business and industry play a relevant role [14]. 

Mass Customization has been perceived as the excellence paradigm in industry and 
services it is “the new frontier in business competition for both manufacturing and 
service industries. At its core is a tremendous increase in variety and customization 
without a corresponding increase in costs. At its limit is the mass production of 
individual customized goods and services. At its best, it provides strategic advantage 
and economic value” [15]. 

Sustainable development requires a responsible implementation of such paradigm 
that will certainly include the adoption of innovative organization forms as detailed 
before. However one has first to master the intricacies of these complex systems in 
order to regulate them and truly profit from their dynamics maximizing, for the sake 
of sustainability, fundamental aspects as: equipment re-use (preventing mass 
disposal), uptime (preventing breakdowns and other sources of energy waste) and 
efficiency (producing more with less). It is, in this context, unquestionable the role of 
monitoring and diagnosis in what are anticipated to be the future production systems. 
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3   Related Literature 

Targeting the area of emerging shop floor paradigms the current work gathers 
contributions from a multitude of areas. From a system architecture perspective the 
reader is referred to the articles detailed in section 1 and the references therein as well 
as the following development projects: SIRENA [16] – award winning project that 
targeted the development of a Service Infrastructure for Real time Embedded 
Networked Applications [17]. An Implementation of a DPWS stack [18, 19] has been 
produced under the framework of this project and successfully applied, at device 
level, in several automation test cases; SODA [20] – creation of a service oriented 
ecosystem based on the Devices Profile for Web Services (DPWS) framework 
developed under the SIRENA project; SOCRADES [21] – development of DPWS-
based SOA for the next generation of industrial applications and systems; InLife [22] 
– development of a platform for Integrated Ambient Intelligence and Knowledge 
Based Services for Optimal Life-Cycle Impact of Complex Manufacturing Assembly 
Lines and the EUPASS project [23] focused in the study of the application of the 
multiagent system concept in the domain of micro assembly. The results of the 
EUPASS project are currently being explored under the FP7 IDEAS project that is 
focusing in the instantiation of the EPS paradigms in industrial controllers. 

From a diagnostic point of view this research positions as complementary to the 
existing approaches rather than a substitute. As shall be clarified in the forthcoming 
section, the abstraction level considered for the purpose of performing diagnosis 
implies the existence of a "first line of diagnosis" that is better supported by 
conventional approaches. In this context, a complete review on diagnostic methods 
derived from the automatic control community can be found in [24] where the 
application of: parameter estimation, evaluation of parity relations, state estimation 
and principal component analysis methodologies is properly covered. A review of 
quantitative and qualitative history based methods where diagnosis is performed 
based on the previous system’s faulty behaviour can be found in [25] where  
the application of artificial neural networks, probabilistic inference methods and 
expert system is discussed. Qualitative logic based diagnostic methods are covered in 
[26]. 

The fault propagation model as well as the framework for network analysis are 
supported by the study of complex networks [27, 28] in particular the proposed model 
is inspired by the work described in [29] where the conditions for cascading network 
effects are verified experimentally in random undirected networks. 

4   Performing Diagnosis in Networks of Mechatronic Agents 

When addressing the problem of performing diagnosis in the described systems from 
the following question arises: 

Q1 which methods and tools should be developed to perform diagnosis in 
highly dynamic systems, like EAS/EPS, that denote physical and logical 
evolution and adaptation, and ensure the co-evolution/adaption of the diagnostic 
system without reprogramming or reconfiguring it? 
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Two hypothesis were set forth for the purpose of this paper: 
 

H.1 - A self-evolving/adaptable diagnostic system for EAS/EPS can be 
achieved if intelligent shop floor modules explore local interaction to 
probabilistically infer and revise their internal states emerging at network level a 
consistent diagnosis. 

 
The second hypothesis attempts to test the possibility of, rather than using local 

interaction and the emergent effect, use global knowledge and attempt to explain the 
fault propagation effect from a global network perspective. 

 
H.2 - A self-evolving/adaptable diagnostic system for EAS/EPS can be 

achieved if the system composed by intelligent shop floor modules is diagnosed as 
an whole and the fault propagation is explained globally. 

 
Both systems use as input the connectivity information in the network. 
The system for testing hypothesis H.1 has been previously documented in [30-32] 

where some preliminary informal tests have been carried out to detail the significance 
of the nature of knowledge representation [30] and the supporting IT infrastructure 
[31, 32]. The system makes use of a Hidden Markov Model (HMM) [33] that from, a 
set of 18 possible observations, attempts to infer each agent state. 

The system for testing hypothesis H.2 has been previously documented in [34] and 
uses a temporal logic engine to explain the most probable propagation path. Table 1 
compares both approaches. 

Table 1. A comparison between the systems under test 

Characteristic H.1 System H.2 System 
The reasoning 
process 

Each agent attempts to use fault 
related local information (direct 
neighbors only) to infer its internal 
state. The agent can take one of five 
possible states that denote whether 
the agent is: normal (OK), suffering 
an uncorrelated failure (NOK), 
propagating a fault from which it is 
the origin (PFO), being affected by a 
fault generated elsewhere (PFOther) 
and a combination of the last two 
(PFOPFOther) 

All the fault information is 
centrally processed. The 
diagnostic agent waits for the 
fault event to stabilize in the 
network and tests the best 
combination of system logic 
rules that explain the failure. 

Knowledge 
Representation 

Each agent processes the information 
probabilistically using an HMM that 
relates 18 possible observations with 
the five hidden states. The 
observations are in the form of the 
majority and minority of faulty 
neighbors both in inbound and 
outbound connections 

The information is stored in 
logical statements that denote 
the influence of a specific 
type of component upon 
another (e.g conveyor 
strongly affects another 
conveyor via a mechanic 
interaction.)  
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Table 1. (Continued) 

Learning 
support 

Learning is HMM is implementing 
by computing 

)|(maxarg* λλ λ OP= . 

Learning is necessarily 
supervised since the a system 
expert has to validate the training 
sequences that are used to induce 
the model. 

The system learns new logic 
rules as new events are 
detected. Each rule has a 
weight that denotes the 
frequency at which it occurs 
in the system. The weigh is 
incremented or decremented 
accordingly, below a certain 
value the rules are not used in 
the diagnostic process.  

Complexity The complexity of the diagnostic 
process is constrained at agent level 
and independent of the size of the 
network 

The complexity of the 
diagnostic process grows with 
the size of the set of affected 
agents 

Update 
Dynamics 

Each agent performs a new diagnose 
asynchronously when one of its 
neighbors changes its state. As an 
whole the system takes some time to 
stabilize after the fault propagation 
stabilizes 

All the information is 
processed at once a posteriori. 

 

5   The Fault Propagation Model 

To assess the limits of both approaches the agents abstracting the shop floor 
components where ran in fault simulation mode. In simulation mode one agent of the 
network will initiate a fault that will spread across the system. The propagation rules 
imply that the fault will always propagate through all possible outbound links 
departing from an affected agent. In practice this means that the probability that a 
fault affects distant nodes decays with the distance to the originating node. Some 
nodes in the network are more likely to be affect by the fault (vulnerable nodes) and 
are randomly distributed. A vulnerable node has an 80% chance of being affected as 
opposed to 5% chance for the remaining. Being affected by a fault does not 
necessarily means that it is perceived by the agent's sensor. In this context, sensor 
fails with a 10% chance. The percentage of vulnerable nodes was studied from 0% to 
 

 
 
 
 
 
 
 
 
 
 

Figs. 1 and 2. The behavior of the propagation model in a network of 50 agents in respect to the 
percentage of vulnerable nodes (fig. 1). The standard deviation per 100 trials per vulnerability. 
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100% with 5% steps for random networks with the following values for average 
degree: 1, 2, 3, 6, 9, 12. For each value of vulnerability 100 faults (trials) were ran. 
The number of agents (nodes) considered was 50. 

The results are depicted in Fig. 1 (the average percentage of affected nodes) and  
Fig. 2 (the standard deviation for each set of 100 trials). The statistical analysis of the 
results confirms what is intuitively anticipated in systems with such characteristics. 
The increase in the connectivity causes the response of the network, in respect to the 
number of affected nodes to shift for approximately exponential (very low values of 
connectivity), to approximately logarithmic. The standard deviation tends to zero for 
higher connectivity values as a great majority of the nodes is systematically affected. 
For low connectivity values the system is more sensible to the distribution of 
vulnerable nodes and the standard deviation grows in between 40% and 70% of 
vulnerable nodes. This deviation is due to the presence of clusters of vulnerable nodes 
in some networks. 

6   Comparing Both Approaches 

Both diagnostic approaches were submitted to 300 faults (trials) in networks of 50 
agents to assess the performance of both systems in respect to the complexity of the 
network. When considering the complexity of a network several metrics have been 
reported in the literature [35]. Given the directed nature of the networks considered a 
representative measure of complexity is 

 
C = A/V (where A is the number of links in the network and V is the number of 

nodes). 
 
The results of the performance assessment test are resumed in Figs. 3 and 4 where 

the average value for each set of trials is identified as "H.x System" where x is the 
number of the hypothesis under test and the confidence interval is bounded by "Lower 
Interval H.x" and "Upper Interval H.x" for a degree of confidence of 95%. 

 

Fig. 3. Results for both systems testing hypothesis H.1 and H.2 with 10% of vulnerable agents 
in the network in networks of increasing complexity 
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Fig. 4. Results for both systems testing hypothesis H.1 and H.2 with 10% of vulnerable agents 
in the network in networks of increasing complexity 

The results clearly indicate a degradation of the performance with an increase in 
the complexity of the system. The performance decrease is more accentuated in the 
system testing hypothesis H.2. In both cases the performance tends to drop more 
significantly after C = 3. The drop in performance is consistent with the results 
presented in charts 1 and 2. In fact, beyond complexity or connectivity 3 the network 
denotes a logarithmic behavior in respect to the number of agents affected by the 
faults, in both cases under test, yielding an higher number of diagnosis performed. 
When using local information (H.1) the system essentially fails in the determination 
of the PFO and PFOther once the higher connectivity promotes the propagation 
through loops and dramatically shortens the average distance between nodes leading 
to a fault feedback state where is rather difficult to pinpoint both the origin or the end 
of the fault. On the global (H.2) case the performance drop can be explained due to 
the learning and progressive reinforcement of rules. Given the random nature of the 
faults this system tends to perform better when failures are less pervasive. The H.2 
systems learns more meaningful rules in this case. The fact that this system is 
constantly learning also explains why its performance is better when there are more 
vulnerable nodes in the network since the rule that all the types of agents affect all the 
type of agents emerges and stabilizes sooner. The type of fault propagation considered 
in the tests penalizes, as verified, this second system as it becomes much less probable 
the existence of fault patterns directly mapped to the logic-based diagnostic rules. 

7   Conclusions and Outlook 

Emerging sustainability challenges are shaping the way in which future shop floors 
will respond to disturbances and contribute to more rational production patterns. 
Recent shop floor paradigms have pushed the boundaries of Information 
Technologies and Artificial Intelligence promoting the integration of components and 
the seamless reconfiguration of systems. However diagnosis has been left relatively 
unattended. Current diagnostic approaches are essentially focused in units (either 
isolated components or entire systems) and some specific parameters. The authors 
contend that there is added value in considering the interconnectivity of the 
components as a complementary diagnostic abstraction layer. As the tests expose 
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systems can behave differently in respect to their network characteristics and 
catastrophic failures can emerge even for a reduced number of vulnerable nodes. 
Understanding how these events may develop in the system and being able to explain 
them in a network of loosely coupled mechatronic agents is a major challenge that has 
to be tackled if the emerging shop floor control approaches are to become a reality. 

The systems presented and tested attempt to capture this network dimension of the 
diagnostic problem. The tests range from low network complexity to high, simulating 
distinct relations between components, typically mechanical/physical interactions in 
the first case and the communication requirements of networks of mechatronic agents 
in the second. The generic nature of the tests also raises the question that complexity 
may not be only present in the emerging paradigms as it may also be perceived in 
current systems (often perceived as more stable given their supporting technologies). 
Concerning the two hypothesis under test the system validating hypothesis H.1 ranked 
higher in the tests denoting more stability in the results and less performance 
degradation. However, assessing the behavior of diagnostic systems in these complex 
scenarios (from an interaction perspective) is somehow a novelty and it can be argued 
that the performance of the system testing hypothesis H.2 could be enhanced by using 
a distinct technology (arguably so could for the case of H.1). One of the secondary 
goals of the presented tests was, to a certain extent, perceive whether more 
conventional approaches (logic based reasoning in the present case) would perform, 
using off-the-shelve technologies, in diagnosing at the proposed abstraction level. In 
this matter the results suggest the need for tools and approaches closer to the system 
implemented to test H.1. Excluding the performance advantage, the use of local 
information allows embedding the diagnostic system at agent level not corrupting the 
decoupled nature of the underlying control/configuration logic while promoting 
scalability (fundamental feature of future production systems). 
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Abstract. Acceleration information captured from inertial sensors on the hand can 
provide valuable information of its 3D angular pose. From this we can recognize 
hand gestures and visualize them. The applications for this technology range from 
touchless human-machine interfaces to aiding gesture communication for humans 
not familiar with sign language. The development of silicon chip manufacture al-
lowed these sensors to fit in the top of a nail or implanted in the skin and still 
wirelessly communicate to a processing unit. Our work demonstrates that it is 
possible to have gesture recognition from a clutter-free system by wearing very 
small devices and connect them to a nearby processing unit. This work will focus 
on the processing of the acceleration information. Methods are shown to estimate 
hand pose, finger joints’ position, and from that recognize gestures. A visualiza-
tion of the angular pose of the hand is also presented. This visualization can show 
a single render of the pose of a recognized gesture or it can provide a simple real-
time (low-latency) rendering of the hand pose. The processing of the acceleration 
information uses the gravity acceleration as a vertical reference.  

Keywords: Accelerometers; Hand; Gesture Recognition; Gesture Visualization. 

1   Introduction 

Nowadays the skills of communication are vital to the society. Whether in industrial 
environments or plain social human activities there is a constant need of good com-
munication skills. In a work environment there may be a need to communicate to a 
machine in a remote, secure, practical or non-intrusive manner. Such requirements are 
achieved when it is possible to represent the normal human activity by a virtual repre-
sentation. In the particular case of human gestures, it is possible to have a virtual 
representation of the human gesture and be able to communicate in a noisy, possibly 
at a long distance or with low visibility environment. 

When related to human-to-human activities, communication can become compli-
cated when one of the interlocutors does not know the other’s language. This is the 
case when two persons try to communicate and one is hearing impaired and knows 
sign language, while the other is not and does not know such language. Being possible 
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231640) within the Seventh Framework Programme FP7 - Cognitive Systems, Interaction and 
Robotics. 
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to intermediate the communication between this two persons allows a great social 
achievement with an immeasurable value to those who carry that limitation. Science 
and Industry are constantly evolving and today it is possible to create a system capable 
of facilitating communications, as mentioned above, and yet be portable, reliable, 
eventually self-powered and very simple to use. The development of silicon chip man-
ufacture enabled the development of low-cost single chip inertial sensors. By using 
gravity as a vertical reference these inertial sensors can provide  acceleration informa-
tion from gravity to be used for gestures’ angular pose estimation. These sensors can fit 
in a person’s thumbnail or even implanted on the skin. Having them connected to some 
terminal available to the user, it is possible to have a system available to the user’s 
mobile devices like a smartphone or an iPad. 

2   Contribution to Technological Innovation 

This work mainly addresses the problem of recognizing simple static sign gestures 
from the information provided by inertial sensors. By using a triaxial accelerometer in 
each finger and one on the palm, we can measure the acceleration of gravity in rela-
tion to each axis of the sensor. Based on this we are able to estimate the pose of all the 
hand joints. This enables us to have a clear representation of the hand. 

From the representation we developed an algorithm to recognize the gesture 
against a pre-defined library of gestures. From this algorithm it will be shown that it is 
possible to have only one reference gesture in the library and still achieve useful re-
sults. This avoids a cluster-based approach for recognition and simplifies the process 
without compromising the results. 

Key contributions: 

• Study of the information extracted from hand distributed accelerometers. 
• Algorithm to estimate the 3D angular pose of each finger, despite of the inobser-

vance of rotation in the gravities axis. 
• Visual representation in real-time (low latency) and offline of the hand using Py-

thon and Blender 3D software package. 

3   Related Work 

Several types of gesture capture systems are possible. It can be an optical capture 
system using vision for recognizing the configuration of a hand and it can be a hand 
sensor- based recognition. Based on the extended analysis of [1], an overview of these 
systems is given next. 

Color markers: Color markers systems for gesture recognition use color patterns to 
estimate the pose of the hand. This estimation is obtained with inverse kinematics. It 
has been demonstrated that it is possible to have a low-cost and effective recognition 
with this approach yet it requires an camera suitably positioned and proper lightning 
conditions. Our approach only requires minute sensors distributed on the hand. 

Bare-hand tracking: These systems typically rely on edge detection and silhouettes 
and are generally robust to lightning conditions. Reasoning from them involves in- 
ference algorithms to search the high-dimensional pose space of the hand. That is  
computationally expensive and goes far from real-time and becomes unsuitable for  
Human-Machine interfaces. 
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Fig. 2. The different frames of reference for
a distributed accelerometer system with a
sensor in each finger and the palm 

Marker-based motion-capture: Marker-based systems involve the use of retro-
reflective markers or LED and expensive many-camera setups. Such systems are 
highly accurate but are expensive. Our proposed system only requires low-cost  
sensors on the hand. 

Data-driven pose estimation: The Data-driven pose estimation makes use of the val-
ues from sensors attached to the hand to define the pose of the hand. Such approach 
allows simple computation to estimate the hand pose. This type of system can easily 
become very intrusive since it needs the user to somehow wear the sensors. In this 
work we show that only a few minute non intrusive sensors are enough. 

4   Implementation 

4.1   Gestures and Portuguese Sign Language 

Gestures allow the representation of simple sign 
language expressions of actions. They can be 
understood as the static positioning of the fingers 
in relation to the hand’s wrist. It may also include 
some rotation of the wrist. In Portuguese Sign 
Language the most elementary words such as the 
alphabet and the numbers are represented by static gestures. This work is focused in 
these static gestures. Fig. 1 exemplifies one of these gestures. 

4.2   Acceleration Sensors and Motion Classifier 

Accelerometers measure linear accelera-
tion, and current sensors integrate three 
orthogonal sensing axis on a single chip. 
These can be distributed onto each finger 
and the palm as shown in Fig. 2. 

The sensed acceleration results from 
gravity and hand motion. In order to use 
gravity as a vertical reference to infer hand 
and finger pose, the hand has to be static. 
The motion classifier looks in the neigh-
borhood of each sample to detect this, 
assuming sustained steady accelerations of 
the hand and fingers do not occur. 

The modulus of the acceleration vector is used and three thresholds are defined 
{M1, M2, M3}. Let W be the depth of neighboring search, for a given sample si, its 
neighbors are defined between [s(i-W),…,s(i+W)] and let Li be the level of motion of 
sample si, then for each sample si = , ( ), … , ( ) ( ), … , ( ) < ,     (1) 

where l = {1, 2, 3} and M0 = 0. 

Fig. 1. Example of a static gesture 
from the Portuguese Sign Language 



218 P. Trindade and J. Lo

4.3   Gesture Recognition 

When there is no accelerati
the measured acceleration 
accelerometer. However th
since rotations about the v
thod, based on [6] is used
frames of references is prop
lute orientation using unit q
observer of the gravity vert
provide a vertical reference

So, by using two set of v
other set of vectors given b
full 3D pose of the finger’s 

This results in a feature s
ble for the thumb and roll,
created, so that a nearest 
gesture. Manhattan distanc
gestures in the library, we g

and the shortest one indicat
Fig. 3 shows a general o

sensor output needs some f
is the motion classifier as 
enters the final step of the c
tion of sudden motion can a
interface.. 

Fig. 3. Ov

4.4   Visualization 

Relationship between Fing
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5   Results 

5.1   Experimental Setup 

To implement the methods in section 4, Matlab and Python were used. Matlab for the 
processing and Python to interface with Blender.  

For the distributed accelerometer system the Anthrotronix Acceleglove [9] was 
used. In the Acceleglove the accelerometer used is the MMA7260QT from Freescale 
Semi-conductor [5]. This device is a low-cost capacitive micromachined accelerome-
ter and can measure acceleration up to 6G. 

5.2   Recognition 

From Fig. 6 it is possible to see the motion level classifier working. According to the 
deviation in the modulus of each sensor a classification of the level of movement is 
made, meaning Level-1 to be fairly static, while Level-2 refers to a smooth movement 
and Level-3 refers to a sudden movement that eventually could be used to signal the 
start and stop of a stream of gestures. 

 

 

Fig. 6. Example of the motion classification after a data acquisition 

Each contiguous subset of 
Level-1 samples vectors are 
converted into a single vector, 
called frame. All the frames 
are then used to find the qua-
ternion of rotation between 
each finger and the palm. 
After calculating the quater-
nion of rotation a reprojection 
error is measured for each of 
the frames. This reprojection 
error is shown in Fig. 7. 

The values found on Fig. 7 
allow saying reprojection 
error is very small, with all 

Fig. 7. Rotation reprojection error after the calculation of
the quaternions of rotation 
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the values standing before 7 degrees. This correspond to 3 distinct positions (frames) 
for which the user had to maintain the same gesture, and a few degrees will not signif-
icantly alter the gesture so this result indicates that the estimated relative angular pose 
values are suitable for gesture recognition. 

The gesture that it is being analyzed is compared against a library. In this library 
each entry relates all the information of a single gesture. That includes the name of 
gesture, the roll, pitch and yaw angles, the quaternion values and weight that define 
how much impact should roll, pitch or yaw values have in the recognition. Comparing 
a gesture against the library produced the results like the ones shown in Table 1.  

Table 1. Manhattan distances from the current gesture to the ones in the library 

Gesture G H K L O Q R S T U V W 

Distance 6.0 3.1 4.2 3.9 4.2 5.2 5.3 5.6 4.3 4.2 7.0 4.4 
             

Gesture X Y Z 1 2 3 5 4 6 7 8 9 

Distance 7.4 4.0 5.0 6.0 3.9 6.2 5.5 6.3 4.3 6.4 5.1 4.2 

 
In Table 1 it is possible to see a list of all the gestures included in the library and 

the distance, in a Manhattan geometry of the current gesture to the ones in the library. 
The gesture performed that resulted in the comparison shown in Table 1, was in-

deed the “H” gesture. The visual perspective of the gesture is shown in Fig. 1. 

5.3   Visualization 

The visualization was structured to 
allow the representation of the hand 
pose processed in the recognition 
process and also directly from a 
real-time connection to the Acceleg-
love [9]. The visualization of the 
results that came from Matlab was 
possible to represent because Matlab 
outputted the Roll Pitch and Yaw 
values for each sensor it processed. 
Having blender prepared to read 
those values and running the Python 
routines defined in blender a correct pose from blender was possible to represent. Fig. 
8 shows a render of the pose. Again, the relatively small error in calculating the hand 
pose allowed the visual representation as seen in this figure. 

When this visualization was performed in real time, an external (to Blender) script 
was running. This script would provide Blender the pose information for each sensor. 
At a framerate of about 29fps, Blender updates the pose of every joint in the hand and 
renders it. This performance was achieved in a Macbook Pro 2.5GHz from 2009. 

Fig. 8. A render from Blender showing the 
encountered angular pose of the hand 
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6   Conclusions 

The recognition of gestures is a vast area of research. In this work a novel approach 
using distributed accelerometers in the hand to recognize the gestures solely by the 
measurement of acceleration was presented. 

By using an intelligent distribution of accelerometers on the hand it was possible to 
create an algorithm to recognize a hand gesture. Our approach relies on the vertical 
reference provided by gravity to infer angular pose, however in this way rotations 
about vertical axis are not observable. To overcome this limitation, a novel approach, 
based on the work of [6] on relative pose calibration between inertial sensors and 
cameras, allowed to find the exact 3D angular pose of the fingers in relation to the 
palm. The recognition is based on observation of multiple frames of static gestures. 
As future work this recognition should be extended to allow dynamic gesture to be 
recognized as well. 

We also proposed a 3D visualization tool for the hand pose. By creating an intelli-
gent structure this tool was already capable of fulfilling a broader project, like the 
HANDLE project [8]. The approach presented in this work can be improved in many 
ways, by addressing dynamic gestures, applying a probabilistic approach for learning 
the gestures, or even using more accelerometers on the intermediate joints. 
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Abstract. This paper proposes a set of procedures addressing a Model Driven 
Architecture approach to translate of SysML statechart models into a class of 
non-autonomous Petri nets. The main goal of this set of procedures is to benefit 
from the model-based attitude allowing the integration of development flows 
based on statecharts with the ones based on Petri nets.  

Several methodologies exist to transform statechart models into specific 
classes of Petri net models, which depend on the proposed goals to achieve. The 
target formalism for the translation is the class of Input-Output Place Transition 
Nets, which extends the well-known low-level Petri net class of place transition 
nets with input and output signals and events dependencies. With this Petri net 
class we aim to contribute with tools to be integrated on a framework for the 
project of embedded systems using co-design techniques. 

Keywords: Statecharts, Petri Nets, SysML, PNML, MDA, ATL. 

1   Introduction  

Systems engineering problems are becoming increasingly complex. Model-Driven 
Software Development (MDSD) is recognized as an auspicious approach to deal with 
software complexity. As mentioned by Gregor Engels [1], the main goal of Model-
Driven Architecture approach is to obtain the automatically generated code from 
behavioral models.  In most cases, behavioral models are only used on early stages of 
a software development project to document user requirements, many times created 
from uses cases models. Later, they are used on the first implementation steps as a 
support to identify user and systems requirements. However, during requirements and 
code changes, behavioral models quick stays unconscious once it is not considered 
valuable its maintenance.  

Object Management Group’s (OMG) Model Driven Architecture (MDA) provides 
the basic terminology for MDSD. Software Development under MDA is a new 
software development paradigm. The vision of MDA aims to promote modeling to a 
central role in the development and management of application systems, permitting 
fully-specified platform-independent models (including behavior), decoupling the way 
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that application are defined from the technology they run on. This should improve that 
investments made in building systems can be preserved even when the underlying 
technology platforms change. 

Considering currently available MDA transformation tools, it was decided that 
development should use the Eclipse Model-to-Model Transformation (M2M) project 
in conjunction with ATLAS Transformation language (ATL), which is a 
Query/View/Transformation like transformation language, and provides an open 
source development under Eclipse Generative Modeling Technologies (GMT) project. 

The main goal that we intend to archive in the near future, using MDA, is the 
translation of behavioral Metamodels to an intermediate Metamodel based on Petri 
Nets (PN). This transformation will permit analyze of equivalent Petri Net properties, 
both static concepts (conflicts, priorities, etc.) and their dynamic interpretation 
(liveness, enabledness, fireability). From the Petri Nets Metamodel, it will be also 
possible to get support for automatic code generation for its simulation and execution. 

The behavioral model in analysis is the Unified Modeling Language (UML) 
Statecharts, which is a state machine variant having its origins in the well-known 
formalism introduced for the first time by Harel in [2], with its static semantics being 
described by Metamodels and a constraint language. UML Statecharts are well-known 
design methodology to capture the dynamic behavior of reactive systems, that helps 
specify, visualize, and document models of software systems.  

The Object Management Group has recently developed the Systems Modeling 
Language (SysML), which supports the specification, analysis, design, verification 
and validation of a broad range of complex systems. It permits the modeling of 
processes embracing software engineering, mechanics, electrics and electronics areas. 
SysML extends UML (Unified Modeling Language) and is adapted to model systems 
which are not entirely software based. SysML included UML state diagrams that are 
essentially a Harel statechart. 

The remainder of this paper is structured as follows: Section 2 presents motivation 
and innovations; section 3 mentions related work; section 4 introduces the Petri Net 
class used “Input-Output Place Transition class” (IOPT); in section 5 is presented 
translations rules to convert Statecharts elements into correspondent IOPT items; 
section 6 illustrates the transformation from Statecharts to IOPT Nets using as 
example a controller for a simple Railway System. Section 7 winds up with 
conclusions and future work. 

2   Contribution to Sustainability 

Peter Sandborn defines sustainability as "keeping an existing system operational and 
maintaining the ability to manufacture and field versions of the system that satisfy the 
original requirements" [10].  

Sustainability is a general term usually referring to environmental, business, and 
technological sustainability. Since all these visions of a system are interconnected, a 
positive change in a single activity can contribute to increase the global system 
sustainability. For example, the development of better system functionality can reduce 
human effort, improve product or business incomings, etc.. 

The present work global mission relates to the reduction of system development 
and testing time through automated code generation based on the analysis and 
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translation of SysML models. This development will significantly contribute to 
increase systems sustainability, as it allows a reduction of the development, test and 
maintenance time, as well as the software technology obsolescence. It also permits the 
increase of corporate productivity. More specifically, UML and SysML can be used 
to model the architecture and behavior of a complex system, allowing different points 
of view. Transformation of behavior models (activity diagrams, statecharts, use case 
diagrams, interaction diagrams, and others) into specific classes of Petri net models 
(autonomous models, non-autonomous models, stochastic, timed, etc.) is a well-
known problem. The strategies used on models transformation significantly differ in 
terms of the used source model, target model, restrictions on the models, 
programming language, used algorithms, and goals to be achieved. 

In summary, the following are some of the reasons to perform formalism 
transformations:  

• Code generation - Generation code permits the creation of tools to create, 
edit, check, optimize, transform and generate simulator for its execution or 
visualization; Code can be generated for different target platforms and 
languages (C, SystemC, VHDL, etc.); 

• Model manipulation - possibility to apply well-known transformations on 
Petri Net models; transformations to reduce model complexity; possibility of 
model reorganization, division, and other manipulations; 

• Properties analysis - Analysis and verification of model properties and 
constraints; 

• Precise formalization for the behavior of UML or SysML diagrams. 

3   Related Work 

A transformation between State Machine diagrams and Time Petri Nets is presented 
on [8] with the objective of analysis and verification of embedded real-time systems 
with energy constraints. At first sight this approach has some similarities but with a 
totally different goal and results. A Multi-Paradigm approach to the modeling of 
complex systems is presented on [7] where a tool AToM3 is presented (similar to a 
MDA transformation tool) and an example is presented of transforming Statechart 
models (without hierarchy) into behaviorally equivalent Petri-Nets. Its focus is in 
AToM3 tool and not in the transformation example. In [9], translation of hierarchies 
and other constructs in Statecharts to a specific class of Petri nets is presented, 
however no formalization neither tool support are referred. 

On our vision, the ultimate goal of the transformations between behavioral models 
and Petri Nets is to generate optimized code to model execution. To achieve this goal, 
many steps will be needed, where all the others transformations can generate useful 
information and equivalents formalism to be considered. Petri Nets have in this 
process an important role, once there are many researches on Petri Nets models 
simplification, transformation, code generation and Petri Net Classes.  

The transformation of Statecharts to Input-Output Place Transition Nets will be 
integrated in a framework in development that will be able to convert different 
behavior models to a common specification based on Petri Net Classes, and from 
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Fig. 1. Framework in development 

 there, platform independent and dependent code will be generated to create a model 
executor able to run on specific platforms. Figure 1 illustrates the framework where 
this contribution will be integrated, on “SysML Model to Petri Net” process. Several 
others contributions will be done and integrated in this process, creating a very 
valuable tool to be used on the modeling development process.  

4   The Input Output Place Transition Net Class 

The Input-Output Place Transition class (IOPT) extends place-transition nets with non-
autonomous constructs. It is a class of non-autonomous Petri nets in the tradition of 
interpreted and synchronized Petri nets of Moalla et al. [3], Manuel Silva [5], and David 
and Alla [4], named Input-Output Place Transition nets (IOPT) and proposed in [6].  

IOPT nets get their name from the possibility to explicitly model external input and 
output events and signals. The events impose an environment dependency on the Petri 
net model. More specifically, a transition can be fired only if it is enabled and ready. 
As usually, a transition is enabled depending on the marking of its input places. Yet, 
it is ready depending on an additional guard defined as a function of external input 
signals, as well as on input events. Additionally, IOPT nets have a stepwise maximal 
firing semantics: in each step, all transitions that are enabled and ready are fired. The 
IOPT syntax and semantics, as well as the respective rationale, were already formally 
presented in [6]. Compared to place-transition nets, IOPT nets have the following 
additional characteristics: (1)Input and output events and signals with an edge level 
for input events; (2) Two types for input and output signal values; (3) Test arcs and 
arc weights in normal and test arcs; (4) Priorities and input signal guards in  
transitions; (5) Each transition can have a set of associated input events and a set of 
associated output events; (6) Each place can have a set of output signal conditional 
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assignments and a  bound attribute; (7) An explicit specification for sets of conflicting 
transitions (conflict sets) and sets of synchronous transitions (synchronous sets). 

The present work benefits from the results of the FORDESIGN project [4] where a 
set of tools were developed allowing the use of IOPT nets for code generation from 
models, namely the following: (1) a graphical editor (including animation capabilities; 
(2) a tool for the textual specification of model compositions (OPNML2PNML); (3) a 
tool for the decomposition of an IOPT model into a set of concurrent submodels; (4) 
translators to C and VHDL, allowing automatic code generation; (5) a configurator 
(for generating final code considering a specific hardware-software platform).  Those 
tools rely on the PNML interchange format and on Petri net Type definition defined 
by a Relax NG grammar. Currently, we foresee the use of an Ecore metamodel for the 
IOPT class, presented in [10], thus offering improved robustness and maintainability, 
especially for a new generation of code generators. 

5   Translating Statecharts to Input Output Place Transition Nets  

This section presents translations rules to convert statecharts elements into the 
correspondent Input Output Place Transition Nets items. The proposed translation 
procedures are based on the analysis of specific situations, through the analysis of 
specific model characteristics.  

On the current development stage, only a selected set of statecharts elements are 
considered: states, transitions, events, guards, action, as well as composite states, as 
orthogonal states (and-sets) and mutually exclusive states (xor-clusters). Other 
relevant items for specific modeling situations are not discussed in this paper, namely 
communication mechanisms, hierarchical structuring, preemption, history 
mechanisms, and others. Yet, the referred subset of selected characteristics is 
adequate to model a large number of systems. In the next section, the validation of 
their application to a specific application is presented. In the following subsections 
translation techniques for the referred elements are presented. 

5.1   Mapping States 

Statecharts are basically constructed from state diagrams. A state represents a 
situation or context in a given time instant. States can be classified into simple states 
(normal state, initial state, or final state), and composite states, which can be of two 
kinds: the and-set and the xor-cluster. The xor-cluster is a state machine, in the sense 
that it is composed by a set of states and transitions, where at most one state can be 
active at a specific point in time. The and-set is the parallel composition of a set of 
xor-clusters, where all the xor-clusters in the and-set are active or inactive at a 
specific instant. In this sense, a simple state is a state that does not have any substates 
and corresponds to the final level of refinement. Composite states are substates that 
were refined through the decomposition or abstraction process. The and-set is a 
composite state with one or more regions. A region is simply a container for substates 
(a state diagram). Concurrent states correspond to states belonging to different regions 
that are executed concurrently. 
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A simple statechart state is translated to a simple IOPT place with the same name, 
or with a new automatic unique name if the initial statechart state does not have one, 
as illustrated in Figure 2.  

 
A

 
AInitial

 
FinalA

 
A

 

A

 
tr_A_FinalA Final

 
(a) (b) (c) 

Fig. 2. (a) Statechart normal state translation; (b) Statechart initial state translation; (c) State-
chart final state translation 

Initial states are active the first time the model is run. The initial state is pointing to 
another state through a transition. This block (initial state + transition + state) will be 
translated into a Petri Net place marked with a token corresponding to the destination 
state, as illustrated in Figure 2b. 

The statechart final state corresponds to a state from which its execution can no 
longer evolve. After the execution of the state previous to the final state, the system 
should evolve to a state without further evolutions. Consequently, the final state will 
be translated to a PN final place, a place without output transitions, as illustrated in 
Figure 2c. 

5.2   Mapping Output Actions Associated to States 

States can have activities associated with it and internal transitions. Activities can be 
from one of three types: entry, do, and exit. The entry activity is performed when the 
state becomes active; the do activity is performed as long as the state is active; the exit 
activity is performed when leaving the state (which means that the state becomes  
not active); finally, the internal transitions are events that may occur without causing  
state changes. 

At the current stage, only do activities asso-
ciated to a state are considered. They will be 
translated as output signals associated to a 
place, as illustrated in Figure 3. Translation of 
entry and exit activities will be part of future 
work. 

A

/outSignal
    

A
[outSignal]

 

Fig. 3. Statechart activity translation 

5.3   Mapping Transitions 

A transition is a relationship between two states; upon the firing of a transition the 
first state will become non active while the second state will become active. Transi-
tions can be classified into simple, join, or fork transition.  
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A simple transition connects a 
source state to a target state, and is 
translated by a Petri Net transition 
connected by the places that correspond 
to source and target states, as illustrated 
in Figure 4.  

BA
          

tr_A_BA B

 

Fig. 4. Statechart Simple Transition  
translation 

In the general case, the source and target state of a transition may be at a different 
level in the state hierarchy. 

5.4   Mapping Inputs and Outputs Dependencies Associated with Transitions 

Transitions are supposed to represent 
actions, which are atomic (not inter-
ruptible). A transition can have an 
associated triple (a set of input events, 
a Boolean guard and a set of output 
actions) “Event[Condition]/Action” 
where all parts of this triple are 
optional.  

A B
inEvent
[guard]

/outEvent
     

A B
inEvent

outEvent

[guard]

tr_A_B

 

Fig. 5. Statechart Transition Events and Guard 
translation 

A transition is defined as enabled, if it can be fired. A transition can be fired if its 
source state is active in the current configuration, its event is present, and its guard is 
satisfied. When it is fired, the source state is left, the transition actions are executed, 
and the target state is entered. The technique is illustrated in Figure 5. 

5.5   Mapping Orthogonal States 

Orthogonal states are mapped as states, which mean that each and-set, all composing 
xor-clusters and associated states are translated into places. Fork vertices serve to split 
an incoming transition into two or more transitions terminating on orthogonal target 
vertices (i.e., vertices in different regions of a composite and-set). The segments out-
going from a fork vertex must not have guards or triggers. The technique is illustrated 
in Figure 6. Join vertices serve to merge several transitions coming from source verti-
ces in different orthogonal regions. The transitions entering a join vertex cannot have 
guards or triggers. The technique is illustrated in Figure 7. 
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Fig. 6. Statechart Fork Transition translation 
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Fig. 7. Statechart Join Transition translation 
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5.6   Mapping Mutually Exclusive States 

A xor-cluster contains mutually exclu-
sive states, which are literally like 
embedding a statechart inside a state. 
Two simple situations are considered: 
when the xor-cluster has no final state, 
and when the xor-cluster has a final 
state. In both situations both the xor-
cluster and associated states are trans-
lated into places, as before. Starting with 
the former situation, when no final state 
is present, the proposed translation 
techniques, already proposed for states 
and transitions, are still valid, and will 
be complemented by a explicit modeling 
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C ED
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Fig. 8. Statechart and the respective IO Net 
with Mutually Exclusive States 

 
of the outgoing transition which will be replicated for all internal states. The proposed 
technique is illustrated in Figure 8, where the transition from state B to state E is 
translated by two transitions (as many as the number of states of the xor-cluster B), 
referred as tr_Join and tr_JoinBC_E. In order to avoid conflicts, priorities are associ-
ated with transitions, as illustrated in the IOPT net in the bottom of Figure 8. 

6   A Case Study 

To illustrate the transformation 
from statecharts to IOPT Nets, the 
example of the controller for a 
simple Railway System is used. 
This example includes a scenario 
where there is a crossing of a 
railway line, allowing the move-
ment of trains in both directions 
(one direction at a time), with a 
highway motor vehicles and a 
gate, which allows crossing isola-
tion when the train is passing. The 
system is shown in Figure 9. The 

Left

Opened, Closed

GateUp, GateDown

Right

Gate Arm

Fig. 9. Railway System 
 

statechart model is presented in Figure 10 and the respective IOPT net model in 
Figure 11. The initial state of the system admits that the railway line is clear and that 
the gate arm is open. 

7   Conclusions and Future Work 

We have presented a proposal for the translation from statecharts to a class of non-
autonomous Petri nets, the IOPT nets. This class of nets is able to model external 
input and output signals and events, thus allowing the alternative use of Petri nets. 
Besides the Petri nets known advantages, the IOPT nets allow the use of modular 
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Fig. 10. Railway System Statechart 

 

LeftTrainEntry

[not in(GateArmClosing) and not 
in(GateArmDown)]

CloseGateArm RightTrain
Entry

OpenGateArm

RightTrain
Exit

t1

t2

t3

WaitingLeft EnteringLeft

LeavingRight

 

RightTrainEntry

[not in(GateArmClosing) and not 
in(GateArmDown)]

CloseGateArm LeftTrain
Entry

OpenGateArm

LeftTrain
Exit

WaitingRight

t4

t5

t6

EnteringRight

LeavingLeft

 

GateLampTurnOn

[true(GateArmUp)] t10 t7
OpenedGateArm

GoingUp

t9

t8

ClosedGateArm

t11

t12 GoingDown

OpenGateArm

CloseGateArm

GateLampTurnOff

CloseGateArm

[true(GateArmDown)]

OpenGateArm

[GateArm
EngineOpening]

[GateArm
EngineClosing]

 

Fig. 11. Petri Nets corresponding to each of the three subcharts in Figure 10 

constructs and can be used as an interchange format among a set of tools. The IOPT 
Ecore metamodel introduces IOPT nets in the MDA infrastructure, allowing MOF 
simulation. Hence, it becomes possible to interchange data between IOPT tools and 
other MDA tools by reusing the associated XMI representation, and to support auto-
matic code generators and the exploration of the automatic proofs of behavioral equi-
valence between two models, using successive transformations (bidirectional trans-
formations) and its simulation. 
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Abstract. This paper shows a methodology for Globally-Asynchronous-
Locally-Synchronous (GALS) systems specification and verification. The 
distributed system is specified by non-autonomous Petri net modules, obtained 
after the partition of a (global) Petri net model. These modules are represented 
using IOPT (Input-Output Place-Transition) Petri net models, communicating 
through dedicated communication channels forming the GALS system under 
analysis. This set of modules is then automatically translated into Maude code 
through a MDA approach. As the modules of GALS systems run concurrently, 
the Maude semantics for concurrent objects is used along with message 
representation. Finally, as a particular case, the system state space is generated 
from the Maude specification of the GALS system, allowing property 
verification.  

Keywords: GALS, Embedded Systems, Petri Nets, Maude, Verification. 

1   Introduction 

Embedded systems are increasingly present in people's lives, for instance in people's 
pockets, homes, cars and in industrial machinery. Many embedded systems are 
synchronous systems implemented in a single device, but there are embedded systems 
that can not be implemented using the synchronous paradigm, either due to the need 
of having multiple devices in different physical locations, or due to the simple fact 
that a single device is not enough to implement the system, or even when it is 
necessary to use devices containing multiple clock domains. 

These systems are Globally-Asynchronous-Locally-Synchronous (GALS). They 
support features like asynchronous messaging and multiple concurrent synchronous 
modules with different clock domains. But these features make GALS systems 
development not a simple task, and with greater challenges (for example the 
verification of GALS systems components interaction) compared to the development 
of synchronous systems. This was the environment where was found the research 
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question of this work, which is How to specify, simulate, verify and implement a 
GALS system described through a set of IOPT Petri net sub-models supported by 
automatic code generation? 

The methodology proposed here to develop GALS systems for embedded systems 
applications was initially formulated within the FORDESIGN project [1], which had 
the objective to center the development effort in the system modeling, relying in a 
model-base development attitude and taking advantage of automatic code generation 
tools. However, the FORDESIGN project did not fully consider the development of 
GALS systems. The chosen modeling formalism was the Input-Output Place-
Transition (IOPT) Petri net, a class of non-autonomous Petri nets defined in [2] that 
extends the well-known Place-Transition (P/T) Petri net class with inputs and outputs 
signals and events (among other characteristics). 

The Net Splitting Operation proposed in [3], allowing model partitioning into 
several components, is here used to split centralized models of GALS systems into 
GALS components. These components will be interconnected through lossless 
communication channels with undetermined propagation time for all the messages. 

To allow property verification of the GALS systems, modeled by IOPT net models, 
are performed a set of transformations from the IOPT net representation to Maude 
specifications [4]. Those transformations rely on a Model-Driven Architecture 
(MDA) [5] approach, using IOPT nets and Maude metamodels. The resulting Maude 
specifications support the verification of several properties. 

The reference development methodology fully integrate design automation tools, 
namely the PNML2C [6] and PNML2VHDL [7] tools, which automatically generate, 
respectively, C or VHDL code from IOPT net models represented in the PNML 
format [8]. 

Section 2 briefly presents the technological contribution of the paper to 
sustainability. Section 3 presents the proposed methodology with the help of a 
running example that will be used throughout the paper for an easier understanding of 
the development flow. Section 4 describes the executable semantics of GALS 
systems. Section 5 briefly explains the GALS System representation in Maude 
language, and the running example verification. Section 6 gives an overview of some 
related work. And finally section 7 presents some final remarks. 

2   Contribution to Sustainability 

This work aims to contribute to the development of GALS systems in a more 
automated way relying in the Model-Driven Architecture (MDA) approach. This 
allows the development of complex systems in less time, while being more reliable 
and less vulnerable to development bugs, due to the fact that the only development 
errors that are introduced in the system are the modeling errors; there is no manual 
code generation, either simulation, verification, or implementation codes. Systems 
with bugs can cause unwanted effects, as in most cases they need to be replaced, 
wasting energy and resources. 

3   Proposed Methodology 

The development flow proposed to GALS systems behavior verification comprises 
the following steps (described in Fig. 1): 



 Petri Net Based Specification and Verification of GALS System 239 

 

Fig. 1. Activity Diagram to GALS Systems Behavior Verification 

- modeler activities: (1) modeling GALS system through IOPT nets; (2) splitting 
IOPT nets to obtain an IOPT net for each component of the GALS system; 
 - verifier activities: (3) translation from IOPT net models to Maude models; (4) 
translation from Maude models to Maude concrete syntax language; (5) specification 
of system properties to be verified; and (6) properties verification. 

3.1   Running Example  

The following example will be used through the paper to present the proposed 
methodology steps. The example is a very simplified condominium alarm system, 
which is used to detect events and control alarms of buildings. If an event occurs in 
one of the buildings, their alarm along with their neighbor buildings must ring. 

In this example there are three buildings in a row, the building "1" has the neighbor 
building "2", the building "2" has the neighbor buildings "1" and "3", and building "3" 
has neighbor building "2". 

3.2   System Modeling  

This example was modeled by an IOPT net model, and is presented in Fig. 2. As 
previously mentioned, the IOPT Petri net is a class of non-autonomous Petri nets that 
extends the Place-Transition (P/T) Petri net class with inputs and outputs. These can 
be input and outputs signals and also input and output events. 

 

Fig. 2. IOPT model of an oversimplified condominium alarm system 

Transition firing depends not only on the net marking, but also on the associated 
input events as well as the guard expression attached to the transition. Output 
expressions affecting output signals can be associated with places. When compared to 
Place-Transition nets, IOPT nets have other specific characteristics, as test arcs and 
priorities, which are described in [2]. 
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The example has three input events (ev1, ev2, and ev3) associated with transitions 
governing the evolution of the IOPT net, and three output signals (alarm1, alarm2, 
and alarm3) that receive the value “1” when the corresponding place has one or more 
tokens. 

3.3   Model Splitting  

Considering that the system example will be implemented in a distributed way using 
three controllers (a controller in each building), the IOPT net model presented in  
Fig. 2, was divided into the three sub-models presented in Fig. 3, through the Net 
Splitting Operation. 

 

Fig. 3. IOPT sub-models resulting from the Net Splitting Operation 

The first step of Net Splitting Operation is the definition of a valid cutting set, 
which finds a set of nodes with specific characteristics that will be used to divide the 
original net. The splitting was applied through the nodes T1, T2, and T3, generating 
the resulting sub-modules interconnected through the transitions T1m/T1slave, 
T2m/T2slave1/T2slave2, and T3m/T3slave, with associated output events (for instance 
oet1m) in the master transitions, that will be the input events (for instance iet1m) of 
slave transitions in other components. In this sense, the distributed execution model is 
composed by a set of parallel components communicating through a set of events. 

4   Executable Semantics 

GALS (Globally Asynchronous Locally Synchronous) systems are composed of 
several interacting components. Each component is synchronous, which means that its 
evolution is made at specific instants in time, controlled by a local clock. On the other 
hand, the global system is asynchronous. As there is no global clock synchronizing 
the components, each component is evolving at its own clock rate. The interaction 
between components is made sending messages through communication channels. In 
this sense, GALS systems have interleaving semantics. 

IOPT nets were used in this work to model the whole GALS system, as well as 
GALS components. The firing of the transitions in one IOPT net (net evolution in one 
component) is done synchronously at specific instants in time (the synchronized 
paradigm), normally referred as tics or global clock; this means that, for that 
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component, between these instances, net marking will not change. The external clock 
or tic defines the moments in which enabled and ready transitions can fire. The 
enabled transition concept refers to the net marking dependency, as usual, while the 
ready transition concept is associated with the non-autonomous attributes evaluation. 
The IOPT nets have maximal step semantics, which means that all transitions that are 
enabled and ready at a specific instant in time will fire in that instant. 

Fig. 4 presents a GALS system composed by three sub-models (components), each 
of them modeled with IOPT nets, representing the three components of the running 
example obtained through the net splitting operation (each of the clouds is associated 
with one sub-model of Fig. 3). Each sub-model will be potentially associated with a 
component running on an autonomous platform. The interaction between the various 
components is modeled through a set of events and accomplished through specific 
communication channels, for example direct connections, connections via 
asynchronous wrappers, NoC (network-on-chip), or any other type of networks, as 
common in distributed systems.  

From the IOPT net model viewpoint, the border of each of these components is a 
set of nodes composed only by transitions. However, as far as the synchronous 
paradigm can not be applied to the whole system, the events used to assure the 
communication between components were replaced by places, modeling the 
separation of time instants associated with the firing of a master transition (emission 
of the output event from one component) and the firing of a slave transition (reception 
of the input event by the other component). 

 

Fig. 4. IOPT nets modeling a GALS system 

Each component is an IOPT net model with a maximal step execution, but the 
evolution tics of one component is different from the evolution tics of the other 
components, supporting the global asynchrony. In this sense, between components 
there is an interleaving execution semantics, while each component is governed by a 
maximal step execution semantics (each component is in a distinct execution temporal 
domain). 

5   From IOPT Models of GALS Systems to Rewriting Logic 
Objects in Maude 

5.1   Maude Language 

The Maude language is a declarative language [4]. The basic programming statements 
are equations and rules, with simple rewriting semantics. Rules can be applied 
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concurrently, which means that System modules can be highly concurrent and non 
deterministic. In the Maude language it is possible to support objects and distributed 
objects interactions with rewrite rules. Objects interactions can be made through 
messages. Maude modules can be used: (1) as programs; (2) as executable 
specification; and (3) as models, that can be verified. In this work these modules will 
be used as models in which systems properties will be verified. 

5.2   MDA Transformations 

The MDA approach is used to make the transformation from IOPT net models to the 
concrete syntax of Maude language. Two transformations were made: (1) model-to-
model transformation using the IOPT net metamodel proposed in [9] and  
Maude metamodel, and (2) model-to-text transformation to obtain Maude code. Model-
to-model transformations were achieved using ATL transformation language and 
model-to-text transformations were made using MOFScript (a tool for model to text 
transformation). 

5.3   GALS System Representation in Maude Language 

GALS components modeled by IOPT nets are translated into Maude concurrent 
objects that interact through asynchronous messages. These messages represent the 
interleaving semantics of the Globally Asynchronous part of the GALS systems. 

Maude code of GALS components obtained through the MDA transformation from 
IOPT net models have interleaving semantics (which is the naturally Maude 
semantics), although IOPT nets components have a maximal step semantics. This 
means that the behavior of this Maude code: (1) has exactly the same behavior of the  
IOPT net model, if and only if, in the each component IOPT net model at most one 
transition fires at each execution cycle, or (2) has a consistent behavior with the IOPT 
net model when, the change of, firing at most one transition per execution cycle over 
several execution cycles, rather than, firing several transitions in just on execution 
cycle, do not change the GALS components requirements/properties. In the running 
example, if the transitions T1m and T2slave1 fires in the same execution cycle or if 
they fire in two consecutive execution cycles, the system requirements remain 
unchanged. 

The generated Maude code for the running example is composed of 2 modules: 
PETRI_NET_GALS and PETRI_NET_GALS_RULES, an excerpt of it is presented 
below. Maude notation is presented in Maude manual in [4]. 

PETRI_NET_GALS module has the structure of the IOPT nets, in line 2 is made 
the inclusion of the CONFIGURATION module, which declares sorts representing 
concepts of objects, messages, and configurations that will be needed to represent the 
three IOPT nets, and the communication between them (represented by P7, P8, P9, 
and P10). In line 16 the three IOPT nets class identifiers are defined. 

PETRI_NET_GALS_RULES module contains the transition rules, in line 31 is 
presented the rule for transition T1m, which removes one token from place P1 and 
creates one token in P2, and one token in P7, that represents a message going from 
component 1 (building 1) to component 2 (building 2). 
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1   mod PETRI_NET_GALS is 
2     including CONFIGURATION . 
3     sorts LocalTokens GlobalTokens Marking IOPT . 
4     ops P1 P2 P3 P4 P5 P6     : -> LocalTokens . 
7     ops P7 P8 P9 P10          : -> GlobalTokens . 
16    ops Petri1 Petri2 Petri3  : -> Cid [ctor] . 
17  endm 
18 
19  mod PETRI_NET_GALS_RULES is 
20    protecting PETRI_NET_GALS . 
21    protecting META-LEVEL . 
24    var O1 O2 O3                 : Object . 
25    vars AP7 AP8 AP9 AP10        : GlobalTokens . 
26    var petri                    : Oid . 
27    vars AP1 AP2 AP3 AP4 AP5 AP6 : LocalTokens . 
29    var S                        : String . 
31    rl [T1m] : < petri : Petri1 | m (P1 AP1,    AP2) >,  
   O2, O3, (   AP7, AP8, AP9, AP10), S =>  
                 < petri : Petri1 | m (   AP1, P2 AP2) >,  
   O2, O3, (P7 AP7, AP8, AP9, AP10), "T1m " . 
53  endm 

5.4   Verification 

As described in Section 3 about the example: (1) if an event occurs in building "1", 
the alarms of buildings "1" and "2" should begin to ring; (2) if an event occurs in 
building "2", the alarms of buildings "1", "2", and "3" should begin to ring; and (3) if 
an event occurs in building "3", the alarms of buildings "2" and "3" should begin to 
ring. These are the 3 properties that should be verified. Alarm of building "1" rings if 
the marking of place P1 is equal or greater than 1, and so on. 

The generated Maude code, presented in section 5.3, was used in the Maude 
system to verify the three mentioned properties. To verify property one, it was 
checked all the possible final states of the system after event "1" occurs. To do this 
the associated state space containing all reachable states was generated and analyzed. 
To generate the state space in Maude, the search command (search < petri1:Oid : 
Petri1 | m (P1, empty) >, < petri2:Oid : Petri2 | m (P3, empty) >, < petri3:Oid : 
Petri3 | m (P5, empty) >, (none, none, none, none), "" =>! Any:Net .) was used in the 
code presented in section 5.3, and to show it the command (show search graph .) was 
used. It was verified that all possible final states of the system after event “1” 
occurrence  are (P2=1, P3=1, P4=1, P5=1), (P2=2, P4=2, P5=1, P6=1), (P2=1, 
P3=1, P4=2, P6=1) or (P2=2, P4=3, P6=2). Analyzing them, it can be concluded 
that the places P2 and P4 have always one or more tokens, which means that alarms 
of buildings "1" and "2" ring in this situation, and can be concluded that property one 
is successfully verified. Properties two and three were also successfully verified.  

Due to space limitations, it is not possible to present the complete state space, even 
for such simple example in order to make evident the referred verified properties. 
Instead, a simplified system composed by buildings 1 and 2 is considered. Fig. 5 
presents the partial state space of this simplified system, considering the sub-models 
of Fig. 3 and Fig. 4 associated with buildings 1 and 2, which means the models with 
the transitions T1m, T1slave, T2m, and T2slave1, and places P1, P2, P3, P4, P7, and 
P8. This partial state space has 9 states, presented in Fig. 5, while the full state space 
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has 45 states. Each node of the state space presented in Fig. 5 shows the marking of 
the relevant places, where the four nodes with P7 and P8 holding no tokens are the 
ones observed in the initial model of Fig. 2. 

 

Fig. 5. Partial state space of the example 

6   Related Work 

Since most of the embedded systems circuitry is made of synchronous circuits, they 
became the starting point in the development of GALS systems. With this in mind, there 
are several works proposing architectures, property verification, implementations, and 
prototyping for GALS systems. 

Some authors propose a verification approach for GALS systems (e.g. [10]), taking 
as starting point the description of the systems’ behavior using textual languages, 
instead of graphical-based descriptions like the ones being proposed in this paper. 
Other authors use Petri nets to represent GALS systems behavior and to verify its 
properties (e.g. [11]); however, the methodology does not cover the entire GALS 
systems development flow, that starts with Petri net models. In [1], a full development 
flow for embedded systems was proposed through automatic code generation, from 
Petri net models, but without attempting to answer the specific questions of GALS 
systems. 

To the best of our knowledge, no works addresses the complete development flow 
(modeling, simulation, verification, and implementation) of GALS systems through 
automatic code generation based on non-elementary Petri nets. 

7   Conclusions 

The methodology for specification and verification of GALS systems using IOPT nets 
as modeling formalism was shown to be adequate in the testing phase of this work. In 
all the validation examples it was possible to model distributed execution of 
embedded systems as a GALS system using IOPT nets, and to verify systems 
properties with Maude. Maude code was always automatically generated from IOPT 
nets through model-to-model and model-to-text transformations. 

The main conclusion is that the proposed development methodology has several 
advantages compared to a development methodology that does not use models. It also 
takes advantage from the usage of Petri nets as the underlying model of computation, 



 Petri Net Based Specification and Verification of GALS System 245 

namely (1) the model clearly describes the system’s behavior; (2) it is possible to start 
modeling the system with one centralized model, which is then partitioned into a set 
of modules, the components of the GALS system; and (3) the system verification and 
implementation codes are automatically generated from the model, which decreases 
the development time and the potential errors of manual code generation. 
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Abstract. The growing processing power available in FPGAs and other 
embedded platforms, associated with the ability to generate high resolution 
images and interface with pointing devices, opened the possibility to create 
devices with sophisticated user interfaces. This paper presents an innovative 
tool to automatically generate debug, diagnostic and monitoring graphical 
interfaces to be integrated in embedded systems designed using Petri net based 
controllers. Devices powered with the new debug and diagnostic interfaces 
benefit from lower maintenance costs and simplified failure diagnostic 
capabilities, leading to longer product life cycles with the corresponding 
environmental and sustainability gains. To demonstrate the validity of the tools 
proposed, the paper presents an application example for a Car Parking 
controller, including results on a working prototype. 

Keywords: Embedded Systems, Petri nets, Design automation, Modeling, 
Graphical User Interfaces. 

1   Introduction 

Graphical debug and monitoring tools have always played a very important role in the 
development of embedded and automation systems. Due to the lack of resources and 
processing power available in hardware used to deploy these solutions, the tools have 
traditionally relied on software running on external personal computers. 

However, the growing adoption of reconfigurable hardware platforms (ex. FPGAs) 
in embedded and industrial automation solutions brought increased processing power 
associated with the capability to generate high resolution images and interface with 
pointing devices, as mice and touch-screens, with no significant additional cost. 

This paper presents a tool framework to the automatic generation of graphical 
debug, diagnostic and monitoring interfaces directly in FPGA hardware. This 
approach has many advantages over traditional solutions because the tools can be  
used after the development, test and validation phase terminates, to perform 
maintenance tasks and help diagnose mechanical and electrical faults. 

The new tool takes advantage and extends a previous framework [1] containing 
design and modeling tools based on IOPT (Input-Output Place-Transition) Petri nets 
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[2], simulation and automatic code generation tools for micro-controllers or FPGAs, 
plus an Animator tool to produce Graphical User Interfaces associated with the IOPT 
model execution [3]. 

The proposed solution analyzes a PNML file [4] generated by the referred tool 
chain describing an embedded system controller and automatically creates a set of 
XML files to the Animator tool, containing a debug and monitoring animation screen. 
This screen contains a graphical image of the IOPT Petri net model and a set of 
animation rules to display the status of the model in real time, including net marking, 
transition status and input and output signals. The system designer can later integrate 
this animation screen in the final application user interface.  

2   Contribution to Technological Innovation and Sustainability 

The main innovation presented in this paper is the capability to automatically generate 
debug and monitoring graphical interfaces for embedded systems, with zero 
additional design effort and negligible cost. The complete tool chain can generate full 
embedded system controllers for FPGAs, including the controller and an animated 
GUI with a debug and monitoring interface, without writing a single line of code. 

Adding graphical debug and monitoring interfaces to embedded devices can have 
an enormous environmental impact and greatly contribute for sustainability. To better 
understand those impacts, embedded devices should be separated into two classes: 
industrial automation systems and end-user appliances. 

Industrial automation systems generally have high availability requirements 
because downtime in one system can stall entire production lines, causing effective 
downtime over entire production plants, with the consequent delivery delays and high 
labour loss. In light of this problem, the performance of maintenance and technical 
assistance services is regarded with special importance. 

Technical assistance interventions are generally characterized by a typical pattern: 
whenever an assistance call is received by an equipment supplier, a technical team is 
immediately scheduled to visit the costumer's site and diagnose the problem, returning 
home to fetch the required parts, followed by a second visit to implement a solution. 

Embedding diagnostic and monitoring capabilities in the final systems can 
effectively break this pattern, as machine operators and the factory's maintenance 
engineers, with the help of the vendor's remote assistance, have the means to diagnose 
problems and identify damaged parts, reducing the number of travels to just one. 
Factory's maintenance engineers can even receive training to use auto-diagnostic 
systems to solve most problems and replacement parts can be sent using express mail 
services, avoiding the need to send technicians altogether. This solution results in 
faster repair times, minimized down-times and equipment suppliers can operate with 
smaller technical assistance vehicle fleets, reducing energy consumption and  
contributing for sustainability. 

Another indirect result is the reduction of redundant production units: to minimize 
downtime, industrial facilities generally purchase spare units of the most sensitive 
machinery. The number of redundant units is calculated according to past failure 
statistics (MTBF) and average repair time. Lower average repair times enable the 
reduction of spare units, contributing even more to sustainability. 
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Embedded systems present in end-user appliances can also benefit from internal 
diagnostic and monitoring interfaces. In this class of systems, a high percentage of 
technical assistance incidents is related to improper user operation and bad device 
configuration, as users did not receive adequate training, resulting in unnecessary 
travels to support centers. The addition of internal diagnostic graphical interfaces 
provide an effective way to simplify the communication between end-users and help-
desk staff, allowing to solve most problems remotely. 

When devices suffer from real defects, internal debug and diagnostic interfaces can 
provide the same gains experienced by industrial systems: end-users and help-desk 
staff can cooperate, diagnosing failures remotely and making possible to send a 
technician with all the necessary parts to quickly solve the problem. 

Due to the lack of capability to diagnose and solve problems in a single visit, most 
brand-name manufacturers strategy consists in immediately replacing systems 
covered by warranty with new units. This approach poses many environmental 
hazards, as the consumables present in the old systems are simply disposed as garbage 
and the old systems cannot be resold as new after repair, being often also disposed. 

When appliances malfunction after warranties expire, there is a common 
perception that they are not worth repair, due to the low cost of new units, high 
transportation costs and high technical-center fees. This happens even when faults are 
caused by trivial problems as a loosen screw, a melted fuse or a wrong EPROM 
configuration. 

The addition of integrated debug and diagnostic interfaces can help users detect 
most problems and repair the most trivial ones or use the service of local repair shops.  
These shops used to be very popular several decades ago, but the advent of ever 
increasing complex electronic devices, requiring the use of specialized diagnostic 
equipment, turned the repair of sophisticated electronic devices almost impossible. 
The addition of integrated diagnostic and debug interfaces can revive local repair 
shops and allow end users repair trivial problems, largely increasing the useful life 
cycle of consumer devices, minimizing the creation of hazardous garbage and 
contributing to great environmental and sustainability gains.  

3   Comparison with Present Solutions 

Debug and monitoring interfaces present in embedded systems development tools 
generally run on external computers connected to the physical embedded systems 
using special purpose data cables. This is the usual method employed in industrial 
programmable logic controllers. However, an industrial facility generally contains 
many systems from multiple vendors and it is not always possible to hold the 
development tools for all of them. 

Even the development tools may not be enough to run diagnostics because the 
tools often require access to the real model files used during system development. 
However, equipment suppliers may deny access to the development model files to 
hide implementation secrets and to prevent unauthorized changes that may 
compromise safety and regulation compliance, leading to possible legal problems. 

On the contrary, the diagnostic interfaces produced by the new tools are available 
to end users without requiring any dedicated hardware or software, yet do not allow 
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system changes. To prevent access to implementation secrets, vendors can choose to 
install a simplified debug model, providing enough information to diagnose failures, 
but hiding sensitive information. 

Most current end-user appliances include some degree of self-test and diagnostic 
utilities. For example, some printers have self-test pages and many devices generate 
error codes presented as display messages or blinking LED counts. 

However, the self-test routines must be specifically programmed during the 
development phase and only detect typical failures predicted by system developers. 
On the contrary, the new tools do not require programming and automatically append 
a debug and diagnostic interface to the final system, helping diagnose all types of 
failures, including those not originally foreseen.  

More importantly, the traditional diagnostic routines do not work when a device 
reaches a deadlock situation. To perform diagnostics the device must be restarted, 
failing to identify transient error conditions. In alternative, the new diagnostic 
interfaces run in parallel with the system controller and can be recalled at any time, 
independently of the main controller status and without causing any state changes, 
thus allowing the detection of deadlock and transient faults. 

Finally, the error codes generated by current devices often have no value to the end 
users because the meaning of the codes is only available to manufacturer's technical 
staff. On the opposite, the new debug and diagnostic interfaces provide an intuitive 
animated graphical user interface, displaying the state of the system in real time as a 
Petri net model, which is the underlying modeling formalism. 

4   Related Work 

Embedded systems design based on Petri net models has been the subject of many 
research publications, ranging from Low level nets [2][5] to High level colored nets 
[6][7][8]. 

Most development frameworks based on Petri net models include debug and 
visualization interfaces [8][9], to exhibit the system state, but these tools generally 
work only during simulations running on personal computers and have not been 
ported to physical embedded devices.  

Some Petri net frameworks include tools to create interactive animations [8][10]. 
For instance, the Colored Petri net Tools, a very successful modeling tool-chain, 
contains animation design tools [11][12] to enhance user-friendliness and simplify 
communication with persons with no knowledge about Petri net formalisms. 

Other authors have worked on automatic code generation from Petri net models 
[13][14][15], to allow the rapid development of embedded applications. These tools 
automatically generate software source code and low level hardware descriptions 
implementing the behavior described by the model.  

The contribution presented in this paper is based on a previous work [1][3] 
combining automatic software and hardware co-generation with the capability to 
design animated graphical user interfaces for embedded systems. The animations are 
automatically generated from the original Petri net model and a set of rules 
associating the visibility and position of graphical objects, varying according to the 
system state evolution. 
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Using the previous tools, a designer could rapidly create embedded applications 
with sophisticated graphical user interfaces, without writing code and without  
needing deep understanding about software and hardware design, thus bringing 
embedded systems design to a much broader audience. 

In fact, the previous generation of tools already included the capability to 
implement debug and diagnostic interfaces, but those interfaces had to be designed by  
human operators, drawing a background image and defining a large set of rules to 
display the system state, one at a time. However, this operation was repetitive, error 
prone and time consuming, specially with large models. In contrast, the new tool 
generates the desired results without any human intervention. 

5   Development Flow 

The tools introduced in this paper are based on a development flow presented in [16], 
beginning with the analysis of system behavior through the identification of patterns 
of use, leading to the creation of UML Use-Case diagrams. The captured use-cases 
will then be modeled using IOPT Petri nets [2], with the help of the Snoopy IOPT net 
editor. After a first version of the controller model is finished, the editor will generate 
a PNML [4] file, with the corresponding XML representation. This PNML file will be 
the base for all subsequent development steps. 

IOPT nets are a non-autonomous Petri net class inheriting the characteristics from 
the well known Place-Transition nets [17], with the capability to associate input and 
output signals and events to model elements, enabling the deterministic specification 
of the interaction between models and the external environment. IOPTs also benefit 
from maximal step semantics, meaning that all autonomously enabled transitions will 
immediately fire as soon as the associated guard conditions and events are active. To 
enable automatic conflict resolution, IOPT nets include transition priorities and other 
characteristics, like test arcs and arc weights that improve modeling capabilities.     

Automatic code generation is performed through two applications, PNML2VHDL 
and PNML2C, that create system controllers based on VHDL hardware descriptions 
or “C” source code, according to the desired embedded target device. 

Using the PNML file as input to an “Animator” tool, the developer can create a 
graphical user interface, consisting of multiple screens containing animated graphical 
objects. The PNML model is used as a base to define a set of rules describing the 
evolution of the animated graphical objects. 

The animations created in the previous step can be presented on a personal 
computer during model simulations, to debug, validate and correct the designed 
controller model. Another tool – GUIGen4FPGA - will automatically generate VHDL 
code and EEPROM image files, to enable the execution on FPGAs. 

To finally generate a running embedded application it is necessary to configure the 
physical hardware platform, through the association of model signal names and events 
to real FPGA pins, using a Xilinx UCF file. 

The proposed development flow includes a simulation and animation step where 
the user can test and correct the designed model, returning to the first development 
stage whenever incorrect behavior is detected. However, the validity of the simulation 
phase largely depends on the ability to also model and simulate the physical 
environment surrounding the embedded controller, which can be a complex task. In 
those cases the validity of the models can only be checked on a physical prototype.  
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Fig. 1. Proposed development framework 

One of the goals of the present work is to provide tools to help debug and identify 
mistakes during the prototype test phase. This way, the former development flow has 
been improved and a new tool “PNML2Anim4Dbg” was developed to automatically 
generate debug and diagnostic animation screens. Figure 1 displays a diagram 
describing the improved development tool chain. 

6   Implementation 

The tool introduced in this work, “PNML2Anim4Dbg”, receives input from a PNML 
file containing a IOPT Petri net model describing a system controller and 
automatically generates a set of XML files for the “Animator” tool. 

As both the input and output files are encoded using XML, the XSLT (Extensible 
Style-sheet Transformation) [18] framework was selected to implement the new tool, 
due to the capability to automatically validate syntactic grammars using DTDs or 
Schema and XML pattern matching, XML tree navigation and query tools (XPATH). 

The usage of XSL transformations applied to PNML files is as old as the PNML 
format itself, since the first documents introducing the PNML standard [4], already 
proposed XSL transformations as a tool to convert models between different Petri net 
classes. 

As seen in figure 2, the PNML2Anim4Dbg creates 5 files: A SVG background 
image, a «rul» file containing all generated animation rules, an «env» file associating 
a list of BMP image files to shortcut names present in the animation rules, an «ov» 
file with a list of output values generated by the controller and a «pdc» file containing 
a list of input signals and the corresponding user interface methods. 

Although other XSLT based PNML to SVG converters were available [19], a new 
IOPT2SVG transformation was created, to account with the non-autonomous nature 
of IOPTs, including input and output signal graphical representations, different test 
and normal arc representations, transition priorities, etc. 
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Fig. 2. PNML2Anin4Dbg data flow 

The SVG background file contains an exact image of the IOPT model and can be 
edited and rearranged using most vector graphics editors, and finally converted to 
BMP format. During this phase it is possible to hide model comments and other 
superfluous information. Together with the SVG background image, a set of static 
image files is also appended to the animation project, containing pictures to display 
tokens inside places, signs to highlight the autonomously enabled transitions and LED 
signs to display active input and output signals. 

The rules file contains a large set of rules to draw the correct number of tokens 
inside each place, to check if each transition is autonomously enabled and to check for 
active I/O signals. For more information about implementation details, the complete 
source code will be available online.   

Complex hierarchical models, composed of several sub-net components, can be 
processed at different abstraction levels. Developers can choose simplified models 
showing only the top level components, full detailed models describing the entire 
system in a flat network, or create an hierarchy of multiple interface screens showing 
individual components. The tools do not require the entire model and can work with 
partial models, just requiring identifier consistency with the final controller system, 
maintaining the same place, transition and signal names. 

7   Test and Validation 

To test and validate the new tools, a car parking lot controller IOPT model (fig. 3) 
was processed using the proposed development flow to automatically generate a 
working prototype with a debug and diagnostic interface. This model is simple 
enough to eliminate the need for a detailed explanation, yet allows the demonstration  
of the proposed tools. 

The hardware prototype was implemented using a Xilinx Spartan 3A 1800 Video 
Kit, including a Spartan 3A-DSP 1800 Starter Board, an Avnet EXP PS Video 
Module and a 1024x768 LCD panel. The starter board contains an FPGA and several 
memory devices, including a parallel flash EPROM to store images and a DDR2 
RAM memory used to implement a video frame buffer. 
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Fig. 3. Demonstration example IOPT model 

 

Fig. 4. Prototype photos – Application GUI on the left and debug interface on the right 

Figure 4 displays photos of the prototype showing the Parking Lot animation 
screen and the corresponding debug and diagnostic screen. The car parking lot model 
contains one entrance, one exit, parking places for up to N vehicles, entry and exit 
barriers and inputs representing entry and payment sensors. 

8   Conclusion and Future Work 

An embedded system prototype was created and tested using the proposed tools, 
demonstrating the capability to rapidly generate embedded applications with 
sophisticated user interfaces and embedded debug, monitoring and diagnostic 
interfaces, using IOPT models and without the need to write any line of software code 
or design hardware components. 
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The new tools fully automate the task of diagnostics interface creation, generating 
a solution with minimal hardware requirements, just needing a few hundred Kbytes of 
EPROM space to store the debug interface images and some FPGA space to 
implement the animation rules. However, as most rules share code with the controller 
implementation, the VHDL logic optimizer tools will greatly simplify the generated 
hardware, removing duplicate signals. For example, both the controller and debug 
animation modules check if transitions are autonomously enabled and will share the 
same hardware. Image compression techniques, as simple as RLE encoding, can 
further reduce the total EPROM memory consumption to less than 50Kb per 
animation screen, with performance gains and no additional complexity. 

Although the prototype was implemented using a standard FPGA development kit, 
it is possible to use the same tools to create very low cost production embedded 
controllers using dedicated PCB boards, requiring just one FPGA/ASIC chip, 2Mb of 
video RAM memory, one EEPROM, voltage regulators, interface logic and 
connectors, competing with the equivalent micro-controller based solutions.  

As a result, in the near future will be possible to add debug and diagnostic 
interfaces to many embedded devices with no additional labour cost and irrelevant 
hardware cost increments, turning all the environmental and sustainability gains 
described in chapter 2 into a reality. 

Future work include image the possibility to add pause and step-by-step execution 
capabilities to the generated interfaces. While the implementation of step-by-step 
execution mechanisms during simulation and software execution is trivial, it can pose 
technical challenges for hardware implementations, specially on asynchronous 
systems. Pausing and step-by-step execution on real hardware devices can create 
additional difficulties because certain real-time functions cannot be safely interrupted   
without the risk of causing permanent damages to external hardware and mechanical 
components. To solve this problem, additional work must be carried on. 
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Abstract. We present a rewriting logic based technique for defining the formal 
executable semantics of a non-autonomous Petri net class, named Input-Output 
Place/Transition nets (IOPT nets), designed for model-based embedded system's 
development, according to the MDA initiative. For this purpose, we provide 
model-to-model transformations from ecore IOPT models to a rewriting logic 
specification in Maude. The transformations are defined as semantic mappings 
based on the respective metamodels: the IOPT metamodel and the Maude 
metamodel. Also, we define model to-text transformations for the generation of 
the model execution code in the rewriting logic framework. Hence, we present a 
translational semantics composed by two components: (i) the denotational one, 
considering as semantic domains the operations, equations, and properties that 
specify the Petri net structure, signals, and events according to the commutative 
monoid view; and (ii) the operational one, that changes the interleaving semantics 
of Maude using rewriting rules specified at the Maude metalevel to provide a 
maximal step semantics for transitions with arcs, test arcs, and priorities. 
Additionally, this work gives architectural advices in order to compose new 
semantics specifications by simple component substitution. Due to its simulation 
and verification capabilities for control systems, the presented work was applied 
to a domotic project that intends to save energy in residential buildings. 

Keywords: Embedded Systems, Petri Nets, Maude, Verification. 

1   Introduction 

It is well accepted that models offer one of the best choices to deal with the 
development of complex systems [1]. In particular, models improve the communication 
between developers and customers. However, much more is expected from a single 
model. For example, in the embedded systems domain, one has to specify the system in 
an unambiguously way and enable sophisticated system analysis. Due to this fact, and in 
order to increase consistency, most of the currently accepted model-based development 
techniques are based on formal models [2], these models are able to precisely represent 
the semantics of computation and of concurrency. 
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Several distinct modeling formalisms, supporting the model-based development 
attitude [3], have already proved their adequacy for embedded systems design. With 
Petri nets [4] as a system specification language we get the advantages of its strong 
mathematical definition and its well defined and precise semantics, enabling the 
support for simulation, state space generation, and model-checking techniques for 
verification purposes.  

From another point of view, Petri nets are suitable for the definition of automatic 
model transformations, in order to obtain models at different levels of abstraction. For 
example, the FORDESIGN project [3] has obtained several interesting results by 
reusing the benefits from transformations involving models defined using a non-
autonomous Petri nets class entitled Input-Output Place/Transition nets (IOPT nets) 
and the respective code generation for several languages and platforms. Currently, the 
MDA-Veritas initiative [5] has been proposed as one alternative in order to reuse the 
state of the art in model based development provided by the FORDESIGN project, 
shifting the focus to MDA (Model-Driven Architecture) [6] thus obtaining 
improvements in the verification of IOPT nets as formal models. 

Concerning the aforementioned context, the expected results are highly dependent on 
the semantics of the IOPT models. Since these models are expected to be built as 
Platform Independent Models (PIMs), they should be properly transformed into 
Platform Specific Models (PSMs) for mapping to the corresponding code. However, 
this automatic generation must take into account the platforms architecture and 
definition. Thus, an important question arises: how to obtain the verification goals, 
given the number of existing platforms? Models need to make sense in the 
corresponding environment they are inserted. Thus, since each specific platform has its 
own concepts and execution semantics, models should be able to represent these 
characteristics. 

In Section 2, we will discuss about the environmental impacts of deploying a 
semantic model for PSMs, avoiding the early use of electronic devices. We explore the 
previously defined semantics for IOPTs, briefly recapitulated in Section 3. In Section 4, 
an executable formal model upon which deploying environmental characteristics will be 
represented. Moreover, through a running example in Section 5, the analysis for static 
properties, synthesis of executable sequential implementations, automated distribution 
and dynamical behaviors following model checking techniques are presented as one of 
the main points of this work. The approach is fully supported by MDA standards and 
tools and takes advantage of the suitability of Maude, and its metalanguage capabilities, 
for reactive systems modeling and execution. Finally, Section 6 discusses our final view 
about this gap between the concepts available in a design language, in this case the 
IOPT nets, and those available in platforms, as well as the analysis and verification 
tools. We expect that designers should be able to work with the domain-specific 
abstractions such as signals and events, so the knowledge required to map them into a 
platform must be provided automatically. 

2   Contributions to Sustainability 

We expect that the greater the effort to tackle the question of representing platform-
specific characteristics in verification models, the greater will be the obtained 
benefits. More specifically, the creation of formal models eases the simulation and 
verification at several levels, hence decreasing the necessity of dealing with hardware 
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devices at early stages, avoiding the use of additional electronic devices that would 
hardly be recycled, saving energy, increasing the reliability level, and reducing costs. 
Hence, our approach constitutes a technological innovation that contributes to 
sustainability. To that end, we have identified four distinct contributions: (i) the use of 
more reliable development flows, due to the consolidation of a formal MDA 
approach, (ii) savings in costs due to hardware, energy, specialized engineer views 
(for the software developer), more abstract specifications, and correctness, (iii) the 
use of specific executable semantics specifications available in several kinds of 
platforms and (iv) at the practical level, the facilitation of rapid prototyping for 
reliable control and domotic systems. 

3   IOPT Nets and MDA-Veritas 

Petri nets are a well-known set of formal languages with a common graphical 
representation, particularly suitable for the visual modeling of concurrent systems. 
The class of Input Output Place Transition nets extends the class of Place/Transition 
nets (P/T nets) with non-autonomous constructs allowing the modeling of controllers 
connected to the environment through signals and events. The respective IOPT 
semantics that interest us was already presented elsewhere [3]. Next, we briefly 
present the main characteristics of this semantics. 

IOPT nets add several annotations to the P/T nets nodes and net modules. More 
specifically, transitions can have associated input and output events, as well as a 
guard that is a function of the input signal values. Additionally, each conflict is 
resolved through the addition of a priority annotation to each transition. Places have a 
bound annotation specifying the maximum number of tokens in each place, which can 
be of major relevance when automatic code generation is considered. They also have 
a conditional external action on output signals. The respective condition is a function 
of the place marking. All signals and events are defined at the net module level. Next 
we briefly present the IOPT nets semantics. 

The IOPT nets have maximal step semantics: whenever a transition is enabled, and 
the associated external condition is true (the input event and the input signal guard are 
both true), the transition is fired. An IOPT net step is maximum when no additional 
transition can be fired without generating an effective conflict with some transition in 
the chosen maximal step. Therefore, we define a IOPT net step occurrence and the 
respective successor marking. The net evolves through the firing of successive 
maximal steps. The synchronized paradigm, used in this work, also implies that the 
net evolution is only possible at specific instants in time named tics. These are defined 
by an external global clock. An execution step is the period between two tics. 

3.1   System Modeling 

In [7] we have proposed a formal approach named semantic equations to extract 
formal models from the syntactic constructors, i.e. the metamodel. There, we have 
approached Petri nets models involved in model transformations aiming to ensure 
semantics preserving properties. Here, we are interested in reusing the semantic 
equations approach but for another purpose: to extract the state space as the semantic 
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representation for the IOPT nets formalism. The understanding of this state space in 
terms of algebraic structures over graphs has the potential to unify several views of 
semantics formalisms. This structure can be manipulated by formal methods tools 
employed in several sorts of analysis and satisfying some requirements that are hard 
to solve. As an example, several formal tools could handle the state space explosion 
problem, by providing an on-the-fly way of reasoning over occurrence graph structure 
of the Petri net model if it is seen as this algebraic structure. 

As in [7], this ordinary graph has a set of nodes as a commutative monoid S+ 
generated by the set S of places and the empty marking as identity. The sum + of 
transitions represents the parallel firing of transitions, and the sequential firing of 
transitions is denoted by the operation. By the guarantee of the closure property, we 
are representing computations through simple transitions. 

The concept of semantic domain and semantic equations gives us a guarantee that 
the metamodel presented in [8] will provide models able to satisfy the desired 
executability requirement. 

4   From IOPT Models to Algebraic Specifications  

Fig. 1 shows the main flow for the use of this solution. It is inserted in a major flow of 
the MDA-Veritas solution. We have two roles: (i) the modeler that starts editing the 
model until, throughout MDA transformations, generating the Maude code; and (ii) 
the verifier, that employs the Maude model in concrete syntax until the final analysis 
of formulae. The formulae can be proved at the object level by using the Maude LTL 
model-checker through the definition of predicates.  

 

 

Fig. 1. Modeling and verification process 

Fig. 2 presents a very simple example illustrating how to create and derive the 
semantic model for an IOPT. The model reuses the basic Petri nets graph structure. 
The following generated code has this graph representation plus the new  
features, such as events (OFF, BRIGHT, and DARK) and signals (SW8, SW9, and 
SW10). However, the most important features cannot be seen syntactically, because 
they are in the semantic domain. Examples of this are the specific execution 
semantics adopted for the model, the priority decision that decides what transition will 
fire in a conflict situation, or the occurrence of signals and events that affect the 
guards of the Petri net.  
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Fig. 2. Fragment of a domotics model 

For example, the following Maude code represents the net of Fig. 2. It describes 
the existing sorts (line 2) for this algebraic representation, existing events (line 3), 
existing signals (line 4), and existing places (line 5). Other constructions responsible 
for the soundness of the definition will be discussed next. Finally, we have the 
representation of one transition (line 6), called turnLightOn, which has as 
precondition the DARK event, the SW10 signal, the waitingDark token, and produces 
no event (idle), no signal (noSignal), and one token light. 

 
1 mod DOMOTICS-IOPT-NET-CONFIGURATION is  
2 sorts Event EventSet Signal SignalSet PlaceMarking NetMarking IOPT . 
3 ops OFF BRIGHT DARK : -> Event . op idle : -> Event . 
4 ops SW8 SW9 SW10 : -> Signal . op noSignal : -> Signal . 
5 ops waitingDark light : -> PlaceMarking . op empty : -> PlaceMarking . 
... 
6 rl [turnLghtOn]:{DARK}+[SW10]+(waitngDark)=>{idle}+[noSignal]+(light). 
7 endm 

 
The following code fragments represent a basic template for the translation of an 
IOPT model to a rewriting logic specification in Maude. We use regular grammar 
constructors for specifying the possible number of elements in a model. Line 1 is the 
declaration of the module able to represent the IOPT net. Line 2 defines the existing 
sorts for this specification. From line 3 up to 5 we have the declaration of the names 
for sorts Event, Signal, and PlaceMarking respectively, and the corresponding identity 
operations, i.e. idle, noSignal and empty. Finally, line 6 is the basic operation of 
combination of PlaceMarkings that follows the principles of commutative monoid 
Petri nets representation with the corresponding properties. 

 
1 mod name-IOPT-NET-CONFIGURATION is  
2 sorts Event EventSet Signal SignalSet PlaceMarking NetMarking IOPT . 
3 ops (Event_names) : -> Event . op idle : -> Event . 
4 ops (Signal_names)* : -> Signal . op noSignal : -> Signal . 
5 ops (PlaceMarking_names)* :->PlaceMarking . op empty:-> PlaceMarking . 
6 op __:PlaceMarking PlaceMarking ->PlaceMarking [assoc comm id: empty].   

 
Thus, the Event, Signal and PlaceMarking elements are composed, in lines 7 up to 9, 
in EventSet, SignalSet and NetMarking respectively. The composition of these major 
structures is called a IOPT type at line 11. 
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7 op {(_)*} : (Event)* -> EventSet [ctor] . 
8 op [(_)*] : (Signal)* -> SignalSet [ctor] . 
9 op (())* : (Place)* -> NetMarking . 
10 op noState : -> [IOPT] . 
11 op _+_+_ : EventSet SignalSet NetMarking -> IOPT . 

 

Finally, the transitions are represented as rewrite rules from one IOPT configuration 
(line 12) to another IOPT configuration (line 13). 

 

( 
12 rl [Rule_name]:{(Event_names)*}+[(Signal_names)*]+((Place_names)*)  
13 => {(Event_names)*}+[(Signal_names)*]+((Place_names)*) . 
)* 

4.1   Maximal Step Semantics  

In order to give a semantic representation of Petri nets having the maximal step 
semantics in a translational way, we need to change the Maude's original interleaving 
semantics. The main structure of the modules produced in this activity is depicted in 
Fig. 3. Starting from an IOPT_SYSTEM_CONFIGURATION, our choice relies on 
the fact that the Maude system contains a predefined module called 
CONFIGURATION for defining a denotational semantics and a META-LEVEL for 
redefining the operational semantics. The components from the denotational view 
were presented in the previous section, through the definition of an 
IOPT_NET_CONFIGURATION. Here, we focus on the operational view. A the 
META-LEVEL, we can find operators that represent terms and modules. From this 
level, the module also supplies efficient descent operations reducing the computations 
from the metalevel to the object level. Thus, operations such as metaApply, that 
matches the term with lefthand side of the rule, apply the rule at the top of the term 
and returns the metarepresentation of the term, can be used in order to take the 
application of all enabled transitions at a single step. Inheriting from the META-
LEVEL, we defined a module META-PETRI-NET able to represent the main 
structural operations and rules from a Petri net. Finally, the MAXIMAL_STEP 
redefines the execution semantics of the Maude system for this domain, according to 
our specification. An excerpt of this module is shown in the following code fragment. 

 
1 rl [maximal-step] : T:Term =>  
2 maxStep(T:Term, applicableRules(T:Term, rules, module)) . 
... 
3 eq maxStep(T:Term,(rl X:Term => Y:Term [label(Q:Qid)] .) RS:RuleSet) =  
4 maxStep(getTerm(metaApply(module, T:Term, Q:Qid, none, 0)), 
RS:RuleSet)  
5 eq maxStep(T:Term, none) = T:Term . 

 

 
Fig. 3. The modules infrastructure 
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Lines 1 and 2 of this excerpt present the basic definition of the maximal-step rule 
for IOPT nets. A Term t is rewritten of the application of all applicable rules for the 
given module. Lines 3 and 4 detail the match of a given rule if applicable and the call 
of the built-in operation metaApply from the Maude META-LEVEL module. Line 5 
represents the can in which all applicable rules were already applied, returning the 
current term. 

5   Example 

We have applied this formal specification in different scenarios. In order to illustrate 
it in practice, we show in Fig. 4 an application under development that supports 
domotic control systems. For simplification purposes, we have chosen a model with 
sensors that controls: (i) the arrive and leaving of strange people; (ii) the detection fire 
and its disabling; (iii) the alert for an unexpected situation and its stop; (iv) the 
detection of darkness and turning on the lights; and (v) a central enabler that 
establishes the priorities of these independent actuators. 

From this model, we can automatically extract a translational semantic 
representation able to be employed in the Maude system. The following excerpt 
illustrates the single transition disFireAlert in Fig. 4 generated automatically from the 
previously described model. 

 
1 mod DOMOTICS-IOPT-NET is 
... 
2 rl [disFireAlert] : {DISABLE} + [SW4] + (enabled firing) => 
3 {noEvent} + [noSignal] + (waitingForFire waitingToEnable) . 
... 
 

This means that the transition disFireAlert, which represents disabling the alert of fire, 
has dependencies in its firing from the existence of the event DISABLE and the signal 
SW4 (representing the action of pressing the switch of number 4 in the board that 
contains a PIC microcontroller) and having tokens in the places enabled and firing. As 
result, because of the act of consuming, no event and no signal are available in the 
system, the matched tokens were removed and new tokens for the places 
waitingForFire and waitingToEnable were produced. This represents a Platform-
Specific Model (PSM) according to the MDA view. 
 

 
Fig. 4. Simplified domotics model 
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5.1   Simulation and Verification 

The system can be simulated through common rewrite commands or generate the 
state space as an excerpt shown in Fig. 5. We developed a plugin to produce graphical 
visualizations of IOPT states after simulation and verification by using the GraphViz 
solution [9]. This represents the case where the system just allows the firing of one 
actuator that disables according to the priorities one enabled module from many 
(defined as n=1 in the place waitingToEnable) when sensors were fired concurrently. 
It shows that from the initial state, it is possible, through the maximal-step semantics, 
the activation of the events ARRIVE, WARM, ENABLE, STOP and DARK. From 
this state, excepting the luminosity module that is completely independent, only the 
ALERT event and its corresponding module, sensors and actuators are able to return 
to the initial state, depending from the ENABLE actuator. 

The developers of the domotic model were interested in the verification of 
properties such as deadlock freeness, ensuring the correct application of the priorities 
and logical implications that given the firing of a sensor, the corresponding actuator 
will take the control and after solving will go back to the waiting state. These kind of 
primitive properties are automatically derived for the Maude LTL model-checker 
syntax from the initial system marking as the example that follows: 
 
1 eq initial = {noEvent} + [noSignal] + (waitingForPresence 
waitingForFire  
2 waitingForDarkness waitingAlert waitingToEnable waitingToEnable) 
... 
3 search in DOMOTICS-IOPT-NET : upTerm(initial) =>! Any:Term . 

 
 

Fig. 5. Excerpt of the generated state space with the maximal step semantics 

There, we have a search for a deadlocked state according to the maximal step 
semantics. The generated verification code starts by translating the initial marking 
specified in the ecore IOPT model to the lines 1-2. This initial marking specifies that 
there are no events and signals and the initial tokens. Finally, line 3 represents the 
excerpt where the search Maude command is performed by translating the initial 
marking to its representation at the meta-level (upTerm) and try to find any term with 
no successors (through the command =>!). After successive refinements during the 
modeling phase, having several improvements, we get a running model with no 
deadlocks as show the following Maude output. 
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1 No solution . 
2 states: 36 rewrites: 66 in 0ms cpu (0ms real) (~ rewrites/second) 

6   Conclusions 

For the embedded system's development, our contribution comes from the fact that 
safety and economic concerns require high levels of assurance that the designed 
model will work as expected in a physical environment. In this sense, the move to the 
physical implementation represents a huge gap of abstraction. Formal models enable 
us to solve this problem in an elegant fashion. The gap is filled with an artifact that is 
a representation of the designed model but can also represent logically most of 
conditions generated by the environment. Therefore we continue in the MDA 
lifecycle because this technique also represents the conceptual transformations of 
PIMs to PSMs according to the MDA view. 

The present solution still has some limitations concerning the rigorous 
formalization of some execution semantics regarding the checking of semantics 
preservation in model transformations, establishing an equivalence relation between 
the models. More specifically, and although this does not affect the simulation and 
verification purposes initially established, the state space in the maximal-step 
semantics case cannot be fully explored for all partial subsets of events generated by 
the environment. As future work, we intend to extend the solution for more specific 
platforms, producing a semantic framework that will bring several benefits for the 
system's designer before producing a device from a chip layout or deploying code in 
an embedded platform. 
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Abstract. In this paper we present a short survey of automatic speech recogni-
tion systems underlining the current achievements and capabilities of current 
day solutions as well as their inherent limitations and shortcomings. In response 
to which we propose an improved paradigm and algorithm for building an 
automatic speech recognition system that actively adapts its recognition model 
in an unsupervised fashion by listening to continuous human speech. The para-
digm relies on creating a semi-autonomous system that samples continuous 
human speech in order to record phonetic units. Then processes those phoneme 
sized samples to identify the degree of similarity of each sample that will allow 
the detection of the same phoneme across many samples. After a sufficiently 
large database of samples has been gathered the system clusters the samples 
based on their degree of similarity, creating a different cluster for each  
phoneme. After that the system trains one neural network for each cluster using 
the samples in that cluster. After a few iterations of sampling, processing, clus-
tering and training the system should contain a neural network detector for each 
phoneme unit of the spoken language that the system has been exposed to,  
and be able to use these detectors to recognize phonemes from live speech.  
Finally we provide the structure and algorithms for this novel automatic speech 
recognition paradigm. 

Keywords: automatic speech recognition, natural language processing, probabilistic 
language acquisition, unsupervised learning of speech. 

1   Introduction 

Speech recognition is the process which transforms vocal sounds into the meaning of 
these sounds, turning spoken language into written language or symbolic knowledge, 
and it can be either human or automatic. 

Human speech recognition turns spoken language into an internal symbolic repre-
sentation in our minds, thus turning speech into meaning. The process of human 
speech recognition is based on sequentially recognizing phonetic units by taking ad-
vantage of multiple acoustic cues and then aligning them to obtain a word or sentence, 
this process happens in our subconscious mind without our constant attention [1].  

Automatic speech recognition systems use the same principle of sequentially rec-
ognizing speech units from an audio signal based on recognition models that have 
been pre-trained to recognize these speech units, and then inferring the most probable 
word that is described by the succession of recognized speech units [2-3]. 
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One feature that is not yet possible with the latter is the autonomous acquisition of 
the knowledge needed to recognize speech. Automatic systems are manually trained 
using databases of speech sounds [4], while humans are not born with the gift of 
speech recognition, instead they acquire it independently, progressively and autono-
mously [5].  

Looking into the process of human language acquisition it becomes clear that it is a 
probabilistic endeavor [6]. Therefore it is possible to tackle this problem in a compu-
tational manner in order to program machines to acquire speech in an unsupervised 
manner [7-8]. However language acquisition in humans is an incremental process that 
starts with acquiring the capacity to recognize speech and then progressing to the 
process of language learning which relies on that former capacity [9]. Current re-
search also suggests a strong link between perception and production of speech as 
these two processes constantly influence each other [10]. 

In this paper we propose an algorithm and structure for an automatic speech recog-
nition system that allows semi-autonomous acquisition of speech recognition. The 
structure of the article is as follows: chapter two describes the contribution of our 
system to sustainability, chapter three is a short survey of automatic speech recogni-
tion systems, chapter four describes the structure algorithm and process that we pro-
pose for achieving semi-autonomous acquisition of speech recognition, chapter five 
addresses our current results and chapter six summarizes and details further work that 
will complete our research. 

2   Contribution to Sustainability 

The capacity to autonomously acquire, adapt and manage the database of speech sam-
ples needed to train neural networks for detecting phonetic units is the core innovation 
of our proposal. This ability gives our solution a higher level of autonomy and hence 
sustainability compared to current automatic speech recognition solutions. 

This innovation gives the speech recognition system the capacity to self-maintain 
and also to adapt its database according to the inputs it receives, while also allowing 
the system to acquire its own samples of the language it will evolve to recognize. The 
purpose is to create a recognition system that needs little intervention from a human 
operator in order to be trained by being able to manage and train itself by processing 
its audio input.  

Our intention is to create a system that mimics the human capability of acquiring 
speech and is therefore a self-sustaining software system that acts as a voice to text 
interface for other software systems. In our case the motivation for this research comes 
from creating an autonomous voice interface for mobile robots that will become a 
component module of a control architecture for mobile robots. Following this key 
requirement of self sustainability we set out to design a system that will be capable of 
acquiring the skill of speech recognition. However we do not think that our proposed 
solution will be useful only for mobile robot applications, we hope that it will find a 
use in other domains as well, for this reason we want to make it as easy as possible to 
exchange the recognition knowledge between instances of our system in order to allow 
other researchers to avoid, if so desired, the semi-autonomous acquisition phase.  
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3   A Short Survey of Automatic Speech Recognition 

State of the art speech recognition systems can be split into a few categories: voice 
detection algorithms, user voice recognition, automatic speech recognition, emotion 
recognition and natural language processing. 

Voice detection algorithms (VAD) simply detect when a recorded or live audio 
signal contains voice signals. One state of the art VAD system uses wavelet trans-
forms in a wavelet filter bank for feature extraction from the input signal and then 
uses a Support Vector Machine (SVM) to train an optimized decision rule based on 
those extracted features [2, 11]. Another method that uses statistical models and ma-
chine learning for VAD employs generalized gamma distribution and learns from a 
speech database using minimum classification error (MCE) and SVM [12]. Another 
approach for robust VAD uses wavelet packet transform to analyze and extract tran-
sient components of speech and can extract speech activity from sources with a poor 
signal to noise ratio [13]. 

The current paradigm for automatic speech recognition consists of using either dis-
criminative training models or generative training models [3]. Discriminative models 
based on Hidden Markov Models (HMMs) that are trained using a speech database 
and then used to recognize speech are a very important approach to realizing auto-
matic speech recognition and could be extended to every corner of recognizer design 
[14]. Another discriminative approach to automatic speech recognition is based on 
neural networks which can be used for recognizing phonetic units, syllables or words 
[15] or the meaning of natural language [16].  

The problem of active learning for speech recognition has been tackled before  
[17-18] however the approach is somewhat different since it relies on statistical  
processing and annotated corpus for processing real input data and minimizing the 
uncertainties from within it.  

A current common trend is to create speech recognition systems that integrate mul-
tiple phonetic and acoustic feature extraction methods with language level modeling 
or language processing to reduce recognition errors and increase robustness of the 
system [19-22]. This is helpful because it provides multiple ways of detecting and 
eliminating recognition errors.  

The common limitations and shortcomings of speech recognition systems is the re-
quirement of using database of speech sounds for manually training the recognition 
models. The lack of support for less common languages, due to insufficient resources 
for compiling speech databases, and the high level of knowledge and technical skill 
required to train such recognition models and to create ASR systems. 

4   An Improved Paradigm 

Our proposed structure uses three levels for storing speech samples. The first level is 
a temporary buffer which has the function of storing all recorded speech samples until 
a limit has been reached. This limit is a parameter of our system (L1), once the limit is 
reached all samples from the buffer are analyzed and the useful ones are transferred to 
the second level of storage for further processing while the un-useful samples are 
removed, hence the buffer is now empty and ready for a new iteration.  
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Fig. 1. The general structure of our system showcasing the main modules and data flow be-
tween them and the seed samples needed for clustering into phonetic clusters. As well as the 
separation between the recognition process, the acquisition process and the reference samples 
needed for clustering. 

The second level of storage has the purpose of storing the samples selected from 
the temporary buffer and clustering them according to how similar they are. This level 
also has a limit of samples that can be stored, this is the second system parameter 
(L2), when the limit is reached clustering of samples is initiated at the end of each 
clustering process the last half of samples in each cluster are deleted. The selection of 
samples is made using a genetic algorithm that evaluates the fitness of each one and 
keeps only the best half of samples in each cluster. 

The third and final level contains the neural networks that are trained with the 
samples in each cluster after the halving deletion. This level contains the models that 
are actually used to recognize phonetic units from live speech and therefore this level 
contains the recognition knowledge that can be transferred between instances of our 
system. This knowledge export/import feature is necessary since we consider that it 
would simplify the process of testing and evaluation before implementing a fully 
functional recognition system on a mobile robot, rather than testing and evaluating the 
system directly on the mobile robot. 

Each neural network detector has the task of identifying a phonetic unit and is 
linked to a node in a HMM. In order to resolve the problem of the correct identifica-
tion and clustering of phonetic units for each detector cluster the application will have 
to make the connection between phonetic unit and the equivalent written phoneme. In 
order to solve this problem we provide an “innate” set of samples representative of 
every phonetic unit of the language considered that the system contains from the start, 
these will be called reference or seed samples (these can be samples used in existing 
speech databases, or made especially for this task by requesting users to speak a pre-
defined paragraph in their) and their analysis enables accurately clustering the  
recorded samples based on evolutionary feature similarity between the recorded sam-
ples and the seed samples. The number of reference samples is fixed and does not 
change, this being another system parameter (S). 
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Fig. 2. Detailed view of the proposed structure 

For feature extraction we will use computationally fast features currently employed 
in state of the art systems (wavelet transform, mel-frequency cepstrum coefficients) as 
well as a slower process that analyzes the distinctive features (consonant, sonorant, 
syllabic, laryngeal, manner and place features of phonetic units) of each sample be-
ginning with the seed samples and then with the recorded samples in order to have a 
wide coverage of features for any given speech sample. To allow for such complexity 
we will have to use one neural network for each phonetic unit of the language.  
Clustering of recorded samples needed to train each detector will be made using a 
similarity determination algorithm based on a genetic algorithm that will compare the  
features of each recorded sound to those of each reference sample and classify the 
sample as belonging to the cluster of the most similar phonetic unit. 

The fast feature extraction methods are used to obtain features from live speech 
which are then sent to the detectors that have also been trained with these types of 
features. The slow features are used for the clustering process, because they can’t be a 
viable option when recognizing live speech since they are too slow to compute and 
because the clustering process has to rely on as much features as possible. When the 
storage limit is reached the feature extraction, clustering and training processes begin 
while the system stops recording and focuses on these computationally demanding 
operations. 

In parallel with this acquisition algorithm there will be a standard feature extraction 
and recognition algorithm that uses the HMM detector network, this thread begins to 
run in parallel with the acquisition algorithm thread once the maximum number of 
iterations has been reached and has higher priority over the later when voice activity 
is detected.  
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Table 1. Proposed acquisition algorithm 
Initialize L1, L2, S, IMAX parameters, i = 0 
WHILE (i <= IMAX) 

IF (Voice Activity Detected)  
  Record sample to Level 1 Storage 
ELSE 
  WHILE (Level 1 storage <= L1) 

Extract features 
IF (Level 1 storage = L1) 

  Extract features from remaining recorded samples 
  Move recorded samples to L2 
  Clean Level 1 storage and  

Exit L1 WHILE 
  WHILE (Level 2 Storage <= L2) 
 Evaluate fitness of each sample with EA 

 Cluster samples using seed samples features and EA 
IF (Level 2 storage = L2)  
 Evaluate fitness of remaining samples 

 Delete bottom half of each cluster according to 
fitness 

 Exit L2 WHILE 
  FOR (each c cluster from Level 2 storage) 
 FOR (each sample s from sample cluster k) 
  Train Neural Detector K with fast features of sample s 

   

5   Discussion of Results and Critical View 

Our results consist of the proposed algorithm, structure and reference speech samples 
for the Romanian and English language as well as part of the implementation of the 
system using the Java programming language and for the hardware part we have two 
AKG professional microphones and a professional USB audio interface from M-Audio. 

The presented algorithm and structure combined provide an improved paradigm for 
acquiring speech recognition, in an autonomous way, and a means to create new 
speech databases for training recognition models. We consider this as the starting 
point of our research into cognitive speech recognition and language acquisition for 
mobile robots.  

6   Conclusions and Further Work 

In this paper we have described a new paradigm for an automatic speech recognition 
system that mimics the acquisition of speech recognition capabilities by employing a 
novel structure and algorithm. Our research is in its incipient stage and therefore there 
is significant amount of testing and evaluation that remains to be done with our system.  

Testing will have to validate the efficient and coherent acquisition of recognition 
knowledge as well as validating the recognition performances and capabilities of our 
solution by acquiring the knowledge to recognize Romanian and English languages 
by beginning with seed samples for each language.  
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The described structure and algorithms might potentially be improved and an  
optimum version must be found within the limits of our described three level frame-
work. One way we could achieve this would be to optimize our system using genetic 
algorithms for identifying the optimum algorithms, neural networks models and pa-
rameters for our system. Another research possibility would be to use associative 
neural networks and self-organizing maps for the first two levels of storage instead of 
databases, and also implementing different types of neural networks for the selection 
and clustering processes in order to obtain an entirely neural networked based recog-
nition system. Again optimizing this completely neural based structure would be 
possible by using evolutionary methods. 

After we succeed in finding the best possible structure, algorithms, parameters and 
optimum settings for them we will proceed to designing and implementing a system 
that is capable of language acquisition while relying on our proposed system for  
continuous speech recognition.  
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Abstract. This paper proposes a HMM-based approach for detecting abnormal 
situations in some simulated ATM (Automated Teller Machine) scenarios, by us-
ing a network of heterogeneous sensors. The applied sensor network comprises 
of cameras and microphone arrays. The idea is to use such a sensor network in 
order to detect the normality or abnormality of the scenes in terms of whether a 
robbery is happening or not. The normal or abnormal event detection is per-
formed in two stages. Firstly, a set of low-level-features (LLFs) is obtained by 
applying three different classifiers (what are called here as low-level classifiers) 
in parallel on the input data.  The low-level classifiers are namely Laban Move-
ment Analysis (LMA), crowd and audio analysis. Then the obtained LLFs are 
fed to a concurrent Hidden Markov Model in order to classify the state of the 
system (what is called here as high-level classification). The attained experimen-
tal results validate the applicability and effectiveness of the using heterogeneous 
sensor network to detect abnormal events in the security applications. 

Keywords: Heterogeneous sensor network, LLF (Low level Feature), HBA  
(Human Behaviour Analysis), HMM (Hidden Markov Model), LMA (Laban 
Movement Analysis), Crowd analysis, ATM (Automated Teller Machine) security. 

1   Introduction 

Recently, the demand for using automatic surveillance systems has been increasing. 
Many research areas, such as computer vision, signal processing, voice analysis and 
sensor fusion and pattern recognition are involved in this type of applications. Work 
on detection and tracking algorithms for dense crowds can be found in the literature. 
In [1] a method is suggested for simultaneously tracking all people in a dense crowd 
using a set of cameras with overlapping fields of view. In [2] a real-time system for 
detection of moving crowds is presented. HMM has been used in various applications 
for behavior recognition, e.g. [3] for facial action recognition and [4] for crowd be-
havior analysis. Crowd analysis can be used to get an understanding of the crowd as a 
whole, without any detailed information on individuals in the crowd. Crowd activity 
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provides information which can be used to detect if there are people running or fight-
ing [4]. A deep contribution in the field of human-machine interaction (HMI), based 
on the concept of LMA (Laban Movement Analysis), is presented by Rett and Dias in 
[5]. In their work a Bayesian model is used for learning and classification. The LMA 
is presented as a concept to identify useful features of human movements to classify 
human gestures. Frequency-based extracted features are used in a LMA-based  
approach in our previous work for the sake of behaviour analysis [6]. Using audio 
signals for security purposes is proposed in [7]. Using distributed sensor network for 
the surveillance is investigated and proposed by Aliakbarpour et al. in [17,18]. 

A two-staged classification approach, to detect abnormal events in a security sce-
nario, is introduced in this paper. Firstly, a set of low-level-features (LLFs) is  
obtained by concurrently applying three different classifiers (what are called here as 
low-level classifiers) on the input data. The low-level classifiers are namely LMA, 
crowd and audio analysis. Then the obtained LLFs are fed to a concurrent HMM in 
order to classify the state of the system (what is called here as high-level classifica-
tion). A network of heterogeneous sensors such cameras and microphone arrays are 
used in a synergic way to observe the scene.  

This paper is arranged as following: Our contribution to sustainability is presented 
in Sec. 2. Low-level classification is introduced in Sec. 3. A HMM-based classifica-
tion (here is known as the high level classifier) is discussed in Sec. 4. Sec. 5 is dedi-
cated to the experimental results and eventually the conclusion is presented in Sec. 6. 

2   Contribution to Sustainability 

In order to protect citizens, property and infra-
structure, surveillance systems are increasingly 
being used. Commonly, these surveillance sys-
tems are installed in public spaces, covering 
large areas, where a great number of people 
populate the camera’s fields of view. Conse-
quently such systems consist often of a large 
amount of distributed sensors, typically CCTV 
cameras, monitored by operators in a control 
room. Since humans possess a limited capacity 
of driving its focus of attention, it is impossible 
to the system’s operators pay attention to all 
what is happening in all monitors at a given time. Moreover, to recognizing abnormal 
or threatening events is a complex cognitive task requiring a focus that humans can 
uphold for only a short time. Therefore, there is the need for a persistent system capa-
ble of making a pro-active surveillance. In this paper we introduce a method to detect 
abnormal situation, in the ATM scenarios, using the observations of a heterogeneous 
sensor network comprising of cameras and microphone arrays. 

3   Low-Level Classification 

As mentioned, the idea is to apply a two staged procedure in order to conclude whether 
the scene’s state is normal or abnormal. Here the used data is from an exclusive  

Fig. 1. A superimposed view of the 
ATM scenario when a rubbery is 
happening 
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multimodal database, referred as PROMETHEUS database1 [8]. This database is in 
support of the development and the evaluation of the algorithms which are intended to 
analyze and identify human actions and behaviors in the context of surveillance using 
multi-modal approaches. It comprises of various securities scenarios and among them 
we focused on the ATM ones. Many typical events such as walking, waiting, taking 
money and some atypical events such as robbery have happened in the ATM scenarios. 
The intention is to automatically identify and detect the state of the scene in terms of 
whether a normal or abnormal event is happening.  

The scenes are observed by a network of heterogeneous sensors, composed of 
video cameras, thermal cameras and microphone arrays. Among the heterogeneous 
data in the database, we selected two modalities: image and sound. Three different 
low-level classification methods, namely LMA, crowd and audio analysis, have been 
applied on these data in order to obtain a set of LLFs. Table 1 summarizes the inputs 
and outputs for each method. As can be seen, two of these methods, the LMA and 
crowd analysis, have their inputs from applying some preliminary data fusion and 
tracking algorithms (which are supposed to be available) on the raw data and just the 
audio analysis one has a direct input from the raw sound signals. For the sake of hav-
ing a low level classification on the sound signals, the method introduced in [7] has 
been used. Here we continue to introduce the LMA and crowd analysis methods. 

Table 1. Inputs and outputs for the different methods in the low-level classification stage 

Method Input Output 
Crowd Analysis Optical flow from image data Crowd ratio 

Laban Movement 
Analysis 

3D positions of heads and feet 
(available from tracking 

algorithms) 

Pr(walking), Pr(running), Pr(falling) and 
Pr(standing) 

Audio Analysis Sound signals LL-ratio  

3.1   LMA-Based Human Movement Classification 

LMA is a well-known method to describe and analyze human movements by several 
components; Body, Space, Shape, Effort and Relationship [9]. Each component de-
scribes human movements by different aspects. Among the different components of 
LMA, here we have selected Effort component to observe human movements in terms 
of how motion of human body parts are happening with respect to inner intention (our 
recent work in [6]). Effort has four sub-components and each of them has two states; 
Effort.time (sudden/sustained), Effort.space (direct/indirect), Effort.weight (light/strong) 
and Effort.flow (bounded/free). In this work, the Effort.time component for two body 
parts (head and feet) is estimated. Here the interesting movements to classify are stand-
ing, walking, running and falling-down. A Bayesian Network (BN), which is a  
well-known “tool” to deal with uncertainty, has been used for our LMA parameters 
estimations (to classify different human movements). The BN has three levels;  

• The lowest level comprises frequency-based features which were achieved from 
Power Spectrum (PS) technique that applied on acceleration signals of body parts. 
First four coefficients were collected from PS signal of each body part acceleration 

                                                           
1 www.prometheus-FP7.eu 
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signals. Each coefficient has four state possibilities (see [6]) which are defined by 
several thresholds. 

• Middle-level includes LMA parameters, Effort.time component of the body parts.  
• The highest level is just one node which has the number of interest human move-

ment’s states.  

 

Fig. 2. LMA-based Bayesian net 

3.2   Crowd Analysis 

Crowd analysis is used to get an understanding of the crowd as a whole, without any 
detailed information on individuals in the crowd (see our recent work [4]). The aim is 
to get an approximate understanding of the activity level of the crowd as well as the 
size of the crowd. Crowd activity provides information which can be used to detect if 
there are people running or fighting. In general, normal crowd behavior often corre-
sponds to calm movements, where people are standing or moving slowly through the 
scene, without making excessive gestures. Abnormal behaviour is instead likely to be 
accompanied by more rapid movements. The different levels of crowd activity are 
estimated by optical flow calculations, which estimate the relative motion between 
consecutive images. If a person is walking quickly, running, or moving his or her 
arms rapidly, the magnitude of optical flow will be larger compared to the case when 
a person is moving slowly or standing still. The different levels of crowd activity can 
be derived by using for example the following approaches:  

1. Manually setting the different levels by observing the optical flow under known 
conditions, i.e. when the different types of events in the scene are known. 

2. Applying a more automatic approach for obtaining the levels by using basic  
statistics (mean value and standard deviation) on relevant training data.  

The crowd size provides information that can be used for getting warnings of forth-
coming fights, attempted robbery and risk for riots. What is considered to be a large 
or small crowd will differ from case to case. For example, in a city area a large crowd 
may be 20-25 persons or more. At large sport events, large crowds are probably hun-
dreds or thousands of persons. Fighting and robbery at the ATM means that at least 
two persons are present on a small area at the same time. The crowd size estimate is 
obtained by first performing background subtraction to obtain the foreground pixels. 
We assume prior knowledge of the approximate number of pixels per person, which 
depends on the distance between camera and crowd. The number of people is then 
obtained by dividing the total amount of foreground pixels by the number of assumed 
pixels per person. Also crowd growth rate and crowd density can be of interest to 
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understand the crowd behaviour. Is the crowd growing quickly and/or are the people 
standing close to each other? Crowd growth rate can be estimated by studying the 
change in crowd size for a certain reasonable time period. Crowd density can be  
estimated by relating the crowd size to a specific area in the image. By combining 
estimates of crowd activity and crowd size, uncertainty in the classification of behav-
ior will be reduced. For example, increased activity (a running person) at an ATM 
together with the information that there were at least two persons present close to the 
ATM, will strengthen the view that there have been an attempted robbery. 

4   Concurrent HMM-Based Classification 

For behaviour recognition, we are interested in detecting the current behavior 
amongst  known behaviors (i.e. the behaviour library). For this purpose, we pro-
pose to use a concurrent HMM architecture.  

Principle. A concurrent hidden Markov model is composed of several hidden Markov 
Models, each one describing one class (see Fig.3-left). To summarize, the concurrent 
HMM centralizes the on-line update of the behaviour belief and contains: 

1. The set of HMMs representing basic behaviour library (one HMM per behav-
iour);  

2. The transition between behaviors model that could be either defined by hand 
(by an expert), or learnt from annotated data.  

 

    

Fig. 3. Concurrent Hidden Markov Models (left) HMM model (right) 

Hidden Markov Models are used to characterize an underlying Markov chain 
which generates a sequence of states. The term Hidden in the HMM name comes 
from the fact that the sequence of states is not directly observable. Instead the states 
generate an observable sequence. Thus, the output depends on the current state and on 
previous outputs. These tools are widely used in the field of sound processing [11], 
gene finding and alignment in DNA sequences [12]. They were introduced by Andre 
Markov in [13] and developed in [14].  

HMM are widely employed in the field of computer vision to recognize gesture or 
human behaviour [15]. In these applications, the observation variables are features 
extracted for video data. The principle of an HMM is presented on Figure  
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Fig.3-(right) in which S represents the state variable and O represents the observation 
ones. In our application, each HMM describes a human behaviour and is learned us-
ing a training dataset composed of labeled observation sequences that are low-feature 
extracted from the different and thanks to three different approaches, namely Laban 
Movement Analysis (LMA), crowd and audio analysis. 

Construction/Learning. Constructing a concurrent hidden Markov model consists in: 

• Learning the set of HMM models representing the behaviour library (one 
HMM per behaviour) using an annotated data set. 

• Defining the transition matrix between the behaviors. This transition model 
could be either defined by hand (by an expert), or learnt from an annotated 
data set. 

Learning the behaviour transition model is straightforward and consists in computing 
simple statistics (histograms) of transitions using the annotated data set.  

Learning the underlying HMM models (a HMM per behaviour) is more complex. It 
can be divided into two sub-problems: 

1. Finding the optimal number of states N. The optimal number of internal states 
within the HMMs could be chosen by hand thanks to an expert. In this case no  
algorithm is needed and the learning of the HMM is reduced to the learning of its 
parameters. However, since an HMM is a Bayesian Network, a score that allows a 
compromise between fitting learning examples (D) and the ability of generalization 
(see the Occam Razor Principle) can be employed to find it automatically [15]. For 
example the classical Bayesian Information Criterion [16] that maximizes the likeli-
hood of the data while penalizing large size model can be used: 

|)log(|)(
2

1
)),(log(),( DnnparamsnDlikelihoodDnBIC ××−=  

In this case the optimal number of states is given by: ),(maxarg DnBICn n=∗ . 

2. Learning the parameters of the HMM given N (i.e., the transition matrix 
)|( 1−tt SSP ), the observation distribution )|( tt SOP , and the initial state distribu-

tion )( 0SP ). The idea is find the parameters that maximize the data likelihood. For 

this purpose the methods generally employed are the classical EM algorithm (aka 
Baum-Welch algorithm in the HMM context), or the Iterative Viterbi algorithm. 

Recognition. As previously emphasized, the concurrent hidden Markov model is used 
to recognize on-line or off-line the current behaviors amongst N known behaviors. 
This is easily performed by finding the HMM M that maximizes ),...,|( tnt OOMP −  

for the off-line case (or )|( tOMP  for the on-line case). 

5   Experiments 

As mentioned, the ATM scenarios of PROMETHUS [8] multimodal database are 
used in this paper. There are four selected ATM scenes with different durations. The 
interesting event which we call as abnormal state in this kind of scenario is robbery.  
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Based on the proposed approach the process of event detection has two levels for 
performing the classification. Firstly, some low-level features are obtained by using 
three different approaches (see Fig.3). Then these low-level features are fed to a 
HMM as a high level classifier in order to estimate the scene’s state. Apart of these 
LLF inputs for the HMM, another parameter which is named as “environment pa-
rameter” is also consider for the HMM. The environment parameter is defined as the 
relative positions of people to the ATM. In the context of the ATM scenario in 
PROMETHEUS dataset, we defined the robbery state as when the robber waits in 
ATM's area, approaches a person who is taking money from the machine, steals the 
money and then rapidly escapes.  In the database, there are 139 samples correspond-
ing to the normal situations and 8 samples corresponding to the robbery (abnormal) 
situations. Each sample has a 10 seconds long. Among these samples, 61 samples of 
normal data and 4 samples of abnormal ones have been randomly selected for HMM 
learning process and the others (78 samples of normal and 4 samples of abnormal) for 
HMM classification process.  

Here we have implemented different experiments on the data in order to demon-
strate the applicability and effectiveness of using heterogeneous data fusion in the 
proposed manner. Table 2 depicts the result of the HMM-based classifier when the 
output of each low-level classifier is individually applied to the high-level (final) 
classifier. Then the experiment is performed when a pair of the low-level-classifier 
outputs is used for the classification (three possible pair combinations, see Table 3). 
Eventually all of the low-level classifier’s outputs have been fed to the high-level 
classifier. Table 4 depicts the result of this last case, in which there are the best per-
centages of the true even detections. It validates the effectiveness of the proposed 
method for the sake of surveillance applications. 

Table 2. High-level classification result: when just one of the three low-level features has been 
used 

Method LMA Crowd Sound(LL ratio) 
 Normal Robbery % Normal Robbery % Normal Robbery % 

Normal 72 6 92 64 14 82 76 2 97 
Robbery 0 4 100 1 3 75 1 3 75 

Table 3. High-level classification result: Three possible combinations of using a pair of  
low-level features 

Methods LMA + Crowd LMA + Sound (LL ratio) Sound (LL ratio) + Crowd 
 Normal Robbery % Normal Robbery % Normal Robbery % 

Normal 72 6 92 77 1 98 77 1 98 
Robbery 0 4 100 0 4 100 1 3 75 

Table 4. High-level classification result: Fusion of all low-level features 

Method LMA + Sound (LL ratio) + Crowd 

 Normal Robbery % 
Normal 77 1 98 
Robbery 0 4 100 
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6   Conclusion 

Abnormal human behavior detection by using a network of heterogeneous sensors, in 
some ATM scenarios, has been proposed in this paper. A two-staged classification, 
divided as low-level-classification and high-level-classification, is used in order to 
detect the abnormality of the current state of the scene. Here, the interesting abnormal 
event is defined as happening a robbery near the ATM. The LMA, crowd analysis and 
audio analysis are the methods which are used in the low-classification stage. For the 
sake of high-level classification, a concurrent HMM is applied. The attained experi-
mental results validate both the applicability and efficiency of the proposed method 
for the sake of surveillance applications. 
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Abstract. The measurement of deformations, displacements, strain fields and sur-
face defects in many material tests in Civil Engineering is a very important issue. 
However, these measurements require complex and expensive equipment and the 
calibration process is difficult and time consuming. Image processing could be a 
major improvement, because a simple camera makes the data acquisition and the 
analysis of the entire area of the material under study without requiring any other 
equipment like in the traditional method. Digital image correlation (DIC) is a me-
thod that examines consecutive images, taken during the deformation period, and 
detects the movements based on a mathematical correlation algorithm. In this pa-
per, block-matching algorithms are used in order to compare the results from im-
age processing and the data obtained with linear voltage displacement transducer 
(LVDT) sensors during laboratorial load tests of T-beams.  

Keywords: Digital Image Correlation, Block Motion Estimation, image processing. 

1   Introduction 

Since the 80’s, several works about digital image correlation techniques are under 
development in order to obtain an accurate knowledge of the displacement field [1-3]. 
The general idea behind digital image processing techniques is to calculate the dis-
placement field or the strain field without contact and using a simple low cost camera. 
The research aims to reduce the computation time and to increase the accuracy of the 
system. When conventional methodology is used the number of the measured points 
takes a huge importance because they increase the hardware, the time to get the setup 
ready and the costs. Using image analysis techniques the density of the measured 
points can be very high. As an example, a trivial image of 1024 by 1024 pixels can be 
used to obtain a continuous information field with more than 4000 analysis points.  

In our previous work[4] the three-step search (TSS) [5] algorithm was studied, es-
pecially the simple and efficient (SES) algorithm. A partnership between researchers 
from the Civil Engineering Department and the Electrical Engineering Department, of 
the Universidade Nova de Lisboa (UNL) made possible to explore the traditional 
methodology used in Civil Engineering measurements, which requires a complex and 
expensive sensorial setup and a very complex calibration process. In this work we 
compare the results of the traditional approach with the results obtained by digital 
image processing techniques. 
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In this paper the purpose is to use the adaptive rood pattern search (ARPS) and 
compare it with the data obtained with physical sensors [6]. In this paper only two 
concrete beams are compared. Although concrete has by itself a good texture a 
speckle pattern was applied to the T-beams surfaces in order to get an easier image 
processing (in this paper a random dot pattern was applied). The work developed so 
far shows that resolution versus specimen dimensions, focal length, distance between 
camera and specimen, distortion and the speckle pattern are some of the factors that 
influence the most the measurements error. In order to choose the most promising 
correlation technique several tests were conducted, such as the comparison of differ-
ent block matching algorithms and the use of the edge detection techniques. As shown 
in the previous work, [4] the TSS algorithm shows to be more adequate than edge 
detection techniques. However, some research questions such as what kind of correla-
tion technique is more efficient or how to increase the accuracy of the system without 
increasing computation time are still open. Another open issue is what should be the 
relationship between the entire image and the number of target points. The compari-
son between the image processing results and the information obtained by the LVDT 
sensors will be used to establish this relationship. 

In [7] a non-touching strain measurement method that covers a pre-defined area is 
presented. In this work several tests were carried out on RC beams with a span of 4.5 
m and the results were compared to the traditional electrical strain gauges. A speckle 
pattern correlation was used and a photo was taken every 30kN until rupture. In this 
work a camera film was used and the film was scanned with a high quality scanner. 
The picture was divided into 128x128 sub-pictures and then subjected to a threshold. 
The centre of gravity of the resulting black & white picture was then calculated. With 
this methodology and the speckle correlation it was possible to find the same sub-
picture in the second loading condition and therefore estimate the deformation. De-
spite the good results obtained by this methodology it is significantly dependent on 
the threshold value and therefore varying with the illumination conditions, speckle 
pattern and image acquisition parameters. In our work we look for a more stable and 
conditions independent solution for this problem.  

2   Contributions to Sustainability 

Image processing analysis is used in many situations for earth observations such as 
resource managements, soils mapping, water resources, etc. The measurements made 
by image processing simplify the maintenance of local materials, the waste or loss of 
sensors and human resources are best applied.  

With measurements without contact, fewer materials are used which implies reduc-
tion of costs and energy.  In our tests the same system could analyze several materials 
with no duplication of the sensors. So it is possible to contribute to a better world with 
reduction of plastics, iron, and energy. 

3   ARPS - Block Motion Algorithm 

The basic idea of block motion estimation is to divide the current image into a matrix 
of blocks and then compare these blocks with the previous image in order to calculate 
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Fig. 3. Symmetrical shape of Adaptive Rood Pattern with four search points locating at the four 
vertices 

                               

(1) 

The square and the root square operations drawn in (1) require a lot of computation 
time. Therefore instead of (1) it is possible to use a simplification that only requires 
the highest magnitude of the two components of the predicted MV (2).  

                                
(2) 

When it is not possible to apply the type D of the ROS, the value 2 is chosen for the 
size of the arm length (i.e. Γ=2). The minimal matching error (MME) point found in 
the current step will be re-positioned as the new search center of the next search itera-
tion until the MME point is found as the center of the fixed pattern.  

4   Results 

Several load tests have been carried out in order to compare the results obtained by 
the image processing techniques with the information acquired by a classical mea-
surement system. These tests [6] uses two reference T-beams and three T-beams 
strengthened with different FRP techniques. In this paper only the results from TSC1 
and HB2 are used. The image acquisition conditions for these tests are shown on 
Table 1. Each image is divided in sub regions of 16 x 16 pixels (~4.4 mm x 4.4mm). 

The TSC1 beam was used as reference without any additional flexural reinforce-
ment and the HB2 beam was reinforced with 3 bonded GFRP sheet layers. The  
T-beams had a 3m span by 0.3m heights and were tested until rupture in a 4-point 
 

Table 1. T-Beam image acquisition condition: resolution and the number of photos 

T beam designation Resolution Number of Photos 
TSC1 36 pixel/cm 52 
HB2 35 pixel/cm 27 
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bending test system. All the tested beams followed a monotonic loading history. The 
deflection control was granted by seven standard 100mm LVDT, displayed along the 
longitudinal direction of the beam. At the mid-span, a wire-controlled transducer 
(500mm) was used together with the LVDT (100mm) in order to obtain the results of 
larger deformation, if needed during the post-collapse of the test. The data from the 
LVDT at the mid-span was used for the comparison with the data obtained with the 
image system analysis. 

The image acquisition for TSC1, and HB2 was done with a digital Cannon EOS 
400D camera with a resolution of 3888x2592 and two spots of 500W each guaranteed 
artificial light. The artificial lightning was used in order to maintain a constant light 
environment. All the images were captured on RAW format and then convert to TIFF 
format for image processing with MATLAB.  

Before the data acquisition it was necessary to make the preparation for the image 
acquisition system (Fig. 4) and the sensor data system acquisition. 

 

      

Fig. 4. The preparation of the image acquisition system (left) and data sensor system (right) 

The T-beam was initially prepared with an underlying painting of white mate ink 
and then with a superimposed random speckle pattern manually painted using a large 
brush with mate black ink. All the digital measurements are done at a distance without 
any particular or long calibration, having a low cost support, and they are easy to 
implement in the T-beam test setup.  

The photos were taken with intervals of 30 seconds. In first image of the test, the 
area of interest is over and at the end is down (Fig. 5). In some load tests the dis-
placement could be large. 

The digital image processing system compares two adjacent images in order to 
evaluate the displacement. These results are compared with the results acquired with 
one of the real sensors used and this evaluation can be seen in a graph of the  
displacement versus time (d vs. t).  

In a non-contact strain measurement it is possible to analyze a small area of interest 
and a large one with the same hardware conditions. Moreover, this technique can be 
compared with non-linear software based on the finite element analysis (FEA) in 
order to corroborate the strain fields in the T-beam structure. 
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Fig. 7. Evaluation of displacement vs. time with results from image processing (** point) and 
LVDT sensor (++ point): TSC1 at left and HB2 at right 

 

Fig. 8. Evaluation of the force vs. displacement: TSC1 at left and HB2 at right. Values from 
sensor are market with (++) and image processing with (**). 

The evaluation of force versus displacement (F vs. t) is also shown (Fig. 8) and it is 
also possible to visualize that our system is close to the real sensors. 

5   Conclusions 

The comparison between the measurements from LVDTs sensors and the measurements 
obtained from image processing techniques revealed to be very similar. Thus, the image 
processing technique used seems to be a very promising technique for measurement 
displacements with a much lower investment and much faster and easier setup. 

The results obtained in this study shows that it is possible to continue and explore 
this subject and test the whole area of a T-beam in order to compare with the remain 
LVDTs sensors. Moreover, a strain field of the T-beam in study can be reproduced 
and compared to other techniques of modeling structures such as FEA, in order to 
calibrate and validate the image processor technique. The research will eventually 
provide software that enables a real time monitoring of the RC structure during the 
experimental test. In spite of using median and high pass filter amongst others prepro-
cessing image technique, the results does not show a significant improvement. 
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It is important in future work to analyze the influence of the regular pattern and al-
so increase the resolution of the image acquisition in order to obtain more precise 
results.  
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Abstract. Systems that convert the sunlight into electrical energy like 
photovoltaics (PV) have been becoming widespread worldwide. The prospect of 
using the promising technology of wireless sensor networks (WSN) in the field of 
PV plant supervising and monitoring is studied here. The knowledge of the status 
and good working condition of each PV module separately as well as of any PV 
system component will lead in a more efficient way for power management. The 
nature of the wireless sensor networks (WSN) offers several advantages on 
monitoring and controlling applications over other traditional technologies 
including self-healing, self-organization and flexibility. The versatility, ease of use 
and reliability of a mesh network topology offered by the ZigBee technology that 
is based on the IEEE 802.15.4 standard, is used here to offer its maximum 
advantages on a system that is capable for real time measurements and event 
alerts. 

Keywords: Photovoltaic panels, PV monitoring & control, wireless sensors 
networks and ZigBee. 

1   Introduction 

Many monitoring (data-acquisition) systems have been proposed and developed. The 
main task of these systems is to monitor and collect data concerning the performance of 
the PV plant in real time. In [1] a system for remote monitoring and control of complex 
stand-alone photovoltaic plants is proposed. It is based on the NI Field-Point 
architecture, an FP-2000 controller and an FP-I-100 acquisition system. Current, voltage 
and temperature data are transmitted using a GSM modem. A different approach has 
been proposed in [2], [3] where a computer-based data-acquisition system monitors both 
electrical and meteorological data. Remote clients can reach data using the TCP/IP 
protocol. Another proposal of PV monitoring is described in [4]. 

The above proposals give only a general performance monitoring image. They do 
not provide information about the performance and state of each individual PV 
module. In some cases, a specific PV module in a large scale PV plant may produce 
no or lower energy levels than expected. In this case, in a monitoring system 
architecture similar with those described above, the system will be able to sense and 
monitor the lower current or voltage reading but it has no ability to locate the source 
of the problem. This is mainly because current and voltage sensors are connected at 
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the output of a PV array that might be part of several PV modules. In this case it is 
obvious that a maintenance operator is needed to manually locate the defective part. 

Wireless sensor networks (WSN) are a very promising technology in the field of 
PV monitoring. A wireless sensor network is a system which comprises radio 
frequency (RF) transceivers, sensors, micro-controllers and power sources. A sensor 
measures physical parameters like temperature, light, pressure, voltage and current. 
Wireless sensor networks with self-organizing, self-configuring, self-diagnosing and 
self-healing capabilities have been developed to solve problems or to enable 
applications that traditional technologies could not address [5]. A major advantage of 
this kind of networks is low cost, small size and low power consumption. In the field 
of WSN, the ZigBee technology had met a wide acceptance because of its capability 
to operate in a large number of applications.  

In this paper, the main objective is to study the functionality of a ZigBee based 
monitoring and supervising system. The investigated PV system is located on the roof 
of the Technological and Educational Institute of Crete (Chania/Greece). It consists of 
six (6) polycrystalline-Si technology PV modules and rated power 100 Wpeak each 
connected in parallel. The remainder of this paper deals with a brief description of the 
ZigBee standard, a presentation of the developed hardware and the current case study 
with representative experimental measurements. 

2   Contribution to Sustainability 

Studies on photovoltaic phenomena have drawn the attention to the problem of PV 
behavior under varying environmental conditions [6]. The major problem is the strong 
dependence of a PV system response on many extrinsic factors such as temperature, 
insolation, cloudiness and pollution [7]. Another problem to be solved is to find an 
efficient and also cost-effective monitoring and supervising method of a PV plant 
even for small PV systems. Regular performance checks on the functioning of PV 
systems are necessary for a reliable use and successful integration of a PV. 
Monitoring for large PV systems is performed by specially designed hardware and 
software that might be expensive and is mainly operated by specially trained 
personnel. For small PV systems, up to 10kW, these checks are not performed due to 
monitoring system costs [8]. Therefore such small systems are often not checked on a 
regular basis. This situation can lead to partial energy losses that usual originate from 
partial system faults or decreasing performance that can be unnoticed for a long time. 
Thus, in order to achieve the maximum energy out of a PV plant, a low-cost, easy to 
use monitoring system is needed. 

ZigBee technology is a low data rate, low power consumption, low cost, wireless 
networking protocol targeted towards wireless connections between electronic 
devices in automation and remote controlling applications [9, 10]. ZigBee can be 
implemented in mesh networks larger than it is possible with Bluetooth. ZigBee 
compliant wireless devices are expected to transmit 10-50 meters, depending on the 
RF environment and the power output consumption required for a given application 
[11-14]. 
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3   ZigBee and System Architecture 

The ZigBee standard is built on top of the IEEE 802.15.4 standard. The IEEE 
802.15.4 standard defines the physical and MAC (Medium Access Control) layers for 
low-rate wireless personal area networks [18, 19]. Other benefits of this standard are 
energy measurements over the operated channel, Link Quality Indication (LQI), 
Received Signal Strength Indication (RSSI) and clear channel assessment. Different 
network topologies are supported like tree, star, peer to peer and mesh. ZigBee is 
targeted mainly for battery-powered applications where low data rate, low cost, and 
long battery life are the main requirements. The main field of applications for ZigBee 
focuses on industrial control, home automation, energy monitoring, wireless logistic 
systems and many others, as this standard tends to meet wide acceptance from 
semiconductor companies. 

In this study, PV monitoring system architecture consists of two (2) basic blocks; 
the PV area sector (PVAS) and the central station sector (CSS): 

PV area sector: This is actually the PV plant area where basic monitoring 
parameters are monitored. An alternative title instead of PVAS could be the (ZigBee 
modules area) and this is because each PV module in the plant is equipped with a 
ZigBee module and a set of sensors. The PVAS is part of ZigBee end devices (ZED) 
and a ZigBee router node (ROUT) that serves all ZED’s as a sink to the ZigBee 
coordinator (COO). 

Central Station sector: It can be assumed that CSS is the control station of a PV 
system. In such a station, various components of a PV system like the inverter, the 
batteries and the battery charger could be found. In the CSS the ZigBee coordinator 
module, the host PC and the remote measurement board (REMB) are located. 

Remote Measurement Board: For safety reasons, all high voltages and currents of 
the PV plant are monitored in a separate PC board that is connected to the coordinator 
board. 

Furthermore, the monitoring system generally operates as follows: 
 

1. The attached in each PV module ZigBee notes, sends data about their 
voltage, current and temperature volumes. Data from ZEDs are sent to the 
router which is also an attached mote to a PV module. The router has the 
same functionality as with any ZED but is additionally capable of PV array 
angle reading (when a sun tracking system is used) and has also a dust 
sensor. All collected data from ZEDs and the router itself are sent to the 
coordinator board. 

 

2. The coordinator board collects data from ZEDs via the router and supplies 
the host PC. The host PC runs suitable Graphic User Interface (GUI) 
software where monitoring and data logging are implemented.  

 
Finally, the coordinator board monitors the total current and voltage originating from 
the PV plant and inverter as well. Extra functionality such as inverter and battery 
temperature as well as relative humidity is available. In the following Table 1 a list of 
all the measured parameters by the developed PV monitoring system are presented. 
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Table 1. List of the monitored parameters 

No Parameter No Parameter 
1 Modules output voltage 8 Inverter output current 
2 Modules output current 9 Inverter temperature 
3 Modules temperature 10 Battery voltage 
4 Ambient temperature 11 Battery charging current 
5 System output voltage 12 Battery temperature 
6 System output current 13 Relative humidity 
7 Inverter output voltage 14 Dust air concentration 

3.1   Coordinator Board 

As described above, the COO board is part of the CSS. The coordinator board is the 
central component of the monitoring system due to the fact that it is the coordinator of 
the ZigBee network. The coordinator board that depicted in Fig. 1 hosts the ZigBee 
module (ETRX2-PA), an Analog to Digital Converter (ADC) (ADC0808), a 
Universal Serial Bus (USB) to RS-232 interface/converter (CP2102), a battery backed 
up power supply, a relative humidity sensor (HIH-3041) and an RJ-45 for connection 
to the REMB. 

 

Fig. 1. The coordinator board 

A USB port is provided for connection of the COO board to the host PC. Relative 
humidity levels as well as the control station ambient temperature can be monitored. 
One extra (LM-35) temp sensor can be connected to the COO board in order to read 
the inverter temperature and the ambient temperature around the CSS. An external 
2.4GHz antenna ensures enough radio coverage in case where the PVAS is far away 
from CSS.  

3.2   REMB 

The REMB is the second part of the CSS and it is a board where all sensors are 
connected as it is shown in Fig. 2. As it is clear from the block diagram, a number of 
sensors like current and temperature are separated from the REMB. This is mainly 
because the measurement points (e.g. inverter voltage, current, or temperature) may 
be located far from REMB. The connection of sensors to the REMB is done through 
shielded stereo audio cables. 
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The reason that the CSS is divided into two parts (COO board and REMB) is 
mainly because with this implementation, all dangerous high voltages and currents are 
kept isolated from COO board and REMB where user might have access when the 
system is on. Other reason is that interferences from high voltages and currents are 
kept away from the ETRX2-PA module and the PC. Connection between REMB and 
COO board is done with a CAT5 Ethernet cable via the RJ-45 ports. The power 
needed for the REMB to operate (+5V) is supplied directly from the COO board. In 
Fig. 3 the developed REMB is depicted. 
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3.3   Router  

The router board provides a link between the ZEDs and the COO. The block diagram 
of the router is shown in Fig. 4. As already described previously, the router serves all 
end devices as a data sink to the COO board. 
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Fig. 4. Router block diagram 

The Router has extra functionality compared to end devices. Except current, 
voltage and temperature, the router can monitor the air dust concentration and also the 
angle of the PV array in case of a tracking system is used. In addition, the router  
is equipped with two relay controlled outputs that can be used to control the motors, 
servos or the actuators of a tracking system and also a set of hall-effect angle sensors 
that are used to provide feedback to the tracking controller. The router board can also 
broadcast the sun illumination levels by simply connecting a Si photodiode or an  
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off-the-shelf pyranometer to one of its inputs. To avoid the use of batteries in the 
router board as well as in ZEDs and in order to operate at low PV panel output 
voltages (mainly at low insolation levels), a specially designed Switch Mode Power 
Supply (SMPS) is used. This configuration allows the device to operate normally 
when the PV module voltage exceeds a three volts (3V) threshold. After tests and 
redesigns, the SMPS/voltage regulator solution became the most efficient and suitable 
compared to the conventional linear regulated power supplies. 

3.4   ZED  

An end device is the simplest device on this monitoring system. The parameters that 
are monitored are the PV modules output voltage, current, and temperature. Fig. 5 
shows the block diagram of the end device. 
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Fig. 5. Block diagram of a ZED 

4   Measurements and Experiments 

Two different experiments were conducted in order to verify the performance and 
reliability of the ZigBee PV monitoring system. 

i. Bad connection experiment 
In the first experiment, the case of a bad or corrupted connection has been 

simulated. In case No1, we disconnect the positive terminal of a PV module. This 
disconnection led to a zero current reading of the respective PV module (PV module 
no3) in the GUI application. The absence of current measurement but the presence of 
a 17V voltage reading leads to the conclusion that the PV module is disconnected 
from the DC bus. Such a state can be easily managed by a software application in 
order to enable an alarm. In case No2, we connected a PV module (PV module no4) in 
the DC bus but in that case corroded connectors used. This situation led to 
fluctuations of current and voltage readings in the GUI for the specific PV module 
confirming the bad connection. 

ii. Low performance of a PV module 
In this experiment, the case of a low performance caused by dirt or dust in the 

transparent surface of the module had been investigated. A mixture of fine sand and 
water had been sprayed to the glass surface of PV No4 simulating the red rain effect 
caused from the African dust, that is a very common phenomenon in the area of Crete. 
The PV monitor displayed a slight lower current reading in comparison to the mean 
value of the rest PV modules. The dust sensor discussed previously can alert for high 
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air dust concentration. Depending on the software extra reading can be extracted like 
power (W) and energy (Joules).  

In Fig. 6 a number of graphs are shown representing the measurements 
corresponding to a specific day for each PV panel separately. The small differences 
between the graphs are mostly sensor errors. Another reason of these variations can 
be the fact that none of the PV module outputs the same amount of energy for a 
specified sun illumination. 
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Fig. 6. PV current, voltage and temperature measurements of a specific day 

5   Conclusions 

In this paper, the prospect of using the ZigBee wireless technology in the field of PV 
supervising and monitoring was experimentally assessed. The system has been 
successfully tested on a low power PV system consisting of six (6) Photovoltaics 
modules (100Wp each) located at the main TEIC building (Chania/Greece). This kind 
of system can be installed in any kind of PV generation system regardless of size, as 
the ZigBee standard allows a very large volume of nodes (up to approximately 
65,000) to be connected. The system presented here, provides accurate and also real 
time information about not only the overall PV plant behavior but also for any PV 
module alone.  

Failures as well as disoperation of any component that consist the PV system can 
be identified immediately. As it is previously described, the system estimates and 
monitors the state of the PV plant through a strain forward process contrary to other 
systems that base their operation on indirectly methods such as complicated statistical 
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algorithms and comparisons of current performances with previous. In future works, 
connection of the system to the internet can be implemented in order for the user to 
observe the PV plant status from his personal computer. In case of no internet line 
availability, a GSM modem or other means of broadcast can be easily used.  

Another important factor that can be characterized is the fact that here is no need of 
system inspection in the case of malfunctioning. Thus, specially trained personnel 
(maintenance operator) costs and also energy could be saved by the fact that the 
malfunctioning element is located very fast. Finally, the issue of integrating a ZigBee 
monitoring mote in each PV module in order to produce ready of-the-shelf ZigBee 
build in PV modules must be seriously investigated by the PV module manufacturers. 
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Abstract. The human operator is, no doubt, the most complex and variable 
element of a Mechatronics system. On simpler manual control tasks, a linear 
model may be used to capture the human dynamics, however experiences on 
human operator response during pursuit manual tracking tasks, show that the 
dynamics of the human operator appear to depend on the specific task that the 
subject is asked to perform. This means that a unique truly human model cannot 
be completely achieved. Rather, a different set of models, each for a certain 
class of task, seems to be needed. This ongoing PhD work introduces several 
approaches on the human operator dynamic characteristic modeling and 
identification procedures, which may be useful for developing improved 
"humetronic" systems, i.e. human-machine systems which may be able to adapt 
themselves to the skill level of humans, aiming, with reduced effort, to achieve 
for best performance and safety. 

Keywords: Human Dynamics Modeling, Identification, Human-Machine 
Interfaces, Manual Tracking Systems, Machine Adaptation. 

1   Introduction 

Nowadays we rely on many different mechatronics equipments and gadgets for 
carrying out our way of life, and we are well aware of the limitations with which 
machines can efficiently perform controlled manual tasks, because unfortunately 
these machines usually do not change regardless of the human operator's skill.  

Current research aimed to improve performance and safety on man-machine 
systems is increasing. In an ordinary human-machine interface the human operator 
controls the machine by performing various manual control tasks. While performing 
the activity the operator is also learning it, and its skill is increasing. Hence, it seems 
natural the need for designing human-oriented machines which, in a smart way, may 
improve the assistance and performance with its human users. 
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1.1   Automatic Control versus Human-in-the-Loop (HIL) Control 

Automatic control applications usually do not consider that the human factor 
inevitably belongs into the resulting closed-loop, and in an automatic control process 
human is still often considered remissness. 

Human-in-the-loop (HIL) control is a starting approach to integrate the human 
model into the already assortment of electrical and mechanical factors involved in a 
closed-loop man-machine control design. 
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Fig. 1. a) Human-machine system block diagram. Comparison between automatic b) and 
human-in-the-loop control c). 

1.2   The Human Adaptive Mechatronics (HAM) Assist Control Concept 

An important goal today is to improve the design of next generation adaptive human-
oriented machines, which will have the ability to intelligently cooperate with its 
human users. These machines should be able to actively adapt according to the skills 
of their operators, being capable to evaluate human’s global performance. A human 
adaptive mechatronics assist control system [1], [2], [3] identifies the operator based 
on his acquired actions in the process, and an assist controller is then iteratively 
conceived to improve the operator’s performance according to its skill. 

Output Controller 
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Ref. Virtual  
Model 

 

Fig. 2. Human adaptive mechatronics assist control block diagram 

Fig. 2 shows a HAM assist control application example [4], where the machine 
dynamics is settled by tuning its virtual model from previously estimation of human's 
skill. 
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1.3   Modeling Human Behavior 

Human models are important to design a machine system to be controlled by an 
operator. The model is not aimed to closely replicate the operator behavior, but to 
provide sufficient information for the design of closed-loop control system 
incorporating the human behavior. Thus, in spite the fact that humans are non-linear 
time-varying complex systems, linear models are used as a way to capture some of the 
relevant characteristics of the human operator. This allows the use of standard control 
design techniques, combined with supervisionary controls approaches to tackle non-
linearity and time variations. 

To obtain linear models a number of experiments is required. Such experiments 
must be designed so as to minimize undesired effects like operator learning and 
prediction of the task or action signal saturation. 

The first studies in human modeling were inspired by the demand for pilot models 
during the Second World War, and since that time there had been made many 
experiments, especially in pursuit and compensatory manual tracking tasks. One of 
the earliest studies of the human operator acting as a linear servomechanism was done 
in 1947 by Tustin, who proposed that there might be a linear law that could represent 
most of the operator's behavior. More recently new identification theories, methods 
and tools became available, striving human modeling to achieve significant progress. 

In this paper several approaches are introduced on the human dynamic modeling 
and identification methods, and experimental procedures, for developing new human-
oriented machines, which aim for best performance and safety, reducing also 
operator's effort. Although it must be stressed that whatever approach is taken to the 
description of human behavior, it only will capture a fraction of it, as human operator 
comprises the complex element in a man-machine system. 

2   Contribution to Sustainability 

Human-oriented machines help to create more sustainable services and products, 
without compromising human and environmental safety, as we are all challenged to 
produce and recycle more with fewer resources. 

Essentially, three necessary phases are required for designing HAM systems: 

1) Estimate human control characteristics; 
2) Quantify the overall skill; 
3) Design the assist-control human-machine system. 

The first phase can be considered both as a signal processing and a system 
identification problem, which implies developing theoretical and experimental 
procedures for obtaining the human controller from measured response data. On 
simpler manual control tasks a linear model can capture relatively well the human's 
behavior1. However, the model depends on the task and the process to be controlled, 
and simultaneously on many other factors, both personal and environmental, such as 
concentration, training, disturbances, comfort, workload, saturation, intermittency, 
                                                           
1 The Crossover and the Proportional Derivative are generalized low order linear human 

models, well described in the literature. 
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fatigue, etc. The second phase for HAM design uses the experimental data obtained to 
quantify the overall operator skill, by comparing between an individual and its ideal 
response. Comparing ideal and identified parameters can also provide more accurate 
skill quantification. Next, according to the skill level obtained, an assist-control 
system (which is able to change the "amount of assistance") is finally implemented, 
based on an ideal model and on the acquired skill data. 

In this work special focus is given on the first step of the Human Adaptive 
Mechatronics project, i.e. on the methods and procedures that can be derived for 
estimating the human control characteristics. We propose that the systemic notion of 
task dependence must be employed to model a human-machine system. New schemes 
for deriving task-dependent characteristics are explored though nonparametric and 
parametric identification methods. 

Different approaches to the human identification problem are presented: we started 
by transient analysis (impulse and step response), obtained from pursuit manual 
tracking experiments. A special method to estimate the operator’s delay-time was 
investigated. Structured Auto Regressive with eXogenous (ARX) input-output data 
parametric models were employed to obtain human-machine linear models from 
manual 1-D tracking experiences. Finally, the improved frequency analysis method is 
described in detail for modeling operator dynamics. An experimental setup that 
allowed the implementation of a human operator control task has also been 
developed, implemented and tested. The experimental procedures deployed for 
estimating the human-machine dynamics had an important role in this work, and were 
also described in detail. 

3   State-of-the-Art / Related Literature 

There have been in the past many studies covering the human operator dynamics 
modeling, especially within aeronautical engineering and flight control systems. Since 
the late 1940’s that many experiments of human pilots performing target tracking 
tasks were studied. Important theories have been first introduced by McRuer et al., for 
manual tracking tasks using random references. A quasi-linear model was developed 
for describing human behavior during compensatory tracking tasks. In the 1960s and 
the 1970s modeling the human controller made great progresses [5]. The McRuer's et 
al. linear crossover model [6] and the optimal control model of Baron and Kleinman 
(applied for compensatory tracking) were proposed. The Baron's optimal control 
model was further developed by Tomizuka for preview tracking. In 1974 Shinners 
proposed the use of ARMA (autoregressive moving-average) models, obtained from 
tracking tasks. 

In the 1990s Kawato postulated that the human's control has feedback and 
feedforward structures, and through the process of learning he changes from feedback 
to feedfoward (in the Feedback Error Learning model [7] the cerebellum acquires a 
model of the machine, as an inverse model in the feedforward path). Wolpert and 
Kawato improved the Feedback Error Learning model to a module selection and 
identification control (MOSAIC) [8], expanding the inverse model into a controller 
and the forward model into a predictor. Latest developments include using optimal 
control model (OCM) design techniques (by minimizing a certain performance 
index), assuming that the human operator performs the manual task in an optimal 
way. Particle swarm optimization (PSO) is a promising method for obtaining the 
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OCM parameters from experimental data. ARX models (linear approach) and 
adaptive-network-based fuzzy inference tools have been recently studied. A new 
hybrid fuzzy-ARX modeling method [9] has also been recently developed for 
predicting the human operator control actions. 

4   Research Contribution and Innovation 

This work introduces several methodologies on the human-machine dynamic 
modeling and identification procedures, which can be applied on the development of 
improved HAM systems. In general, for execution of complicated tasks the human 
response does not follow linear behavior. However, for simpler servo/regulator 
control tasks, a linear model can be employed to capture most of the operator’s 
dynamic characteristics. 

Linear models can be obtained by physical (mathematical) modeling, and through 
system identification techniques based on measured data. The first approach is rather 
involved and time consuming, lying far beyond the objectives in hand. Hence, this 
work is focused on the system identification problem, i.e., on how to estimate a 
human-machine system model from the observed input/output data. Parametric 
identification methods are techniques to estimate parameters for pre-defined model 
structures, by finding through numerical search the parameters values that minimize 
the differences between the model’s output and the measured data. ARX parametric 
identification methods were used in this work to model the human-machine dynamics. 
Nonparametric identification methods allow obtaining the operator behavior without 
the need for a pre-defined parameterized model structure. We have employed also 
nonparametric methods in this work, by analyzing the human operator transient and 
frequency responses on manual tracking tasks. 

4.1   ARX Model Estimation 

Auto-Regressive with eXogenous terms (ARX) models are well suited for modeling 
linear systems, due to its high potential and simplicity. The most common ARX 
structure is the linear difference equation: 
 

1 1( ) ( 1) ( ) ( ) ( 1)na nby t a y t a y t na b u t nk b u t nk nb+ − + + − = − + − − +… … . (1) 

 

The present output y(t) is related to a number of past inputs u(t-k) and past outputs 
y(t-k). na equals the number of poles and nb the number of zeros. nk is the time delay 
inherent to the system. Typical estimation methods used for obtaining a and b 
parameters are the least-squares, the Kalman filter, and the instrumental variable 
method. 

4.2   Transient Response Analysis 

The dynamic properties of a linear model can be investigated by analyzing its 
transient response. For example, system time delays, time constants and static gain 
can be computed through the obtained impulse and step responses. Also, the right 
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previous selection of the delay nk in the ARX model structure may be crucial for 
obtaining good identification results. Finally, the identification of low order linear 
models can also be easily confirmed from transient (step and impulse) analysis 
experiments. 

4.3   Time-Delay Estimation 

Time-delay [10] is an important human factor that affects operator performance. 
Although human is considered a nonlinear system, many studies (such as proposed by 
Ragazzini) support that in a simple motor task the operator behavior can be 
sufficiently identified by a linear model plus a finite time-delay (as a result of the 
neuromuscular and central nervous latencies, and also due to other human dependent 
and environmental factors). The time-delay parameter is inherent to the ARX method, 
through the sampling shift. Therefore, human operator time-delay estimation can be 
further confirmed throughout the ARX identification procedure. 

4.4   The Improved Frequency Analysis Method 

Another nonparametric identification method is based on the frequency response, i.e. 
on how a linear dynamic model would react to certain sinusoidal inputs. In a LTI 
system, if we let the input u(t) be a sinusoid of a certain frequency, then the output 
y(t) will also be a sinusoid of the same frequency. However, the amplitude and the 
phase may be different. If we consider a one-dimensional normalized input signal of 
duration T, to be tracked, x(t), built from a sum of N sinusoids at fixed multiple 
frequencies, the correspondent output y(t) and the I/O response for each frequency 
may be obtained through the following diagram: 
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Fig. 3. Frequency analysis block diagram for each k-multiple frequency 

By performing the integration along time 
2k

T
π

ω
=  (a multiple of the sinusoid 

period,), results in: 
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which corresponds to the resulting human-machine closed-loop frequency response 
and static gain 0K  (for a previous input offset 0x ). From the closed-loop experimental 

data, an open-loop human-machine model can be obtained, by inverse manipulation. 

5   Discussion of Results and Critical View 

This section presents obtained results from the experiments that were conducted for 
estimating human-machine models, in 1-D pursuit manual tracking tasks. 

5.1   Experimental Procedures 

For the transient analysis, two sets of five tracking samples (each lasted 2 minutes, 
and with at least 6 steps/impulses) were performed for a same operator with no 
history of neurological disease. To ensure human memorization or fatigue does not 
influence results, a minimum 15 minute rest was imposed between trials. The impulse 
and step inputs were visually recognized through large led indicators. In concerning 
ARX modeling, a set of four tracking tasks were conducted, with T=120 seconds 
duration each, comprising a white noise low-pass (H(s)) filtered input signal. 
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Fig. 4. A manual tracking time-trial using Logitech's Extreme 3D Pro. 8-bit analog Joystick 
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To obtain a human-machine linear model from the experimental data, a procedure was 
proposed. In system identification the adequate choice of the sampling rate is 
important. Sampling to fast leads to poor modeling. However, the use of an incorrect 
value for pure time-delay can mask system behavior. So the procedure to choose both 
time-delay and sample rate is as follows: 

1. The signals are oversampled, at 100 Hz. 
2. The first 0.5 seconds of each test are discarded because it corresponds to the 

low-pass filter initial transient. 
3. For each choice for time-delay the signals are decimated before an ARX 

model is computed. From the point of view of discrete time models this 
corresponds to non-integer delay. 

4. Taking the quadratic deviation between the true output and its estimated value 
as a performance index, the best combination for (time-delay, sampling rate, 
model structure) is chosen.  

5. Continuous time equivalents of the time-delay and ARX model are separately 
obtained, and combined into a single continuous time model. 

Frequency analysis experimental procedures and results fall beyond the size of this 
paper, and were already described in detail in previous work [11], [12]. 

5.2   Experimental Results 

Obtained step and impulse response data showed that pure time-delay is unrelated 
with the number of trials (or human experience). Hence, for the identification of the 
operator’s behavior a simple compensation data shift can be included in the 
correspondent model. Saturation and nonlinearity characteristics can also be found at 
the maximum limits, and near the joystick’s origin, and the impulse tests were made 
with a 0.2 offset, to avoid the mechanical nonlinearities near the origin. 
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Fig. 5. Step (left) and impulse (right) responses, at 100Hz sampling rate 
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Table 1. Pure time-delay (in seconds), on five manual tracking step and impulse tasks 

Impulse     delay (s)     
  1 - 10 0.43 0.37 0.36 0.39 0.41 0.46 0.39 0.42 0.38 0.51 
11 - 20 0.57 0.43 0.41 0.40 0.46 0.45 0.44 0.41 0.42 0.58 
21 - 30 0.44 0.41 0.46 0.46 0.44 0.49 0.54 0.39 - - 
Step     delay (s)     
  1 - 10 0.43 0.42 0.45 0.45 0.46 0.4 0.4 0.42 0.42 0.42 
11 - 20 0.41 0.39 0.44 0.46 0.47 0.44 0.42 0.37 0.43 0.51 
21 - 30 0.34 0.52 0.5 0.43 0.4 0.58 0.39 0.45 0.49 0.41 

As for ARX modeling, the best fit corresponds to the model: 
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Fig. 6. ARX-980 model validation (left) on a manual tracking sample (first 20 seconds). 
Magnitude Bode plot for the human-machine ARX-980 model structure (right). 

The human-machine estimated time-delay is 280 ms, while the average time-delay 
obtained from the impulse and step analysis was, respectively, 440 ms and 437 ms. 

Although impulse response analysis is a simple and fast open-loop experimental 
method, it has some disadvantages, due to augmented saturation, nonlinearities and 
human fatigue. Step response analysis confirmed the same time-delay values that 
were obtained in the impulse response experiments. These methods, along with ARX 
model estimation are still limited modeling techniques, which need additional 
validation. Frequency analysis can be used to obtain an accurate open-loop LTI 
model, from a sum of sinusoidal input signals. It is a closed-loop experimental 
method. Hence, to capture the relevant human-machine dynamic characteristics, the 
obtained models need to be converted to open-loop ones. 
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6   Conclusions and Further Work 

This work investigated the linear modeling methods potential for identifying the 
human-machine controller characteristics, as required for the design of Human 
Adaptive Mechatronics (HAM) systems. 

An experimental human-machine LabVIEW interface setup has been developed 
and implemented for collecting data from human operators, as they performed pursuit 
manual tracking tasks with an analog joystick. As confirmed in previous work, these 
obtained models depend on the type and shape of the input tracking signal (the same 
occurs with the estimated time-delay). It was also verified that the time-delay 
characteristic (for a same individual) is almost constant regardless the skill level or 
experience. Hence, pure time-delay can be detached for identification purposes. 

For future work, and to be even more applicable, the linear identification methods 
described should be also accomplished from real-time collected task execution data. 

References 

1. Harashima, F., Suzuki, S.: Human Adaptive Mechatronics - Interaction and Intelligence. 
In: 9th IEEE Int. Workshop on Advanced Motion Control, Istanbul, pp. 1–8 (2006) 

2. Habib, M.: Human Adaptive and Friendly Mechatronics (HAFM). In: Proceedings of IEEE 
Int. Conf. on Mechatronics and Automation, Takamatsu, pp. 61–65 (2008) 

3. Kado, Y., Pan, Y., Furuta, K.: Control System for Skill Acquisition – Balancing Pendulum 
based on Human Adaptive Mechatronics. In: IEEE International Conference on Systems, 
Man, and Cybernetics, Taipei, Taiwan, pp. 4040–4045 (2006) 

4. Suzuki, S., Harashima, F.: Assist Control and its Tuning Method for Haptic System. In: 
9th IEEE Int. Works. on Advanced Motion Control, Istanbul, Turkey, pp. 374–379 (2006) 

5. Gaines, B.: Linear and Nonlinear Models of the Human Controller. International Journal of 
Man-Machine Studies 1, 333–360 (1969) 

6. McRuer, D., Graham, D., Krendel, E., Reisener, W.: Human Pilot Dynamics in 
Compensatory Systems. Technical report n.º AFFDL-TR-65-15, Air Force Flight 
Dynamics Laboratory, Wright-Patterson AFB. Ohio (1965) 

7. Ito, M.: Internal model visualized. Nature 403, 153–154 (2000) 
8. Suzuki, S., Watanabe, Y., Igarashi, H., Hidaka, K.: Human skill elucidation based on gaze 

analysis for dynamic manipulation. In: IEEE International Conference on Systems, Man 
and Cybernetics, Montreal, pp. 2989–2994 (2007) 

9. Celik, O., Ertugrul, S.: Predictive human operator model to be utilized as a controller using 
linear, neuro-fuzzy and fuzzy-ARX modeling techniques. In: Engineering Applications of 
Artificial Intelligence, vol. 23, pp. 595–603. Elsevier (2010) 

10. Boer, E., Kenyon, R.: Estimation of Time-Varying Delay Time in Nonstationary Linear 
Systems: An Approach to Monitor Human Operator Adaptation in Manual Tracking Tasks. 
IEEE Transactions on Systems Man and Cybernetics 28(1), 89–99 (1998) 

11. Antunes, R., Coito, F., Duarte-Ramos, H.: Using Human Dynamics to Improve Operator 
Performance. In: Camarinha-Matos, L.M., Pereira, P., Ribeiro, L. (eds.) DoCEIS 2010. 
IFIP Advances in Information and Communication Technology, vol. 314, pp. 393–400. 
Springer, Heidelberg (2010) 

12. Antunes, R., Coito, F., Duarte-Ramos, H.: Human-Machine Control Model Approach to 
Enhance Operator Skills. In: Proceedings of IEEE International Conference on Mechanical 
and Electrical Technology, Singapore, pp. 403–407 (2010) 



Luis M. Camarinha-Matos (Ed.): DoCEIS 2011, IFIP AICT 349, pp. 315–322, 2011. 
© IFIP International Federation for Information Processing 2011 

Nonlinear-Fuzzy Based Design Actuator Fault  
Diagnosis for the Satellite Attitude Control System  

Alireza Mirzaee1 and Ahmad Foruzantabar2 

1 Highgradute in Control Engineering,  
Electronic Department of Islamic Azad University-Dariun Branch, Shiraz-Iran 

Mirzaee.edu@gmail.com 
2 Phd Student in Control Engineering,   

Electronic Department of Fars Science and Reseach Branch Islamic Azad University, 
Marvdasht-Iran 

A.foruzantabar@srbiau.ac.ir 

Abstract. The objective of this paper is to develop a hybrid scheme (nonlinear 
observer and fuzzy decision making) for fault detection and isolation (FDI) in 
the reaction wheels of a satellite. Specifically, the goal is to decide whether a 
bus voltage fault, a current fault or a temperature fault has occurred in one of 
the three reaction wheels and further to localize which fault has occurred. In 
order to achieve these objectives, high fidelity model is used to exhibit the 
dynamics of the wheels on each of the three axes independently. First using the 
dynamic equations, nonlinear observer is designed, and then comparing 
estimated and actual states, residual signals are generated. These two input 
signals comprise the decision making unit. Design of the decision making unit 
using fuzzy reasoning is implemented. The effectiveness of this nonlinear-fuzzy 
based FDI scheme is investigated and a comparative study is conducted with 
the performance of a generalized observer-based scheme. 

Keywords: Fuzzy decision making, qualitative reasoning, nonlinear observer, 
fault detection and isolation, fault diagnosis, reaction wheel, satellite, Takagi-
Sugeno.  

1   Introduction 

Attitude control is an important basic function for most spacecrafts especially for 
satellites. It has been widely studied since late 1950s [1]. The attitude control 
subsystem stabilizes the spacecraft and orients it in the desired set point position in a 
short time despite the presence of external disturbance torques. The control torques 
could be formed from a combination of momentum wheels, reaction wheels, control 
moment gyros, thrusters or magnetic torquers. The main actuators for satellite attitude 
control systems are reaction wheels. 

A high fidelity mathematical model of a reaction wheel [2] is discussed briefly in 
Section 2. Normally, there are three types of faults in a wheel that require special 
attention. The first is the bus voltage fault. The bus voltage should be sufficiently high 
to avoid elimination of the voltage headroom. Low bus voltage will result in reduced 
torque capacity and consequently cause serious instability of the satellite attitude. The 
same effect will appear when the motor current loss occurs in the wheel this leads to a 
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loss of power and therefore the wheel cannot supply enough reaction torque to 
achieve a proper set point change of the attitude. Finally, the temperature change is 
the third source of fault. The temperature is highly related to the viscous friction, 
which is the main friction factor of the wheel. The temperature fault will cause the 
wheel to operate in an abnormal condition. Model-based methods are a number of 
methods based on intelligent and learning-based strategies [3], [4], [5]. These 
methods make use of the large amount of process history data. Fuzzy logic technique 
has been investigated as powerful decision making tool as they can be used as 
supervisory schemes to make the fault analysis decisions [6], [7]. The basic idea 
behind the model based observer approaches is to estimate the states of the system by 
using either Linear or Nonlinear observers. The state estimation error is served as the 
residual. The advantage of using the observer is the flexibility to select its gains that 
leads to a rich variety of FDI schemes [8], [9]. 

In this paper, a nonlinear observer is employed for the reaction wheel of each axis so 
as to observe the estimated angular velocity and the motor current from each wheel. 
Among these estimated signals, one will be able to identify the existence and isolation 
of faults in the system. The outline of the remainder of this paper is as follows. In 
Section 2, contribution to sustainability is defined. Section 3, a brief review of the 
attitude control system and model of the reaction wheel will be given. Section 4 presents 
results for a nonlinear observer-based scheme used for fault detection. Section 5 
presents results for a fuzzy-based scheme used for fault isolation. In Section 6, by 
combining two previous sections a nonlinear-fuzzy based FDI scheme will be 
developed. A comparative study between nonlinear-fuzzy and linear observer based FDI 
scheme will be conducted in Section 7. These results will serves as benchmark data for 
comparison with the proposed FDI scheme. These comparative results will demonstrate 
the advantages of nonlinear-fuzzy based scheme developed in this paper. 

2   Contribution to Sustainability 

The whole observation and decision making process is done by accurate computer 
systems and this insures the ability of the system to survive without human 
interference. The proposed method used for attitude control system is innovative and 
the results of that are very satisfactory and suitable to implementation and test on the 
real reaction wheel.   

3   Reaction Wheel Model 

A reaction wheel consists of a rotating flywheel, typically suspended on ball bearings, 
and driven by an inertial brushless DC motor. Fig.1 provides the fundamental 
relationships for a high fidelity mathematical model of a reaction wheel system. There 
are five main sub-blocks in the diagram: motor torque control, speed limiter, EMF 
torque limiting, motor disturbances and bearing friction and disturbances. The 
reaction wheel applied in this paper is the ITHACO’s standard Type A. Its typical 
parameter values used can be found in [3]. Operating in space a satellite experiences 
many types of external environmental disturbance torques. Four main disturbances we 
considered here are: gravitation torque, solar pressure torque, magnetic torque and 
aerodynamic torque. It is assumed that the maximum external disturbance torque is 
the sum of these four maximum torques:  
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We assume that the external disturbance torque is a normally distributed random 
signal with zero mean and variance:  

252 )10(5.68DIS −×=  [2]. 

 

Fig. 1. High Fidelity Reaction Wheel Block Diagram 

4   Nonlinear Observer-Based Fault Detection  

FDI for nonlinear systems can be achieved by generating residuals using nonlinear 
observers. The nonlinear observer based residual generation problem can be 
formulated as follows; consider a nonlinear system given by (1). 
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Under the assumption of a smooth system [10], and assuming that H defined below is 
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Where H is a time varying observer gain matrix; the state estimation error equation 
and the output estimation error then are: 

(1) 
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The nonlinear system residual generator using a nonlinear observer is illustrated in 
Fig. 2. 
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Fig. 2. Nonlinear Observer Residual Generator 

The two variables ω  and 
mI  in the reaction wheel model have been selected as 

state variables.   
It is assumed that both these state variables are reachable.  
Dynamic equations of the reaction wheel based on equation (4) are determined 

[11]. In this equation,
1f ,

2f  are the functions for modeling motor disturbances,
3f  is 

output of EMF Torque Limiting block, 
4f  is a sigmoidal function for modeling 

coulomb friction and 
5f  represents the speed limiter block. n is the torque noise and 

r  is the reference input or the torque command [11], [12]. 
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5   Fuzzy-Based Fault Isolation 

After generation of residual Signals, the second step is decision making based on these 
residuals. At this step, given the characteristics of the two residuals, there should be 
three types of fault correctly isolated. Fuzzy logic as a powerful tool in inference and 
decision making based on linguistic terms and if-then rules used to isolate the three 
types of faults in the reaction wheel; Takagi-Sugeno, newer method of fuzzy inference 
than Mamdani Introduced in 1985 [13], is similar to the Mamdani method in many 
aspects. The first two parts of the fuzzy inference process, fuzzifying the inputs and 
applying the fuzzy operator, are exactly the same. The main difference between 
Mamdani and Sugeno is that the Sugeno output membership functions are either linear 
or constant. Based on this, Takagi-Sugeno is more suitable than other fuzzy implication 
methods. General Residual fuzzy evaluation scheme is illustrated in Fig. 3. 

(3) 

(4) 
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Fig. 3. Residual fuzzy evaluation 

Where
 nui ,...,2,1i , =  are the inputs, myi ,...,2,1i , =  are the outputs, mri ,...,2,1i , =  

are the residuals, and )( rfμ  is the possibility of each hypothesized fault. Fig. 4 shows 

the fuzzification of the two residuals obtained in the previous section, the angular 
velocity and the motor current. Although the two residuals is not independent manner 
to the three types of faults, but using five membership functions this goal is attained. 
Each input in NB, NS, Z, PS and PB respectively indicating Negative Big, Negative 
Small, Zero, Positive Small and Positive Big. Intermediate membership functions are 
of Gaussian type and membership functions at the beginning and end, are respectively 
of S and Z type. 

 
 
 
 
 

 
 
 

 

Fig. 4. Angular velocity ( 1r ), Motor current ( 2r ) membership Functions 
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In general, the number of rules derived from two inputs, to each output is 25. But 
according to the goal, and considering the simplicity and optimality of the design, based 
on the research done on the system and using the table 1 only 10 fuzzy rules are enough. 
Temp, Vbus and Im-Fault are outputs of the decision making unit. The output value is 
zero or one. Zero means a normal condition and one refers to a fault condition. 

(5) 
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Table 1. Relationships between two residuals and three Faults 
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Combining these three tables, following rules can be obtained. 
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These rules are set in such a way that all three types of fault can be isolated into a 
wide range of operating points of attitude control system. In Takagi-Sugeno fuzzy 
decision making scheme, the weighted-average method has been used for 
defuzzification. 

6   Simulation Results 

When the normal value of the bus voltage (which is 8V) drops, the motor torque may be 
limited at high speeds due to the increasing back-EMF of the motor, and this eventually 
results in a reduced torque capacity of the wheel. When this value becomes too low  
(e.g. 3V), the attitude control system will malfunction and the attitude the spacecraft 
becomes unstable. Similarly, since the motor torque is directly related to the motor 
current through one constant parameter tk , when some kind of motor current loss occurs 
in the reaction wheel, the motor torque will drop down accordingly. Therefore, the 
wheel can no longer supply enough motor torque to the attitude control system. When 
the current loss becomes significant, the controlled attitude angle will become unstable. 
It is well-known that viscous friction is present in the bearings due to the bearing 
lubricant. When the bearings are damaged seriously, this viscous friction becomes much 
larger than that when it is in normal conditions. Since the temperature of the wheel is 
strongly related to the viscous friction in the wheel, this suggests that an estimate of the 
working condition of the bearings is possible through monitoring wheel temperature. 

6.1   Bus Voltage Fault  

Fig. 5 shows a case study of the three faults. As seen, the bus voltage of the reaction 
wheel aligned on the X axis has dropped from the normal value of 8V to 5.5V in 200 
seconds. After few seconds, bus voltage fault was detected. Hence, the bus voltage 
fault in the wheel of the X axis is detected and isolated correctly.  
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6.2   Current Loss Fault  

Similarly, a current loss fault in the wheel of the X axis is properly detected and 
isolated as shown in Fig. 5. The current limiter signal of the wheel on the X axis has 
dropped from 1 to 0.40 in 100 seconds, implying that 60% of the motor current has 
been lost. Accordingly, the residual signal of the X axis has increased that output of 
fuzzy decision making unit is one after a short time delay and this indicated that the 
wheel on the X axis is faulty. 

6.3   Temperature Fault  

The simulations in Fig. 5 have illustrated that the proposed nonlinear-fuzzy scheme is 
also effective in detecting and isolating a temperature fault that has occurred in the 
wheel on the X axis at 100 seconds. Note that in each of the three cases, the residual 
curves for the other wheels will remain below their threshold. 
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Fig. 5. Three Fault Isolation and their sensitivity to changes of voltage, current, temperature 

7   Comparison of Linear and Nonlinear-Fuzzy Based FDI Schemes 

The success of the two FDI schemes success highly depends on the modeling 
accuracy of the reaction wheel. As seen in Fig.1, reaction wheel is a highly nonlinear 
dynamic system. It contains many nonlinear elements and disturbances. For linear 
observer-based FDI scheme, one has to omit all these nonlinearities and disturbances 
effects and only use a linear model to observe the dynamics of the linearized reaction 
wheel model. In this paper, the objective is to design a fault diagnosis algorithm for 
the nonlinear model as the linear observer estimates are less likely to converge to 
states of a nonlinear model(not shown due to space limitations). With this in mind, a 
nonlinear observer is designed to improve the possible inefficiencies of a linear fault 
diagnosis observer. Choosing the nominal voltage bus that places the system in a less 
nonlinear area, this ensures that a linear observer is able to estimate to original 
nonlinear system.it could be shown that nevertheless it does not usually provide 
accurate information about the state of the system during the presence of faults. Thus 
it is not a good candidate for fault diagnosis in high nonlinear area.  
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8   Conclusion 

This paper has developed and presented a nonlinear-fuzzy based scheme for fault 
detection and isolation in reaction wheels of a satellite. Faults considered are the bus 
voltage fault, the motor current loss fault and the temperature fault. First, we 
investigated a linear diagnosis scheme for fault detection and isolation. It is shown 
that this method has a capability for fault detection and isolation in some cases, but it 
is not reliable and useful under all operating conditions of the system. Since linear 
observer was not successful in detecting all types of faults, the performance of a 
nonlinear observer designed was shown that this observer can outperform the linear 
observer and detect all types of faults under different operating conditions of the 
system. Subsequently, a nonlinear-fuzzy based scheme is introduced to achieve better 
FDI performance of the reaction wheels. The proposed nonlinear-fuzzy based scheme 
consists of three networks applied to estimate the states of the wheels in three axes 
separately and to simplify the fault detection and isolation process. Through a 
comparative study between a linear and nonlinear-fuzzy scheme, it is demonstrated 
that the latter's performance is superior to the former's for FDI. 
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Abstract. Vergence ability is an important visual behavior observed on living 
creatures when they use vision to interact with the environment. The notion of 
active observer is equally useful for robotic vision systems on tasks like object 
tracking, fixation and 3D environment structure recovery. Humanoid robotics 
are a potential playground for such behaviors. This paper describes the 
implementation of a real time binocular vergence behavior using cepstral 
filtering to estimate stereo disparities. By implementing the cepstral filter on a 
graphics processing unit (GPU) using Compute Unified Device Architecture 
(CUDA) we demonstrate that robust parallel algorithms that used to require 
dedicated hardware are now available on common computers. The overall 
system is implemented in the binocular vision system IMPEP (IMPEP 
Integrated Multimodal Perception Experimental Platform) to illustrate the 
system performance experimentally. 

Keywords: Cepstrum, GPU, CUDA, vergence. 

1   Introduction 

Vergence ability is an important visual behavior observed on living creatures when 
they use vision to interact with the environment. In binocular systems, vergence is the 
process of adjusting the angle between the eyes (or cameras) so that they are directed 
towards the same world point. Robotic vision systems that rely on such behavior have 
proven to simplify tasks like object tracking, fixation, and 3D structure recovery. 
Verging onto an object can be performed by servoing directly from measurements 
made on the image. The mechanism consists of a discrete control loop driven by an 
algorithm that estimates single disparity from the two cameras. There are several 
methods to measure stereo disparities (features or area based correspondence, phase 
correlation based method, etc) and although some of them present better performance 
they were not used due to their computation requirements. Cepstral filtering is more 
immune to noise than most other approaches [1,2], but computing the Fast Fourier 
Transform (FFT) of images and inverse FFT presents some real-time challenges for 
the processing devices. This work describes the implementation of a real-time 
binocular vergence behavior using GPU cepstral filtering to estimate stereo 
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disparities. By implementing the real-time cepstral filter on a current graphics 
processing unit (GPU) using Compute Unified Device Architecture (CUDA) [4] we 
demonstrate that robust parallel algorithms can be used on common computers. The 
overall system is implemented in the binocular vision system IMPEP [23] (figure 1) 
to experimentally demonstrate the system performance. The main body of the cepstral 
algorithm, processed in parallel, consists of a 2-D FFT, a point transform (the log of 
the power spectrum), and the inverse 2-D FFT. The goal of the control strategy is to 
compensate the disparity between the cameras. Gaze holding behaviors and vergence 
processes are very useful for the emergent humanoid robotics area that aims to mimic 
humans. The following text presents the background for disparity estimation using 
cepstral filtering, a description of CUDA IMPEP implementation, experimental 
results and conclusions.  

 

 

Fig. 1. Integrated Multimodal Perception Experimental Platform (IMPEP). The active perception 
head mounting hardware and motors were designed by the Perception on Purpose (POP - EC 
project number FP6-IST-2004-027268) team of the ISR/FCT-UC, and the sensor systems 
mounted at the Mobile Robotics Laboratory of the same institute, within the scope of the Bayesian 
Approach to Cognitive Systems project (BACS - EC project number FP6-IST-027140). On the 
right it is presented an overview of the IMPEP vergence system architecture and the NVIDIA 
GPU used for data parallel processing.  

2   Contribution to Sustainability 

Knowledge of the world allows the visual system to limit the amount of ambiguity and 
to greatly simplify visual computations. By demonstrating that computational power is 
available on computers at affordable costs we expect to contribute for the sustainability 
of computer vision complex tasks (intelligent surveillance systems, vision-guided 
autonomous vehicles, fingerprint/face/iris recognition, humanoid robotics, etc). The 
real-time cepstral filter implementation on a current graphics processing unit (GPU) 
using Compute Unified Device Architecture (CUDA) demonstrates that robust parallel 
algorithms can be used on common computers. By using the NVIDIA GPU multicore 
processors architecture and parallel programming we speed up the cepstral filtering 
algorithm more than sixteen times than on a CPU. The main body of the our GPU 
cepstral algorithm consists of a 2-D FFT, a point transform (the log of the power 
spectrum) and the inverse 2-D FFT. It takes only 0,43 ms to process an [256x256] 
image. The complete vergence control iterations cycle can be performed in 31ms 
(f=32,25Hz). The use GPU Cepstral Filtering to perform vergence on binocular head 
systems is, to our knowledge, an new contribution for the state-of-art. 



 Vergence Using GPU Cepstral Filtering 327 

3   Background and Related Work 

Animals, especially predators, that have their eyes placed frontally can use 
information derived from the different projection of objects onto each retina to judge 
depth. By using two images of the same scene obtained from slightly different angles, 
it is possible to triangulate the distance to an object with a high degree of accuracy. 
For primates like ourselves the need for a vergence mechanism is obvious. Human 
eyes have non-uniform resolution, so we need a way to direct both foveas at the same 
world point so as to extract the greatest possible amount of information about it. The 
human brain has an extraordinary ability to extract depth information from stereo 
pairs, but only if the disparities fall within a limited range. Verging on surfaces 
usually constrains points near the fixation point to fall inside this range [2]. 

Binocular systems heads have been developed in recent decades. For example, 
VARMA head [12], MDOF head [13], Rochester [14], the “Richard the First'' head 
[15] and the KTH robot head [16] were capable of mimicking human head motion. 
More recent robot heads include the POP head [23,24] used on the Bayesian 
Approach to Cognitive Systems project (IMPEP)[7], the LIRA-head [17], where 
acoustic and visual stimuli are exploited to drive the head gaze; the Yorick head [18], 
and the Medusa head [19] where high-accuracy calibration, gaze control, control of 
vergence or real-time speed tracking with log-polar images were successfully 
demonstrated. 

In binocular camera systems, the vergence process has to adjust the angle between 
the cameras, by controlling the camera’s pan angle, so that both sensors are directed 
at the same world point. The process must estimate the angle between the current 
direction of the non-dominant camera optical axis and the direction from the camera 
center to the desired direction (fixation point). The compensation angle is driven by 
continuously minimizing the binocular disparity. The IMPEP cameras do not have 
foveas. Even so, there are good reasons to have a low-level mechanism that maintains 
vergence. As Ballard and Olson argues [10,11], having a unique fixation point defines 
a coordinate system which is related as much to the object being observed as it is to 
the observer, and hence is a step in the direction of an object-centered coordinate 
system. Verging the eyes also provides an invariant that may be useful to higher level 
processes. It guarantees that the depth of at least one world point is known, even if we 
do not attempt stereo reconstruction in the usual sense. Additionally, by acquiring 
images that contain the focus of interest near the optical axis it is possible to avoid the 
effects due the camera lens radial distortion. 

There are many different possible models for implementing vergence using 
disparity in the context of a robotic binocular system [2,3,6,11,12]. For example, by 
means of saliency detection or using stereo-matching techniques such as: phase 
correlation method like cepstral filtering, area based matching and feature-based 
matching. This work uses cepstral filtering to obtain a single disparity due their 
immunity to noise [1,2] and proves that the associated exponential calculus ovehead 
(FFT) can be overcome by common parallel GPU's. Scharstein and Szeliski [21], and 
Brown [22], present thorough reviews of these techniques.  
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4   Visual Vergence Using Cepstral Disparity Filtering 

A single disparity is estimated from the two cameras using the cepstral filtering. The 
cepstrum of a signal is the Fourier transform of the log of its power spectrum. 
Cepstral filter it is a known method of measuring auditory echo and it was introduced 
by Bogert [20]. The power spectrum of an audio signal with an echo present has a 
strongand easily identified component which is a direct measure of the echo period 
[1]. The binocular disparity measurement is obtained by applying of a non local filter 
(cepstral filter), followed by peak detection. Yeshurun and Schwartz [1,2] developed 
a method of using two-dimensional cepstrum as a disparity estimator. The first step of 
their method is to extract sample windows of size h x w from left and right images. 
The sample windows are then spliced together along one edge to produce an image 
f(x,y) of size h x 2w. Assuming that right and left images differ only by a shift, the 
spliced image may be thought as the original image at (0,0) plus an echo at (w+dh,dv), 
where dh and dv are the horizontal and vertical disparities. The periodic term in the log 
power spectrum of such signal will have fundamental frequencies of w+dh  
horizontally and dv vertically. These are high frequencies relative to the window size. 
The image dependent term, by contrast will be composed of much lower frequencies, 
barring pathological images. Thus, as some authors [1] show, the cepstrum of the 
signal will usually have clear, isolated peaks at (+

-(w+dh),
+

- dv).  
The image f(x,y) composed by the left and right images pairs can be 

mathematically represented as follow: 

)]),((),([*),(=),( vh dydWxyxyxsyxf −+−+δδ
             

(1) 

Where s(x,y) is the left image, δ(x,y) is the delta function, W  the image width and * 
operator represents two dimensional convolution. The Fourier transform of such 
image pair is 
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The power spectrum and the logarithm of equation (1), are: 
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and the Cepstral filter is the inverse Fourier transform of equation (4) 
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In the equation (5), the second term represents the prominent peak located in the 
output of Cepstral filter response. By determining these peak points positions it is 
possible to obtain disparity (figure 2). 
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4.1   Implementation on GPU Using CUDA 

Our system uses the GeForce 9800 GTX+ with 128 cores and 512MB of dedicated 
memory to process the cepstral filter. The main body of the cepstral algorithm 
consists of a 2-D FFT, a point transform (the log of the power spectrum), and the 
inverse 2-D FFT.  

 
Fig. 2. Input subsampled spliced images [40x30], image pair with horizontal disparity=3 (left 
figure).  Surface plot of the power spectrum of the cesptral filter (right figure). Peaks are visible 
at dominant global disparity location (marked with arrows). 

For this 2D cepstrum algorithm we developed a GPU custom kernel to perform the 
point-wise absolute log in parallel using 
several threads, a GPU kernel to pad 
input data arrays with zeros (FFT 
requirement), GPU FFT transformations 
and all data allocation and data transfer 
procedures. A summarized global 
system algorithm loop is presented on 
figure 3. The 2D GPU FFT routines are 
implemented using CUFFT library [9], 
which are eight times faster than a CPU 
version using an optimized FFT and 
running on one core of a 2.4-GHz Core2 
Quad Q6600 processor [8]. As the 
cepstral algorithm performs two FTT 
operations and the absolute log 
operation in parallel, the speedup is 
more than sixteen times faster than a 
CPU version. This multithreaded 
program is partitioned into blocks of 
threads that execute independently from 
each other, so that a GPU with more 
cores will automatically execute the 
program in less time than a GPU with 
fewer cores.  
 

 
 

Fig. 3. Schematic block diagram of GPU 
cepstral filtering algorithm 
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5   Experiments 

Experiment 1 – Image alignment 

Figure 4 presents the real-time image alignment process frame sequence driven by the 
vergence control algorithm when an object is "instantly" positioned in front of  
the system. Both cameras changes alternate their angles to minimize the disparity. 
The performance measurements, according the schematic block diagram of figure 3, 
are shown on table 1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. – Real-time image alignment process frame sequence (each colum pair is an stereo pair). 
Below are the left camera angle values (red line) and right camera  angle values (green) in 
degrees during the image alignment process. 

Table 1. Processing time measurements 

Task Set A Processing Time 
GPU (FFT  abs log  iFFT) 
[256x256] 

0,43ms 

OpenCV image acquisition 
2x[640x480] and 
preprocessing 

26 ms 

Complete iteration cycle with 
vergence control  

31 ms  
(f=32,25Hz)  

Task Set B Processing Time 
GPU (FFT abs  log  iFFT) 
[256x256] 

0,43ms 

OpenCV image preloaded 
2x[640x480] and 
preprocessing 

3,2-4,5 ms 

Complete iteration cycle 
without vergence control and 
image aquisition 

6,9-9,1 ms  
(f=144,92Hz-

109,89Hz)  

 
Experiment 2 – Image alignment with a dominant camera 
 

We have also implemented an experiment where the left camera follows a color 
object (a ball) using CPU OpenCV camshift algorithm [5] and the right camera 
equally follows the object while trying to minimize the disparity using the GPU 
Cepstral Filtering (figure 5). By demonstrating this behavior we show that binocular 
heavy tracking algorithms can be applied to one only camera allowing CPU extra 
computational power for other tasks. Work on vergence controller should be carrying 
out to enable smooth movements. 
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Fig. 5. Right camera follows left camera during a tracking task 

6   Conclusions 

By implementing the cepstral filter on a graphics processing unit (GPU) using 
Compute Unified Device Architecture (CUDA) we demonstrate that robust parallel 
algorithms that use to require dedicated hardware are now available on common 
computers for real time tasks. Using the GPU for low level tasks allows CPU extra 
computational power for other high level tasks. The cepstral filtering algorithm speed 
up is more than sixteen times than on a CPU and the use of GPU Cepstral Filtering to 
perform vergence on binocular head systems is, to our knowledge, an contribution for 
the state-of-art. 
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Abstract. This work studies the performance of different signal features regarding 
the qualitative meaning of Laban Movement Analysis semantics. Motion 
modeling is becoming a prominent scientific area, with research towards multiple 
applications. The theoretical representation of movements is a valuable tool when 
developing such models. One representation growing particular relevance in the 
community is Laban Movement Analysis (LMA). LMA is a movement 
descriptive language which was developed with underlying semantics. Divided in 
components, its qualities are mostly divided in binomial extreme states. One 
relevant issue to this problem is the interpretation of signal features into Laban 
semantics. There are multiple signal processing algorithms for feature generation, 
each providing different characteristics. We implemented some, covering a range 
of those measure categories. The results for method comparison are provided in 
terms of class separability of the LMA space state.  

Keywords: Laban Movement Analysis, Motion Pattern, Signal Processing, 
Feature Generation. 

1   Introduction 

This paper sheds light on the interpretation of a human motion signal into a set of 
characteristics belonging to the Laban Movement Analysis semantics [1]. Despite the 
existence of multiple solutions for sensing human motion, this work is based on the 
study of body part trajectories, independent of the acquisition method. The objective 
is to apply multiple feature generation algorithms to segment the signals according to 
LMA theory, in order to find patterns and define the most prominent features in each 
of the descriptors defined in Labanotation [2]. This work can be seen as an important 
issue in human motion modeling, in the sense that feature generation strongly 
influences the model performance.  

By definition, model is an abstract representation that reflects the characteristics of 
a given entity, either physical or conceptual. Thus, one issue of paramount importance 
is the establishment of the relation between sets of variables belonging to different 
abstraction levels. 
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The entity to be modeled sometimes has a theoretical representation/formalism that 
can be used as a basis for model development. In the specific case of human motion, 
LMA can be defined as a language to describe human motion in general and its 
application to human movement modeling is increasing [2],[4],[5]. LMA is divided in 
four1 main components [3], each of them described through specific semantics that 
quantify and qualify different aspects of the human motion. Apart from mathematical 
sciences, LMA is a widely used tool in areas like physiotherapy, individual sports 
analysis, dancing.  

We propose to study different feature generation/signal processing algorithms (e.g. 
Principal Component Analysis [6] or the analysis in the frequency domain [7]) to 
segment body part trajectories. The purpose of applying multiple segmentation 
techniques is to have a broad range of algorithms that provide different characteristics. 
Thus, this work provides a variety of features allowing finding suitable patterns that 
characterize each of the states of the Laban semantic space. We will evaluate the 
selected algorithms using a method based on Scatter Matrices to quantify the class 
separability, i.e. how each algorithm performs in terms of discretizing the variables in 
the LMA space-state.  

This paper will be organized as follows: the next chapter will comment the 
contribution emerging from our work. Section 3 covers LMA theory, introducing a 
contextualization to Laban semantics. The subsequent section 4 will present the 
different segmentation algorithms, followed by the results in section 5. We will 
conclude in section 6 with the final remarks and future work. 

2   Technological Innovation for Sustainability 

A research on state of the art shows that most of features 
selected are very specific to the objectives of each study. 
Some work verses on general feature selection; however, 
most focuses on joint angle information and kinematics. 
During our research, we found residual contributions 
applying other techniques. It becomes even more 
noticeable when it comes to the use of Laban Movement 
Analysis as intermediate mid-level descriptor. The 
conducted research verified that most approaches use a set 
of theoretically defined features, rather than testing 
multiple methods towards the selection of good features 
relating to LMA semantics. This will help to improve 
motion/behavior model performance. Applicable to areas 
like surveillance, monitoring or physiotherapy, the 

performance improvement of such systems might have significant scientific impact 
with reflex on social and even economic sustainability. 

                                                           
1 Laban theorists are not in unison regarding the number of main components. The two 

mainstreams divide themselves between four and five components respectively. 

Fig. 1. The path from 
trajectory to the feature
space to the classifier 
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3   Interpreting with Laban Movement Analysis 

Laban Movement Analysis has been described in previous works [4],[5], however it 
will be briefly introduced, in order to contextualize this work.  

Developed in the early 20th Century by Rudolf Laban, Laban Movement Analysis 
has evolved throughout the years as a language to describe human motion, using a 
specific notation (Labanotation). Its semantic allows qualifying human motion in its 
different aspects, and introduces the fundamentals of our space-state definition. 

Laban components are divided in two main groups, kinematic and non-kinematic. 
The kinematic components, body and space, deal with more quantitative aspects of 
the movement, and previous works [5],[8] demonstrate they are easily extracted. 
Consequently we found no value trying to apply those components the processing 
methods. The decision was to place emphasis on the qualitative (non-kinematic) 
components, Shape and Effort, as these pose a more relevant and interesting problem. 
Non-Kinematic components are described in theory by a rich and consequently 
complex semantic, thus constituting a very useful characterizing framework for 
human motion modeling. This work will not describe these two components in detail; 
rather it will make a very short overview and present the resulting space state. The 
Effort component is divided in 4 qualities lying between 2 extreme states. Each 
quality is associated to a cognitive process, a subject and lies between extreme states 
(see Table 1). 

Table 1. Effort qualities, cognitive process, subject and space state 

Quality Cognitive process Subject Space State 
Space Attention Spatial Orientation [Direct, Indirect] 
Weight Intention Impact [Strong, Light] 
Time Decision Urgency [Sudden, Sustained] 
Flow Progression How to keep going [Free, Careful] 

 
Bartenieff and Lewis [3] does not define Shape as a component of its own, but 

rather a set of qualities emerging from Body and Space components. Shape is also 
divided into two qualities, which are summarized in Table 2, defining the space-state. 

Table 2. Shape qualities and correspondent space state 

Quality Space State 
Flow [Rising, Sinking] 
 [Spreading, Enclosing] 
Spatial [Advancing, Retreating] 

4   Feature Space 

In the previous section, we have presented the space state of Laban Movement 
Analysis, which has only two states (binomial) for each quality. Its semantic carries 
meaningful qualitative characteristics which we seek to interpret using different signal 
processing algorithms. 
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The core of feature generation is to transform the available set of data features into 
another. If the transform is suitable, the transformation domain features may exhibit 
characteristics that yield a lot of meaningful information about the original signal.  

In the feature generation area are domains which are more recurrent than others. 
Some algorithms aim data reduction, such as Principal Component Analysis and 
Single Value Decomposition [9], which belong to a class of methods known as Linear 
Discriminant Analysis. Within Nonlinear methods there are some focusing on the 
geometric characteristics of the signal in graph based approaches like Isometric 
Mapping. The Fourier Transform and others alike study the signal in the frequency 
domain. And there are a wide range of methods that study the signal regarding its 
derivative characteristics, the first, second and higher order moments methods. 

4.1   Feature Generation Methods 

Since the implementation of all methods is an intractable task, we selected a group of 
methods for this first approach, enough to cover the previously described domains in 
feature generation. The objective is to get a first evaluation on how each domain and 
correspondent methods behave in the task of discriminating the binomial LMA space 
state. 

4.1.1   Karhunen-Loève Transform 
The computation of the Karhunen-Loève (KL) transformation matrix will exploit the 
statistical information describing the data. The first assumption is that the data values 
have zero mean. The goal is to obtain mutually uncorrelated features in an effort to 
avoid information redundancies. 

The method computes the data correlation matrix, which by its symmetric 
properties generates a set of mutually orthogonal eigenvectors V, known as the KL 
transform. As it turns out, KL has a number of other important properties, which 
provide different ways for its interpretation. One is the actually generated orthogonal 
eigenvectors, which encompass the principal directions of the spanned data, as well as 
the variance along each its directions. Thus we will use this information to represent 
trajectories in the resultant component space. We decided to use this information 
rather than the original purpose of the KL (re-project data in a dimensional space 
smaller the original), because data reduction methods are not optimized regarding 
class separability, and they do not assure that the principal components provide the 
best discriminatory properties. 

KL transform, is a widely recognized technique, hence, more information on the 
method and its properties can be found in [6]. 

4.1.2   Local Linear Embedding 
The starting point of this method is the assumption that the data points lie on a smooth 
manifold (hyper-surface). The main philosophy behind Local Linear Embedding [10] 
is to compute a low-dimensional representation of the data however preserving the 
local neighborhood information. The outcome of this algorithm attempts to reflect the 
geometric structure of the data. This algorithm can be resumed in its basic form with 
the following three steps:  
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(1) Select the nearest neighbors for each of the data points xi, i=1,2,…,n. Some 
common techniques are Euclidean distances or the K-nearest neighbors.  

(2) Compute the weights W(i,j) that best reconstruct the point xi from its neighbors 
minimizing the cost function 

arg min = ( , )  (1) 

A typical weight function is 

( , ) = exp 0
,

 (2) 

where  is a user-defined parameter. The weights are constrained such that the rows 
of the weight matrix, i.e., the sum of the weights over all neighbors equals to 1. 

(3) Use the weights obtained from the previous step to compute the corresponding 
points yi ∈ Rm , i=1,2,...,n, to minimize the cost with respect to the unknown points 
Y={ yi, i=1,2,...,n} 

arg min = ( , )  (3) 

This method explores the local linearity of the data and tries to predict each point 
through its neighbors using the least squares error criterion. Minimizing the cost 
regarding to the constraint given in (2) results in a solution that satisfies the following 
interesting properties: Scale, rotation and translation invariance. 
Solving (3) for the unknown points yi, i=1,2,...,n,  is equivalent to: 

• Performing the eigen-decomposition of the matrix (I - W )T (I - W ). 
• Discarding the eigenvector corresponding to the smallest eigenvalue. 
• The remaining eigenvectors corresponding to the other eigenvalues yield the 

low–dimensional outputs yi, i=1,2,...,n-1. 

4.1.3   Discrete Fourier Transform 
The Discrete Fourier Transform (DFT) [11] transforms a function into a sum of 
functions that represent it in the frequency domain. There is an assumption that the 
signal must be finite, which is accomplished in our case due to signal nature. The aim 
of this technique is to quantify how much of the signal lies in a determined frequency, 
i.e. to determine the dominant frequencies in a signal. For this work, we use the 
dominant frequencies and their coefficients to define the feature space state. We will 
not explain the theory, as this is probably one of the most well-known techniques 
around. However, we suggest the reader, if needed, to learn more or familiarize with 
method [11]. 
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4.1.4   7 Moments of Hu 
Under the scope of geometric moments, which are used to characterize data such as 
areas or information about orientation, we have the known 7 moments of Hu [10]. 

Within this class of methods, we have opted for Hu’s moments because this 
technique intrinsically encompasses invariance to rotation, translation and scale. 
These are important properties because of the assumption that trajectory contours can 
be performed at different scales and orientations or space, depending on the physical 
structure of performer. The moments of Hu base themselves in the definition of 
central moments = ( ) ( ) ( , )  (4) 

which are then normalized. We will not describe the mathematics of Hu’s 7 moments, 
as they are somewhat cumbersome to this article and are readily available in [10] for 
the interested reader. An important remark is the statement that the first six moments 
are also invariant under the action of reflection, while the seventh moment changes 
signal. This property is interesting in the sense that it allows both left and right 
handed performers to be considered indifferent in terms of generated data. The values 
of these quantities can be quite different. In practice, to avoid precision problems, the 
logarithms of their absolute values are usually used as features. 

4.2   Method Comparison and Evaluation 

To establish a comparison criterion to evaluate the class separability capability of 
each method, we will use a method based on Scatter Matrix (SM) [10]. The reader 
might be familiar with the known Fisher Discriminant Ratio, which is a particular 
case of SM methods for 1 dimension and 2 classes. We selected SM due to the fact 
that other methods such as Divergence or Bhattacharyya Distance turn to be 
computationally demanding if a Gaussian assumption of data distribution is not 
employed. We should aim to select features leading to large between-class distance 
and small within-class variance in the feature vector space. 

SM is built upon information related to the way feature vector samples are 
scattered in the l-dimensional space. The method defines the following matrices: 

       = ∑ Σ  (5) 

Which is known as within class scatter matrix, and Σ  is the covariance matrix for 
class  and  is the a priori probability of class , i.e. / , where  is the 
number of samples of class  out of a total N samples. Then defining the Between-
class scatter matrix 

             = ∑ (µ µ )(µ µ )  (6) 

where µ  is the global mean vector. The simplified computation for the Mixture 
scatter matrix turns out =  (7) 
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with  the covariance matrix of the feature vector with respect to the global mean. 
Its trace2 is the sum of variances of the features around they global mean. From these 
definitions we define the criterion as =  (8) 

The ratio J1 takes large values when samples are well clustered around their mean and 
the clusters are well separated. 

5   Experimental Considerations 

Most of the experimental process is an undergoing work as we aim to have a large 
enough database to encompass movements with all different LMA characteristics. We 
present our preliminary results using 5 different movements: Punch, Write, Waving 
Bye-Bye, Point and Lift. These movements have been hand labeled with different 
Effort Time and Effort Space characteristics.  Punch, Point, Lift belong to Direct 
movements, whereas Write and Bye-Bye to Indirect. In the case of Effort Time, 
Punch and Point have been considered Sudden while the remaining three are 
considered Sustained. We have performed feature generation with all described 
techniques. Table 3 presents the separability ratio resulting from the application of the 
Scatter Matrix approach. 

Table 3. The table shows the value of the separability ratio for the Effort Time and Effort 
Space qualities for each of the presented techniques 

 PCA DFT LLE Hu 
Effort.Time 246,7 36,6 190,3 143,2 
Effort.Space 210,2 29,1 229,6 134,3 

6   Conclusions and Future Work 

From the observation of the presented results, one concludes there is not a single 
perfect method for feature extraction. Different LMA qualities exhibit better 
separability performances for different methods. If we chose one method only, then 
we need to select one whose average performance is better. However if the 
computational cost of having different algorithms performing data processing is not 
an issue, then the choice must fall on the best method for the specific characteristic to 
be modeled. In the future there we will (it is an ongoing work) augment the database 
into a comprehensive set, which will encompass movements with all different LMA 
characteristics. The development of software to allow testing any desirable method is 
on the horizon, as well as doing efficiency vs. separability tests. Also, simple models 
for LMA classification should be done, for classification tests. The goal is to verify 
the true impact of the separability ratio vs. positive classification rate. 

                                                           
2 Trace is defined to be the sum of the elements on the main diagonal. 
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ARMA Modelling of Sleep Spindles 
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Abstract. Differences in EEG sleep spindles constitute a promising indicator of 
neurodegenerative disorders. In this paper an ARMA modelling to sleep 
spindles is proposed and tested. The primary objective is to distinguish, via 
poles and zeros location, between regular, elderly and dementia subjects. In 
order to achieve this goal, a model validation has been done. 

Keywords: sleep spindles, ARMA, EEG. 

1   Introduction 

Sleep spindles are particular EEG patterns which occur during the sleep cycle with 
center frequency in the band 11.5 to 15 Hz. They are used as one of the features to 
classify the sleep stages [1]. Sleep spindles are promising objective indicators in 
neurodegenerative disorders [2]. In order to interpret then, their structure needs to be 
clarified or a suitable model needs to be found. In this work, an autoregressive 
moving average (ARMA) model for sleep spindles is used to detect meaningful 
differences when applied to spindles from different types of people. More clearly, we 
whish to distinguish normal, elderly and dementia subjects based on the location of 
poles and zeros. 

In [3] automated spindle detection by using autoregressive (AR) modelling for 
feature extraction is proposed. It is concluded that AR model parameters provide a 
good representation of the EEG data. It is expected that even better results can be 
obtained from the use of ARMA models.   

In order to validate the ARMA models, a system is created and its response to 
white noise is obtained. Then, a model is estimated using the previous response and 
the estimated model is compared with the original one. It is also studied the best order 
of the model in order to represent a sleep spindle. 

2   Contribution to Sustainability 

Sustainability is to promote the best for people and environment, both now and in the 
future [8], and contributions to early diagnosis of diseases can lead to a better 
tomorrow. This paper comes with this perspective. The objective is an early detection 
of changes in brain to prevent or, at least, mitigate the influence of certain diseases. 
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3   Sleep Spindles 

It is commonly referred in literature that sleep spindles are the most interesting 
hallmark of stage 2 sleep electroencephalograms (EEG) [1]. A sleep spindle is a burst 
of brain activity visible on an EEG and it consists of 11-15 Hz waves with duration 
between 0.5s and 2s in healthy adults, they are bilateral and synchronous in their 
appearance, with amplitude up to 30 µV (Fig.1).  
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Fig. 1. EEG signal showing a sleep spindle 

The spindle is characterized by progressively increasing, then gradually decreasing 
amplitude, which gives the waveform its characteristic name [4]. It is now reliable  
that sleep spindles are originated  in the thalamus and can be  recorded as potential  
changes at  the cortical surface [5]. 

Sleep spindles are affected by brain pathology, as well as by normal and 
pathological aging (e.g., dementia) [1].  With normal aging, sleep spindles are less 
numerous and less well formed. In dementia, the sleep EEG patterns suggest 
accelerated aging [6]. 

Sleep EEG measures seem promising as objective indicators in neurodegenerative 
disorders, including dementia ,where sleep changes appear to be an exaggeration of 
changes that come normally with aging.    

4   ARMA Models and “Itakura-Saito” Distance 

4.1   ARMA Model 

In signal processing, autoregressive moving average (ARMA) models are typically 
applied to correlated time series data. Given a time series, we can consider it as the 
output of an ARMA system driven by white noise. The ARMA model is a tool for 
understanding and, whenever necessary, predicting future values in time series. The 
model consists of two parts, an autoregressive (AR) part and a moving average (MA) 
part. The model is usually referred to as ARMA(p,q) where p is the order of the 
autoregressive part and q is the order of the moving average part. 
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Compared with the pure MA or AR models, ARMA models more suitable for 
describing the characteristics of a given process with minimum number of parameters 
using both poles and zeros, rather than just poles or zeros [7].  

As referred, a stationary ARMA process of order (p,q) is considered as the output 
of a linear time-invariant(LTI) digital filter driven by white noise. The transfer 
function of the system is given by: 

H(z)= 
m=0

q
  b

 
m z

 -m
 

 
k=0

p
  a

 
k z

 -k
 

 

                                              

(1)

 

with a0=1. The process corresponding to this model satisfies the difference equation: 

x(n) = -
k=1

p
  a

 
kx(n-k) +

m=0

q
  b

 
mw(n-m) 

                                    
(2)

 

where w(n) is the input sequence, a zero-mean white noise and x(n) is the output 
sequence. The main task in the modeling can be formulated as: 
Given a segment of a time series, x(n), n=0,1,2 …, L-1, estimate the p+q+1 ARMA 
parameters. 

4.2   ARMA Model Validation 

In order to validate the accuracy of the ARMA models some tests have been made.  
Two models were tested, with 5 and 3 poles respectively and both with one zero. 

The models were excited with white Gaussian noise. An ARMA model was then 
estimated based only on the output of the model. The correct model orders are 
assumed to be known. The procedure was repeated several times (100) and means 
were calculated. 

The original models used had the following transfer functions: 

H1(z)= 
1 - 0.2 z

 -1
 

 1 + 0.1 z
 -1

 + 0.02 z
 -2

 + 0.154 z
 -3

 + 0.1597 z
 -4

 + 0.5584 z
 -5 

        
(3)

 

 

H2(z)= 
1 + 0.9 z

 -1
 

 1 - z
 -1

 + 0.66 z
 -2

 - 0.4 z
 -3 

                             

(4)

 

It can be seen, from (Tables 1 and 2) and from pole-zero map (Fig. 2 and 4) that the 
estimators produced very accurate results. In (Fig. 3 and 5) the clusters for poles and 
zeros positions are shown (these are the locations of all the poles and zeros in all the 
experiments). 
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Table 1. H1(z) - ARMA(5,1) coefficients 

       a0            a1 b0              b1              b2           b3           b4          b5 
Original 1.0000   -0.2000 1.0000    0.1000    0.0200    0.1540    0.1597    0.5584 
Estimated(mean) 1.0000   -0.1973 1.0000    0.1027    0.0211    0.1514    0.1633    0.5602 
Error 0.0000    0.0027 0.0000    0.0027    0.0011    0.0026    0.0036    0.0017 
Mean of errors 0.0000    0.0481 0.0000    0.0402    0.0233    0.0198    0.0215    0.0221 
Quadratic error 0.0000    0.0036 0.0000    0.0023    0.0009    0.0005    0.0007    0.0008 
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Fig. 2. Zeros and poles from original and 
estimated (mean) ARMA(5,1) systems 

Fig. 3. Clusters of zeros and poles from 
estimated ARMA(5,1) system  

 

Table 2. H2(z) - ARMA(5,1) coefficients 

       a0            a1 b0              b1              b2           b3          
Original 1.0000    0.9000 1.0000   -1.0000    0.6600   -0.4000 
Estimated(mean) 1.0000    0.8736 1.0000   -1.0043    0.6737   -0.4045 
Error 0.0000    0.0264 0.0000    0.0043    0.0137    0.0045 
Mean of Errors 0.0000    0.0314 0.0000    0.0267    0.0345    0.0216 
Quadratic error 0.0000    0.0017 0.0000    0.0011    0.0019    0.0007 
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Fig. 4. Zeros and poles from original and 
estimated (mean) ARMA(3,1) systems 

Fig. 5. Clusters of zeros and poles from 
estimated ARMA(3,1) system 

 



 ARMA Modelling of Sleep Spindles 345 

In (Fig. 6) the Spectra from H2(z) and it’s corresponding ARMA(3,1) model is show. It 
can be seen that both spectra are almost identical. 

Tests have also been carried to determine the order of the model to be used in 
sleep spindle modelling. In (Figs. 4, 5, 7 and 8) the poles and zeros maps of 4 
systems with different orders (numerator and denominator) are shown.  

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

10

20

30

40

50

60

M
ag

ni
tu

de

Frequency - Hz  

Fig. 6. Spectra from H2(z) and it’s corresponding ARMA(3,1) model 

In (Fig. 6) the Spectra from H2(z) and it’s corresponding ARMA(3,1) model is show. It 
can be seen that both spectra are almost identical. 

Tests have also been carried to determine the order of the model to be used in sleep 
spindle modelling. In (Figs. 4, 5, 7 and 8) the poles and zeros maps of 4 systems with 
different orders (numerator and denominator) are shown.  

For systems with orders larger than 5 poles and 1 zero, the new poles or zeros tend 
to “accommodate” themselves to the system with minor differences in the overall 
model. For example, when one more zero is added, only the position of the other zero 
suffers notorious change to accommodate the new pole, with small variations in poles 
positions (Figs. 8 and 10). On the other hand, when we increase simultaneously the 
pole and zero orders, extra pole/zero pairs appear in very close positions or in reverse 
positions, revealing the presence of allpass subsystems.  
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Fig. 7. Poles and zeros map of a spindle 
ARMA model with 5 poles, 0 zeros 

Fig. 8. Poles and zeros map of a spindle 
ARMA model with 5 poles, 1 zeros 
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Fig. 9. Poles and zeros map of a spindle 
ARMA model with 6 poles, 1 zeros 

Fig. 10. Poles and zeros map of a spindle 
ARMA model with 5 poles, 2 zeros 

4.3   “Itakura-Saito” Distances 

The “Itakura-Saito” distance is a measure of the perceptual difference between 

original spectrum P(W) and an approximation, P ^(w), of that spectrum. It can be used 
to compare the coefficients of the AR polynomials. Ii is defined as: 

D
 
IS(P(w), P  ^ (w)) = 

1
2  

-

[
P(w)

 P  ^ (w)
 - log 

P(w)

 P  ^ (w)
 -1] dw 

                  

(5)

 

5   Experimental Results 

Spindles from night sleep of 5 subjects were used. Three sets of spindles from healthy 
subjects (S1, S2 and S3), a set of spindles from an elderly healthy subject (ELD) and 
a set of spindles from a dementia patient (DEM). The data used is from a real EEG 
with 512 Hz sampling rate. It has been pre-processed with a band-pass filter with 
cutoff frequencies of 5Hz and 22Hz. 

For each person, the same procedure has been applied, consisting of: 

• Visual identification of the sleep spindles; 
• Estimation of an ARMA model with 5 poles and 1 zero, thus, obtaining A 

and B polynomials; the mean of A and B polynomials obtained from each set 
of spindles was computed; 

• Zeros and Poles map of all systems were obtained; 
• For computing the “Itakura-Saito” distances, the real poles and zeros were 

removed 

It is possible to distinguish, either by the analysis of poles map (Fig. 11) or by 
“Itakura-Saito” distances healthy subjects from dementia/elderly subjects. It is 
particularly notorious the “zero” position, which in the elderly/dementia subjects is 
very close to -1. On the other side, normal subjects “zero” is found to be located on 
the right hand side complex plane (Fig. 8). 
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Fig. 11. Zeros and poles from elderly and 
normal subjects 

Fig. 12. Poles from elderly, dementia and 
normal subjects 

 
However, it is not possible to distinguish between elderly and dementia subjects as 

the poles and zeros in both cases are very close to each others, as it can be seen from 
(Fig. 12). 

The same result can be obtained by “Itakura-Saito” distance, in (Table 3) the 
distances between various subjects is showed. It is clearly seen that bigger distances 
(distance>0.1) are measured between elderly/dementia and normal subjects. 

Table 3. “Itakura-Saito” distances between complex poles of subjects coefficients 

 ELD S1 S2 S3 
DEM 0.0109 0.2235 0.1420 0.1044 
S3 0.1037 0.0365 0.0134  
S2 0.1580 0.0777

S1 0.1992 
 

It can be seen (Fig. 11 and 12) that the pole position give some biomarker for the 
presence of dementia. Complex poles from normal subject lie in specific areas, 
different from complex poles from elderly and dementia patients. However, pole 
location from elderly and dementia patients lie in similar regions inside the unit circle. 
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Fig. 13. Spectra from the ARMA model and from the original signal 
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In (Fig. 13) signal spectra corresponding ARMA model and to the periodogram 
estimate are shown.  As it can be seen they give us similar information and from them 
we can conclude that the center frequency is 12.5 Hz, similar to a sinusoid in the  
11-14 Hz band. 

6   Conclusions 

ARMA models can make a good representation of sleep spindles. It is showed that it 
is possible to distinguish between regular subjects and elderly or dementia subjects. 
However, it is not easy, using this method to distinguish between elderly and 
dementia subjects. According to [9,10] there is a increased loss of spindles in 
dementia patients when compared to elderly healthy subjects. From the experiments 
we performed it seems not to be possible to distinguish different abnormalities in the 
brain, probably because the effect on each individual spindle is similar. This requires 
further research.  

This type of spindle modeling opens a door into the perspective of using it in the 
automatic spindle detection. 
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Abstract. This paper presents the initial results of a research project that aims 
to develop a method for losses/leakage detection and household water con-
sumption characterization through the detailed patterns analysis of signals gen-
erated by water meters. The Department of Civil Engineering (University of 
Coimbra) supports the research as part of a PhD Project. An experimental facil-
ity is used for signals acquisition and data analysis will be performed by using a 
pattern recognition algorithm that will identify the hydraulic devices in use. It is 
intended to develop and test some algorithm structures at various plumbing con-
figuration forms to find the best one. In a second phase, a consumption analysis 
will be carried out using that algorithm to test its efficiency in inhabited houses. 
The expectation is to develop an efficient water monitoring tool that helps the 
users to follow-up and to control the water consumption using a computer or 
even a mobile device. 

Keywords: pattern recognition, signal processing, monitoring household water 
consumption, efficient water use. 

1   Introduction 

A household telemetry system provides a more detailed and reliable water consump-
tion data. For this reason it is being increasingly used by water supply companies as a 
management tool. Telemetry systems have several advantages and due to technologi-
cal innovations the deploying cost is decreasing. However, the large number of data 
produced by daily measurements becomes a big challenge [1]. This creates opportuni-
ties for the development of models and algorithms using that information to give a 
detailed analysis of consumption and enabling an efficient water management. In 
order to contribute with efficient tools for the water consumption monitoring and 
control, the main goal of this research project from the Department of Civil Engineer-
ing (University of Coimbra) is to develop a method for losses/ leakage detection and 
water consumption characterization through the detailed study of the signals pattern 
generated by water meters.  
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This paper presents the developments of this research, focusing on the methodol-
ogy, the state of the art and the work done so far. Till now a preparatory work on the 
controlled environment was carried out, including the calibration of the hydraulic 
system and the software development for signal acquisition, analysis and processing. 
After the laboratory stage we intend to analyze signals from data loggers installed in 
households to test and validate the new algorithms. 

2   Contribution of Technological Innovation to Sustainability 

During last century it has been observed that the demand of drinking water is growing 
faster (seven times) than the world population (four times) resulting in water scarcity 
risk in a several countries [2]. In Portugal, as well as in Mediterranean countries, it is 
estimated that in 10 or 15 years there will be lack of water quality due to the increase 
demand, inefficient water use and the wastewater mismanagement [3]. Annually the 
water losses in Portugal represent three billion of cubic meters of water and one half of 
this volume is lost in the urban environment, buildings and public systems of water 
supply [4]. The new technological tools that could contribute to the water losses control 
and water efficient uses are now essential to promote the water resources sustainability. 

The main contribution of this research is to propose an algorithm to analyze in real 
time the online signal from a single water meter at the entrance of a house that en-
ables to identify accurately the consumption pattern of each used device. As an online 
monitoring tool it is expected that it could be able to detect anomalies in consumption 
such as losses and excessive consumption of water in a timely and reliable manner. A 
computer or even a mobile phone can be used to access these data and contribute to 
the efficient water use and conservation of water resources. 

3   Water Consumption Characterization (State of the Art) 

The importance of detailed studies about water consumption characterization is grow-
ing due to the possibility to improve water management and its efficient use. The 
literature presents different methodologies for the consumption characterization. The 
accuracy of results varies according to each methodology, which is also reflected in 
the possibilities of analysis. 

Researchers from USA [5], Spain [6] and Brazil [7] present different methodolo-
gies to characterize the water consumption in households. In these three research 
works were used water meters with pulsed output and dataloggers for data acquisition, 
however, different methodologies for data analysis were developed. The TraceWiz-
ard© 4.0 software was used in [5] for the specific recognition of signals through some 
parameters adjustment. To allow the signals identification it is necessary to know 
previously a set of properties for each device (flow, volume, duration of use, and 
others). This enables the program to distinguish between a tap use event and a toilet 
flush use event and so on. If these parameters are not well-adjusted, it is not possible 
to do the correct identification. When three or more events occur simultaneously it 
may not be possible to accurately disaggregate all end uses. 

In [7], the pulses were converted into flow rate (l/s) to be possible to plot consump-
tion graphs (flow vs. time). These graphs (representation of the water consumption 
signals) were correlated with time using the information of each device (supplied by 
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users). This correlation enabled to identify accurately the signals of some uses, but, 
due to the low accuracy of the provided information, some of the intakes had to be 
estimated. In [6], the information provided by the signal pulses  was compared with 
the previous characterization of its amplitude and temporal patterns, which enabled to 
identify the water use in each moment. The low level of detail provided by that  
research report did not allow to estimate the methodology accuracy.  

Studies [8] and [9] used a water meter on each hydraulic device and in the inlet 
pipe supply to guarantee good accuracy in the characterization phase. Despite the 
accuracy of the information, such methodology would be difficult to apply in inhab-
ited buildings due to the work needed on the pipe supply installations. This situation 
does not have technical and economic viability in most of the situations. 

4   Methods 

The main goal of this study is to develop algorithms that make the pattern recognition 
of the water consumption behavior in each device using the data from the water meters 
at the inlet pipe. Experimental tests with controlled conditions were made to explore 
the several possibilities for setting up the facilities and to test algorithms. The steps of 
the experimental tests were: i) to build an experimental facility, ii) to calibrate the 
hydraulic system iii) to acquire the signals, iv) to store the signals, v) to process the 
data, and vi) to develop the algorithms for the water consumption pattern recognition.  

Digital signal processing tools such as deconvolution algorithms [10] are used to 
data processing, aiming to solve the overlap of the signals coming from the simulta-
neous use of several devices in the hydraulic system. After that, techniques for feature 
extraction and classifiers to identify the signals of each flow classes in their respective 
equipment will be implemented and tested. 

It is proposed to apply a feature extractor and a signal pattern recognition classifier 
to develop the algorithm according to the equipment studied. The features can be 
extracted in time or frequency domain. It is expected that the temporal or frequency 
characteristics of the transient response of the hydraulic system to the activation of a 
hydraulic devices vary according to their characteristics and their positions in the 
hydraulic supply system. This implies the need of a distinct signature requirement for 
each device even if we only have the flow rate signal in the pipe supply as an input 
for the classifier. It is expected that the algorithm compares the signal with the proto-
type generated for each device until the identification process is complete.  

After the conclusion of the research in a controlled environment it is intended to 
carry out the data consumption analysis from inhabited houses to test and validate the 
algorithm. The data signals from the intake will be analyzed for one year, covering 
the four seasons. 

5   Preparation of the Experimental Apparatus 

The considered hydraulic system includes two volumetric water meters with pulsed 
output (Actaris Aquadis +, class D) and two taps. The counted volume is converted in a 
pulse sequence through a sensor (CybleTM Sensor) installed on the water meter. A data 
acquisition card with USB interface (USB card NIdaq 6009 data acquisition - DAQ) 
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interconnect the CybleTM Sensor and the laptop. This card allows the data  acquisition 
through various analog input channels and stores the data using MatLab/Simulink® 
software. Some features were developed in Simulink® for data acquisition and process-
ing enabling the analysis and development of classification algorithms based on the 
flow rate signal. 

In future developments a pressure transducer will be used in this experimental  
facility to check how changes in pressure within the pipe can affect the signals  
characteristics. Furthermore, the localized head losses will also be studied since,  
theoretically, these losses also interfere with these signals.   

6   Tools for Data Acquisition and Signals Analysis 

The low-frequencies (LF) signal transmitted by the CybleTM Sensor detects each rota-
tion1 of the water meter and then it emits 1 pulse per revolution. It remains active 
whenever there is a flow, whatever the flow direction is. Each sensor is connect to an 
analog input (AI) channels of the DAQ card using a two wired cable. After the ana-
log-to-digital conversion (ADC) in the DAQ card, the data in digital format is send to 
the computer through a USB cable. 

To make sure that a discrete signal is representative of an analog signal, it is re-
quired to verify the Nyquist–Shannon sampling theorem [11] which says that the 
sampling rate must be greater than twice the highest frequency of the signal. In this 
case, to allow the identification of each water meter transition, whenever it counts one 
volume, having been considered in the experiments a sampling frequency of 50  
samples/sec. 

The functionalities for data collecting and processing at the computer were devel-
oped in MatLab/Simulink® which is a commercial tool for modeling, simulation and 
analysis of dynamic systems. Simulink® tool uses a graphical representation of 
blocks as the main interface, as well as a customizable set of block libraries. It offers 
integration with the rest of MatLab® and it is widely used in control theory and digi-
tal signal processing for simulation of systems in various domains [12]. 

The data acquisition block with multiple analog input channels was used as inter-
face in the Simulink® model. The water meter signals were connected to two input 
channels and they are represented by the signals HWChannel0 and HWChannel1, as 
shown in Fig. 1. Output blocks for data storage in the Matlab® workspace (pulse 
signals) and a Scope block (to show the signal during the data acquisition) were also 
considered. To distinguish the signals from the water meters, the analog output block 
generates two different values for the reference voltage of each pulse signal (3.5V and 
2.5V for the signals from the water meter 1 and 2, respectively). A clock block was 
considered to generate the current simulation time. The Simulink® data acquisition 
block was configured selecting the channels involved (channels 0 and 1), the sam-
pling frequency (50 samples/s) and the number of samples provided by the DAQ for 
each channel (at least 2 samples per channel). 

 

                                                           
1 In each rotation pass through the water meter 0.1 litre of water. 
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Fig. 1. Simulink® Data Acquisition Model 

Given that the DAQ card sends pairs of samples to the computer, it was necessary 
to develop a MatLab® function to arrange data sequentially according to the sampling 
time. Until this point the signals are acquired as data pulses. However, to enable the 
signal analysis using pattern recognition it is necessary to convert them to discrete 
time flow rate signals. Therefore, another Simulink® model was developed to convert 
data pulse in data flow rate (Fig. 2).  
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Fig. 2. Simulink® volume and flow rate calculation model 

After reading the pulses from the MatLab® workspace, they are counted through 
the “hit crossing” block. The “hit crossing” block detects when the input signal 
reaches the parameter value (0.1) in the direction specified (falling) and output 1 in 
the crossing time. The “counter” block counts how many times the parameter value is 
reached and presents it in display. The “data type conversion” block converts the 
input data to a suitable data type for integration and the “zero order hold” block con-
verts the discrete-time signal to a continuous-time signal. The volume is calculated 
trough the “integration” of the data pulse considering a 0.1 liters and 50 samples/sec 
as a “gain”. The volume (Fig.3), flow (Fig.5), flow1 (Fig.4) and flow2 blocks plot the 
signals resulting from the simulation process. 

A low-pass filter was used to cut unwanted frequencies and to smooth the graph of 
volume (stairs shape) allowing the calculation of its derivative to get the flow rate 
curve. The stair shape of the volume graph arises due to the sequence of discrete values 
generated by the rotating piston of the volumetric water meter (fig.3). A second order 
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Butterworth low-pass filter with cutoff angular frequencies (ωc) of 1.5π rad/s and 
0.25π rad/s were used. The transfer function H(s) used in this filter is given by: 
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After the application of the filter, smoother curves were obtained as seen in Fig. 3. 
With the derivative calculation it was possible to obtain the corresponding flow rate 
signal. 
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Fig. 3. Volume graph with application of low-pass filters 
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Fig. 4. Flow rate graph using a low-pass filter with 1.5π rad/s cutoff angular frequency 
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Although the values of the resulted chart using the low-pass filter with 1.5π rad/s 
cutoff angular frequency are close to the original values of the volume graph, it still 
keeps some frequency components that interfere with the corresponding flow rate 
signal (Fig. 4). The filter with 0.25π rad/s cutoff angular frequency provides smoother 
curves highlighting their characteristics (Fig. 5). 

Comparing the volumes recorded in the water meters with those obtained by the 
models developed in MatLab/Simulink® it was observed that the values are similar. 
Therefore, it can be concluded that the developed models are adequate to the goals. 
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Fig. 5. Flow rate graph using a low-pass filter with 0.25π rad/s cutoff angular frequency 

7   Final Considerations 

Until now the work was mainly focused on the experimental facility preparation, on the 
hydraulic system calibration and on the software development for signal acquisition, 
analysis and processing. The results obtained so far are considered satisfactory, since the 
equipment installed and the tools developed are in full operation, meeting the objectives. 
The next goal is to analyze a variety of hydraulic flow rate signals in different configu-
rations considering a feature extractor. Based on this analysis, pattern recognition algo-
rithms will be developed, where those with the highest number of hits will be chosen. 
After the laboratory stage it is intend to use dataloggers installed in inhabited houses to 
acquire signals to test and validate the algorithm in a real environment. 

It is expected that the results of this research will be considered as a relevant im-
provement for an efficient control of water consumption using a computer or even a 
mobile device that can be followed by users in any period of time (hourly, daily, 
weekly, …). It is also expected that unnecessary expenses, resulting from water 
losses, like leaks or ruptures, or water overuse, will be identified, developing, for 
instance, a personal water consumption monitoring system or even an automatic sys-
tem to generate alarms whenever an abnormal consumption pattern is detected. 
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Abstract. In the last years we have witnessed a growing interest, by the 
academic community and the automotive industry, in the multi-motor electric 
vehicles. The electrical nature of the propulsion is going to stress even more an 
increasing insertion of electronic devices in the vehicles. Furthermore, 
carmakers are performing research and already presented some vehicles based 
on the concept of X-By-Wire. Consequently, the growing complexity of the 
actuators and their control, as well as the need of increasing the safety and 
reliability of the vehicles obliges to the study and development of intelligent 
computational systems dedicated to the detection and diagnosis of failures in 
the electric propulsion. Hence, it is fundamental to start advanced studies 
leading to the development of innovative solutions that embed fault-tolerant 
electric propulsion in the electric vehicles. Accordingly, the main objective of 
this work consists on the bibliographic revision and study of fault-tolerant 
diagnosis and control systems dedicated to multi-motor electric vehicles. 

Keywords: Fault detection and diagnosis, Fault tolerant control systems, multi-
motor electric vehicles. 

1   Introduction 

As electric vehicles are systems with propellers based in electromechanical drives, we 
can classify them as critical systems, where the use of fault-tolerant control 
techniques becomes essential. As referred in [1] and [2], the interest of introducing 
fault detection, tolerance and redundancy in a system is to increase its safety and 
reliability. A system is considered to be safe if it is able to prevent any danger to 
humans, equipments and environment; and is reliable if it is capable of perform 
correctly the required functions, over a certain period of time under a given set of 
conditions. These characteristics are of great importance in safety related processes 
and systems like aircrafts, trains, automobiles and power plants [2]. 

So, in order to improve system’s reliability and operational safety, reducing the 
possibility of those failures or trying to predict its happening before occurrence it’s 
necessary. One way to do this is to employ Fault Detection and Diagnosis systems 
(FDD). The FDD consists of making a binary decision when something wrong 
happens, and to determine the location and the nature of the fault. These methods are 
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based on the concept of redundancy, which can be obtained with hardware or using 
analytical redundancy. In the former, backup sensors and/or actuators are used in such 
a manner that the system is able to automatically replace the faulty ones when a given 
fault is identified. This strategy is not always possible due to physical or economical 
constrains. An alternative way to turn the system more reliable is to use the concept of 
analytical redundancy that uses a mathematical model and estimation techniques. 
With this kind of concept, the system is able to shut down itself or to employ adequate 
procedures to tolerate the faults and maintain the system operational [3]. 

This paper is structured as follows: In section 2 it is shown the contribution to 
sustainability of this paper. In section 3 it is made an overview on the Fault Detection 
and Diagnosis approaches for implementation in electric vehicles (EVs) and in section 
4 there are presented some conclusions about this survey. 

2   Contribution to Sustainability 

The interest in the electric vehicles rose recently due both to environmental questions 
and to energetic dependence of the contemporary society [4]. Moreover, in the 
passenger car industry, the majority of the constructors are currently developing 
considerable efforts to introduce the first generation of pure electric vehicles, like the 
Nissan Leaf, the Mitsubishi iMIEV or the Fluence Z.E. of Renault. In fact, some are 
already available in some European markets. Accordingly, it is necessary to study and 
implement in these new vehicles fault-tolerant control systems which enable them to 
be more reliable and safe, enhancing its sustainability. 

3   Overview on Fault Detection and Diagnosis for EVs 

The fault detection and diagnosis techniques are well studied in the specialty literature 
[1], [5] and [6], and are more and more applied in industrial processes and products. 
Therefore, the actual state of the technique motivates the next step, which consists in 
the following: after the fault detection the controller must be capable of guarantee the 
functioning of the vehicle in safety conditions. In other words, it is necessary to study 
and develop fault-tolerant control architectures dedicated for the future electric 
vehicles. 

Lately, as we are getting more and more concerned about safety, reliability and 
sustainability, there was a rise in the research of fault detection and diagnosis systems, 
that led to the development of many FDD techniques [1], [7]. Although these 
technical and scientific progresses, the conception of fault-tolerant controllers 
oriented to electric vehicles is simultaneously a complex and fascinating project. The 
reasons for this are inherent to the difficulties of controlling in an efficient, effective 
and secure way the several propellants in a multi-motor electric vehicle. 

Detailed analysis of faults processes has indicated the need to act quickly following 
a device failure to prevent propagation of faults that may lead to catastrophic failure 
of the propulsion system. To minimize the effect of fault, it is essential to accurately 
identify the failed devices and its mode of failure. Historically, in what concerns 
practical applications, a great amount of research on fault-tolerant control systems 
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was derived from the aerospace industry [1]. Nowadays is recognized some maturity 
to the theoretical concepts of the fault-tolerant controllers, whose one of the pioneers 
was Ron Patton [8], where he makes a bibliographical revision encompassing the 
principal fault-tolerant systems control areas. 

The works of Mutoh and Nakano [9], demonstrate by simulations that for electric 
multi-motor vehicles, faults in one of the propulsion systems lead to the loss of 
stability of the vehicle. Thus, their work motivates for the necessity of study and 
evaluation of different configurations regarding the number of motors and their 
localization in the vehicle. The possibility of the inclusion of the motor in the wheel 
will contribute to the conceptualization, validation and implementation of new 
innovative active torque distribution methodologies for the future vehicles, 
potentiating improvements in their handling, safety and stability. However, this 
innovative solutions lead to new challenges due to the fact that the electric motors are 
feed by electronic power converters that have a bigger fault probability. In the case of 
Electric Hybrid Vehicles, if the motor is not monitored, motor faults might lead to 
severe damages or even accidents [10]. 

Considering the electric vehicles as critical systems, with propellers based in 
electromechanical drives, the use of fault-tolerant control techniques is essential. On 
the other hand, the adoption of the “X-by-wire” technology, where “X” represents the 
several subsystems to control in the vehicle, as “Steer-by-wire”, “Throttle-by-wire” or 
“Brake-by-wire”, motivate to the study of fault-tolerant controllers [11], [12].  

In the literature we can find several solutions in the thematic of the fault-tolerant 
electromechanical actuators, with special emphasis in the electronic converters and 
motors [13]. The work of Delgado [14] presents a review of fault-tolerant systems of 
electronic speed drives to DC motors and induction motors and some hardware 
configurations. Also, Murphrey et al. [15] presents a fault diagnosis Neural Network 
system that detects and locates multiple classes of faults in electric drives, using a 
machine learning technology. 

Regarding traction applications, Akin [10] presents a fault diagnosis system to 
electric or hybrid vehicle’s motors, based on the Fast-Fourier Transform (FFT) 
method. In four wheel steer/four wheel drive systems (4WS4WD) we must stress the 
work of Yang [16] that proposes a fault-tolerant hybrid approach to maintain the 
vehicle in a functional state even in the presence of a failure. Thus, there is an 
increasing demand for dynamic systems to operate autonomously in the presence of 
faults and failures in sensors, actuators and components. So, fault detection and 
diagnosis are essential components in an autonomous fault tolerant control system 
[17]. Therefore it is necessary to design control systems capable of tolerate possible 
faults in those systems, in order to improve reliability and availability [18]. 

A Fault-Tolerant Control Systems (FTCS) is a control system capable of 
accommodating system component faults (actuators, sensors) and able to guarantee 
stability and an acceptable degree of performance. FTCS can also prevent that faults 
in a subsystem may develop into failures at the system level [18]. Fault-Tolerant 
Control Systems (FTCS) can be classified into two types: passive (PFTCS) and active 
(AFTCS). Contrasting with the former, the latter react with system component 
failures actively and implement reconfiguring actions to maintain the system stable 
and with acceptable performance [1]. AFTCS are usually constituted of four sub-
systems: a reconfigurable controller, a FDD scheme, a controller reconfiguration 
mechanism and a command/reference governor [1], as illustrated in Fig. 1. 
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Fig. 1. General structure of AFTCS [1] 

The FDD block represented above is capable of detecting the presence of faults in 
the system that it monitors, is able to determine their locations and can estimate their 
severities. In other words, it is capable of doing three tasks [17]: 

• Fault detection: to decide if everything is working like expected or something 
has gone wrong; 

• Fault isolation: to determine the location (component, sensor, actuator) of the 
fault; 

• Fault identification: to estimate the severity, type or nature of the fault. 

The reconfigurable controller should be designed automatically to compensate the 
fault-induced changes in the system in order to maintain their stability and closed-
loop system performance [1]. 

In the recent years, many research and work have been done in the area of FDD. 
One example is the paper of Zhang and Jiang [1] were they presented a classification 
of several FDD methods. As explained by them, FDD approaches are usually 
classified into two categories: (1) model-based and (2) data-based (model-free) 
schemes. Moreover, these two schemes can also be classified into qualitative and 
quantitative approaches. Relatively to this classification, Muenchhof [7] and Liu [19] 
refer that classical model-free methods rely on hardware redundancy, resulting on 
extra hardware, cost and size but on the other hand can result in reduction of 
unexpected downtime of the system. Contrarily, model-based methods rely on 
analytical redundancy, where consistency between the expected behavior and 
measurements of the process is checked based on analytical models [19]. As reported 
in [18], model-based methods are best suited for processes which input and output 
signals can be measured. However, if we can only measure the outputs of a process, 
signal-based methods should be applied. 

3.1   Model-Based Methods 

Model-based fault detection methods are well studied and reported in the literature 
[2], [7], [19], [20], [21] and [22]. According to [18], model-based methods are widely 
used and are usually performed in two steps: residual generation and residual 
evaluation. In this kind of method, the difference between the measurement and the 
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expected behavior is called residual. As mentioned by Isermann [2], this consists of 
the detection of faults of processes, actuators and sensors by using dependences, 
expressed by mathematical process models, between different measurable signals. 
The basic structure of model-based fault detection is illustrated in Fig. 2. 

 

Fig. 2. Basic structure of model-based and signal based FD [2] 

Based on the measured input signals U and output signals Y, the detection methods 
generate the residuals r, parameter estimates Θ̂ or state estimates x̂ , which are 
called features. Comparing them with normal features, changes are detected, leading 
to analytical symptoms s [2]. This analytical symptom generation is quantifiable and 
analytical information about the process, and is a result from the data processing of 
the measured signals [18]. We can divide model-based methods in four main classes: 
state estimation approaches, parity space approaches, parameter estimation 
approaches and simultaneous state/parameter estimation approaches. In first class, the 
system outputs are estimated from measurements using: Luenberger observer, linear 
or nonlinear observers, sliding-mode observers and high-gain nonlinear observers, for 
deterministic cases. In the case of stochastic ones, outputs are estimated using: 
Kalman filter (linear, extended and unscented) or receding horizon estimators [17] 
and [18]. 

In the parity space approaches, residual are computed as difference between 
measured outputs and estimated outputs and their associated derivatives. In the 
parameter estimation approach, residuals are computed as the parameter estimation 
error, by continuously estimating the parameters of a process model [18]. Parity space 
methods are based on simple algebraic projections and geometry and are more 
sensitive to measurement noise and process noise as compared to observer-based 
methods [17]. Still, these methods are mainly suitable for detection and isolation of 
additive faults. They are simpler and easy to implement compared to observer based 
techniques. Parameter estimation approach is based on the assumption that the faults 
are reflected in the physical parameters of the system. In this approach the system 
parameters are estimated online with parameter estimation techniques [17]. 
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In this model-based approach there are also some works related to the problematic 
of safety in X-by-Wire systems such as drive-by-wire, steer-by-wire, throttle-by-wire 
or brake-by-wire [11], [12], [21] [23], and [24]. 

Most of fault-tolerant control systems require hardware redundancy to make them 
more reliable [11], [12], [24] and [25]. This means that one or more modules are 
connected, usually in parallel. Such redundant schemes can be implemented for 
hardware, software, information processing and mechanical and electric components 
like sensors, actuators, microcomputers or power supplies [12]. Regarding these 
redundant structures, there are two basic approaches for fault tolerance: (1) static 
redundancy and (2) dynamic redundancy. Static Redundancy uses multiple redundant 
modules with majority voting (all modules are active). Dynamic redundancy requires 
fewer modules at the cost of more information processing. However, without 
mechanical redundancy, the reliability of the system needs to be improved by 
implementing fault-tolerant control techniques [21]. In fact, with the profit margin 
already low, mechanical redundancy will not be acceptable to the automobile 
industries. 

Employing analytical redundancy techniques instead of hardware redundancy it 
will be possible to reduce costs, volume and weight to a point where the automakers 
feel comfortable, without compromising safety and reliability required by consumers 
[26]. According to [20] the concept analytical redundancy stands generally for an 
analytical reconstruction of quantities or parts of the system or process under 
monitoring. For Anwar [24], the concept of analytical redundancy has been 
investigated to replace hardware redundancy, in order to reduce overall cost and at the 
same time to improve reliability. 

The above discussed techniques of model based approaches to fault diagnosis are 
powerful if an accurate system model is available. The diagnostic performance may 
be limited when it is not possible to obtain accurate and robust models. 

3.2   Data-Based Methods 

An alternative approach to the model-based residual generation is the data-based 
approach, also called model-free approach. This learning-based method learns the 
plant model from an historical input and output data of the system, i.e., it detects 
faults by analyzing specific properties of measured signals. According to [17] data-
based methods are based on signal processing techniques, obtained using either of the 
following two types: (1) Time domain limit checking and/or trend analysis and (2) 
Frequency or mixed time-frequency domain analysis. In the former, the statistics of 
the measurable states and outputs of the system are compared with nominal operating 
limits. In the latter, it is made an analysis of the time series of system states and 
outputs measured by system sensors [17]. In the time domain, the most common 
technique is the Qualitative Trend Analysis (QTA), while in frequency domain the 
most widely used algorithms are the Discrete Fourier Transform (DFT), and the 
Discrete Wavelet Transform (DWT) [17]. 

For [17], the major drawback of these signal processing techniques is that they do 
not consider the dynamic interrelationship between the different measured signals of 
the system. Thus, these techniques are more appealing for situations where high-
fidelity mathematical model of the monitored system does not exist or is very difficult 
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to obtain. According to the same author, artificial neural networks, fuzzy logic and 
neuro-fuzzy systems are the most widely used approaches. Using these techniques we 
can work on the quantitative and qualitative information of the monitored system. 
Qualitative information is expressed in the form of Boolean or fuzzy if-then rules. 
These have a drawback that is the problem of deriving Boolean or fuzzy if-then rules 
in many engineering applications. In fact, this requires extensive expert knowledge of 
the system [17]. On the other hand, Neural Networks (NN) are ideal mathematical 
tools for situations like this, where the knowledge that describes the behavior of the 
system is stored in large quantitative datasets [17]. Also, as mentioned by Patton [27], 
a well trained NN has the capacity of making intelligent decisions even in the 
presence of noise, system disturbances and corrupted data. 

4   Conclusions 

Fault Detection and Diagnosis are systems of great importance for modern electric 
vehicles. This is even more critical for multi-motor electric vehicles, since their 
stability is deteriorated in the presence of fault in one of the thrusters. As their 
thrusters are constituted by the electronic power converters and the motors, it is 
necessary to study the faults in these systems and to implement FTCS to deal with 
them, maintaining safety for their users and ensure sustainable operation. 

In summary, even though there are some pioneering works, there are not known 
published ones describing the application of fault-tolerant control techniques, 
especially with a holistic view on the multi-motor electric vehicles.  
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Abstract. The adequate evaluation of new technologies in productive systems 
that perform multiple and simultaneous processes, exploring the intense sharing 
of resources, demands the updating of supervision and control systems. On the 
other hand, totally infallible systems are unviable, and for a flexible productive 
system (FPS) does not to suffer interruptions due to component failure, the 
concept of AFTCS (active fault-tolerant control system) mechanism must be 
adopted. In this sense, holonic control system (HCS) is considered a trend for 
an intelligent automation and the combination of HCS techniques and AFTCS 
is fundamental to assure efficiency, flexibility and robustness of FPSs. 
Therefore, this work presents a procedure for the modeling of active holonic 
fault-tolerant control system (AHFTCS) that considers AFTCS’ requirements 
and interpreted Petri net for the description of the systems’ behavior. This 
method is applied to an intelligent building (IB) as a class of FPS and the results 
are presented. 

Keywords: control system, system modeling, fault-tolerance, Petri net, holon, 
reconfiguration. 

1   Introduction 

Advances of mechatronic systems, communication networks and work organization 
methods, allied to the crescent competitiveness and the need for efficient services 
triggered great changes on productive systems (PSs) requiring more flexibility under 
different demands, such as production volume, type of product and nature of 
resources involved. The flexible productive systems (FPSs) were designed to attend 
the current production demands and the focus is in material technological 
transforming, the information processing and service execution. Therefore 
manufacturing systems as well as intelligent buildings (IBs) can be approached as 
FPS. These systems perform multiple and simultaneous processes, exploring the 
intense sharing of resources, which makes complex the supervision and control of the 
systems global behavior [1-3].  

The supervision and control systems have been evolved from a centralized and 
hierarchic architecture to a heterarchical and distributed architecture. This distributed 
system (DS) is composed of various sub-systems (that can be physically installed at 
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different geographical locations), in which the tasks are divided according to the 
required functionality and processing capacity of each equipment [3]. On the other 
hand, to assure that a FPS does not suffer interruption due to faults of its components, 
an AFTCS (active fault-tolerant control system) mechanism must be considered [4]. 
This mechanism involve the detection of the fault, study of its effects, identification 
of causes and finally, the system reconfiguration that is done by relocating processes 
and choosing alternative interaction paths between processes [5]. In case of faults the 
strategy is to recover the system functionalities (regeneration) or to maintain critical 
operations in such a way that some parts of the system are disabled, but not affecting 
other parts of the system (degeneration).  

In this context, the integration of MAS (multi-agent system) and HS (holonic 
system) techniques with mechatronic technology, called holonic control system 
(HCS), is considered a trend for the intelligent automation of PSs [1, 3, 6, 7]. The aim 
is to explore MAS and HS concepts of superposition, such as autonomy, reactivity, 
proactivity, cooperation, social capacity (i.e., consideration of the human interaction 
on processes), and learning resources; and to take advantage from the complementary 
features in the implementation of HSs by means of the MASs.  

However, most of supervision and control systems do not adopt HCS and AFTCS 
mechanisms. In fact, the amount of material published about modeling of processes 
that consider the use of these techniques is very little [1, 4, 6]. Therefore, this research 
presents a procedure for modeling and operation of active holonic fault-tolerant 
control system (AHFTCS) considering a sustainability approach and its functional 
specifications in normal circumstances and also during faults. The application of a 
HVAC (heating, ventilation and air conditioning) subsystem of an intelligent building 
(IB) [8] is presented to illustrate the advantages of the procedure. 

2   Contribution to Technological Innovation for Sustainability 

The new strategic approach “sustainability research” addresses the three conflicting 
aspects: contributing to economic development, being ecologically acceptable and 
socially just [9]. It is expected that this approach will lead to more sustainable 
solutions and thus more effective and efficient spending of public and private funds 
for research and development. To live “sustainability” and make this a brand for the 
21st century requires a strong engagement of science, industry and politics. Priority 
topics of relevance suggested by the participants for the German-Brazilian 
cooperation on science for sustainability were highlighted during the discussion and 
included: renewable energy, transportation and logistics, environmental technologies, 
sustainability in buildings, especially governmental buildings and industrial plants, 
and others [9, 10].  

In this context, the rational use of energy, minimization of operational costs, larger 
safety and comfort to the users are essential characteristics in intelligent buildings 
(IBs). But as mentioned before, IB can be approached as a case of FPS. That is, this 
work is also a contribution for the technological innovation in design methods of IBs. 

Considering also previous works in the area of IBs and FPSs, here we adopt the 
approach of discrete event system (DES) [3, 8], i.e, Petri net (PN) and its extensions is 
used for description of the system behavior (its productive processes). If compared to 
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other description techniques of DES, PN has an equivalent modeling power and it 
also has the characteristic and advantage of system visualization [11, 12].  

A survey [1-4, 6, 7, 15] shows that: i) there is a small number of works that 
consider the integration of HCS and AFTCS requirements; ii) there are few practical 
applications for these agent technologies, showing that there is still a long way to go 
to spread these HSs, iii) in most of these systems, there is no negotiation mechanism 
between holons, iv) there is no information about the use of a systematic method to 
structure and rationalize the proposed development models, since phase of 
specifications until operation one, such as PN models can be used.  

Therefore, to model the dynamic behavior of FPS, a place/transition Petri net class 
was adopted, herein called extended Petri net (e-PN), to which temporized 
transitions, inhibitor arcs and enabling arcs (terms related to PN are in Arial) were 
added [11]. To systematize and make easier the modeling these models a 
channel/agent PN type called PFS (Production Flow Schema) [11] is used. The 
system’s dynamic models are generated by means of e-PN. Thus, the procedure 
combines the bottom-up approach and the top-down approach of the stepwise 
refinement associated to PFS. 

According to Fig.1a, the procedure presents mechanisms that allow the switching 
of the control in two modes: hierarchic and heterarchic control architecture. It allows 
the switching of control between two operational modes: the “stationary mode” where 
the control system is coordinated in a hierarchical; and the “transient mode”, where to 
assure more system flexibility and agile behavior. This architecture is described in 
Section 3. 

 

Fig. 1. Control Architecture of AHFTCS 

The procedure adapts what is presented in [13] to specification of a mechanism 
called “diagnoser” using an e-PN model.  Toward decision making phase of the 
AFTCS, some inference rules based on reasoning [14] may be adopted for  
the specification of a mechanism called "decider”. Besides, a system that considers 
the reconfiguration requires redundant resources to keep an adequate performance, 
and must also consider the transmission of control signals as part of the system to be 
controlled, because a fault on this communication network may also limit the 
coherence of command actions [4, 15]. 
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3   Procedure for AHFTCS Design 

Here the basic structure of the AHFTCS development procedure is presented: analysis 
of requirements, modeling, analyzing/simulation, implementation and operation. In 
the following explanation of each phase of the procedure it is presented some 
examples of models derived from case study applied. In Fig. 2a, is presented a cold 
production subsystem from a commercial building in São Paulo city, Brazil, 
composed of two chillers, four pumps, two block valves and one flowmeter (F). 

Phase 1 – analysis of requirements – on this phase is defined the AHFTCS’ 
specifications: aim of the system, control object, control devices, definition of tasks, 
strategies and control functions, and description of the interaction between the parts of 
the system, and the cases of reconfiguration. 

Sub-phase 1.1 – identification of holons – on this sub-phase the holons are 
identified, i.e., SSH, MH, SH and OH. The holarchies are represented by ellipsis and 
one holon may belong, simultaneously, to various holarchies (Fig. 2b). The 
identification of SSH – subsystem holon – involves the definition of control functions 
of each product/service offered by the FPS’ subsystems and how to perform 
production/service orders. Thus, SSH contains all knowledge necessary to operate the 
FPS and to choose the better strategy to reach the objectives planned. The MHs – 
manager holons – are the entities responsible for the management of control strategies 
that must be followed during execution phase.  The SHs are responsible for 
coordinating the OHs. The SH – supervisor holon – contains all knowledge necessary 
to coordinate holons on lower hierarchic levels. The function of the SH involves the 
preparation of a program of tasks and coordination of decisions for the performance 
of these tasks. When a process requests a resource, in fact it is requesting 
functionality and the SHs check the available resources to control the allocation of the 
resource. The OH – operational holon – represents human operators and plant’s 
physical resources, which have any control device for its operation and establish these 
resources’ behavior according to the objectives and skills. OH manages the behavior 
of these resources according to the objectives, characteristics and skills. According to 
Fig. 2, a holarchy (CP) is formed by the SH cold production controller (SH CP) and 
other holarchies: main production (MP), auxiliary production (AP) and distribution 
(Dist) and these holarchies are represented at other SH and OHs. For this subsystem, 
which provide cold water to the heat exchanger of the air conditioning unit; the 
control actions are developed considering redundancy: the activity [production of cold 
water] may be carried out in the main cold subsystem, in the auxiliary cold 
subsystem, or both. 

Sub-phase 1.2 – AFTCSs specifications – in this sub-phase is identified the main 
critical points of the system and the faults that may affect the normal performance of 
functions indispensable to the system. After that identification it is necessary to 
analyze which critical processes will be subject to reconfiguration. The functions of 
the AFTCS are divided into four phases and are present at each holon independently 
of the type. The “estimation” phase involves: 1) detection of symptoms that may 
supervise the existence of faults and 2) the isolation of the fault. When the symptoms 
detected do not allow any conclusion, the system must be programmed to identify the 
kind of fault detected in similar cases or request external intervention. The “planning” 
phase decides upon the reconfiguration action based on pre-defined priorities such as: 
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lower performance fall, lower recovery time, etc. The “execution” phase involves the 
sending of commands for the performance of the selected action plan. The last phase 
is “learning”, which involves the storage of the relevant data in relation to the 
performed plan. Therefore, it may be stated that AHFTCS acts according to the 
following AFTCS rules: if <symptoms> then <selects fault >; if <fault selected > then 
<selects action >; if <action selected> then <activates reconfiguration>; and if 
<reconfiguration performed > then <storage relevant data>. 
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Fig. 2. (a) Cold production sub-system and (b) organization holarchies 

Sub-phase 1.3 – definition of interaction patterns between holons – three 
interactive processes are considered in this sub-phase: "request for products/services", 
"execution" of products/services, “fault treatment” and "reconfiguration" due to faults. 
The synchronization of e-PN models is made by enabling arcs and inhibitors  
(Fig. 3). These interactions are extracted from UML sequence diagram [16].  

Phase 2 – modeling considering reconfiguration – using PFS models represents 
the interactions of negotiation between holons, and the submission of orders to 
operational holons OHs; preparation and performance of these orders; and the 
treatment of faults upon their occurrence. The occurrence of faults must be 
represented by means of SHs and OHs’ models. The control strategies of the AFTCS 
are modeled on this phase, with the “diagnoser” and the “decider” to fulfill the 
requirements of the diagnosis and decision phases. The steps to design the e-PN 
model of the “diagnoser” are: i) construction of e-PN models for the components of 
the control object; ii) construction of e-PN models of control strategies; iii) definition 
of observable events – generally those related to control strategy commands; and non-
observable events [13], generally related to faults; iv) construction of e-PN models of 
sensors; v) initiate the construction of the “diagnoser” from the initial state considered 
“normal” (without faults); vi) relate, by means of transitions and enabling arches, the 
performed strategies with possible observable and non-observable events which may 
happen from the initial state; and vii) relate the states obtained with the states of the 
sensors. If the “diagnoser” does not indicate the correct state then the possible faults’ 
causes must be inferred to solve possible conflicts. This decision mechanism is called 
“decider” and its decision making rules may be based on probabilistic data, for 
example. Figure 3 also shows the valve 1 component commanded by the OH valve 1; 
the PFS and e-PN models of valve 1 model considering the influence of the control 
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signal transmission network; the diagnoser for the valve 1 and flowmeter; and the 
related decider device. In Fig. 4 is presented an example of fault treatment and its 
reconfiguration (degeneration). 

 

Fig. 3. Example of interactions, and control objects models, diagnoser and decider 

      

valve 1 =
Stuck closed

Aux chiller = ON
pump C = ON

Valve 2 = opened

PUMP A,B = OFF

Main chiller = ON

Valve 2 = closed

Fault Treatment

       

Fig. 4. Example of fault treatment and its reconfiguration (degeneration) 

Phase 3 – analysis/ simulation – the analysis is developed with e-PN tools for 
edition and structural analysis. The behavior and the quantitative analysis were 
carried out by means of associated simulation techniques with checking of e-PN 
properties.  This type of analysis allows re-design and re-engineering of the control 
system during the design phase. This phase is subdivided in: qualitative and 
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quantitative analysis. Qualitative analysis allows the verification of structural 
properties and behavioral models, sketching conclusions about the system operation, 
such as:  i) liveness, that is related to the complete absence of deadlocks  in operating 
systems; ii) reachability, to study the dynamic properties of any system; iv) 
reversibility, to recover from disruptive events of the operation; v) conservation and 
boundedness to verify the variation of the number of tokens of the net. The 
quantitative analysis requires the introduction of the time parameter associated with 
the transitions. Thus, it is possible check if the firing is consistent with specifications 
of the models. 

Phase 4 – implementation – for the practical use, the resulting models are 
interpreted as control program specifications to be performed by computers 
(supervisory control) and programmable controllers (local control level). This phase 
also comprises the codification, parameterization and development of wrapper 
interfaces. 

Phase 5 – operation – in this phase, the real-time supervision of the automation 
control system is performed by synchronizing the operation of the AHFTCS with the 
e-PN models, in order to control and monitor the system. The signals from the sensors 
and the status of mechatronic devices are acquired and connected with e-PN models. 
The adaptation and re-configuration of the FPS is supported using this procedure, i.e., 
the introduction or remotion of new components requires the  addition or remotion of 
a new token in the corresponding e-PN models and, in some cases, the modification 
of associated holons models. 

4   Conclusions and Future Works 

Using as application example an intelligent building (IB), a novel procedure for 
design of AHFTCS considering normal operations and occurrence of faults in flexible 
productive system (FPS) was presented. The process combines the requirements of 
the holonic control system (HCS) and AFTCS (active fault-tolerant control system), 
with special attention to the system’s reconfiguration. The modeling process is based 
on interpreted Petri net (PN), and its extension called PFS is used to structure the 
development of components’ models and presentation of the proposed procedure,  
combining the bottom-up approach and the top-down approach of the stepwise 
refinement associated to PFS. The use of this systematic technique, to structure and 
rationalize the models development of the proposed architecture allows an 
environment that facilitates the development of new models. The proposed 
architecture and its mechanisms allow implementing a hierarchic or heterarchic 
control structure and reacts to faults more agilely. This work synthesizes Silva’s 
project [3], which involved modeling of the whole HVAC and other subsystems of IB 
such as: access control, fire fight and prevention, people transportation/ movement, 
and signals transmission control; besides the simulation and validation of extended 
Petri net (e-PN) models. 

The PhD thesis of one of the authors, the student Silva, involves the whole life 
cycle of automation systems. Since the research done so far does not yet offers a 
complete solution to extending the research results towards applicability in other 
supervision and control systems. More detailed case studies for a complete evaluation 
are needed. The survey of theories, tools and applications, are considered as the most 
feasible and adequate research strategy in this study. The next stage of research 
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involves the transformation of a conceptual model, which must be developed and 
refined by the general surveys, to a practical model. 
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Abstract. When a patient have severe heart diseases, Ventricular Assist Device 
(VAD) implantation may be necessary. However, the improvement of the 
interaction between the device and the patient's behavior is crucial. Currently, 
the control of these pumps does not follow changes in patient behavior and the 
devices are no safe. Therefore, if VAD has no faults tolerance and no dynamic 
behavior according to the cardiovascular system performance, there is a serious 
limitation on expected results. This research investigates a mechatronic 
approach for this class of devices based on advanced techniques for control, 
instrumentation and automation to define a method for developing a 
hierarchical supervisory control system to control a VAD dynamically and 
securely. To apply this method, concepts based on Petri nets and Safety 
Instrumented Systems are used. This innovation reduces the interventions and 
unnecessary drugs, enabling a reduction of deposable material and patient 
hospitalization, and contributes to sustainability concept..  

Keywords: Ventricular Assist Device, Petri nets, Safety Instrumented System. 

1   Introduction 

The increase of resources consumption on the world is one of the main features that 
justify the use of sustainability concept on methods for projects development. In this 
sense, automation can help to optimize the resources utilization and to improve 
devices performance. Thus, this work proposes a development of Ventricular Assist 
Device (VAD) to aid patient with heart failure to be able to have relatively normal life 
despite the disease applying sustainability concepts. This device can be used in 
several cases during the period that patient is waiting for heart transplantation, during 
a pre or postoperative recovery period, or as destination therapy when the patient has 
no indication for heart transplantation due to several reasons [1, 2, 3]. VAD projects 
involve many research areas: mechanical and electromechanical engineer, 
biomaterial, medicine, and also computer technologies for data collection, processing 
and making decision, therefore, sensors to indicate blood pressure, blood flow, body 
temperature and cardiac frequency are necessary [4]. Figure 1 represents how the 
VAD interacts with the cardiovascular system. 
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Fig. 1. VAD and cardiovascular system 

In this context, two main aspects must be considered: 

• First: device shall demonstrate correct and accurate performance; otherwise, if 
the pump fail during operation and there is no embedded system that enables the 
treatment of faults autonomously, serious risks to patient will be inevitable. 

• Second: many VADs maintain constant blood flow regardless to patient daily 
needs [5], ie, they help blood circulation and do not react properly to changes [6]. 

Therefore, if VAD has no faults tolerance and no dynamic behavior according to the 
cardiovascular system performance serious limitation on results from this application 
may be observed. This work proposes application of a mechatronic approach based on 
advanced techniques for control, instrumentation and automation. These techniques 
allow treatment of fundamental limitations of current solutions. So, we propose a 
method for specifying a supervisory control system for a VAD that: 

• Specify a logic for pump speed control, according to patient's dynamic behavior. 
Models based on Bayesian networks (BN) [12] should be applied to diagnose 
patient's dynamic state, at every moment and to act in VAD control. 

• Specify a logic for safety interlock to prevent faults in VAD. We must diagnose 
the critical states by using BN and implement a diagnosis system by using Petri 
nets (PN). Once implemented the diagnosis control system, in parallel, should be 
implemented faults treatment according to specification of safety instrumented 
functions (SIFs) [10, 11]. These functions must be modeled in PN [9] for 
generating the control algorithm for faults treatment. 

• Check the mathematical model of supervisory control system according to its 
interaction with a model of human cardiovascular system [16, 17, 18]. 

So, supervisory control system can be implemented and specified for in vitro and in 
vivo testing in a consistent way. 

2   Technological Innovation and Sustainability  

There are three conflicting aspects that are considered if a new strategic approach as 
“Sustainability research” is adopted, i.e., contributing to economic development, 
being ecologically acceptable and socially just [20]. This approach will guide 
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sustainable solutions that have to be more effective and efficient spending of public 
and private funds for research and development.  To do the sustainability and make 
this a brand for the 21st century requires a strong engagement of science, industry and 
politics.  

Considering also previous works in the area of VADs, here we adopt the approach 
of a hybrid system presents dynamical behavior in which simultaneous evolution of 
continuous and discrete state variables occurs, ie, Continuous Variable Systems 
(CVS) behavior merge with Discrete Event Systems (DES) behavior [8]. Considering 
the requirement that a VAD needs to perform control functions to adjust pump speed 
according to changes on cardiac frequency and needs to react against occurrence of 
critical faults, we proposed a hybrid supervisory control system [7]. 

In this context, this research will contribute to add to VAD the following features: 
rational use of energy, minimization of operational costs and larger safety and 
comfort to the users. Then, this work is also a contribution for the technological 
innovation in design methods of VADs.  

3   Materials and Methods 

Production Flow Schema (PFS) is a technique that can be used to model the set of 
activities that VAD can perform. The PFS is a bipartite graph composed of activity 
elements (action, execution), distributing elements (collect, accumulate and/or store 
information or items) and oriented arcs to connect the elements. Figure 2(a) shows the 
graphical representation of these elements. 

Details of each activity modeled in PFS can be refined using PN which are capable 
of representing dynamic behavior of device. As VAD has continuous variables, 
Hybrid Petri Nets (HPN) are necessary. 

HPN model has been introduced as extension of discrete PN model been able to 
handle real numbers in continuous way and allowing us to express explicitly the 
relationship between continuous values and discrete values while keeping good 
characteristics of discrete PN soundly. In HPN model, two kinds of places and 
transitions are used: discrete/ continuous places and discrete/continuous transitions. A 
continuous place holds a nonnegative real number as content. A continuous transition 
fires continuously in the HPN model and its firing speed is given as function on 
model places. Figure 2(b) shows graphical notations of HPN elements [9]. The 
refinement of a model generated in PFS for a model in HPN is made based on the 
procedure adopted in Villani [7]. 

 

Fig. 2. (a) Production Flow Schema elements; (b) Basic elements of Hybrid Petri Net [9] 
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For modeling of diagnosis and treatment of critical faults, we are using the concept 
of Safety Instrumented System (SIS) and BN. According to Squillante [10] SIS is a 
layer of control in order to mitigate the risk or taking the process in a safe state. 
Definition of faults is made from the identification of Safety Instrumented Functions 
(SIF). In this way, a SIF describes a critical fault that should be diagnosed and treated 
by SIS. A SIS implements its SIFs through sensors and devices perform control by 
actuators. For each SIF a parameter called Safety Integrity Level (SIL) is defined. 
This parameter is a measurement of safety for components and/or systems. SIL 
reflects what end users can expect from a device and/or system in a safety function, 
and in case of fault, this occurs in a safety way. BNs provide formalism for reasoning 
about partial beliefs under uncertainty conditions. The propositions are as numerical 
parameters signifying the belief degree according to some evidence or knowledge. So, 
formally, BNs B = (G; Pr) are made up by a topological structure G and a set of 
parameters Pr that represents probabilistic relationship among their variables [10, 11].  

Therefore, to develop a design for supervisory control system for VAD, according 
to the modeling techniques presented above, proposes a method for developing the 
VAD a supervisory system shown in Figure 3: 

 

Fig. 3. Method for supervisory control system design applied to VAD 

The sequence proposed aims to organize the activities involved to develop control 
system design applied to VAD. So, these activities (represented by the elements of the 
activity model in the scheme proposed PFS) are presented briefly:   

• Definition of control functions - A team of doctors and engineers defines the 
degree of autonomy of VAD control system. The team responsible control system 
development needs to select ideas that are possible to be implemented taking into 
account: sensors available, VAD performance characteristics and technological 
limitations. At this stage, a table with VAD control functions is specified. 

• Modeling of Patient Diagnosis – Initially, diagnosis model involves development 
of a cause and effect matrix, which is basis for a BN. Then, this network can be 
converted into a HPN model. 

• Modeling of treatment for diagnosed problems - From HAZOP (hazard and 
operability) [13] study the risk analysis report from VAD is obtained. Based on 
this information, we have the SIF, SIL and events (from sensors) and actions (to 
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actuators) for each SIF. Next, diagnostic model and corresponding SIFs are 
modeled in HPN for control system design. 

• Solution Analysis – First, structural analysis of HPN model of diagnostic process 
is made. Next, it is checked if the HPN has no deadlock states (markings where 
no transition is enabled). For at, a simulator [14] can be used. 

• Control algorithm programming - A Programmable Controller (PC) is an 
essential equipment for implementation of control systems. Consequently, 
standards have been set for this equipment allowing the reuse of existing software 
modules and ensuring high quality solutions, especially for conditions that 
require security methods for verification and validation. Thus, it is necessary to 
adopt following procedure: generation control program in programming language 
according to IEC 61131-3 [15], based on conversion of HPN models. 

• In vitro validation for control algorithm - Control algorithms can be validated 
using mathematical model that simulates human cardiovascular system. The 
entire electrical equivalent of the model is shown in Figure 4. The electronic 
parameters are correlated to their mechanical parameters as follows: voltage 
(volt) is analogous to pressure (mmHg), capacitance (lF) to compliance (ml/Pa), 
resistance (kX) to resistance (1 Pa.s/ml), and inductance (1lH) to inertance  
(1 Pa.s2/ml) [16]. The elements of each artery including one or two resistor, an 
inducer and a capacitor. Figure 4(a) belongs to the arteries with the radius of less 
than 0.2 cm and figure 4(b) belongs to the rest of the arteries. The architecture 
used to validate VAD control with cardiovascular system presented in Figure 1. 
Next step is prototype implementation that can be validated by a simulator of 
cardiovascular system. Currently, the Institute Dante Pazzanese of Cardiology 
(IDPC) has a programmable mechanical simulator that performs in vitro testing 
and is able to simulate real situations that can occur in patient's behavior [19]. 

 

Fig. 4. (a) Electronic elements equivalents arteries with radius less 0.2 cm (b) others arteries 

• In vivo validation for control algorithm - After simulation and in vitro validation 
of control algorithm, VAD is ready for in vivo tests in calves [2]. 

Applying this set of procedures, is definition of a method for supervisory control 
system design is possible and capable to provide changes in VAD rotation speed, 
according to changes in cardiac frequency of patient, and can improve security and 
quality of life for patient who needs this type of device. 

4   Discussion of Results and Contributions 

The project of the control system of VAD according to the procedure previously 
considers: (i) critical faults from HAZOP study for VAD, (ii) BN for diagnosis and 
decision, (iii) definition of Safety Instrumented Functions (SIF) using HPN and (iv) 
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modeling of supervisory control system considering discrete and continuous variables 
of VAD. The result is the logical ordering of supervisory control system functions 
that are shown in Figure 3 based on PFS formalism (Figure 5). To implement this 
control system for VAD at IDPC is proposed the architecture according to Figure 6. 

 

Fig. 5. PFS model to VAD supervisory control system 

According to this work proposal, each activity of model presented at PFS of Figure 5 
is represented by a place on HPNs, and the marks can represent local and global states 
of VAD control system. Transitions are synchronized with human body reactions 
through adequate sensors. Oriented arcs can define the sequence for control functions 
processing. Therefore, we apply obtain VAD control algorithm based on proposed 
method in the proposal control architecture as show in Figure 6. 

 

Fig. 6. Control architecture proposed 

Therefore, the control system proposed can improve VAD and can fit patient needs 
providing better patient quality of life and longer survival. Supervisory system can 
also assist in diagnosis and in interventions to maintain VAD functions. 
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5   Conclusion  

The VAD under development at IDPC presents difficulties concerning blood flow 
adjustment according to patient state: there is no device supervisory control that can 
adjust rotation speed based on patient needs and there is no treatment of VAD faults 
that can help patient's safety. 

With a control system automatic and dynamic is possible that VAD adjust patient 
needs, providing a higher quality of life and enabling a patient survival. The 
supervisory system can also assist in diagnosis and possible interventions that doctors 
need to VAD control. Thus, VAD system may be adapted to the patient needs, 
keeping security and provides risks reduction. Therefore, VAD supervisory control 
system proposed offers advantages compared to currents VADs control systems. 

This study contributes to have a customized VAD considering the patient's illness 
and different metabolism. Moreover, Safety Instrumented System concept is essential 
to provide risk reduction that might interfere in VAD functioning and in patient's life. 

5.1   Future Works 

About the method to obtain VAD control architecture: 

• Make research about a most efficient method for setting requirements to improve 
control system autonomy, concerning items complexity to determine the control 
and security system and to optimize process to obtain supervisory system. 

   About sensors and actuators used: 
• Work to improve sensors to make them less invasive and allow to provide signals 

with higher quality and precision; 
• Work to improve the dynamic pump features to improve system efficiency. 
• Add block valves to VAD applying new technologies and using biomaterials. 
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Abstract. Wireless Sensor and Actuator Networks can be used to detect and 
classify ephemeral distributed events, where different process components with 
different behaviours are involved. Agents implementing Distributed Artificial 
Intelligence techniques are a key value in improving the overall system’s  
performance. This paper proposes a general WSAN Multi-Agent based archi-
tecture for robust supervision and fault tolerant control.  

Keywords: Agents, Mobile Agents, Multi-Agent Systems, Fault Detection and 
Supervision, Wireless Sensor and Actuator Networks. 

1   Introduction 

Wireless Sensor and Actuator Networks (WSANs) has attracted considerable atten-
tion in the last few years. They are distributed networks of sensors and actuators 
nodes, which act together in order to monitor and/or control a diversity of physical 
environments [1]. Each node is a small electronic device with wireless communica-
tion capabilities, including data storing and processing power, which can be  
programmed to interact with the physical environment by means of incorporated sen-
sors and actuators. Additionally, they present reduced dimensions and can be used in 
a number of applications, including military, medical, process industry, environmental 
tracking, home automation, surveillance systems, just to name a few [2], [3].  In the 
industrial context, WSANs may be used in rare event detection or periodic data col-
lection. In uncommon event detection, nodes are used to detect and classify rare, 
random, and ephemeral events, such as alarms or faults detection notifications. On the 
other hand, periodic data acquisition can be required for operations such as monitor-
ing and control, reducing installation and operation costs [4], [5]. Furthermore, unlike 
traditional wired networks, nodes of a WSAN can be deployed in hostile or inaccessi-
ble environments, which is impractical with normal wired approaches. Because of 
their intrinsic features, WSAN can be a useful and powerful solution for a number of 
practical applications. However, since a WSAN is a preprogrammed system, it does 
not allow coping with unpredictable contingencies. What happens when the sensor 
network is faced with specific constrains, like energy consumption, data optimization, 
quality of service, for which it was not designed? How to achieve flexibility in the 
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WSAN? The answer relies to some extent on the incorporation in a single framework 
of distributed artificial intelligence (DAI) methodologies along with Multi-Agent 
Systems (MAS) [6].  

Agents are intelligent and autonomous software programs capable of interacting 
with other software components within a given application, and sharing a common 
goal. The integration of agents in a given environment can be remarkable advantageous 
in the case of several distinct process components (exosystems) with different behav-
iors and dynamics, for which it is, required to communicate with each other to perform 
a given global task. Agents can be organized in a particular multi-agent framework, 
where they cooperate in order to solve particular problems, inexorably constrained to 
the system’s teleonomy, and taking advantage of their specific skills and individual 
knowledge. In industrial environments they can be used, for instance, in fault diagnosis 
or in the implementation of reconfiguration heuristics applied to local digital control-
lers, or creating drivers that exhibit a certain degree of tolerance to faults.  

The present work proposes a robust data processing multi-agent based framework, 
ensuring the performance (reliability, timeliness, and precision) and data quality mon-
itoring (QoS - Quality of Service), as well as fault diagnosis capabilities to deal with 
common WSANs constraints. Section 2 introduces the concept of agent and Multi-
agent based systems, describing common multi-agent topologies and their  
features from the perspectives of physical and software abstractions. In section 3, the 
multi-agent based WSAN architecture is described focusing on structural and  
functional issues. Finally in section 4 some conclusions are drawn. 

2   Technological Innovations for Sustainability in Multi-agent 
Based Systems over WSANs 

Agents can be defined as computing entities, comprising a certain degree of autonomy 
and having the ability to feel and/or actuate in order to achieve predefined goals [1], 
[7], [3]. Other features include i) Autonomy: Agents are independent entities, able to 
accomplish a given task, without any programming or direct intervention; ii) Reactiv-
ity: agents are capable of perceiving their environment and respond quickly and effec-
tively to changes; iii) Pro-Activity: agents are able to take initiative goals and behave 
in order to meet them; iv) Cooperation: agents have the ability to interact and com-
municate with each other to meet their goals and v) Intelligence: in order to evaluate 
and take over a task in autonomous way, the agent should incorporate intelligent 
techniques [7], [5].  

The manufacturing industry has entered an era in which computer technology has 
refocused attention from hardware platforms to operating systems and software com-
ponents [7]. The need for continuous real-time information (available at any time to 
many people) is currently pushing information technology providers to develop con-
trol system models and management systems to support this need. Multi-Agent Sys-
tems offer a new approach to designing and building complex distributed systems that 
significantly extends previous approaches and methodologies, like object-oriented or 
distributed computing [8]. It promises to be a valuable software engineering solution 
concerning the development of complex industrial systems, where complexity and 
spatial distribution of processes call for new methodologies. 
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Committed with the industrial panorama, the WSAN appears to be a powerful so-
lution. Although, sensor/actuator nodes have limited resources, namely, reduced phys-
ical size, small memory, limited computation, small energy budget, and narrow 
bandwidth [3], [13]. A large group of this small and low-cost sensor nodes can be 
deployed to a given domain of interest and form a distributed networking system, in 
which collaboration among several sensor/actuator nodes is crucial to overcome the 
limited sensing and processing capabilities of each node and to improve the reliability 
of the decision making process [6]. The concept of mobile agent is a valuable solution 
to deal with these challenges. 

In a mobile-agent based approach [9], [11], the transfer unit is the software agent 
itself and is based on three intrinsic premises: autonomy, communication and mobility. 
This approach may be advantageous for collaborative information processing in sen-
sor networks, extending the inherent functionalities of networks, allowing saving the 
network bandwidth and computation time, since unnecessary nodes visits and agent 
migrations are avoided [9]. Since their scale is very small and bandwidth require-
ments are reduced, the necessary energy for transmission process is very low, thereby 
optimizing the energy autonomy of each node [12]. 

3   Three-Level Architecture 

This section focus on a multi-agent based data processing architecture for WSAN, 
guaranteeing a certain level of performance, data quality monitoring and fault diagno-
sis functionalities, as well as the possibility of integrating Fault Detection and Identi-
fication (FDI) techniques with Fault Tolerant Control (FTC) modules. The overall 
goal is to provide a suitable framework for robust supervision purposes over WSANs, 
to meet application specific performance targets to integrate with industry resource 
systems. The framework facilitates the integration of the physical environment with 
software agents by means of the two main agent’s characteristics, namely, communi-
cation and mobility, and enables a comprehensive handling of the fault management 
problem by the association of each monitoring activity to a particular agent service. 
The multi-agent approach conceptualized in this architecture will bring to the WSAN 
system, the following advantages: i) Modularity and Scalability, instead of appending 
new features to a system, agents can be added/launch or deleted without breaking or 
interrupting the overall process or even the task currently running in a given node;  
ii) Mobility, when, in a local node, an agent thumps, it can readily be regenerated by 
uploading it again from the server to the local node; iii) Reliability, in case of an  
active link break-down from the local node to the supervision system, local agents 
could take over the closed loop system stabilization role, considering the last refer-
ence vector, until communications are re-established; iv) Concurrency, agents are able 
to perform tasks in parallel, giving more flexibility to the networked system itself and 
also speeding up the computation and v) Collaborative dynamics, agents share their 
resources to perform their goals. 

3.1   Architecture Overview 

The conceptual multi-agent based WSAN hierarchical (3-level) architecture (Figure 1) 
comprises the following constituting parts: 
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Fig. 1. Multi-agent based approach for distributed fault diagnosis and control 

i) Middleware platform: Middleware platforms are used to connect applications, 
services and components, which interact within a given system architecture. It is 
positioned in the middle of a typical three tier architecture. In this work an event-
based middleware provides the application user with an extensive set of function-
alities for developing distributed systems. It allows users to collect process and 
reason real-time data, as it is processed through the system. This middleware, as 
an event-based system, provides a strong concept of decoupling which applies to 
both internal middleware components (query processing and distribution or adap-
ter framework) and external components (the WSAN, at the process level, and, at 
higher level, the business applications, like visual applications and ERP systems), 
which communicate using the middleware; 

ii) Multi-agent fault diagnosis and supervision system: This module is responsible for 
accommodating three components, namely, the Global Agent Supervisor system 
(GAS), which houses the agent platform responsible for the global monitoring and 
management of local manager agents (see section 3.3); Fault Detection and Identi-
fication system (FDI), devoted to the implementation of FDI techniques; Fault  
Tolerant Control module (FTC), assigned to the implementation of fault tolerant 
control techniques, which can be used together with the FDI system; 

iii) Wireless Sensor and Actuator Network: The WSAN comprises several sen-
sor/actuator nodes, deployed in the environment for monitoring and control. Each 
node acquires data from exogenous systems under monitoring, to which it is as-
signed, this information being subsequently perceived and processed by dedicated 
software agents’ services (see section 3.2). These local agents provide nodes with 
the autonomy to respond accordingly to faulty events, for instance, in case of 
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time-outs or latencies exceeding a predefined threshold in the wireless communi-
cations. The exogenous system outputs are converted from analogue to digital, and 
vice-versa, by ADCs (Analogue-to-Digital Converters) and DACs (Digital-to-
Analogue Converters) that are embedded in the sensor/actuator node microcon-
troller (Figure 2).  

 

Fig. 2. Local multi-agent architecture 

3.2   Local Multi-agent System 

The architecture is based on the multi-agent paradigm [10], where each agent is re-
sponsible for a specific task. In terms of modus operandi, this framework relies on a 
collaborative and sharing profile/approach, which is a necessary condition to any 
distributed system. As can be seen in figure 2, each local sensor/actuator node  
includes a set of agents for monitoring and control purposes, accordingly to environ-
ment sensing and actuator constrains, as well as to trigger predefined faulty alarms to 
a local macro-agent (Local Agent Manager) responsible to reacts to these faulty 
events. The following features and services are included in each node: 

i) Local Agent Manager 

The main purpose of the Local Agent Manager (LAM) is to carry out extensive man-
agement routines related to other dependent (lower lever) local agents, and monitor-
ing the communication status between the sensor node and the gateway. Whenever 
active, it automatically launches specialized monitoring agents, with the purposes of 
real-time monitoring of exogenous output. 

The LAM is also responsible for continuously monitoring the status of these local 
subordinate agents. If one of these agents crashes, the manager kills the corresponding 
thread and re-launches its clone from the local agents’ repository. Furthermore, in 
case of repeated crashes or agent’s corruption, a regenerating request is sent back to 
the GAS, via the gateway Dispatcher Agent (DA). A default function associated with 
the LAM is to choose which agents should be launched and when, depending on the 
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environment status. If a monitoring agent is no longer necessary, the local manager 
removes it from memory, although it can always be re-launched whenever necessary. 
Another task concerns the message latency estimation, regarded as the elapsed time 
between the analogue data acquisition and its reception at the gateway’s side using an 
active link. Since control actions are computed in the Fault Diagnosis and Supervision 
System (FDSS), in the server, and sent to the sensor node, if the communication link 
breaks-down the local manager should detect this faulty event and proceed accord-
ingly, so as to not compromise the system’s stability or performance. The LAM then 
launches a stabilizing Control Agent (CA) that is responsible to stabilize the system 
around the last reference received from the gateway. When the connection is re-
established the local manager will remove this agent and the control authority is trans-
ferred to the FDSS. 

ii) Monitoring Agents 

The Local Monitoring Agents (LMAs) are launched by the local manager. By access-
ing the reading buffer, the LMAs continuously follows up the data read from the ex-
ogenous system or environment and is programmed to react to faulty events, such as 
abnormal sensor measurements or structural faults, just to name a few. In those cases, 
local agents are responsible for triggering alarms that are sent to the LAM. Since the 
computing power is limited the proposed fault diagnosis methodologies are based 
exclusively on univariate or multivariate statistics. In the univariate approach, the 
upper and lowers bounds define nominal operation conditions on the basis of a prede-
fined threshold, and their violation triggers a predefined fault alarm. In multivariate 
T2 approaches more than one observation variable is used for decision-making. Let us 
assume we have a data set XϵRnxm, comprising m variables and n observations. Then, 
the corresponding covariance matrix is given by S=1/(n-1)XTX. Assuming that the 
covariance matrix is invertible, the Hotelling’s T2 statistics [14] can be given by 
T2=zTz, where z=Λ-0.5VTx, being Λ and V given by the singular value decomposition of 
S. Appropriate thresholds for T2 statistics based on the level of significance α can be 
determined by assuming that observations are randomly sampled from a multivariate 
normal distribution. Therefore, faults can be detected for observations outside the 
elliptical confidence region, that is T2≥T2α, triggering in this case a predefined fault 
alarm. 

iii)  Control Agents 

The main task of Control Agents (CAs) is to stabilize the exogenous system around 
the last reference received from the gateway, in case of communication link break-
down. For this reason, these agents are stacked in the agent’s local repository and are 
only launched by the LAM if this scenario (fault) occurs. Their role is crucial for the 
autonomy of the WSAN system, allowing the system to respond dynamically to 
communication time-outs, and thus ensuring the operationally of the system under 
control, in case of connection failure. 
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3.3   Dispatcher Agent 

The network gateway is a central component to this architecture, since it establishes 
the interface between the low-layered information and the upper-layered modules, 
resolving and forwarding packets from the WSAN to the upper modules. Regarding 
the implementation of supervision policies and fault diagnosis purposes, it is neces-
sary to incorporate some intelligence on this module. The Dispatcher Agent (DA) is 
then responsible for analyze and identify the sender (agent) of the alarm, before send-
ing the output alarm message to the GAS.. This data processing is very crucial to the 
overall supervision robustness, providing the necessary information to the Multi-
Agent Fault Diagnosis and Supervising System that is implemented in the upper-layer 
of this architecture. The DA will also receive the action events from the GAS and 
forwards these events to the corresponding LAMs. 

3.4   Global Agent Supervisor 

The Global Agent Supervisor (GAS) is in charge for supervising and managing all the 
WSAN agents. It is connected to a global agent database, or a catalogue, consisting of 
a backup of all existing agents in the WSAN nodes, which can be used to regenerate 
corrupted local agents, including LAMs. When a LAM is unable to regenerate a given 
corrupted local monitoring agent a regenerating request is sent to the GAS. This re-
quest is processed accordingly and a clone generated from the global multi-agent 
repository is sent to the gateway DA, which forwards it to the respective node. As a 
global manager, it has the authority to reconfigure all the local agents, depending on 
specific premisses. This is a major advantage of the distributed system, since it makes 
possible, over time, the reconfiguration and adaptability of nodes’ functionalities and 
also enables the scalability of local agents’ databases. Other functionality associated 
with the GAS is to manage different local managers for each node, by uploading, 
deleting or killing a given LAM, according to specific requirements. 

4   Conclusions 

A conceptual multi-layered and middleware-driven multi-agent architecture for 
WSAN applications is presented. The multi-agent approach is a valuable engineering 
solution to distributed systems, such as WSAN, offering the mobility, autonomy, and 
intelligence to sensor nodes. This is carried out through independent software mod-
ules that use sensors and actuators to interact with the environment. The proposed 
architecture takes into account the specificities and constraints of sensor networks, in 
order to reflect the specific needs of WSAN as a distributed system, in the context of 
faults’ monitoring and fault tolerant control. The prototype of the architecture de-
scribed in this paper is in development, in a real-environment test-bed, having already 
produced very attractive results, that will be released in future publications. 
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Abstract. In this paper, we present a controller design strategy for the imple-
mentation of a multicontroller structure for single-input single-output (SISO) 
plants. The overall control system can be viewed as a feedback interconnection 
of a SISO plant, a set of candidate controllers and a switched selection scheme 
that supervises the switching process among the candidate controllers. The 
switching scheme is designed without explicit assumptions on the plant model, 
based on the unfalsified control concept introduced by Safonov et al. [1, 2]. A 
switched multicontroller structure is implemented and experimental results are 
presented.  

Keywords: multiple model control, adaptive control, switched control. 

1   Introduction 

Dealing with nonlinear systems is an inherently difficult problem. As a consequence 
models and analysis of nonlinear systems will be less precise than for the simpler 
linear case. Thus, one should look for model representations and tools that utilize less 
precise system knowledge than the traditional approaches. This is indeed the trend in 
the area of intelligent control where a range of approaches, such as Fuzzy Logic,  
Neural Networks and Probabilistic Reasoning are being explored [3]. The current 
paper uses operating regime decomposition for the partitioning of the operating range 
of the system in order to solve modeling and control problems. 

1.1   Unfalsified Switching Control 

The operating regime approach leads to multiple-model or multiple controller (multi-
ple model control – MMC) synthesis, where different local models/controllers are 
applied under different operating conditions, see Fig. 1. One version of the above 
strategy is to represent the global system as a family of smaller local regions, where 
the supervisory controller alters the controller according to the current local region in 
which the process is operating. It must be stressed that this strategy holds only if the 
nonlinear system can be represented as a Linear Parameter varying (LPV) system.  

The switching is orchestrated by a specially designed logic that uses the measure-
ments to assess the performance of the candidate controller currently in use and also 
the potential performance of alternative controllers. In performance-based supervision 
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Fig. 1. Switching control. The switching decision between the controllers is performed trough 
the switching signal σ.  

the supervisor attempts to assess directly the potential performance of every candidate 
controller, without estimating the model of the process [1, 2, 4]. To achieve this, the 
supervisor computes performance signals that provide a measure of how well the 
controller Ci would perform in a conceptual experiment, in which the actual control 
signal u would be generated by Ci as a response to the measured process output y. 
This approach is inspired by the idea of controller unfalsification [1]. 

Using the unfalsification concept, no assumptions on the plant structure are re-
quired. The best controller among a set of candidate is selected straight from in-
put/output data. The performance of all candidate controllers is evaluated directly, at 
every time instant, without actually inserting them in the feedback loop. Controllers 
that prove to be unable to drive the system according to the desired closed loop dy-
namics are entitled falsified. Only unfalsified controllers are candidate to actually 
control the process. Thus, switching between candidate controllers is based directly 
on their performance. 

1.2   Controller Design 

A key feature over the unfalsified control approach is the separation between the 
supervisor switching policy, and the controllers design and tuning procedure. Apart 
for some causality constrains, there are no relevant restrictions on individual control-
ler structures. In fact, different controller structures may be combined into a single 
unfalsified switched multicontroller. 

A relevant aspect on unfsalsified control is the fact that, in spite no process model 
is required for the development of the supervisor switching scheme, all the controllers 
share the same closed loop specifications, usually in the form of the behavior from a 
reference model to be tracked. This makes its use within muti-loop control structures 
quite interesting, as it provides a level of decoupling between loop dynamics and the 
process operation conditions.  

Within this framework two different approaches towards the development of such 
a multicontroller were developed. The first applies a set of standard state space based 
pole placement controllers, using Kalman filter for state estimation. The second uses 
non-parametric process models and the set of controllers is determined from experi-
mental frequency response data, through frequency domain optimization. Due to 
space constrains this second controller will be further described in a latter article. 
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2   Contribution to Sustainability 

The keyword that is always tied to control, even when it is not explicitly mentioned, is 
“performance”. Within the control field performance may be evaluated by a broad 
spectrum of index functions, however, in practical applications the ultimate perform-
ance assessment is related to the quality of the process outcome and the efficient use 
of resources – materials, energy and time. Both resources and quality are essential 
topics for sustainability. 

3   The Unfalsified Pole Placement Multicontroller 

There is vast literature on supervisory control, mainly for process estimation based 
schemes. Among those based in process estimation using Certainty Equivalence, 
interesting references are [6, 7, 8, 9], while for or Model Validation based schemes 
some relevant papers are [10,11]. Also, a very interesting tutorial may be found in [5] 
where an attempt is made to integrate the different approaches within a unified 
framework.  

As for performance evaluation based algorithms, and specially unfalsified control, 
some important references are [1,2,4,12].  

It is well known that switching among stabilizing controllers can easily result in an 
unstable system [9, 47]. To avoid a possible loss of stability caused by switching  
one should then require the switching logic to prevent “too much” switching, by  
implementing a dwell-time strategy [13, 4]. 

3.1   Unfalsified Controllers 

Consider that the process to be controlled is unknown and that the only available 
information is the past values from the set-point (r), the output (y) and the control 
action (u). The aim is to determine if a controller is capable to lead the closed loop 
system to behave according to some predefined reference model Wm. 

It is assumed that there is a number of predesigned “causally-left-invertible” control-
lers Ci (in the sense that the current value of ri(t) is uniquely determined by past values 
of u(t) and y(t)), among which at least one is able to fulfill the specification. After  
Safonov [1] performance criterion (1) is used to evaluate discrete time controllers.  
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At every moment, the controller performance is evaluated for all Ci according to 
the procedure (see also Fig. 2): 

1. The plant is to be under control of a stabilizing controller, even if its  
performance is poor. 

2. From past input/output data compute a fictitious set-point signal 

˜ r i(t) = ˜ r i Ci,u(τ) τ≤ t
,y(τ ) τ≤ t( ) for each controller Ci. This corresponds 

to the set-point signal for which, taking into account y(t), the controller 
would have produced the actual control action u(t). 

 

Fig. 2. Controller performance evaluation under unfalsified control framework 

3. For each controller compute the fictitious output signal ˜ y (t) , correspond-
ing to the output of the reference model Wm, when the fictitious set-point 
signal ˜ r i(t)  is used. 

4. For each controller compute the fictitious error ˜ e i(t) = ˜ y i(t) − yi(t) . 

5. For each controller evaluate the performance function V ˜ r ,u, ˜ e ,t( ). 
6. From controller Ci performance V ˜ r i,u, ˜ e i,t( ) together with a perform-

ance threshold γ, the controller is said to be falsified by the available data 
at time t, if V ˜ r i,u, ˜ e i,t( )> γ . 

3.2   Switch Limiting Strategy 

Only unfalsified controllers are candidates to control the process, which means that 
each individual controller yields a stable closed loop system. The basic control selec-
tion approach is to choose the controller with the least performance index. However, 
this may raise stability problems, resulting from fast switching of the active controller 
[9, 7]. Thus some switch limiting strategy is required. The most common solution is 
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the use of a dwell-time. However, two other switching policies are frequently used 
with unfalsified control switching schemes: 

• Once controller Ci is chosen, stick to this controller even though it may 
not be the best. Controller switching occurs only whenV ˜ r i,u, ˜ e i,t( ) rises 

above a threshold, at which time the controller with the least performance 
index ought to be chosen. 

• Another strategy is to define a switching offset. In this case when control-
ler Ci is in use, no switching takes place as long as no other controller 
performance index lies below V ˜ r i,u, ˜ e i, t( )− γ s. This is the policy used 

in the results from this paper. 

3.3   Pole Placement Control Design 

A relevant feature under the unfalsified control approach is independence from the 
controller algorithm. As long as the process is working in stable close loop system, it 
is possible to evaluate each individual controller performance, even though it is not 
the actual active controller. This allows the used of any causally-left-invertible linear 
time invariant controllers.  

For pole placement design a set of state space models is required (2), representing 
the process dynamics over the relevant range of operating conditions. This may be 
obtained using standard identification methods.  The spread of models over the  
operating range is not critical, as long as it adequately captures the full range. 

x i(k) = A ix i(k −1) + Biu(k −1)

y(k) = Cix i(k) + Diu(k)
       i=1, … , n                           (2) 

For each model a controller is design. The controller structure is 

ui(k) = −K i
ˆ x i(k) + Nir(k)        i=1, … , n               (3) 

where  ˆ x i (k)  is the output from a state estimator,  r(k) is the set-point, N i is a  

parameter and K i  is a parameter vector. Each controller is designed so that the 
closed loop system will behave according to some specified dynamics (the same for 
all the model/controller). 

3.4   Frequency Optimization Based Design 

With low noise processes, by using experimental frequency response to characterize 
the dynamic behavior over the selected operating points it is possible to obtain models 
(non-parametric) that are closer to the process true behavior.  From such models con-
trollers may be designed by classical frequency based methods (Nyquist plot, lead-lag 
compensation, etc.), or by optimization over the frequency based algorithms. An  
interesting methodology for this purpose is presented in [14], where a two-stage  
optimization scheme is used. 
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4   Implementation and Test 

Unfalsified multicontroller supervisors were implemented and tested, using both of 
the proposed structure and design approaches. This section addresses some implemen-
tation issues and experimental results. Tests are made over a lab-scale heat/ventilation 
experiment (Fig. 3). Three operation regimes are defined   according to fan speed: 
low, medium and high speed. Fig. 3. also shows the frequency response correspond-
ing to each of this regimes. 

Fig. 3.b shows that at low frequencies the process gain decreases with the fan 
speed. The process bandwidth increases with the speed. The phase plot shows that the 
process presents some transport time delay. 

4.1   Unfalsified Pole Placement Switched Controller  

For each of the selected operation regime a linear second order state space model (2) is 
identified. Fig. 4 shows a comparison between the process experimental frequency 
 

  
(a) 

 
(b) 

Fig. 3. a) Lab-scale heat/ventilation experiment used for tests. b) Process frequency response 
for low speed  (---blue), medium speed (-⋅-red) and high speed (⎯magenta). 
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response an that of the identified model. The models gain present a small deviation for 
low frequencies, but in the overall captures the plant behavior for values above -20dB.  

The models phase captures the systems behavior at lower frequencies. However the 
process transport delay is not captured by the model leading to an increasing difference 
at higher frequencies. Nevertheless, the model is found to capture the fundamental of 
the process behavior over the relevant dynamic range. 

 

Fig. 4. Process frequency response for low speed (⎯magenta) and the corresponding state 
space model frequency response (---blue) 

Pole placement controllers (3) are designed according to the closed loop reference 
model specifications. These are defined in terms of its step response: i) 3% overshoot; 
ii) settling time of 1 second; iii) zero steady state tracking error. This leads to a refer-
ence model represented by the transfer function 

Y(s) = 16
s2 + 6s+16

R(s)
                                            

(4) 

Experimental tests show that the proposed controller structure (3), combined with 
the identified models, is able to fulfill specifications i) and ii), but yields a significant 
steady state error. This results from the low frequency modeling error. Thus the  
control structure from Fig. 1 is adapted to include integral control action (see Fig. 5). 

As under unfalsified all the controllers share the same reference model, a shared  
integral action may be used. If the individual controllers were tuned for different speci-
fication sets, it would be necessary to tune a separate control action for each controller. 

Fig. 6 illustrates the use of the proposed multicontroller structure applied to the 
lab-experiment. The test starts at medium fan speed, close to 55 seconds the speed 
changes to low, and at 105 seconds it changes to high. 

The process output follows closely the set-point, with no relevant overshoot and with 
fast set-point transitions. Operating conditions changes cause disturbances on the output 
signal that are rapidly recovered. The second fan speed change causes a large spike on 
the output signal, but it must be stressed that it corresponds to a change from the lower 
to the higher fan speed. This causes a very large modification on the process gain. 
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Fig. 5. Supervisory control structure with shared integral action 

 

Fig. 6. Supervisory control test over the experimental setup. r(t) - set-point; y(t) – output; V1, 
V2, V3 – performance indexes. Active action: 1 – low speed; 2 – medium speed; 3 – high speed. 

Observing the performance indexes (V1, V2, V3) it is apparent that the correct con-
troller is selected in all the operating conditions. Operating conditions changes are 
rapidly detected. 

5   Conclusions and Further Work 

The switched multicontroller structure described shows to present good performance 
and fast adaptation to modifications on the operating conditions.  

An important feature is that no previous knowledge on the plant dynamics is re-
quired to implement the unfalsified control-switching scheme. As the performance 
evaluation algorithm does not require a specific controller structure, it can be used 
with a broad range of controllers, and its possible to combine controllers of different 
types into a single switched multicontroller. 
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Once the control-switching scheme requires no process model, an interesting de-
velopment is to design the controllers without using any process parametric models. 
As mentioned in the paper, this may be achieved through the use of experimental 
frequency response to characterize the dynamic behavior over the operating range. 
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Abstract. Virtual Reality has known exponential development in the recent 
years and presents important research vectors for the years to come. One major 
issue, unresolved yet, remains the totally immersion feeling in Virtual Envi-
ronment (VE) and one of it’s most important aspects still to be researched is lo-
comotion in VE. In this direction the authors propose a bidirectional active 
treadmill based device adapted from an ordinary unidirectional treadmill. The 
device is used for researching a way to walk smoothly and in an undisturbed 
fashion on a very limited surface area. For controlling the treadmill’s speed and 
direction the authors propose two simple algorithms. The implementation of the 
algorithms, experimental setup, tests and results are presented as well. The au-
thor’s discussion including a critical perspective about the results is also  
reported. The final part concludes this paper with the authors’ perspective and 
future vectors to be implemented and researched still.   

Keywords: Virtual Reality, Immersion, Walking Compensation Device, Control 
Algorithms. 

1   Introduction 

Virtual Realty (VR) is one of the newest technological domains that had a flourishing 
development in the recent years. Many of the VR research directions are rapidly 
growing and one of the most important is represented by locomotion interfaces.  

In VR, locomotion is simulated using several different types of devices, many of 
them evolved from physical exercise systems. There are several significant aspects 
that a complete locomotion device must include. One such aspect is the immersion 
sensation. Together with visual, acoustical and olfactory systems, a walking interface 
needs to create for the user a total immersion feeling.  

A locomotion device used for VR purposes is a system that must provide to the 
user a manner that allows natural walking in the real environment and precise repre-
sentation of it in the virtual environment, ensuring an adequate immersion sensation. 
Influences from the walking system, tracking system and other additional devices 
have to minimally affect the user’s locomotion. Another imperative aspect of a walk-
ing simulator is safety which must be set at high standards.  

In the simplest VR walking scenario, a mouse, keyboard or joystick controls dis-
placement [1]. More complex scenarios involve tracking the user’s position using 
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cameras attached to a Head Mounted Display (HMD). Different approaches use a 
Cave Automatic Virtual Environment (CAVE) system comprised of screens used for 
image projection and magnetic sensors for motion detection.  

Several other researchers have been conducting studies on treadmill based devices 
for use in VR. The first locomotion simulations were done using passive treadmills. In 
one such case [2] in order to move the rolling band the user uses his strength to push 
the band, sustained by a pair of auxiliary handlers. Because of user’s effort to actuate 
the rolling band, the locomotion is considered to be unnatural. Subsequently, passive 
treadmill devices were replaced by active ones [3], [4], [5], [6], [7], [8], [9], [10]. The 
major advantage of active treadmill locomotion systems is given by the natural and 
realistic walking sensation felt by the user.  

In this paper, we focus on presenting our treadmill based system along with two 
algorithms used for controlling its speed and sense, adapted to the user’s walking 
style. The user’s walking parameters are measured using an electromagnetic Flock of 
Birds tracker. Real-time capture and processing of these signals is a key feature for 
the proposed device. 

For providing answers to our research questions, tests including the proposed  
algorithms were developed on eight adult persons. Test method, a short questionnaire, 
the obtained results and a critical discussion are presented as well. 

The final part concludes this paper with the authors’ perspectives and future  
directions still to be researched.   

2   Contribution to Sustainability 

Human locomotion inside Virtual Environments is an important concept still to be 
integrated and supported by novel technologies, promising to expand into most of 
today’s domains, like medical-rehabilitation, engineering-architecture, urban planning 
and also into the concept of tomorrow’s Future Internet – the Internet of Services.  

The "bridge” that helps achieve virtual walking is represented by locomotion inter-
faces. By canceling the user’s displacement while walking on a limited surface, an 
infinite new virtual space is available to use and explore. Our small dimensions sys-
tem manages to reduce the main disadvantage of most active treadmill interfaces - the 
need for a large walking area [4], [7], [9] – and ensure proper integration in a full 
immersive CAVE system. To expand functionality, the two control algorithms we 
propose, properly manage to assist the system to support a natural user’s walking 
sensation. The small dimensions of our proposed bidirectional treadmill system along 
with its developed control system make the device ideal for future immersion needs. 

The goal of the presented system, algorithms and tests is to obtain preliminary data 
for a complete omni-directional system that we intend to develop.  

The proposed system will help future development of already existing domains by 
opening a path to new ideas and trends for self-sustained and advanced supportive 
environments. We anticipate that the results presented in this paper will also contrib-
ute to VR locomotion interfaces evolution, which represent in our view a small step 
for sustaining future technologies’ development. 
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3   Walking Compensation Device  

3.1   The Compensation System 

In this section we present our approach for a walking compensation device, based on 
a classical jogging treadmill adapted for VR purposes.  

The main concept of unlimited walking on a treadmill interface is based on perma-
nently controlling the user position by trying to keep him at a reference position 
(“dead zone” [4]) set in the middle of the band’s belt. The system always tries to keep 
the user in this area or very close to it were his movements and locomotion are safe 
and where the controller applies zero speed to the belt. Any deviation of the user’s 
centre of mass outside the reference zone is corrected by the control system.   

 

Fig. 1. System Architecture including a Control Architecture with the Hardware Control Loop 
(dotted line) and the Control Interface (solid line). User’s position parameter (on X axis) during 
walking is captured with a Flock of Birds (FOB) tracker and sent to Control Interface. Accord-
ing to the user’s position relative to reference zone (“dead zone”) and edges of the treadmill’s 
belt and following the speed control algorithm, the Control Interface sends a specific value to 
the Treadmill Controller. This sets the appropriate belt speed. The optical encoder closes the 
control loop by sending the treadmill’s belt RPM signals to the controller.  

Our system was implemented by adapting a classical unidirectional treadmill of 
150 cm (L) by 50 cm (W) surface area into a bidirectional VR locomotion device (in 
Fig. 1, left). From the initial structure only some basic elements were reused, like 
treadmill structure, belt and DC motor.  

The general system architecture (Fig. 1) of the adapted design includes the follow-
ing subsystems: 

a) HP Elite Lifebook 6930p Laptop, Core2 Duo, 2.40 GHz and 2048 MB RAM  
b) Forward and reverse digital controller – controls precisely the motor’s speed and 
position and it communicates with the computer through a serial interface (RS232). 
c) Flock of Bird (FOB) magnetic motion tracker system - simultaneously uses 2 track-
ing sensors to detect the user’s position and head orientation.  
d) Optical incremental quadrature encoder module kit and a 1000 PPR encoder. 
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The software application includes serial transmission configuration, Flock of Bird 
data transmission and position reception, parameter recording, position data and con-
trol parameters display windows. The two control algorithms were included in the 
control interface.  

The system’s safety measures include limits imposed by the algorithms to avoid 
the case of a user falling off the platform, kill button for stopping the system in  
dangerous situations and side handlers on the treadmill for stability.  

3.2   Control Algorithms 

In order for an algorithm to be adequate for walking compensation it has to be able to 
adaptively control the system by applying an appropriate belt speed opposite to the 
user’s walking speed and sense. Its main role is to minimize the possibility of getting 
close to the treadmill’s edges. In order to test our implemented system we proposed 
two compensation algorithms, tested in parallel for a better comparison. Our research 
goal was to determine if we can obtain walking compensation in a limited space area 
design and what is the proper method to apply.  

The first algorithm is based on the idea that when the user starts walking outside 
the “dead zone” the system has to remotely affect his motion by minimizing inertia 
and friction forces. The system responds by permanently detecting and comparing the 
user’s position on the walking belt with a set of predefined zones used for transmit-
ting to the treadmill’s controller the correct belt speed values. For each forward-
backward walking direction, the area is divided into eight speed regions, the first five 
of low speed increment and the last three of fast speed increment. Dividing the walk-
ing area into slow speed system response in the first half and fast speed system re-
sponse in the last half was based on the idea that the user’s balance is affected more in 
the starting moment and in the first few steps than when the speed is medium and the 
walking cycle becomes regular.  

The second algorithm is based on the idea that the system response has to be 
smooth not only when the user starts walking but on the entire walking surface. The 
walking area was divided into 95 equal speed regions for each walking sense. The 
speed was increased slowly when the user position covered these regions. This 
slower-linear system reaction had a better influence on the walking compensation 
than in the first algorithm case. 

The pseudo code of the 1st algorithm (Xpos is the detected user position along the X 
axis) 

IF: (+Xpos > +edge) OR (-Xpos < -edge) 
  STOP Belt               
IF: (Xpos is in “Dead Zone”)                        
  STOP Belt                    
IF: (Xpos is in 1st walking region)                        
  BELT_SPEED1 = coefficient0      
IF: (Xpos is in 2nd walking region)                        
  BELT_SPEED2 = BELT_SPEED1 + coefficient1                     
…………………………                                                  
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IF: (Xpos is in 6th walking region)                        
  BELT_SPEED6 = BELT_SPEED5 + coefficient1          
IF: (Xpos is in 7th walking region)                        
  BELT_SPEED7 = coefficient2              
IF: (Xpos is in 8th walking region)                        
  BELT_SPEED8 = coefficient3       
IF: (Xpos is in 9th walking region)                        
  BELT_SPEED9 = coefficient4                                    

The pseudo code of the 2nd algorithm (Xpos is the detected user position along the X 
axis) 

Step = f (Area Length, “Dead Zone” Length)        
IF: Xpos > 0  
  SET Walking Sense                 
IF: (Xpos < edge) THEN                       
  Distance = Xpos – “Dead Zone”  
  Step Number = f (Step, Distance)       
  SPEED = coefficient + Step Number     
ELSE: STOP Belt      

3.3   Testing Method 

In order to validate the compensation system’s functionality and to determine which 
of the control methods is the adequate solution for further development we conducted 
a testing session that included recording and comparison between walking parameters 
and a questionnaire based evaluation. The tests were performed without including any 
VR image projection system.   

Eight young healthy adults participated in the test (three women and five men)  
with ages between 24 ÷ 26 years (25.375 ± 0.74), heights between 164 ÷ 182 cm 
(176.125 ± 6.49) and weights between 52 ÷ 82 kg (67 ± 10.32).  

In order to measure and record the walking parameters, a FOB receiver sensor was 
attached on the user’s lower back very close to the center of mass. 

Three of the users were somewhat familiar with walking on the treadmill. The re-
maining five were not familiar at all. All of them were allowed to adapt with the  
system for 10 minutes, doing a free walk session. After the accommodation session 5 
minutes resting was allowed before tests began. The two algorithms were tested  
sequentially without any pause in between. The test included two forward (0 – 40 s, 
60 – 100 s) and two backward (40 – 60 s, 100 – 120 s) free walking sessions. The 
application recorded the successive FOB receiver positions, speeds and accelerations 
during free walking and also the belt’s speeds at every 125 ms.  

At the end of the testing session a short questionnaire (five questions) was con-
ducted in order to obtain some prompt answers about the walking naturalness and 
general feelings about the walking compensation system. 

3.4   Test Results 

The average values of the users’ speed, acceleration and band speed both for back-
ward and forward algorithms are represented in Table 1. Standard errors and standard 
deviations are represented as well for each case.  
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Table 1. Comparative tests locomotion parameters 

  Users’ Walking 
Speed  

Users’ Walking 
Acceleration  

Treadmill’s Belt 
Speed  

Mean 0.093 (m/s) 0.521 (m/s2) 0.681 (m/s) 
Std. Error 0.008 0.045 0.009 

1st Algorithm 
Forward  
Walking Std. Deviation 0.017 0.091 0.244 

Mean -0.097 (m/s) -0.551 (m/s2) -0.511 (m/s) 
Std. Error 0.014 0.086 0.016 

1st Algorithm 
Backward 
Walking Std. Deviation 0.028 0.172 0.259 

Mean 0.104 (m/s) 0.529 (m/s2) 0.731 (m/s) 
Std. Error 0.010 0.052 0.008 

2nd Algorithm 
Forward  
Walking Std. Deviation 0.020 0.105 0.216 

Mean -0.110 (m/s) -0.583 (m/s2) -0.568 (m/s) 
Std. Error 0.018 0.086 0.011 

2nd Algorithm 
Backward 
Walking Std. Deviation 0.036 0.172 0.211 

     

Fig. 2. A user’s walking recording: (A) faster compensation, (B) slower compensation, user’s 
displacement (solid line), user’s speed (dotted line) and band’s speed (dash-dot line) 

In Fig. 2 the walking pattern of the 1st user, including his speed and the treadmill’s 
belt speed, is represented.  

From the questionnaire responses it resulted that all users were healthy and did not 
suffer from any mobility disorder. The responses regarding differences between the 
two walking sessions were: 50 % small, 37.5 % average and 12.5 % no differences. 
The first algorithm has been seen as reacting a little slower than the second and im-
posing a slightly insecure locomotion. For the second algorithm it was thought faster 
than the first in speed and reaction, more adapted and walking was more natural and 
comfortable. Some general issues regarding both algorithms were expressed. In both 
cases a small walking imbalance appears when changing walking sense (from forward 
to backward walking). Also the 5 cm “dead zone” was reported as being too narrow. 
62.5 % did not lose their balance, 25 % lost their balance a few times in the 1st  
session/algorithm, and 12.5 % lost balance once in the 2nd algorithm. Considering 
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walking naturalness, 75 % suggested that the second algorithm is more adapted, 12.5 
% stated the first algorithm and 12.5 % said that there is no difference between them.      

3.5   Test Discussion 

The results noted in Table 1 show that all the average parameters, including users’ 
speed and acceleration as well as band’s speed, are higher for the second algorithm 
case. Thus, we can state that the moving belt response countering the user’s walking 
advance is better in the second algorithm. In the first algorithm walking on the first 
one half of the active area is softly compensated and the speed increases roughly on 
the last half. Because belt speed is lower in the first part the user tends to increase  
his speed more in order to force the system to give a better response. The system 
reaction is better in the second algorithm because it reacts linear and faster to the 
user’s displacement.  

Analyzing the questionnaire answers we can assert that there are no major differ-
ences between the two algorithms. Most of the users had comfortable walking  
sessions without losing their balance, although most of them indicated that the second 
algorithm is compensating better, giving them a more natural feeling. 

Even though we have implemented two different walking compensation  
approaches with fair results, we can sustain that a proper compensation is also  
dependent of system hardware and especially of data transmission between the con-
trolling application and system controller. A slower data transmission is a major 
drawback that can be overcome only by a fast and precise algorithm.  

We can conclude that an ideal algorithm has to balance walking speed with limit-
ing inertia and unaffecting walking. Ideally the band’s speed and the user’s walking 
speed should be almost alike. This means that the system must react very fast to any 
user step outside the “dead zone” area. But this affects user locomotion start. Thereby 
it should be a compromise between system reaction and walking disruption.  

4   Conclusion and Future Work 

Treadmill based systems for simulating locomotion remains one of the major research 
issues for the Virtual Reality. Creating a totally immersion feeling for the user during 
traveling in Virtual Environments is an important goal to be researched still.  

The question, if a limited area treadmill can provide a proper walking compensa-
tion for a small to moderate unaffected and natural walking, arises. In this paper we 
focus on providing some answers to this question. 

A classic treadmill adaptation for VR purposes and the resulting system hardware 
and software components are presented. Two control algorithms needed for compen-
sating the user’s locomotion are also described.  

A test and questionnaire on eight young adult persons was conducted to give an 
opinion about the proper method of walking compensation including the developed 
algorithms. Test results, including a higher compensating treadmill’s band speed and 
a higher users’ walking speed, as well as users’ answers of 75 % indicating that the 
2nd implemented algorithm induces a more natural walking sensation, led to the  
conclusion that the 2nd method was more appropriate for walking compensation.     
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As a future development direction we intend to apply a fuzzy logic control algo-
rithm in order to improve the system’s performance. Also we intend to implement a 
rotational platform integrated in the compensation system to achieve omni-directional 
walking. Our intention is to research and develop a complete virtual locomotion sys-
tem with application in actual and future areas of interest.  
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Abstract. An implantable centrifugal blood pump was developed for long-term 
ventricular assistance in cardiac patients. In vitro tests were performed, as wear 
evaluation, performance tests and hemolysis tests in human blood. Numerical 
computational simulations were performed during design process in order to 
predict its best geometry. Wear evaluations helped to select the best materials 
for double pivot bearing system proposed to achieve longer durability. Perfor-
mance tests pointed the best impeller geometry. The implantable centrifugal 
blood pump was compared with other blood pumps founded in literature. The 
proposed implantable centrifugal blood pump showed the best performance. 
But, its results showed a strong descendant curve in high flow. Other prototype 
was manufactured with a different inlet port angle to overcome this problem. 
The normalized index of hemolysis (NIH) measured 0.0054 mg/100L that can 
be considered excellent since it is close to the minimum found in literature (be-
tween 0.004 g/ 100L e 0.02 g/ 100L). The authors’ expectation is that this pump 
will become a promising Technological Innovation for Sustainability. 

Keywords: Artificial Organs, Blood Pumps, Ventricular Assist Devices. 

1   Introduction 

A novel Implantable Centrifugal Blood Pump has been developed for long term circu-
latory assistance with a unique impeller design concept [1]. This feature was called 
dual impeller because it allies a spiral-shaped cone [2] with vanes to improve blood 
flow characteristics around the top inflow area to avoid blood clot due to stagnant 
flow (Fig. 1).  

A series of previous studies demonstrated significant advantages from spiral 
shaped impeller design, providing axial characteristics to the flow in Left Ventricle 
Assist Devices [1]. The axial force component can avoid stagnant flow formation. 
Therefore, this principle can help to avoid thrombus related with blood stagnation [3].  
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This work presents results from Design, Manufacturing and Tests of an Implantable 
Centrifugal Blood Pump wear evaluation in double pivot bearing system, hydrodynam-
ic performance tests with mock loop circuit, and preliminary normalized hemolysis 
tests.  

 

Fig. 1. The new Implantable Centrifugal Blood Pump for cardiac assistance is shown with its 
double pivot bearing system composed by male and female bearings 

The double pivot bearing system has been used and studied in the last decade 
showing simplicity and reliability [4]. Recent studies evaluated the particle release 
from a centrifugal pump with double pivot bearing system composed of alumina  
ceramic (Al2O3) and ultrahigh molecular weight polyethylene (UHMWPE). This 
pivot bearing system was tested under severe conditions showing very small risk of 
releasing debris particles to blood [1, 5]. 

2   Contribution to Sustainability 

2.1   The Design Process 

The design process was conducted according with current medical, social and finan-
cial needs of cardiac patients in Brazil.  It is part of a multicenter and international 
study with objective to offer simple, affordable and reliable devices to developing 
countries since local health systems, both public and private health care, cannot afford 
the available technologies.  

The authors have expectation that this pump will become a promising Technologi-
cal Innovation for Sustainability in Brazil.  Its simplicity is illustrated in (Fig. 2) 
showing two different options for motors and pump. 
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Fig. 2. The design process was lead according to current needs of cardiac patients who cannot 
afford Left Ventricular Assist Device technology. The reduced number of parts is shown in two 
different options of motor attached with pump’s rotor by a magnetic coupling. 

2.2   Performance Tests 

Performance tests were conducted with several different prototypes, some of them 
machined in translucent materials and titanium, other made with Selective Laser Sin-
tering (SLS) in Nylon and ABS polymer (Fig. 3 shows some pictures of prototypes). 

  

Fig. 3. Different types of prototypes obtained by SLS or Machined in different types of  
materials from translucent polymers to titanium 
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In order to verify the viability of different materials, wear tests were made with 
several pivot bearings. Mainly, two types of defect were found, abrasive wear and 
surface fatigue. Previous tests with this system were performed with pumps working 
in mock loop circuits.  

In order to study the wear phenomenon in each component of double pivot bearing, 
an isolated wear station was assembled to repeat this condition. In vitro performance 
tests were made in order to characterize hydraulic performance curves for the pump. 

These tests can provide important information about the pump’s capability and 
function ability. The generated curves can be used as a tool to predict which rotation 
is necessary to provide specific pressure and flow [6].  

During performance tests, two different types of pump’s inlet port were compared, 
with 45° and 30° of inlet angle. Finally, two isolated normalized tests of hemolysis 
with human blood were performed producing four values of normalized index of he-
molysis (NIH), obtained from variation of plasma free hemoglobin (PFH), measured 
by a tetramethylbenzidine (TMB) assay method (Catachem, Bridgeport, CT, USA).  

3   Materials and Methods 

Wear Evaluation in Double Pivot Bearing System. A wear test station was assem-
bled with the purpose of measuring isolated wear rate. It makes it possible to vary the 
shear stresses in consequence of charge applied to the system. The main idea was to 
evaluate wear using mass measurements and quantifying the bearing’s material debris 
released in blood during the pump’s operation [1]. 

Adapting a milling machine, the wear test station was assembled with rotation con-
troller, water lubrication, depth controller, and applied charge measurement system. 
The wear tests were divided into three steps. In the first step, all bearings were 
weighted in a precision scale with divisions of 0.1 mg. After that, each pair of male 
and female bearing was tested. Two types of pairs were tested, ceramic–polymeric 
pairs and ceramic–ceramic pairs. After the tests, the pairs were weighted again to 
measure the wear loss in mass. 

The polymers chosen were nylon, UHMWPE, and Teflon (poly-tetrafluorethylene).The 
ceramics chosen were zirconium dioxide (ZrO2), silicon nitride (Si3N4), carbon, and 
alumina (Al2O3).  

All pieces tested had their contact surfaces polished and roughness controlled to 
assure an average of 0.1 to 0.5 mm. Each test was performed under the following 
conditions: room temperature 21°C, 9.8 N of charge applied at 4000 rpm for a total of 
40 000 revolutions. 

Hydrodynamic Performance Tests with Mock Loop Circuit. A performance test 
circuit was assembled with one hanging flexible reservoir sac (Flexible Sac, 3M,  
St. Paul, Minnesota, USA), two pressure probes, one pressure monitor, one ultrasonic 
flowmeter with 3/8″ probe (Transonic Systems, Ithaca, NY, USA), pump and control-
ler, acquisition PCI slot, and a laptop with Labview software (National Instruments, 
Austin, TX, USA). 

The mock loop circuit was set with water solution with 37% of volume filled with 
glycerin to simulate the blood viscosity and density. The hanging flexible reservoir 
was filled with 0.4 L and placed 0.5 m above the pump. The pressure gauges were 
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connected 0.3 m from pump inlet and outlet ports. The ultrasonic flowmeter transduc-
er was located 0.15 m from pump outlet. Total length of each tubing from pump inlet 
and outlet to reservoir sac was 1.0 m, Fig. 4. The mock circuit was set horizontal to 
the table for easy adjustment of pump afterload using a screw clamp. Any air was 
removed from the circuit before the data acquisition [7].  

 

 

Flexible Reservoir
Pressure and Flow 

Transducers 

Implantable 
Centrifugal
Blood Pump

 

Fig. 4. Simple mock loop circuit assembled for data acquisition during performance tests 

Two pumps were tested with different inlet angles, 45° and 30°. The angles were 
chosen according to similar devices. The pump speed rotations were fixed at 1200, 
1400, 1600, 1800, 2000, and 2200 rpm. The software plotted a curve for each rota-
tion, and for each pump. With screw clamp open, the first point collected was the 
maximum flow for each pump speed. Closing the screw clamp, the pump afterload 
increases as the flow decreases, and the next points are collected each 0.5 L/min, 
successively until 0.0 L/min is achieved, when the clamp is totally closed. 

The pump speed rotations were fixed at 1200, 1400, 1600, 1800, 2000, and 2200 
rpm. The software plotted a curve for each rotation, and for each pump. With screw 
clamp open, the first point collected was the maximum flow for each pump speed. 
Closing the screw clamp, the pump afterload increases as the flow decreases, and the 
next points are collected each 0.5 L/min, successively until 0.0 L/min is achieved, 
when the clamp is totally closed.  

Normalized Index of Hemolysis (NIH) Tests. According to ASTM Standard Practices 
F1830 and F1841, the hemolysis test was divided into five steps: collection and prepara-
tion of blood, mock loop setup, 6 h test, PFH measurement, and NIH calculation. 

Blood was drawn from human volunteer using a large bore needle into a 500 mL 
blood bag with heparin to avoid clot formation during all procedures. No negative 
pressure exceeded 100 mm Hg and the blood temperature was controlled between 2°C 
to 8°C. 

A test loop was assembled with 2 m of flexible 3/8″ polyvinyl chloride tubing, a 
flexible reservoir with sampling port, an ultrasonic flowmeter with probe, a pressure 
monitor with probes, a thermistor with thermometer, and the blood pump (similar to 
performance station shown in Fig. 4). Blood had the hematocrit range between 28% to 
32% controlled by hemodilution with phosphate-buffered saline.  

Temperature was adjusted to 37°C. The pump rotation was adjusted to provide 
5L/min flow rate. A screw clamp was set around flexible tubing at the pump outlet 
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side to produce the required pressure conditions for left ventricle assist devices (100 
mm Hg). In each 6 h test, seven samples were collected T0,T1,T2,T3,T4,T5, and T6, 
and their respective PFH was measured. 

4   Results 

Ranking. The results of wear evaluation in different materials tested were sorted by 
loss of mass, and a ranking list of 10 best results was plotted in Figure 5. Values ex-
press the total loss of mass caused by wear in pairs and its total weight, with standard 
deviation of 0,000022 for measures. 

Performance curves. A diagram (Flow vs. Pressure Ahead, as shown in Figure 6) 
was plotted with each pump curve superimposed in order to better understand the 
differences between both hydrodynamic performances. 

 

Fig. 5. Ranking of materials under wear tests 

 

Fig. 6. Performance curves showing hydrodynamic characteristics for both pumps 
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PFH releasing. PFH value was measured for each sample. With this PFH variation in 
time T0, T1, T2, T3, T4, T5, and T6 is possible to represent hemoglobin releasing in 
plasma during the experiment. This progressive alteration in PFH levels in blood is 
caused by trauma imposed by pump. 

5   Discussion 

As described in previous studies [1], the bearing composed of alumina with 
UHMWPE showed the best results in wear evaluation trials with ceramic–polymeric 
pairs [8]. Four pairs had the minimum mass loss (0.1 mg): alumina with UHMWPE, 
silicon nitride with silicon nitride, carbon with UHMWPE, and carbon with nylon. 

Pivot bearing systems composed only of ceramic are known to have higher vibra-
tion during pumping applications instead of shock absorption experienced in ceramic–
polymeric pivot bearing systems [4, 7]. 

The pump with inlet angle of 45° showed best performance results compared with 
other pumps built with inlet angle of 30°. Slight differences among curves were found 
in rotations beyond 1800 rpm when the curves from 30° pump decrease pressure 
ahead versus flow. Inlet port’s angle is a problem to deal with when designing centri-
fugal blood pumps, especially the eccentric inlet port [9, 10]. 

As described by several authors, NIH for LVAD should be between 0.004 to 0.02 
mg/100 L to be considered satisfactory and antitraumatic blood pump [1, 6, 10]. After 
calculations, the preliminary hemolysis tests showed an NIH value of 0.0054 
±2.46x10-3 mg/100 L. 

6   Conclusions 

The pair composed of alumina and UHMWPE was chosen to be the materials of the 
double pivot bearing system in order to avoid vibration problems.  

The dual impeller centrifugal blood pump had proven to be a promising LVAD. 
The hydraulic characteristics are similar to other reported curves from established, 
durable, and reliable devices.  

The authors’ expectation is that this pump will become a promising Technological 
Innovation for Sustainability. 
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Abstract. The present research is focused on developing embedded intelligent 
structures for energy management in mobile systems. The research introduces a 
hybrid structure composed of different energy sources endowed with control 
systems able to optimize the power flow of the ensemble. In the paper, the ar-
chitecture of the proposed hybrid system is described. To test the functionality 
and the advantages of the system, preliminary simulations were made. To char-
acterize the behaviour of the physical developed system, a test bench was im-
plemented. 

Keywords: combined energy sources, energy efficiency, control systems,  
control strategies, electric vehicle. 

1   Introduction 

Lately, the automotive industry has been focused on reducing fuel consumption,  
energy consumption and pollutant emissions while increasing the global efficiency of 
the vehicle and the passengers’ comfort. The new facilities for improving the comfort 
(HVAC system of the vehicle, GPS, night vision camera, parking assistant etc) in-
crease the energy and fuel consumption, thus heating the battery, reducing its lifetime 
and performances and affecting the environment.  

In order to respect environmental issues, the general trend in the automotive indus-
try is to transit from the classic vehicles toward hybrid electric vehicles (HEV) and 
electric vehicles (EV), non-polluting and economical vehicles [1].  

Starting 1997, Toyota and Honda opened the gates in HEV and EV. At present, ef-
forts are being made for the transition to pure EV (battery EV and fuel cell EV). In 
this sense, both Honda and Toyota companies have developed models certified by the 
U.S. Environmental Protection Agency (EPA) and California Air Resources Board 
(CARB) as being Partial Zero Emission Vehicle (PZEV) and ZEV.  

The final aim of the present research is to optimize the energy and fuel consump-
tion of the HEV/EV, the lifetime of the storage devices and to increase energy effi-
ciency. As a result, the autonomy and the dynamism of the vehicles have to be  
increased. In order to fulfil the final aim, the goal of the paper is to study and optimize 
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the power flow between the electrical and mechanical sides of an EV. By considering 
a combined energy cell (CEC), DC-DC converter, electrical machine (DC  
motor/generator - MG) and flywheel that simulates the inertia of the EV, a reduced 
scale model was developed before a detailed analysis of the components was  
performed. A CEC represents a hybrid system composed of different storage and 
generation devices with different time constants (battery, supercapacitor - SC), all 
embedded in an intelligent structure with computation abilities.  

Starting from a theoretical approach, a model of a network of four CEC cells was 
simulated. Based on the results of the simulations, a first image about the implementa-
tion was achieved. In the experimental phase, a test bench for a reduced scale physical 
model that includes one CEC was designed and implemented. Also, an embedded 
intelligent structure for energy management (EISEM) was developed. To facilitate the 
energy management process of an EV, the EISEM integrates energy storage devices 
and use embedded systems based on microcontrollers (UC) and network of switching 
devices. Using the prototype, the regenerative braking process of the EV was simu-
lated, the experimental results being emphasized in the paper.  

2   Contribution to Sustainability 

Nowadays, the increase in energy efficiency represents the main target of any emer-
gent technology. In the present research, an innovative technique that reflects the 
fusion between energy and information implemented as a dynamic network of CEC 
cells is proposed. The sustainability targets are related to improving the performances 
of the three level cellular power supply architecture and of the control strategies 
(laws) that govern it. For the CEC structure (first level), a simple control strategy was 
considered and implemented. At the network level (second level), the dynamic chang-
ing of the topology was simulated. At the vehicle level (third level), the corollary of 
the research will be achieved by correlating the transport missions with the energy 
resources of the vehicle.  

Using EISEM devices, an optimal balance between the provided power and the en-
ergy density is reached. Also, the volume, the wasted energy and the pollution are 
reduced, such a system being suitable for Start/Stop systems and regenerative braking 
processes. Based on the experimental and simulation results, the performances of the 
EISEM are evaluated and its model will be integrated as power supply in the overall 
HEV/EV models. Considering the economical aspects, this solution represents a good 
compromise between performances and the costs obtained without major technologi-
cal efforts. Thus, the prototype is considered an important step toward improving the 
sustainability of the energetic solutions.  

3   Storage Devices Used in Automotive – State of the Art 

The development of the HEV/EV is limited especially because of their power supplies 
and their weak characteristics. Even in the case of NiMH and Li-ion batteries this 
limitation persists and affects the reliability and the autonomy of the vehicle [2]. The 
energy efficiency, lifetime, cyclability, dynamical performances and the starting proc-
esses are affected by the functioning regimes of the vehicles [3]. In addition, the high 
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time constant of the battery decreases the performances of the regenerative braking 
process thus limiting the technological advance in the energy management systems 
for HEV/EV.  

The actual solutions overpassing the above mentioned issues consist in: 
(i) increasing the vehicle’s voltage from 12 V to 42 V; (ii) oversizing the battery’s 
capacity; (iii) hybridization of the power supply and increasing the dynamicity of the 
vehicles in urban traffic by including fast release storage devices. The disadvantage of 
the first solution is related to the high costs of the vehicles’ technology translation. 
The disadvantages of the second solution are related to increasing the costs, the car-
ried weight of the system and the pollution. The third solution represents the actual 
trend in automotive, an optimal and sustainable compromise [4], [5], [6], [7], [8], [9].  

Because there is no device able to ensure high energy and power densities, and in-
creased lifetime at the same time, the automotive industry has focused its attention on 
developing embedded control solutions for reducing fuel consumption and increasing 
efficiency [10], [11], [12]. The actual research uses batteries as storage devices but 
there are also implementations which use SC in order to increase the power density 
and the lifetime of the ensemble [3], [13], [14], [15]. 

The present paper describes a hybrid storage and energy device embedded in an in-
telligent structure. The hybrid system is composed of cells of batteries, SC, sensor 
networks and intelligent control system able to combine and commute all the storage 
and generation devices thus optimizing the power flow. The SC has the advantage of 
being non-polluting and able to provide and smooth high peak current pulses, thus 
increasing the lifetime of the battery [16]. The main difference between the re-
searched system and the existing ones is the control made at cell level, instead of the 
control made at device level [17]. 

4   Hybrid Storage Device – Architecture 

By connecting multiple storage devices (batteries, SC, flywheels) characterized by 
different time constants and performances into embedded intelligent structures, with a 
view to ensuring long lifetime, high energy density, and high power density of the 
ensemble, storage and energy device hybridization is obtained (Fig. 1) [18]. For in-
creasing the performances of the ensemble, the hybrid system was endowed with an 
intelligent control system able to monitor, control and optimize the energy flow of the 
vehicle, thus improving its performances. The architecture of the hybrid structure, 
illustrated in Fig. 2, is composed of EISEM connected to a MG controlled though 
PWM. The EISEM consists of: (i) CEC: hybrid device composed of cells of storage 
devices and back to back switches able to ensure the bidirectional power flow (Fig. 1); 
(ii) Data Acquisition System (DAQ): embedded system based on ATMega128 UC 
used for acquiring data from the voltage, current and revolution sensors; (iii) Control 
System: embedded system based on UC for controlling and optimizing the power flow 
transferred through CEC. 

Multiple EISEM can be connected in series/parallel to increase the performances of 
the system (Fig. 3).  
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Fig. 1. CEC cell Fig. 2. Architecture of the hybrid structure 
 

 

Fig. 3. Network of EISEM 

5   Simulations and Results 

The main advantages of a hybrid storage device are related to: (i) increasing the  
lifetime of the battery by supplying the high peak pulses from the SC in the starting 
process and (ii) improving the energy efficiency of the system in the regenerative 
braking process because of the reduced time constants of the SC [19]. 

To highlight the performances and the advantages of a network of CEC cells 
(Fig. 3), the system was modelled and simulated with Matlab/Simulink tool. The 
architecture of the modelled system is illustrated in Fig. 4. The simulated network was 
composed of four CEC cells which can be connected in series and/or in parallel in 
order to ensure the load profile. In the simulated hybrid device composed of four CEC 
cells, four 400 F/42 V SC and four 77 Ah/42 V lead acid batteries were used. Also, as 
analogy with the inertial storage from HEV/EV, two capacitive loads (Load1 = 400 F, 
Load2 = 200 F) were considered. 

The control strategy (Fig. 5) was implemented to charge the Load1 from 0 V to 
40 V and to supply Load2 from Load1. To control the charging process, voltage 
transducers were used.  

The results of the simulations are illustrated in Fig. 6 a), b). 
The results of the simulations are in accordance with the logic described by the 

control algorithm (Fig. 5). Depending on the voltage of the load, the network of cells 
was commuted. In State1, Load1 is charged from SC-CEC1 until its voltage reaches 
10 V. In State2, Load1 was charged up to 20 V from the SC-CEC2, in State3, Load1 
was charged up to 30 V from the SC-CEC3. From State4 started the stabilization 
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Fig. 4. Simulated system Fig. 5. Control strategy used in simulations 
 

(a) 
(b) 

Fig. 6. Results of the simulation 

phase; the algorithm jumped in State5 and State6 in order to supply Load2 while 
maintaining the voltage on Load1. Thus, for voltages measured on Load1 greater than 
30 V (Fig. 6 a) and 35 V (Fig. 6 b), Load2 was supplied from Load1. At the same 
time, the CEC cells were used for maintaining the 30 V (respectively 35 V) level on 
Load1. The simulations proved that a network of CEC hybrid devices endowed with 
the adequate control strategies can be used for mastering the desired load profile. This 
embedded system reflects the fusion between the power flow transmitted bidirection-
ally between generator - load and the necessary information for the control strategies.  

6   Experiments and Results 

A single EISEM cell was implemented and tested before the physical implementation 
of the network of cells. In order to experimentally test the functionality of the proto-
type (EISEM hybrid device) (Fig. 2) and its efficiency, a first test bench was imple-
mented. The test bench (Fig. 7) is composed of: Device Under Test (DUT), DAQ, 
Control System and laptop.  

The DUT module consists of: CEC hybrid system, 120 W MG with 0.27 kg/m2  
inertia, snubber circuit, Hall sensors for monitoring the values of the MG and SC 
currents, sensors for monitoring the MG and SC voltages and optical sensors for 
monitoring the revolution of the MG. A 0.11 F small SC was used as generation and 
storage device in CEC. The battery was simulated with a DC voltage source limited at 
2.5 A and 5 A. 
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Fig. 7. Test Bench 

The system was implemented to ensure the communication between the modules. 
Data were acquired with DAQ, were sent to a laptop by using Visual Basic software 
and UART facilities and were locally stored and processed using Matlab tool. Based 
on the information received from DAQ, the Control System interprets the data and 
controls both modules DAQ and CEC in order to optimize the process.  

The first experiments were made while supplying the MG at the power values of 
12.5 W (Fig. 8) and 40 W (Fig. 9). In these experiments, while braking, the energy is 
recovered and stored on the SC without using a DC-DC converter. 

  

Fig. 8. Experiments at 2.5 V and 5 A Fig. 9. Experiments at 8 V and 5 A 

If a DC-DC converter and adequate control system are integrated in the tested pro-
totype, the recovered energy can be significantly increased (Fig. 10 and Fig. 11). 

In the experiments, the regenerative braking efficiency implemented at reduced 
scale was tested. The energy recovered and available in the SC is given by Eq. 1: 

E = (1/2)·C·(Umax
2- Umin

2).                                               (1) 

By analogy with the urban traffic, a control strategy was conceived. The strategy 
controls the modality to provide the energy necessary to move the vehicle by acceler-
ating and to recuperate the energy by decelerating. As it can be seen in Fig. 10 and 
Fig. 11 the energy recovered in 60 seconds of successive accelerations and breakings, 
while the MG is supplied at 2.5 V/2.5 A is 0.22 J and while the MG is supplied at 
8 V/5 A is 1.48 J. Thus, if supplying at 12 V/5 A the energy recovered in 60 seconds 
is 8 J. For testing a real implementation of regenerative braking on EV, 400 F/14 V 
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SC able to recover 39.2 kJ will be used. Thus, the energy efficiency can be signifi-
cantly increased by recovering the energy usually lost into heat. 

 

  

Fig. 10. Experiments at 2.5 V and 5 A Fig. 11. Experiments at 8 V and 5 A 

7   Conclusions and Future Work 

This paper briefly presents the advantages of using embedded intelligent structures for 
increasing the performances of the HEV/EV. The paper demonstrates the viability of 
a cellular concept used for controlling the power flow from the sources toward loads 
with storage characteristics, as an alternative to the batteries systems endowed with 
DC-DC converters. By analogy, this application is similar to the generic control of the 
HEV/EV where an essential phenomenon consists in recuperating the kinetic energy 
of the vehicle. The energy efficiency can be increased by replacing the DC-DC  
converters with such network of CEC cells. 

In the present paper, a network of EISEM was introduced and the EISEM hybrid 
energy storage device was detailed. To observe its behaviour, the EISEM composed 
of four CEC cells was firstly modelled and simulated. The simulations proved that the 
EISEM not only can increase the performances of the ensemble, but it also can  
be endowed with an adequate control system in order to optimize and maintain the 
load profile.  

A first reduced scale physical prototype of the EISEM hybrid configuration was 
implemented and its architecture was described. The experimental results proved its 
efficiency while using it in the regenerative breaking and starting processes. Based on 
the experiments, the corresponding model has to be developed and simulated.  

As future work, the network of EISEM cells will be physically implemented. In-
side the network, the EISEM cells will have the capability to communicate with a 
control system and also between them. The control system will have the intelligence 
to optimally connect the EISEM cells in order to optimize the power flow inside the 
system. Also, a full scale implementation for EV and HEV has to be done. 
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Abstract. The present research is focused on developing solutions for increas-
ing the lifetime of the batteries used on diesel locomotive. In order to increase 
the lifetime of the batteries and to reduce the fuel consumption and the pollut-
ants, an intelligent starting system of the diesel locomotive is proposed. The 
starting system is composed of supercapacitors, batteries and adequate control 
system used for controlling the power flow from the storage devices to the in-
ternal combustion engine in the starting process. The implementation is  
described, modeled and simulated and the results of the simulations are com-
pared with the experimental ones. 

Keywords: supercapacitors, embedded control, energy management, diesel  
locomotive, lifetime. 

1   Introduction 

Lately, the population became more and more dependent on transportation. Even if 
we speak about public transportation (buses, metros, railways) or personal vehicles, 
the trend of the fuel and energy consumption is alarming increasing.  

Developing new solutions, technologies and methods for improving the energy ef-
ficiency represents a priority line in order to satisfy the actual energy requirements.  

In transportation, to improve the performances of the storage devices researches 
are made. The new researches from nanotechnology field allowed developing new 
electric storage devices with increased performances, such as stacked supercapacitors 
(SSC) [1], [2], [3]. The transportation field had as target implementing different sys-
tems based on SSC that allow the displacement of the vehicles using the self energetic 
resources. Among such systems, it can be mentioned: (i) the subway from Moskow 
where an emergency system based on the energy stored on SSC and batteries allow 
the displacement of the metro train in emergency cases to the first station [4], (ii) the 
hybrid bus developed by NASA [5], (iii) diesel locomotives developed by institutes 
such as ELTechnology and "Werkstoffe & Technologien, Transfer & Consulting" [6], 
[7]. Even if there are multiple implementations related to this topic, this research still 
represents a thematic of scientific interest, the focus being oriented on increasing the 
lifetime of the batteries used in the staring process. Also, the research is focused on 
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offering major improvements of the power trains of the self drives structures thus 
increasing their energy efficiency. In present, the starting systems of the ICE based on 
a combination of batteries and SSC represents a major applications class. 

The aim of this research is to improve the energy efficiency, the reliability and the 
performances of the actual starting systems implemented on the self drive mobile 
structures that use internal combustion engine (ICE). The goal of the research is to 
modify the architecture of the starting process of a classic LDH1250HP diesel loco-
motive (LDH) in order to increase the lifetime of the batteries, the energy efficiency 
and to reduce the fuel consumption and pollution. Thus, the present paper presents the 
design, the electric model, the prototype and the experimental results of the imple-
mented system used for starting the LDH diesel locomotive.  

2   Contribution to Sustainability 

The present research significantly improves the actual starting systems of the ICE 
based on a combination of batteries of accumulators and SSC. The advantages of the 
prototype are related to reducing the number of the accumulators thus reducing the 
carried weight. By using combined solutions for storage devices (SSC - non polluting 
storage devices) the number of the starts and stops can be increased without having 
the performances of the batteries affected, thus reducing the carbon footprint. Thus, 
the running time of the LDH, the pollutant emissions and the fuel consumption can be 
significantly reduced. Also, by using the implemented starting system controlled by a 
microcontroller scheduler, the lifetime and the performances of the batteries and also 
the reliability of the ensemble are significantly improved. This prototype creates new 
opportunities in the field of power electronics used in the heavy transportation sys-
tems, increases the energy efficiency, increase the exploitation efficiency thus being 
in a good agreement with the principles of the sustainability. 

3   Architecture of the System 

In order to asses the goal of the present research, the architecture of the LDH was 
modified. The classic structure of the LDH is supplied from two banks of lead acid 
accumulators connected in parallel. One bank of accumulators consists in 8 
12 V/160 Ah lead acid accumulators connected in series. In the new structure of the 
LDH, one of the two banks of accumulators (the second supplying branch) was  
replaced with three 12 F/110 V SSC connected in parallel, able to provide the equiva-
lent power density of 218 kJ [8], [9], [10]. As consequence, the size of the replaced 
branch was reduced to half of its initial size and the power density was increased. 
Thus, the researched starting system is composed of lead acid batteries with high 
energy density and SSC with high power density for providing the high peak current 
pulses requested in the starting process, even when the ambient temperature is bellow 
zero centigrade thus increasing the lifetime of the battery.  

4   Physical Implementation 

The architecture of the prototype is illustrated in Fig. 1, the starting system in Fig. 2 
and the control algorithm implemented on ECS and used for the starting system in 
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Fig. 3. The charging system includes current limitation and voltage regulator devices 
able to protect the batteries after the ICE is stated. By switching on K3, the SSC is 
also charged at a constant current.  

  

Fig. 1. General architecture of the prototype Fig. 2. Implemented starting system 

 

Fig. 3. Block diagram for starting the ICE of the LDH 

The implemented and tested prototype consists in: (i) industrial computer, 
(ii) National Instruments data acquisition system (NI-DAQ), (iii) Ethernet network, 
(iv) electric high power devices (SCR) and (v) embedded control system (ECS) used 
for ensuring the correct power flow in the starting system. 

As it can be seen in Fig. 3, before any start is performed, the voltage level of the 
SSC is automatically verified. If its voltage is below 96 V, the starting process will 
begin by charging the SSC from the battery at a limited current (K3 - switched on), 
thus protecting the battery. A flag indicates when the LDH can be started by the op-
erator. After the starting button is pressed, the switches are firstly commuted on sup-
plying the LDH from the SSC and after its energy is consumed, the starting process 
automatically commutes on battery in order to ensure the energy for maintaining the 
starting process. After the ICE is running, the switches are commuted thus ensuring 
the charging process of the SSC from the ICE. A voltage regulator was used in order 
to charge and to limit the voltage on the SSC and battery pack at 110 V, thus avoiding 
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the overcharging process which can damage the storage devices. If the velocity of the 
ICE does not reach its nominal value (1000 RPM) or the current absorbed from the 
battery is greater than a threshold current of 600 A, the fault situations can appear and 
an error is signalized. In the normal operation stage, the SSC play the role of a capaci-
tive filter for smoothing the voltage on the electric circuits of the LDH. More than 
that, in case of switching off the locomotive, the SSC will maintain the maximum 
voltage level (around 96 V-110 V) for several hours. Thus, the voltage level on the 
SSC will facilitate the next staring process, the recharging of the SSC not being  
necessary anymore [2], [11], [12].  

5   Simulations vs. Experiments and Results 

Before implementing the system, to observe the behavior of the starting process of the 
LDH, simulations were made in PSpice tool. The model of the starting system is illus-
trated in Fig. 4 and the results of the simulations are illustrated in Fig. 5. 

 
 

Fig. 4. Model of the starting system Fig. 5. Comparison between real and simulated 
experiments of the LDH starting system - battery 
and supercapacitor voltage and current 

As it can be seen from Fig. 4, the model of the starting process of the LDH is com-
posed of the 2 branches of storage devices (pack of batteries and pack of SSC)  
connected to the ICE through 2 switches (K1 and K2) electronically controlled. For 
modeling the packs of SSC and batteries, ideal models were used. The results of the 
simulations are compared with the real values of the current absorbed by the ICE in 
the staring phase.  

As it can be seen in Fig. 5, the results of the simulations follow the experimental 
results. The current requested by the starting process of the LDH in the first 2.5 sec-
onds is provided by the pack of SSC. A centrifugal mechanical regulator for control-
ling and maintaining the revolution speed at the desired value is used by the ICE. The 
centrifugal mechanical regulator automatically disconnects the ICE if the revolution is 
not maintained at its nominal rate for about 2 seconds after the starting was made. In 
order to ensure these requirements, the ICE is electronically switched to be supplied 
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from the batteries. As it can be seen from the experiments and simulations, the current 
provided by the battery in the starting process is about 5 times smaller than the current 
provided by the SSC (Ibat = 16%*Isc). Thus, the implemented system is protecting 
the battery from the high peak current pulses, they being provided by the SSC.  

The difference in the behavior of the starting process between the simulations and 
results is due to the ideal models from PSpice used in the simulation process. To  
increase the accuracy of the simulation, complex models have to be used. 

In Fig. 6 the calculated power and energy flow provided by the storage devices 
(SSC and batteries) to the load (ICE) can be observed. These values are determined 
by using the raw data –voltage and current – recorded with NI-DAQ. The ability of 
the SSC to provide peak power relative to the batteries can be observed. As result, in 
Fig. 6 the slope of the energy provided by the SSC (α) is grater than the slope of the 
energy provided by the pack of batteries (β). 

In order to take the right conclusions, a data acquisition system mounted on the 
LDH, necessary to acquire the signals directly from the SSC, batteries and ICE was 
developed. Thus, an on - line software used for data acquiring and monitoring was 
implemented by using Visual Studio .NET tool. 

 

Fig. 6. Calculated power and energy corresponding to LDH starting process 

 

Fig. 7. Real records of the main parameters that characterize the LDH starting process 
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Fig. 8. Statistic of the starting processes of the LDH ICE 

  

Fig. 9. ISsc/IBatt ratio Fig. 10. PMaxSsc, WSsc, WBatt variation  

The time variation of the voltages and currents - on SSC and batteries and also the 
revolution speed of ICE during a real staring process is illustrated in figure Fig. 7. 

After defining several qualitative factors of the starting system, based on the ac-
quired data, a statistic was realized. The chosen factors are: (i) the rate between the 
maximum current provided by SSC at the stating time and the maximum current sup-
plied by the batteries at their commutation into the DC starting motor circuit 
(I_Ssc_Max/I_Bat_Max), (ii) the voltage variation rate of the batteries at their com-
mutation time on the DC starting motor, (iii) the maximum power provided by SSC 
and batteries during the starting process, (iv) the energy provided by the SSC and 
batteries during the starting process and (v) the revolution speed. All these data illus-
trate the accuracy of the starting process of the locomotive. We have also taken into 
account the temperature of the ICE and the ambient temperature. The real records 
reveal a normal variation of the above mentioned parameters. These data have been 
statistically analyzed and classified by labeling the starting processes as poor, good 
and excellent. The variation of the voltage on SSC at the initial moment was ignored 
because two situations were identified: (i) charging the SSC from the batteries as a 
result of a long resting period, (ii) charging the SSC from the generator of the LDH 
when the time period between the charging process of the SSC and the starting proc-
ess of the LDH was short.  

The statistic results are illustrated in Fig. 8, Fig. 9 and Fig. 10. From the total num-
ber of the starting process, only 1% was wrong and ignored. The successful rates of 
the starting process are illustrated in Fig. 8. From the total starting processes only 
13 % were classified as being “poor”, and 87 % as being good or excellent. These 
statistic results validate our implemented and tested prototype.  

The qualitative parameters mean values for the classified records are illustrated in 
Fig. 9 and Fig. 10. As it can be seen in Fig. 9, a good rate of the ISSC/IBAT ratio is 
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around 500 %. Thus, because of the significant reduction of the current provided by 
the batteries its reliability means a high protection of the batteries during the starting 
process of the LDH.  

In Fig. 10 is illustrated the variation of the power and energy on SSC and batteries. 
The first series prove the dependency of the quality of the starting process to the 
power level injected by SSC during the first 2.5 s. The amount of the energy transmit-
ted to the ICE is almost the same in all cases, thus emphasizing the importance of the 
power time dependencies offered by our system during the starting process. 

6   Conclusions and Future Work 

Usually, the performances and the lifetime of the batteries are affected especially by 
the high peak current pulses required by the ICE in the starting process. Because the 
implemented system is able to provide these peak current pulses from the SSC, the 
number of starts and stops of the LDH can be increased without the performances of 
the battery being affected. Thus, the size of the batteries was reduced to half of its 
initial value and the daily fuel consumption of the LDH used into the depot was re-
duced with around 6%. As consequence, the pollutants were also reduced. By using 
for the majority of the starting processes pre-charged SSC in previous displacements, 
the batteries are substantially protected, the biggest part of the power being supplied 
from the SSC. 

The present paper describes the architecture of the prototype endowed with protec-
tion and self adapting features. Also, the algorithm detailed in the paper was used for 
controlling the correct functionality of the system and also contributed at increasing 
the performances of the starting system.  

The paper also introduces a model of the starting process which was validated by 
the experimental results.  

By using the experimental data acquired in 6 months (more than 1300 records), a 
statistic was made, thus determining the successful rate of the starting process. The 
results validated the prototype. 

A set of criteria that reveal the accuracy of the starting process was defined and 
used for analyzing and classifying the experimental results. These criteria were  
applied for a collection of 492 samples from the total number of 1300 records. The 
simulations and experimental results clearly demonstrate the efficiency of the imple-
mented system in the process of increasing the lifetime of the battery. 

As future work, by identifying the real parameters of the system, a software sizing 
tool will be conceived. This toll is necessary to minimize the size of the batteries and 
supercapacitors by correlated these with the characteristics of the ICE. 
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Abstract. The energy resource management is a major concern worldwide.  
Energy management activities minimize environmental impacts of the energy 
production. Therefore, electric energy consumption monitoring has been pro-
posed as an important process which makes immediate reductions in energy use 
and CO2 emissions. In recent years, advances in electronics have allowed the 
implementation of many technological solutions that could help to reduce energy 
consumption. This paper describes the design and prototyping of a home electric  
energy monitoring system that provides residential consumers with real time in-
formation about their electricity use. The system uses wireless communication 
and displays the information on a small LCD screen and on a computer.  

Keywords: Electric energy monitoring, energy management, home automation. 

1   Introduction 

Electricity plays a crucial role in the economic and social development of the world 
and in the quality of life of its citizens and consumers [1]. However, electric energy 
production is mainly supplied by fossil fuels, such as oil, natural gas and coal. The 
dependency on limited fossil energy resources and the consequent greenhouse gases 
emissions (GHGs, including CO2, CH4 and N2O) warned the world about the unsus-
tainability of the current situation. 

Investments in energy efficiency and renewable energy have been crucial measures 
of sustainable energy policies, since they are often economically beneficial, improve 
energy security and reduce local pollutant emissions [2]. 

In 2007, final electricity consumption in the residential sector in the European  
Union (EU) was 28% of the total [3]. This sector has been highlighted as an area 
which has a significant potential for improvement. Thus, residential sector energy 
efficiency programs can significantly reduce electricity consumption worldwide. 

Consumers have an important role in the energy management activities and their 
actions represent an important step to minimize environmental impacts of energy pro-
duction. Real-time electric energy information has a great impact in consumer’s  
behaviors and habits. Past studies suggest that providing detailed and instantaneous 
feedback on household electrical demand can reduce electric energy consumption by 
5-15% [4][5][6]. 
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Due to advances in electronics and computing, many technologic solutions are now 
available. These solutions are a very important tool to a sustainable future. 

This work describes the design, prototyping and testing of a home electric energy 
monitoring system capable of measuring and displaying on a small LCD the real time 
information about consumer’s electricity use. This system can also be connected to a 
computer (via USB) to record and analyze measured data.  

The developed system is part of a global energy monitoring system (electricity, gas 
and water) that provides real time energy use information to increase energy effi-
ciency. Nevertheless, in this paper, only the electrical part is described, as this is able 
to work independently. 

2   Contribution to Sustainability 

Nowadays, the most common type of household electricity meter is the electrome-
chanical induction meter. However, with this type of meter consumers have no means 
to judge electricity use other than their monthly utility bill. Therefore, it is difficult to 
know the necessary measures to improve the home’s energy efficiency. The proposed 
system aims to contribute to sustainability in the way that it readily provides insight 
as to how and where the electric energy is being use. Since it provides real-time  
information on household electrical demand and records historical measured data  
for future analysis, this system potentiates electric energy efficient use, leading to 
significant environmental, political and economic benefits. 

3   Home Electric Energy Monitoring Systems 

Today, there are many systems available to monitoring household electricity use. Smart 
meters can be used to replace traditional electromechanical meters and provide both the 
supplier and the consumer with a better control of the electricity use. The smart meter 
can also be a part of energy management infrastructures, such as smart grids. 

However, in a consumer’s point of view it is beneficial to use a low-cost, user 
friendly and flexible monitoring system. This type of system, which is exclusively 
developed to help consumers manage and reduce their electricity use, doesn’t replace 
the traditional meter and has the advantage of being portable. Depending on their so-
phistication, these monitoring systems can also communicate with a computer or a 
cell phone, send data throughout the house using wireless communications or connect 
to the internet allowing remote monitoring. 

In recent years, several home electric energy monitoring systems have emerged on 
the market. Some systems can be plugged into the wall outlet to measure appliance’s 
consumptions. Furthermore, other approaches measure total household electricity use 
through appropriate sensors installed into a home’s switchboard circuits. 

4   Proposed Monitoring System 

The developed system consists of two electronic devices: data acquisition device and 
data display device, presented in figure 1. The data acquisition device measures 
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power and energy consumed by loads and the data display device displays measured 
data on a small LCD screen and sends results to the computer. 

 
b) 

a) )

)

 

Fig. 1. Developed monitoring system’s devices a) Data acquisition device b) Data display  
device 

The main features of this monitoring system are: wireless communication between 
acquisition and display devices, monitoring capability at the appliance and 
switchboard circuit’s level, average hourly energy use and electricity cost information 
display, and data recording on the computer. 

Wireless communication between devices ensures greater flexibility and system’s 
ease of use. The system’s ability to monitor both appliance level and switchboard 
circuit’s level informs the consumer about the balance of each appliance or circuit 
load. The knowledge of average hourly energy use and electricity cost provides  
important information that motivates changes to consumer’s behavior. A computer 
connection is available to record measured data and to use it in many computer appli-
cations, such as, daily charting energy use data. 

4.1   General Architecture 

The data acquisition device diagram block is represented in figure 2. This device con-
sists of five major blocks: power integrated circuit (IC), microcontroller, wireless 
transceiver, signal conditioning and power supply. 

The data acquisition device measures line voltage and current signals through ap-
propriate sensors. These analog signals are then conditioned and used by a power IC, 
which measure RMS voltage, RMS current, power factor and active power. This in-
formation is transmitted to a microcontroller that computes the energy consumed by a 
load and communicates with a wireless transceiver. The transceiver is responsible for 
sending the measured data to the data display device and for receiving commands 
from the user. The microcontroller can also communicate with status LEDs and with a 
reset button. The device power supply provides 5V DC from 230V AC line. 
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Fig. 2. Data acquisition device diagram block 

Figure 3 presents data display device diagram block. This device consists of four 
major blocks: microcontroller, wireless transceiver, LCD and power supply. 

PC Wireless 
Transceiver 

Microcontroller 

LCD

Power 
Supply 

+5V 

Buttons LEDs

USB
Battery +9V

USB

 

Fig. 3. Data display device diagram block 

Data display device receives measured data from the data acquisition device 
through a wireless transceiver. The transceiver sends the received information to a 
microcontroller. This microcontroller is responsible for several operations, including 
LCD data driving, communication with a computer via USB, LEDs and buttons con-
trol and electricity cost calculation. The device buttons allow the user to select and 
perform many functions, such as data measurement initialization, power IC calibra-
tion and electricity tariff definition. This device is supplied by a 9V DC battery or 5V 
DC USB interface. 

4.2   Hardware 

Power IC. The power measurement is performed by an analog integrated circuit de-
sign for residential single-phase, the CS5463 from Cirrus Logic. This IC focuses all 
the calculation complexity on a single circuit and is a highly accurate and a cost-
effective solution. It is equipped with a computation engine that calculates RMS volt-
age, RMS current, active and reactive power and power factor within an accuracy of 
0.1%. For communication with a microcontroller, the IC features a bi-directional  
serial interface which is SPI compatible.   
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Wireless Transceiver. Data communication between the acquisition and display de-
vices is achieved by two wireless transceivers ER400TRS, developed by EasyRadio. 
These transceivers combine high performance low power RF, operate on 433 MHz 
frequency band, have a range of up to 250 meters line of sight, and provide  
serial interface for connection to UART devices. 

LCD. The energy use information is displayed on a small LCD panel, developed by 
Batron, with 20 characters and 4 lines. 

Microcontrollers. To control operations of many electronic components and endow 
the system with some intelligence, each device has an 8 bit microcontroller from  
Microchip. Data acquisition device is based on a PIC18F2420, which supports SPI 
and UART communication, while data display device uses a PIC18F2550 that pro-
vides a USB interface for communication with a computer. 

Current Sensor. Current signal is read by a split core current transformer (CT) de-
veloped by CR Magnetics, model CR3110. This type of sensor enables the electricity 
monitoring at switchboard circuit’s level, because there is no need to interrupt the 
circuit. CR3110 was designed to preserve linearity over a large current range, up to 65 
A. Therefore, a burden resistor of 10 Ω was used for this system. This CT introduces 
a phase shift between the primary and secondary current. In this design, the phase 
shift was partially removed by the CS5463 throughout phase compensation. 

Signal Conditioning. Voltage and current signals are conditioned by resistive net-
works and low pass filters to adjust their levels before being applied to the CS5463. 

Power Supply. A transformer isolated power supply provides power to the data acqui-
sition device. The AC from the center tapped secondary is full wave rectified, filtered 
and provided to the 5V regulator. The 5V loads are the CS5463, the PIC18F2420, the 
ER400TRS and the LEDs. Data acquisition device draws less than 47mA.  

Data display device power supply comprises a 9V battery and a 5V voltage regula-
tor to supply the PIC18F2550, the ER400TRS, the LCD and the LEDs. These compo-
nents draw about 63mA. 

Protections. To protect data acquisition device against possible surges, overloads and 
electromagnetic noise, a varistor, a circuit breaker and a line filter was used. 

4.3   Firmware 

The PIC18 microcontroller’s firmware was developed in C and compiled with 
MPLAB C18 from Microchip. Each microcontroller (PIC18F2440 and PIC18F2550) 
need to perform many events. To provide real time response to these events, the  
microcontroller’s interrupts and the interrupt services routines were used. A set of 
routines were developed for the two microcontrollers, which implement many real 
time events. The most important routines developed are listed below in table 1 and 
table 2. 
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Table 1. Data acquisition device PIC18F2420 routines 

Routine Function 

UART receiver ISR - Detect messages sent by the data display device 

Timer 1 ISR 
- Read CS5463 registers which have measured energy data; 
- Calculate energy consumed; 
- Send data to the data display device; 

CS5463 calibration - Eliminate CS5463 input channels offset 

Table 2. Data display device PIC18F2550 routines 

Routine Function 

UART receiver ISR - Detect messages sent by the data acquisition device 

Timer 0 ISR - Update data displayed in the LCD 

USB interface - Control data transmission through USB interface 

Port B - Detect an input change in buttons corresponding pins 

4.4   Software 

A software application, based in C#, was also developed for the computer. This appli-
cation communicates with the data display device through a USB interface and en-
ables receiving and storing the monitoring system measured data. This program also 
provides daily charting energy use data giving a very useful visual tool to the user. 
Figure 4 presents some screens from the developed software application. 

 

 

 
 

a)       b) ) )  

Fig. 4. a) Software application interface b) Daily chart energy use window 
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4.5   Prototyping 

The developed system prototyping consists of three main parts: PCBs (printed circuit 
board) design and production, electronic components PCB welding and components 
boxes assembly. The prototype production cost was €€ 280.82. To enable the appliance 
level monitoring, a module to be plugged into the wall outlet was also built. This mod-
ule reads the line voltage signal and provides a wire for plugging the current sensor. 

5   Results 

In order to ensure a suitable data accuracy measurement, the proposed system was 
calibrated through a three-step process: CS5463 input channels offset elimination, 
phase shift compensation and scaling factors adjustment. To validate the system and 
verify its accuracy, several tests were carried out. These tests showed that data acqui-
sition device has a measurement error of less than 1% for loads greater than 0,5A. 

Finally, several functional tests were performed, to validate the system’s behavior 
in real situations. The system was tested on both appliance level and switchboard cir-
cuit’s level. It was possible to validate all the system’s devices and components, 
which have a proper operation and integration. 

6   Conclusions and Further Work 

This paper describes the design and prototyping of a home electric energy monitoring 
system, which has been successfully completed. The experimental results have dem-
onstrated that the proposed system is accordance with the design’s specifications. 
Besides its original goal of integrating a global energy monitoring system, the devel-
oped system can also be used in energy auditing and energy advising processes. 

Envisaged future work consists in new current sensor adding in order to double the 
data acquisition capacity, PCB’s and component’s size reduction by using SMT  
technology and internal memory installation to record measured data directly in the 
system. 
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Abstract. The high prices currently achieved in the acquisition of non-renewable 
energy for electricity production and the low levels of energy efficiency in the 
housing sector are the national situation, which leads the Portuguese government 
to encourage the acquisition, the installation and the use of technologies which 
exploit indigenous and renewable energy. This study presents an application that 
was developed in order to help the citizen in his decision to invest in renewable 
technologies in their homes. The application is able to elaborate an economic 
analysis based on the selected type of renewable technology, providing the user 
with the knowledge of benefits and the annual costs involved in the system that 
he selected. This tool aims at facilitating the interaction of any user with such 
technologies and it can be used as a helpful tool to support the decision of  
investment in such systems. 

Keywords: Renewable energy, energy efficiency, photovoltaic, solar thermal, 
rainwater systems, technical and economic feasibility. 

1   Introduction 

Energy consumption in buildings or homes (residential sector) is closely linked to the 
climate of the region where these are “installed” and depends on it, representing a 
major share of total energy consumption in most countries [1]. 

The number of dwellings in the EU-25 is about 196 million of which 80% are con-
centrated in seven countries, Germany 18.6% Italy 13.8%, UK 13.2% France 12.7%, 
Spain 10.8%, Poland 6.5% and Netherlands 3.5%. The entire building stock in the EU 
accounts for more than 40% of final energy consumption, of which 63% relates to 
final energy consumption in the residential sector [2]. 

Nowadays, people spend about 80 to 90% of their time inside buildings. Incorrect 
methods of design and construction lead to low energetic efficiency buildings or 
dwellings [3]. This low, or weak efficiency results in a large number of social prob-
lems, including problems of health and well-being and it also causes an excess of 
energy consumption which is responsible for high emission of pollutant and harmful 
gases into the atmosphere, particularly carbon dioxide (CO2), and entail high  
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economic burden to their occupants [4]. It is therefore important the use of renewable 
technologies of energy in housing in order to reduce such costs and emissions and 
make it more efficient and sustainable. 

With the increasing interest and knowledge regarding these technologies, we come 
to the need of tools capable of sizing and providing at the same time to the engineer, 
the designer, the user, and others economic perspectives that can help them in the 
decision to invest in these technologies. Such tools need to incorporate mathematical 
models of system components, know the possible situations that may occur in systems 
and rely on the weather information of various locations providing a pleasant and 
intuitive computing environment to the user [5]. 

There are currently several applications on the market able to perform simulations 
and provide the user with energy and economic analysis. However in the presence of 
the mentioned applications we’ve arrived at the conclusion that the majority relate to 
solar systems and are targeted at designers and engineers. They can be found at [5] 
and [6]. Concerning the systems of exploitation of rainwater, some applications have 
been found although they are mostly based on Excel spreadsheets. These applications 
can be found at [7], [8] and at the site of Sud Solutions company among others online. 
The computer tool developed differs substantially from these cases, as it is specifical-
ly intended for single family houses, geared to all users regardless of technical and 
specific knowledge they have about each technology. 

This paper proposes a tool capable of performing a study of technical and econom-
ic feasibility of a sustainable housing in Portugal, being a sustainable housing the one 
which incorporates  solar photovoltaic and solar thermal technologies – known as 
active technologies for decentralized energy generation - and technology of subse-
quent use of rainwater for non-potable uses or purposes, to provide the user interested 
in acquiring such systems for incorporation in his own house or any other, an initial 
idea of housing benefits and charges involved in these technologies and the possibility 
of comparing this type of housing with the standard one, i.e. without technologies 
using renewable energies. The application will consist of several sections, which 
encompass the choice of technology and data required for the proper functioning of it, 
the sizing of the systems and their economic analysis accounting for the economic 
gains and the energy savings associated with the choices made by the user as well as 
the periods or times of return (payback) of the investment in this type of housing. 

This practice was developed based on various mathematical models proposed by 
different authors, who describe the individual performance of each technology, and it 
was developed in MatLab environment. 

2   Contribution for Sustainability 

The buildings or dwellings have shown as an area where environmental issues have 
not been taken in account at all. The reduction of energy consumption, of greenhouse 
gases, like CO2, and of potable water consumption seems to be one of the key areas 
for achieving sustainability. 

The aim is therefore to head for a higher level of energy sustainability, and to make 
this possible we must constantly take into account, that the way of achieving a more 



 Sustainable Housing Techno-Economic Feasibility Application 447 

sustainable "community" is through a reduction of energy consumption in buildings, 
and consequent reducing of pollution levels associated with the use of primary energy 
and its global influence on the climate, and the reducing of potable water consump-
tion in buildings, by adopting active strategies that lead to higher levels of efficiency 
thus making housing more sustainable. In this sense, the developed application which 
is set out below has the following objectives: (i) to provide any user, regardless of 
their knowledge in such technologies, with the possibility of sizing systems using 
renewable energies by means of an estimate of energy and of  rain water usage over a 
year, (ii) to provide regardless the user’s knowledge in such technologies, an initial 
idea of costs and benefits he could reach  with the installation of such systems in his 
home and (iii) to offer a full economic analysis to the selected system by comparing it 
with a housing that does not have any of these technologies. 

This application aims at supporting the decision to invest in systems using renewa-
ble energies focusing on their interconnection with the final user. Figure 1 illustrates 
the framework of the conceptual model of the application. 

 

Fig. 1. Framework of the conceptual model of the application 

This approach represents the base of the structure and the way the application was 
conceived, always taking into account the user’s needs and requirements. Through a 
graphical interface, the user can visualize and control the necessary variables that will 
bring him to an outcome that may or may not meet his expectations. 

In general terms the "macro" structure of the application, illustrated in figure 2, is 
based on two layers. The first regards the layout of the application and the interaction 
with the user and the second regards selection / command and control. From the 
second layer the user can access to other secondary layers that correspond to each of 
the technologies that make up the application and subsequently to its sizing and its 
economic performance.  
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Fig. 2. Adopted structure in the application development 

3   Application Structure 

The adopted structure in the development of this application aims at facilitating the 
interaction with the user. To accomplish this goal, it has been divided in several 
blocks of which the selection / command and control, the introduction the acquisition 
of data, illustrated in Figure 3, and the graphical interface are to be distinguished and 
explained below. 

Selection/command and control 
The selection / command and control is responsible for the orders given to the appli-
cation via the graphical interface to call the layers for each technology as well as the 
layer for the energetic calculations. The selection / command and control can be 
viewed as the desktop of the application once all the others are invoked from here, 
with the exception of the layer related to the economic calculations that is released 
from the sub-layer of energy calculations and from the layers related to climatic data, 
released from the secondary layers of each technology. 

Introduction / data acquisition 
The data entry can be done in two possible ways, either by user or by reading and 
importing data from a database (data acquisition). There are common data which have 
to be imported such as solar radiation and environmental temperature for the photo-
voltaic and solar thermal systems and meteorological data for the rain water system 
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and specific data for each system. All data were collected and inserted in a database 
consisting of an Excel file. This database was compiled as follows: The temperature 
and radiation data were acquired online at the website of the European Commission 
through the free application Photovoltaic Geographical Information System (PVGIS) 
and meteorological data acquired through the Portuguese website of the Institute of 
water through the national information system of water resources (SNIRH). It also 
collected data regarding the technical components of each system (technical characte-
ristics of pv modules, inverters, solar collectors, hot water storage tanks and storage 
tanks for rainwater) and their prices. These data were provided by companies current-
ly operating in the Portuguese market.The graphical interface allows the user to select 
a particular component, depending on the selected system and the application per-
forms a search of the database and imports the characteristic data for the selected 
component. The import of the climate data is performed in the same way taking into 
account the available information of the different cities and their municipalities in 
Portugal delivered to the user. 

 

Fig. 3. Schematics of the Introduction / Command and Control 

The core of the application is where you process all requests, orders and necessary 
responses, i.e., it acts as a kind of coordinator of services. It coordinates the delivery 
of services in order to provide an adequate response to a particular user's need, which 
may involve the selection of particular equipment, the associated calculations and the 
visualization of the results. 

Graphic interface 
The GUI shown in Figure 4 is responsible for the user interaction, helping him in the 
choice of several possible options for each technology and in the visualization of the 
data depending on his choice and the out coming results. It is equally responsible for 
the acquisition of necessary data which are demanded to the user. It was developed 
with the aim of providing the user with a clear and friendly environment. 
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Fig. 4. Graphical interface, the main application window 

In Fig. 4, the main interface is divided um several areas, each one related to a spe-
cific task. A summary of each block, identified with capital letters, is presented  
below: 

A - represents the acquisition module of the housing location, essential for the 
proper acquisition of climatic data for solar technologies and of rainfall data asso-
ciated with the technology of rainwater harvesting. 

B - represents the module of the available renewable technologies for selection. 
C - represents the module for launch of energy calculations that can be seen as the 

sizing module of the system previously selected by the users for integration in his 
home. 

By means of the main window, the user selects the city and the municipality where he 
is and then can decide later which technologies he wants to install. You can either 
select one, two or all three technologies. The choice of technology leads to a new 
window, where the necessary data for proper sizing of each system for subsequent 
economic analysis will be inserted and acquired. At the end of the introduction and 
acquisition of necessary data, there is a simple scheme of the connection of the indi-
vidual components and of the overall system for better understanding by the user of 
the selected system. After the introduction and acquisition of all necessary data for 
each system, the user is introduced through the main application window to the next 
step, illustrated in Figure 5, which includes the step of sizing systems and the path to 
the final step, the economic evaluation of the entire system selected. This window is 
available to the user to configure the systems, which form a basis for economic analy-
sis and the estimation of energy produced annually, and / or potable water saved an-
nually. It is a window of "calculation", i.e. it does not require any insertion of data; 
the user has only access to the button for each technology, which calculates all neces-
sary parameters and inserts them in the respective fields for later viewing. Next you 
can then follow the final step, illustrated in Figure 6, where after entering some data, 
such as: discount rates, desired lifetime of the project, if the project will be funded or 
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not and if it is for how long, etc., you get the total investment needed for each tech-
nology and the total investment in all the selected systems, the annual benefits dis-
counted to the period of life chosen for the project of each technology and of the 
global system selected, the return period on invested capital for the global system and 
the economic viability of the overall indicator selected by Net Present Value (NPV). 

 

 

Fig. 5. System sizing 

 

Fig. 6. Economic Analysis 

4   Experimental Results 

In this section, we present the results obtained for a residence located in the city of 
Aveiro and in the municipality of Vale de Cambra, which are illustrated in Figure 7 
and 8. The economic analysis carried out corresponds to a system composed of the 
three available technologies in the application. A period of 15 years of useful lifetime 
for this project has been adopted, with a financing of 80% of the needed capital for 10 
years, a discount rate of 7% and an interest rate of 6%. The choices for each technol-
ogy are listed in Table 1. 

The sizing of photovoltaic solar system resulted in the need for installation of 18 
photovoltaic modules whose configuration results in nine modules connected in series 
along two rows. With this system you get an annual production of around 5500 kWh / 
year and you need an area of 23 m2 for the system installation. 

The solar thermal system sizing resulted in the need for a system composed of a 
solar collector and a storage tank of hot water with a capacity of 240 liters. With this 
system, the user can produce an energy saving of 1700 kWh / year corresponding to 
53% of his energy consumption in water heating throughout the year and it requires 
an area of 2.50 m2 for the system installation. 

Taking into account the rainfall levels of the place, the sizing of the rainwater har-
vesting system resulted in a storage tank for rainwater with a capacity of approximate-
ly 20 m3. With the installation of this system the user has an available, usable volume 
of about 125 m3 of rainwater, of which he uses 112 m3 for the satisfaction of his dwel-
ling consumption, i.e., he will consume annually about 81 m3 of potable  
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water from the network, leading to a system efficiency of around 58% having the 
system installed a level of utilization of 90% of rainwater which means that about 
90% of rain that falls on catchment area of this place is saved by the system. 

Table 1. Tecnology parameters 

Photovoltaic Solar Thermal Rainwater 
Remuneration 

scheme 
Subsidized 

tariff 
Housing 
typology 

T3 
Monthly demand  

(m3) 
16 

Pp to install  
(kW) 3.45 

Number of 
occupants 

4  

Solar module Isofoton 180 Solar colector 
AS-

EFK 2.2 
 

Module type c-Si 

 
Inverter 

Sunny Boy 
3800 

Inverter type 
With trans-

former 

 

Fig. 7. Sizing of selected systems 

As for the Economic Analysis, in the case of overall results, the total investment 
required is €€  25,462. The update benefits during the lifetime of the project, amount to 
€€  27,734, which means that the net present value (NPV) of the project is positive and 
amounts to €€  2271. The decision to invest in this project can be considered favoura-
ble. Regarding the time of return on capital invested in this system, taking in account 
the financing and time allowed for financing, it will be paid within 11 years. Consi-
dering the adopted period of life 15 years, it means that the last four years of opera-
tion of the system will result in profit for you or for your home. This can be seen in 
Figure 8 through the graphic of the return period. Note that, in terms of cumulative 
value, the system will present, in the last year of life of this project, a benefit of ap-
proximately €€  11,000. 
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Another interesting point to consider is the comparison between housing, with the 
integration of these technologies for exploiting renewable energy, and housing with-
out them, considered as standard. In the analysis of housing considered as standard, 
an annual electricity consumption of 2600 kWh per year, a gas consumption of 650 
kWh per year and water consumption of approximately 60 m3 per year are assumed. 
The same life period which was considered for housing with these technologies 
should be considered, in order to obtain a point of comparison. For the 15 years con-
sidered, the housing will present about €€  18,170 of expenses in present value for this 
period. The housing with the incorporation of these technologies, as outlined above, 
presents a benefit for the same period of time amounting to €€  27,734. 

Then, establishing the comparison between the two houses it is clear that the option 
for sustainable housing, and taking into account the defined period of 15 years, the 
user can save in the end about €€  9500, while continuing with its housing built without 
such technologies you will only have associated charges. It is also important to men-
tion that by introducing this type of technology in his home the user makes it more 
efficient and sustainable. 

 

Fig. 8. Economic analysis of selected system 

5   Conclusions 

Introduction of renewable technologies of energy in housing makes homes more effi-
cient and more sustainable and provides both economic and environmental benefits to 
its inhabitants also contributing to the security in energy supplying among others. 
Thus, this work has built an easy tool to use aiming at helping you in your decision to 
invest or not in these technologies. 

A solid useful and accurate application resulted from this work providing results 
that can be displayed graphically (for a better perception) and be obtained from rela-
tively simple data entry. It provides the user with a clear friendly graphical interface 
allowing him a most comprehensive knowledge of each renewable technology as well 
as the various aspects of its operation, either individually or at the system as a whole. 
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A consistent and profitable software tool in the supporting of investment decision 
in these technologies for incorporation into a dwelling is thus available for any user, 
regardless the knowledge he has about them. 
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Abstract. This paper presents an algorithm for estimating the Total Harmonic 
Distortion (THD) in the electrical power grid nodes, which is based on a load 
flow analysis by frequency component. The aim of this algorithm is, on the one 
hand, to model the linear and non-linear loads which would be part of an electri-
cal network and, on the other hand, to estimate the THD which would appear in 
the network nodes, in order to evaluate its effects and consequences, as well as to 
choose the best alternative for solving these problems. The proposed algorithm is 
able to show the grid’s buses in which the THD achieve a maximum, and could 
help to choose the most appropriate one to put the electronic devices up, as  
active power filters, optimizing the system design, permitting the reduction of 
the system losses and an increase of the energy transmission effectiveness into 
the grid. 

Keywords: Non-linear Loads, Total Harmonic Distortion, Frequency Components, 
Power Flow, Power Losses. 

1   Introduction 

The electric energy consumers have a wide variety of electrical and electronic equip-
ment that pollute the power grid, generating currents and / or voltage harmonics. In 
consequence, the operation of other users’ equipment would be affected, due to the 
requirements of high quality power supply for proper operation (critical loads). 

Harmonics are distortions or deformations of sinusoidal waves of voltage and / or 
current in electrical systems, mainly due to the use of non-linear loads (computers, 
televisions, variable speed drives, rectifiers, arc furnaces, fluorescent lamps, starters 
electronics, etc..), the use of ferromagnetic materials in electrical machines, switching 
operations in substations and in general the operation of switching equipment . 

The effects of harmonics in power grids have been studied in previous literatures 
[1], [2]. To begin with, the appearance and the circulation of currents and / or addi-
tional voltages on the electrical system causes problems such as the increasing of ac-
tive power loss, overloads in capacitors, measurement errors, malfunction protection, 
insulation damage, deterioration of dielectrics and decrease in the life of equipment, 
among others. 

There are several alternatives for solving the pollution on the power supply through 
electrical or electronic equipments. Among these alternatives are active power filters. 
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These are electronic devices that have been studied and applied in recent years due to 
the advantages over other alternative solutions. It is generally assumed that the active 
filters will always work under the same specifications. This is a good consideration 
whether in reality the values of the parameters do not vary very atypical, so the filter 
will never show a pattern different from design. 

2   Contribution to Sustainability 

This paper presents an Harmonic Load Flow Algorithm to evaluate the Total  
Harmonic Distortion (THD) that appears in a electrical grid due to electrical and elec-
tronic components, obtaining the mathematical model of loads (linear and nonlinear) 
under the influence of harmonics, and could be use for evaluating the best alternative 
to put up the equipments (for example, active power filters) for solving the electrical 
pollution looking for the option that achieve the same goals but minimizing the total 
losses produced in the transmission and distribution grids. Also the algorithm deter-
mines the losses produced in the grid, that is a key parameter when operating and 
managing the grid and is one of the most important objective to be minimized for 
build a sustainable distribution grid. 

This algorithm will help in future studies to characterize and model the demeanor 
of active filters, determining the nodes where these devices will succeed in improving 
the performance of the electric grid. Besides, this algorithm will help to evaluate the 
effects of these elements on mitigating the harmonics produced by non-linear loads 
and to estimate the decrease of electric grid losses. Only by using an algorithm of this 
kind it will be possible to analyze different active power filter strategies for 
comparing them and select the best depending on the electric grid characteristics. 

3   Frequency Component Load Flow 

The elements of an electrical system can be represented by linear or nonlinear imped-
ances. The first case corresponds to those elements in which there is a proportional 
relationship between voltage and current to the same frequency range; on the other 
hand, non-linear elements do not have this proportional relationship across the spec-
trum. Among the elements that can be represented by linear impedances, are the lines, 
transformers, electrical machines and certain charges. On the contrary, the compo-
nents which are considered as non-linear elements are mainly electronic equipment, 
like rectifiers. 

3.1   Linear Load Modeling in the Presence of Harmonics 

Transmission Lines have different mathematical models depending on their length, 
voltage and frequency. According to their length they are classified as short, medium 
and long lines. 

They are fully described in [4], including their mathematical models. Thereby, the 
model which has been taken into account in the proposed algorithm is the π  nominal 
one represented in Fig. 1a, where, r, l, c y g are, respectively, the resistance, inductance, 
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(a) 

 
(b) 

Fig. 1. (a) Equivalent single-phase model, (b) Fifth Harmonic line model 

capacitance and conductance per length unit. According with [3], if the line is consid-
ered as a short line, c y g will be equal to 0. Figure 1b shows the equivalent single-phase 
model taking as an example the fifth harmonic. 

Loads. In the study of harmonic flow, low-power loads are not represented individu-
ally; however, they are combined into equivalent circuits that represent the impedance 
characteristics of all charges. It is possible to consider variations in the impedance of 
the system due to the frequency or the chargeability level, both for domestic and in-
dustrial consumers. Nevertheless, as industrial loads are usually those that use capaci-
tors for making up for the power factor, they are the ones that have more possibilities 
for contributing to the appearance of series and /or parallel resonance into the electri-
cal system, [5]. They are fully described in [4], including their mathematical models. 

Capacitors are modelled by their equivalent capacitance, providing a unique model 
that can be incorporated into a series or parallel circuit; these capacitive reactances 
must be multiplied by h [3], for taking into account the harmonic flow effects. 

Non-controlled rectifiers (Fig. 2) are one of the sources of emission of harmonics in 
a power system. For modelling these loads it is necessary to take into account the 
distortion in the waveform in order to achieve a better description of the interaction 
with the network. According to the current injection model [3], the current wave is 
decomposed in Fourier series and each harmonic component is injected into the sys-
tem as a power source; thus, it is possible to determine the system nodes harmonic 
voltages  if a frequency sweep is made on the network. Equation (1) expresses the 
current injection model: 

11 VYI hh ×= ,                                                            (1) 

where Y1h is interpreted as the relationship between each harmonic current and the 
fundamental component of tension, and is not necessarily linear. 

Therefore, the nonlinear loads are modelled as constant current sources for each 
harmonic frequency and are calculated regarding to the fundamental frequency  
current. 



460 S. Ruiz Arranz et al. 

L

R
R

S

T

T1 T3 T5

T6 T2 T4

 

Fig. 2. Three-phase 6-pulse non-controlled rectifier diagram 

These injections are based on the Fourier series, [4]. The Fourier series of AC input 
of a typical 6-pulse rectifier, when the output current is almost constant, fed by a 
transformer YY are listed below [3]: 
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where IR,1  is the current drawn by the rectifier at the fundamental component, whose 
expression is obtained from: 

∫=
2/

6/1, )·(·
4 π

π
θθ

π
dsenII oR

.                                               (3) 

By integrating the previous expression, the next one is obtained: 
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Finally, it can be shown from the expression (2): 

h

I
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hR
1,

, = .                                                       (7) 

On the other hand, the equivalent resistance of rectifier for the purposes of modelling 
its behaviour for the fundamental component can be expressed by: 

1,

1,
,

R

FN
eq I

V
R =Υ

.                                                     (8) 

If the expressions (5) and (6) are used into expression (8), it is finally obtained: 

Deq FRR ×=Υ,                                                      
(9) 
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where: 
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3.2   Frequency Component Load Flow Algorithm 

The frequency component load flow, like the conventional load flow, has different 
purposes. Firstly, to establish the state of the system taking into account the parameter 
of linear elements that shapes it. Secondly, to obtain information about the demanded 
power at the charge nodes and the generated power  and, finally, to draw the topology 
of the system and the characteristics of nonlinear elements which cause  the harmon-
ics of voltages and currents that are multiples of the fundamental frequency in the 
system. The linear and nonlinear elements must be modelled considering the variation 
suffered with the frequency, according to previous epigraphs. 

Once the conventional load flow is finished, consequently the models of linear and 
nonlinear loads have been defined. In order to find the harmonic voltages, the YBUS 
matrix should be built for each frequency and the next equation should be solved: 

)()(
)( · hh

BUSh VYI = .                                                       (11) 

In the above expression current injections are known due to their dependence on the 
nonlinear loads which are considered. 

Once the mathematical model of the network elements are obtained, it is possible 
to make the flow of loads on the grid and, in consequence, to obtain the THD at each 
node, which is caused by the propagation of harmonics in the network due to the non-
linear loads, as well as to assess the power losses due to these harmonic currents. 

 

Fig. 3. Harmonic Load Flow Algorithm 
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Thus, the THD is the square root of the sum of the harmonic voltage amplitudes 
squared between the amplitude of the fundamental voltage component, which is ex-
pressed as a percentage. In mathematical terms, the THD is defined by the next ex-
pression: 

1

2

2

·100(%)
V

V

THD

H

h
h∑

== .                                            (12) 

Where V1 is the RMS fundamental voltage component, Vh is the RMS h-harmonic 
voltage component and H is the number of harmonic to evaluate. 

Fig. 3 reflects the flow chart of the frequency component power flow algorithm. 

4   Simulation Results 

The proposed algorithm is applied to a radial power distribution line (Fig.4), which is 
based in the case presented in [7], in order to demonstrate its effectiveness for deter-
mining the THD in a power system. The circuit model of the radial distribution grid is 
illustrated in Fig. 4. The parameters in the simulation are included as follow: 

 Power system: 220 V (line to line), 60 Hz. The transmission line parameters 
are L1= 0.2 mH, R1= 0.05 Ω, C= 150 μF, L2= 0.4 mH and R2= 0.1 Ω. 

 Nonlinear loads: two rectifiers rated at 2760 VA and 3328 VA are installed 
at bus 2 and bus 6, respectively. The dc side of the rectifiers consists of an 
inductor and a load resistor that model a load which produces harmonics. 

 

 

 

Fig. 4. Radial power distribution line: (a) Case I, (b) Case II 

Network Parameters Expressed in the Per Unit System 

The base power and the base voltage which have been taken into account for the per 
unit system are Ub= 220 V and Sb= 6 kVA. As a consequence, the base impedance of 
the circuit is Zb= 8.0666Ω. 

The parameters of the radial network expressed in the per unit system are included 
inside the Table 1. 

(a) 

(b) 
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Table 1. Network parameters in the per unit system 

Parameter Real Value p.u. Value 
V1 220 V 1 
XL1 j·0.075398 Ω j·0.0093468 
R1 0.05 Ω 0.0061983 
XC -j·17.68388 Ω -j·2.192216 
XL2 j·0.150796 Ω j·0.0186937 
R2 0.1 Ω 0.01239669 

Mathematical Models of the Lineal and Non-lineal Elements 

Each of the elements of this system is modeled as follows: 

 Transmission line: It is modeled using the Midline Model,[4] ,(see Fig.1). The 
conductance G is not considered in this network. 

Rectifiers: They are considered as the non-linear elements of the network, which are 
located on Buses 2 and 6 (Case I), and buses 4 and 9 (Case II) respectively. Accord-
ing with epigraph 3.1, the parameters that define each rectifiers´ mathematical model 
are the ones included in Table 2. 

Table 2. Rectifiers in buses 2,4 and 6,9: Parameters in the per unit system 

LOAD: RECTIFIER ON BUS 2 (I) and 4 (II) LOAD: RECTIFIER ON BUS 6 (I) and 9 (II) 
PARAMETER VALUE (p.u.) PARAMETER VALUE (p.u.) 

S 0.46 S 0.554 
R 3,9619 R 3,2897 
FD 0.27425 FD 0.27425 

ReqΥ 1,5356 ReqΥ 1,2759 
INn,1 0.3757 INn,1 0.4525 
INn,h INn,1/h INn,h INn,1/h 

Network Analysis and THD Calculation at Each Node 

For this power system the simulations were performed using the MATLAB software. 
The results of the THD at each node for each case I and II are presented in Table 3. 

Table 3. Total Harmonic Distortion in the network’s buses 

THD(%) BUS 
Case I Case II 

Bus 1 1.8038 1.4416 
Bus 2 2.7262 2.1832 
Bus 3 3.4746 1.8766 
Bus 4 3.5541 1.9312 
Bus 5 2.8873 2.8794 
Bus 6 1.7368 2.8327 
Bus 7 1.2930 2.9575 
Bus 8 2.9950 2.5417 
Bus 9 4.5654 2.3711 
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The Figure 5 shows the evolution of the THD on each node, which is based on the 
data collected in Table 3, and also show the losses of the transmission lines of the 
studied system, being 0.6209 p.u. for case I and 0.6048 p.u. for case II.  

 

(a) (b) 

Fig. 5. Grid nodes THD for the system of Fig.4: a) case I, b) case II 

5   Conclusion 

In this paper an algorithm for estimating the Total Harmonic Distortion (THD) in an 
electrical power grid is presented. This algorithm is based on the harmonic load flow 
in a radial network, due to non-linear loads. 

It has been shown by simulation that the proposed algorithm is able to show the 
grid’s buses in which the THD is maximum, helping to choose the most appropriate 
one to put the electronic devices up, and optimizes the system design, permitting the 
reduction of the system losses and an increase of the energy effectively injected into 
the grid. 

First of all, the different elements that could appear on an electrical network have 
been mathematically modeled, including transmission lines, linear and non-linear 
loads. Secondly, the Harmonic Load flow algorithm has been proposed, being able to 
calculate the Total Harmonic Distortion which appears on the network due to the non-
linear loads. Moreover, the proposed algorithm has been applied to a radial power 
distribution line in order to demonstrate it effectiveness in predicting the THD in a 
power line. As a result, it could be established the system’s buses in which the THD is 
maximum, helping to evaluate the best alternative to put up the equipments for  
solving the electrical pollution. Also this algorithm determines the losses in the distri-
bution grid, and will allow, in future applications, to evaluate the influence of the 
presence of active power filter and the nodes where they are connected. 
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Abstract. Photovoltaic (PV) systems are increasingly present in the electrical 
distribution systems due to the governments incentives and low production 
costs of a developed PV technology. This paper summarizes the measurements 
on power quality (PQ) parameters carried out in a radial distribution network in 
two periods of time, before and after connecting a PV plant to the grid, and also 
shows the same parameters measured in the point of common coupling (PCC) 
of the grid and PV plant in order to discuss about how the impedance of the grid 
and ratio between injected power and power demanded by the load may influ-
ence changes on the PQ of the distribution system. Some measured values are 
compared with the limits set in the international standards. This paper assesses 
the impact of PV generation on the distribution system and important issues 
such as reverse power flow and harmonic distortion are analyzed.  

Keywords: PV grid connected systems, power quality, distributed generation. 

1   Introduction 

The increasing number of photovoltaic systems in Spain is a fact in recent years due 
to the commitment made by the government with the European Union in terms of 
increasing the percentage of renewable energy in the generation mix. Optimal condi-
tions for the development and implementation of this technology has meant that in 
2008 6090 MW of PV power was installed in the world. Spain was the leader with 
approximately 43% according to [1]. Until recently, the performance of photovoltaic 
plants and technological improvements to reach an increase in the productivity, have 
been the focus of the research [2-5]. In short time, the advance of the solar technology 
is evident, and at this point it is necessary to deepen the performance of the facilities, 
but also to know the impact of those plants on the grid, even more because of actual 
PV high penetration levels in the distribution networks. The potential problems asso-
ciated with high PV penetration levels are summarized in [6] and could be a disadvan-
taged for the development of this renewable energy.  

For unmanaged generation plants in Spain [7], the generation capacity shall not ex-
ceed one twentieth of the power network short circuit at the PCC in order to mitigate 
the possible effects of the PV plant on the distribution network. To obtain an accuracy 
value of the short circuit power in distribution networks before the installation of a 
PV plant, is not easy. The impedance of the grid, which is directly related to the short 
circuit power, changes with frequency and its estimation could be complicated with 
the presence of more than one generation source on the network.  
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PV system location on the distribution system could influence the PQ of the grid at 
the PCC [8] and also the difference between the load conditions and PV production 
could affects the voltage fluctuation of the grid due to the reverse power flow [9], 
[10]. Taking into account all these factors, this paper presents measurements per-
formed on a distribution network in two situations, before and after the PV system 
connection to the grid with the aim of evaluate the impact of PV systems, not only in 
the substation, but also in the PCC. 

2   Contribution to Sustainability 

Grid interconnection of PV generation system has the advantage of more effective 
utilization of generated power with a more flexible and accommodated consumption. 
PV systems are a solution for the dependence and depletion of conventional energy 
sources and environmental problems. PV generation is increasingly widespread in the 
distribution network and quality problems have been detected that may affect the 
operation of the network. This paper presents experimental measures on a distribution 
grid, with and without connection of PV plant, to have a better understanding of the 
potential quality problems that this technology may introduce on the grid and to be 
able to solve them. Improving PV plants operation could increase the penetration 
level of PV plants in the distribution system. 

3   Description of PV Grid Connected System 

The size and the peak power of the PV system, the rated power and the short circuit 
power of the grid are important parameters to evaluate the PV influence on the grid, 
all of them related to the PV power penetration level. According to [11], most of the 
problems observed in an experimental analysis performed, occur in rural networks 
due to its high impedance. Taking this into account in the selection process of the line, 
measured data of different rural distribution lines was analyzed from year 2005 to 
year 2007, to choose one of them with a low load and not many changes in their an-
nual load profiles. The line chosen has similar load profiles in different years with a 
low demand of power Fig. 1, and only reaches high values of load from April to  
August when rural customers develop their maximum activity. The other requirement 
to select the appropriate line was to have a recent  PV generation connected to  have 
measured data of both situations (with and without PV generation). The line studied is 
a rural distribution grid of 20 kV in the southwest of Spain with an approximated 
installed power of 5 MW that supplies to 115 customers, including a small town and 
also many dispersed irrigated farms. The line is connected to a 20 MVA transformer 
in a substation with two levels of voltages 66 kV/ 20 kV. 

The PV plant is located 4 km from the substation and started operating in 2008. 
The PV system has 5 kW-2Φ, 20 kW-3Φ and 100 kW-3Φ inverters, all them equipped 
with AC galvanic isolation transformer and the usual protections of the majority of 
inverters used in PV installation such as: reverse polarity, AC over/under voltage, DC 
over voltage, AC and DC overcurrent, over temperature and antiislanding. PV park is 
made up of 6633 PV modules with 150 W of nominal power arranged in 390 parallel 
strings, with 17 modules in each. Strings are connected to inverters with different 
power. There are groups of 15 kW, 20 kW and 100 kW making a total of 995 kW of 
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installed power. All inverters are tied to the grid via four 0.4 kV/20 kV transformers, 
two of them of 630 kVA of power and another two of 400 kVA, which raise the vol-
tage from 400 V to 20 kV before PV plant being connected to the grid. 
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Fig. 1. Load profile of the grid from 2005 to 2007 

4   Measure Methodology 

Accomplishing with the objectives of this work, a PQ analyser (Topas 1000), was 
installed in two points of the grid: firstly at the substation, to obtain data measured in 
two periods of time (with and without PV generation connected to the network) and 
performance a comparative analysis of two monitoring periods and secondly at the 
PCC to evaluate the quality of the power injected into the network by the PV system. 

Several electrical quantities and parameters as active and reactive power, power 
factor, total current harmonic distortion (THDI) and voltage harmonic distortion 
(THDU), individual current and voltage harmonics have been observed. All the moni-
toring periods were carried out for 24 hours in different days, grid without PV system 
was monitored at the substation on February 26, 2007; grid with PV system was mo-
nitored at the substation on March 31, 2009 and finally the output of PV system was 
monitored at the PCC on March 3, 2010. 

PQ analyser Topas 1000 was connected at the low-voltage side of currents 
(300A/60A) and voltages (22kV/110V) transformers at the substation and in the same 
way, after the general switch of PV system to curry out the measurement at the PCC 
(Fig. 2). PQ analyser has 8 channels to measure currents and voltages; it is connected 
to four wire system with neutral-voltage/current and neutral common point connected 
to ground. Topas equipment recorded data with measurement interval of 10 ms for 
rms values, for this work, average intervals of 1 minute have been selected. 

 

Fig. 2. Schematic block circuit diagram of the grid and PV system 
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5   Results 

In the following subsections the most representative measured parameters are  
presented and compared with the limits set in the corresponding standards. [11] is 
considerated to evaluate all values measured at the substation in 2007 (without PV 
plant) and 2009 (with PV grid connected plant), It refers to [12] for analyzing the 
values of the parameters measured at the PCC in 2010. 

5.1   Power Quality on the Grid Measured at the Substation 

It should be emphasized several issues to analyze the recorded data: the difference 
between the load and PV production significantly influences all parameters measured, 
that is; when the power produced by PV system is comparable with the power sup-
plied by the main source of the grid, the behavior of the photovoltaic plant is most 
noticeable in the network, even more because PV system studied is near the substa-
tion and there is little impedance between them.  

Active Power. The load profile of the grid in the last years was very flat and low, the 
value of 5 MW installed never is reached, even in the months of more activity. The 
demand of power monitored in both periods (2007 and 2009) was below 2 MW and 
on the other hand PV plant produced 995 kW in optimal conditions, so the reverse 
power flow could be. In Fig. 3 a), b); active power profile in 24 hours is shown, it is 
observed in b) how PV plant production affects the flow of energy for several hours at 
the substation. 

Reactive Power. There was an increase in the reactive power consumption in the 
network with PV system Fig. 3 d) compared with the first period Fig. 3 c). The PV 
inverters are subject to the action of control systems aimed at providing zero reactive 
power at fundamental frequency, but several experiences has shown that the filters of 
inverters are not disconnected consuming reactive power, even when PV plant is not 
operating. This fact does not justify such a reactive power consumption, which may 
be due to increased loads on the grid in recent years. 

Power Factor. As can be observed in Fig. 3 e), the power factor values are always 
above 0.85 and only fell below this number at night when the load profile is low, 
however in Fig. 3 f), power factor decreases to unacceptable levels during PV system 
operation. When PV system works with high power values close to rated ones, most 
active power demanded by the customers is supplied by the PV plant, reducing the 
demand of active power from the grid, but reactive power demand is the same, so it 
causes a low power factor measured at the substation. 

Current and Voltage Harmonic Distortion. Voltage distortion is due to the currents 
demanded by nonlinear loads, these currents flowing through the impedances of the 
grid affecting the voltage nodes. The standard [11] limits THDU to 8% and also the 
individual voltage harmonics. Fig. 3 i), j) and Fig. 4 c), d) shows the voltage harmonic 
distortion does not exceed the limits set by the standard, so in terms of voltage distor-
tion, the effect of PV system operation is negligible. 

Current distortion is due to the current waveforms demanded by nonlinear loads 
and also the current injected by PV inverters into the grid. THDI Fig. 3 g), and also 
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high individual currents harmonics observed in Fig. 4 a) are due to a low value of 
fundamental component of current, however, it can be noted the presence of 40th 
harmonic due to switching signals of PV inverters at the substation Fig. 4 b), and 
extremely high values of THDI occur when PV system reach rated power and the 
reverse power flow is produced at the substation Fig. 3 h). 
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Fig. 3. Measures at the substation in 24 hours. Active power: a) without PV, b) with PV; 
reactive power: c) without PV, d) with PV; power factor: e) without PV, f) with PV; THDI: g) 
without PV, h) with PV; THDU: i) without PV, j) with PV. 
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Fig. 4. Individual currents harmonics in 24 hours, a) without PV, b) with PV and individual 
voltages harmonics in 24 hours, c) without PV, c) with PV 

5.2   Power Quality on the Grid Measured at the PCC 

PV power quality injected into the grid is evaluated at this point, the rated power of 
PV system compared with the short circuit power al the PCC, is important to analyze 
the values of the different measured parameters and their influence on the grid. 

In Fig. 5 a), PV plant active power profile is shown. The power fluctuations in  
active power profile are typical of a cloudy day and only the rated power is reached 
one time at 15 hour. Also in Fig. 5 b), is possible to see a demand of reactive power 
by the loads of the grid. It is observed fluctuations in reactive power before and after 
PV plant operation but there is not reactive power consume at night. 

According to [12], the PV system should operate with a power factor above 0.85 
when output exceeds 10% of the nominal power. As can be seen in Fig. 5 a), active 
power is always above 10% of the rated power of the plant (995 kW), however many 
times the power factor is below 0,8 Fig. 5 c). These values can only be justified if PV 
system provides reactive power compensation. 

The voltage profile is shown in Fig. 5 d), it is observed that the values of voltage 
are within the normal voltage operating range set in [12]. Usually voltage variations 
are due to currents generated by the inverters that produce dangerous overvoltage 
when the PV power is similar to the power demanded by loads. The IEEE Standard 
519-1996 states a maximum of 3% for the individual harmonic distortion and a max-
imum of 5% for THDU. None of those limits are reached at the PCC Fig. 5 f), h).  

The current harmonic are related to the inverter operation, inverter manufacturers 
claim that their inverters provide a THDI< 3% when operating at 30 % of rated power 
and this situation is very common. The same occurs with the standard [12], it  
recommend  the inverter to  supply a  current with less than  5 %  TDHI when at  the 
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nominal power. In Fig. 5 e), it can be seen that THDI measured is around this value. 
For individual current harmonic [12] limits in 4 % for 3th-9th harmonics, 2 % for  
11th-15th , 1,5 % for 17th -21th and 0,6 % for 23th -33th . In Fig. 5 g), as can been ob-
served all the limits are exceeded due to periods when the fundamental component of 
current is close to zero. It can be noted again at the PCC, the 40th harmonic due to 
switching signal of inverters, which is not set in the standards. 
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Fig. 5. Measures at the PCC in 24 hours: a) active power, b) reactive power, c) power factor, 
d) voltage variations, e) THDI, f) THDU, g) individual current harmonics, h) individual 
voltages harmonics 

6   Conclusions 

The measures carried out on the grid, have shown the influence of PV system in the 
power quality of the distribution network, the insertion of PV plant causes changes in 
measured quality parameters and operational particularities that do not seriously af-
fect to the operation of the grid due to the power limit of twentieth of the power net-
work short circuit for generation plants set in [7]. In a near future, if this power ratio 
increases, it could be necessary to find out solutions to mitigate the impact of these 
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quality particularities on the grid. Distribution network have been designed to operate 
in radial configuration with only consumption nodes, but actually it is common to find 
distribution networks with several generation points that could cause reverse power 
flow and voltage fluctuations in different parts of the grid. For this reason to review 
the management and protection devices of the distribution networks will be important 
issues. Storage devices and advanced inverters with internal controls that allow the 
adjustment of injected power as required by the grid, could be optimal options to 
taking into account. 
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Abstract. A new approach in detecting and identifying power quality 
disturbances is presented. The use of Formal Language Theory, already 
exploited in other fields, was used to develop an innovative tool to identify 
patterns in electrical signals. The Concordia transform is applied to the 3-phase 
electrical system, composing a 2-D signal. The obtained signal is computed 
with a “healthy” 3-phase composed signal, retrieving new data. A Formal 
Language based inference algorithm is used to infer a grammar from this new 
data. Each type of fault has its own grammar, which allows the developed 
algorithm to easily detect and identify the disturbances. 

Keywords: Power Quality, Formal Languages, Grammatical Inference, Pattern 
recognition. 

1   Introduction 

Monitoring power quality (PQ) has been an issue with great increase of relevance in 
the past years, part of which is due to the growth of electrical energy consumers, 
whether domestic or industrial. Most of today’s loads are electronic based and 
therefore quite susceptible to disturbances. Occurrence of a power disturbance can 
cause several problems such as equipment malfunction/damage and losses in 
productivity. Power quality issues are addressed in IEEE 1159-1995 standard [1], 
where recomendations for PQ monitoring are also considered. Several monitoring 
methods analyse power line disturbances using different methodologies to detect and 
identify the disturbance. While some of them use mathematical morphologies [2] [3], 
there is also a strong emphasis on the use of multiresolution analysis such as the 
wavelet [4] [5]. 

In [6], voltage sag is defined as a brief decrease in the rms line-voltage as the 
voltage swell is an increase of the rms line-voltage. An interruption is a reduction of 
the line-voltage or current to less than 0,1pu. Voltage fluctuations are relatively small 
variations in the rms line-voltage. The variation in the 3-phase voltage amplitudes, 
relatively to one another, is described as a voltage imbalance. Harmonic distortion is 
the effect in the waveform by the existence of harmonics. 

The research for a method that fits in all disturbances and computational requests is 
still in progress. Some methods work well on some disturbances and not so well on 



 Power Quality Disturbances Recognition Based on Grammatical Inference 475 

others, where other methods have high processing costs. For example the wavelets 
approach needs to be decomposed many times to retrieve a significant conclusion. 

This paper intends to be a contribution to this problem, presenting a new approach 
in detecting PQ disturbances. The objective is to detect and analyse 3-phase systems 
using grammatical inference learning algorithms. Formal language theory was 
initially presented by Chomsky [7] and has been used in distinct domains, such as 
detection of ECG signals [8], control of electrical devices [9], Chinese character 
recognition [10] or image parsing [11]. 

The basic idea is to infer one grammar for each type of PQ disturbances. 

2   Contribution to Sustainability  

The renewable de-centralized power production poses new and interesting problems 
concerning power quality. The quality of the delivered power often depends on the 
mechanical/electric/electronic power interfaces, their control strategies and its directly 
connected with the sustainability of the power delivery system. On the other hand, 
electronic loads are also a strong source of power quality disturbances. Due to their 
nonlinear nature, these loads inject harmonics current into the power system and 
cause voltage harmonics distortion. In order to keep the sustainability of the power 
delivery system it is important to understand how power quality disturbances 
influence the system’s performance. An important issue is development of techniques 
capable of detecting and overcoming power quality disturbances in system-equipment 
interactions. The presented power quality detection method is a contribution for the 
power quality detection problem and thus for the sustainability of the power delivery 
system. 

3   Formal Language Concepts 

3.1   Grammar  

The grammar of the language is a set of rules that specifies all the words in the 
language and their relationships. Once the grammar is found, the grammar itself is a 
model for the source. To define a grammar (G), one specifies a terminal alphabet, a 
nonterminal alphabet, a start symbol, and a set of productions.(1) 

 

 = Σ , Σ , , . (1)  
 

• Σ , represents the terminal alphabet, a set of symbols that create words, 
where a word is a string of symbols. 

• Σ  Is the nonterminal alphabet, set of auxiliary symbols that will produce 
words by the production rules. 

•  Being the start symbol, a special nonterminal symbol to start the 
production of words. 

• , productions are the set of substitution rules, creating words that fit in 
the specific language. 
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Example of a grammar representation: 
 Σ = ,        Σ = ,        = → , → , → , →  
 

Retrieving the following language: 
 ( ) =  | 1, 1 , , , , …  

 

According to the Chomsky hierarchy, grammars are classified in 4 different types. 
(see Table 1) 

Table 1. Chomsky's hierarchy of grammar types 

 
For this work only type 3 grammar are considered: regular grammars which can be 

represented by finite state automata. 
The basic idea is that the use of the grammar allows the decision if a given word is 

part of the language defined by that grammar, being this the basis for the pattern 
recognition methodology presented in this paper. 

3.2   Grammatical Inference 

Grammatical inference is an algorithm that can identify the grammar from a set of 
positive and negative examples. Obviously the quality of the inferred grammar is 
directly connected with the quantity and quality of the learning examples. 

In this work, the developed algorithm will search electrical signals samples for 
signs of the recursive rules that will characterise the grammar being sought. At the 
possibility of a recursion being identified, a step in the inference algorithm is 
completed by substituting the substring. The sample will be rewritten several times, 
each time the recursion will be substituted by a symbol based on regular expression 
theory. In the end the method returns an expression that represents the grammar 
inferred from the sample. 

A simple example of the algorithm is presented below: 
Considering the sample, = ( , , ) 
 =      =     =  
 

The sample is analysed to find recursive parts, 
 

Type Name Production Rules 
0 Unrestricted No restrictions 

1 Context-sensitive →   

2 Context-free →   

3 Regular 
→   →   
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                = ( )  = ( )   = ( )   = ( )   = ( )   = ( )   = ( )   Possible matches: , , ,  
 

Choosing hypothesis: a. Rewriting: =  
                  =     =     =  
 

Analyse: = ( )   = ( )   = ( )   = ( )   Possible matches: , ,  
 

Choosing hypothesis: zb. Rewriting: = ( )  
                 =        =       =  
 

One possibility: yc. Rewriting: = ( )  
                   =           =             =  
 

Final expression, retrieved from the sample: 
                  = (( ) ) (( ) )  

 

The choice of the alphabet is of extreme importance to retrieve useful results. As an 
example Table 2 contains the explanation of an alphabet that can be used in a ECG1 
signal piece (note that the fact that some symbols are in uppercase has nothing to do 
with non-terminal symbols and should be ignored in the scope of the example). Fig. 1 
shows how the alphabet is applied. 

Table 2. Primitives used for the alphabet, Δ is a minimum slope values specified beforehand, 
adapted from [12] 

 

                                                           
1 Electrocardiogram. 

Primitive Name Symbol Description

Horizontal h A segment of constant value

Up slope u An upward segment with slope < 

Down slope d A downward segment with slope > -

Strong up slope U An upward segment with slope  

Strong down slope D A downward segment with slope -
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Fig. 1. Piecewise linear approximation of an ECG signal [12] 

4   Implementation and Results 

4.1   Preparing the Electrical Signals 

Since we are working with 3-phase systems, Concordia transform was chosen to get 
the presentation of the electrical signal in 2-D space. By applying the Concordia 
transform to an undisturbed electrical signal and to a disturbed one, it’s possible to 
retrieve a new representation, which consists of the difference between the two 
transformed signals. Fig. 2 presents a disturbed electrical signal (voltage fluctuation) 
and an undisturbed one. 

 

 

Fig. 2. Disturbed and undisturbed signal 

Since de analysis is on a 3-phase system, applying the Concordia Transform makes 
it possible to analyse the system in a 2-D scenario. Implementing the transform into 
each signal and overlapping the results, one gets the signal shown in Fig. 3: a perfect 
circle corresponding to the normal signal and another one corresponding to the faulty 
signal product. Determining the radial distance between both results along the signal 
sampling, the outcome is presented in Fig. 4. Each type of PQ disturbance grammar 
will be inferred from this composed signal. 
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Fig. 3. Overlapping transforms                     Fig. 4. Time evolution of the radial distance 

4.2   Inferring the Grammar 

As stated before, the chosen alphabet will highly affect the final result in the inferred 
grammar. For this work a 4 level alphabet, {a,b,c,d} was chosen. Applying this 
alphabet to the composed signal presented in  Fig. 4, one obtains the word sequence, 
as exemplified in Fig. 5 with a random signal.  

 

Fig. 5. Representation of the used alphabet 

Using the proposed methodology in different disturbances of the same type, gives 
us a sample of strings to analyse and infer the respective grammar. The obtained 
grammars for each disturbance are presented below, with the pattern that characterises 
each disturbance (showed in the regular expression form): 
 

• Voltage imbalance  (( ) ( ) )  
 

• Harmonic distortion  ( )   
 

• Voltage fluctuations  ( )  
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• Interruption    
 

• Sag     
 

• Swell     

5   Conclusion 

This work presented the development of a novel algorithm based on the use of formal 
languages in detecting power quality disturbances. The grammatical inference 
algorithm was developed in order to retrieve the grammars that characterise each 
disturbance, being each disturbance characterised by one, and only one, grammar. 
Being the grammars established is possible to detect and classify the disturbances, 
analysing them by means of an automata or inferring the grammar of a given signal. 
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Abstract. This work describes the development of a system designed for re-
newable power generation integration. It continuously acquires wind, solar and 
temperature data, which is automatically correlated with energy parameters, ob-
tained from renewable energy systems. The developed system was installed in 
an urban building equipped with photovoltaic cells and wind renewable genera-
tion. To validate the developed application, it was analyzed data of a wind ge-
nerator and a set of photovoltaic panels, installed near to the weather station. 
The developed application allows, in addition to the acquisition of weather and  
energy data, their continuous monitoring and correlation through a graphical 
user interface, providing a friendly interactivity with the user. 

Keywords: Weather Conditions, Energy Efficient Buildings, Renewable Energy 
Production. 

1   Introduction 

The use of fossil fuels - coal, oil and gas - as the primary energy source, was one of 
the main factors that made possible the rapid Humanity growth in the last century. 
However, from the oil crisis in the 70’s, renewable energies started to have a signifi-
cant role as a potential alternative to the fossil fuels [1]. The demand and energy  
consumption in any country is directly connected to its demography and development, 
having a strong impact on economic growth due to energy prices, particularly prices 
of fossil fuels [2]. 

Renewable electric energy production’s efficiency depends not only on the existent 
technology, but also mainly on the weather conditions at a given location. Knowing the 
weather conditions at a specific place, it is possible to optimize systems that take ad-
vantage of renewable energy sources. Moreover, accurate meteorological records are 
crucial to accurately predict and monitor any energy production system. There are 
currently a wide range of commercial systems that are able to acquire weather condi-
tions. From basic weather stations, capable of acquiring temperature, humidity and 
barometric pressure, to the more advanced, which, in addition, are able to measure, and 
record, wind speed and direction, precipitation and solar radiation. However, these 
commercial systems only allow the monitoring, and recording, of weather conditions. 
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In [3], a non-commercial weather acquisition system for monitoring a photovoltaic 
(PV) system is proposed. The system is able to acquire solar radiation and tempera-
ture, as well as the PV electric parameters, trough a set of sensors connected to a 
microprocessor, used as the core of the system. The collected data are sent to a  
computer that works mainly as a database, and the system does not offer a graphical 
interface. The hardware involved makes the system considerably complex, thus not 
flexible to changes, making it difficult to adapt to other type of sensors. A similar 
system is also proposed in [4]. Here, authors stated as major advantages the hardware 
design and the possibility of operation in remote places, since the system is battery 
powered. In [5] is described a LabVIEW based system. All data is acquired and 
processed by LabVIEW, and the user can interact with the system trough some graph-
ical interface menus. However, the tool is only dedicated to PV systems. The system 
proposed in [6] proposes, as main characteristic, the potential to integrate different 
renewable energy sources, namely PV and wind generator systems. The core of the 
system is also a tool developed in LabVIEW. However, the graphical interface and 
the options presented are limited. 

A full system for weather monitoring and renewable energy production correlation 
could become quite expensive, particularly when small renewable energy systems (< 
5kWp) are considered. The system costs are the main reason why typically they are 
only used to: (i) demonstrate that the PV system is a reliable energy source for the 
given application, or (ii) to develop criteria for design and operation that optimize a 
PV system for its site and task [7]. 

In this work, we propose a tool for the management and management of weather 
data, as well as the correlation among meteorological of energy production data. Me-
teorological data will be acquired by a weather station equipped with several sensors; 
all of them installed in the same location as the renewable energy systems. There will 
be a periodic acquiring of the relevant atmospheric values, including wind speed and 
direction, temperature and solar radiation. Electrical power generation data will be 
obtained from another system designed for this purpose and already implemented [8]. 
With this work, it is our ambition to overcome some of the limitation of the existent 
systems. The developed tool has three main goals: (i) communication and data acqui-
sition through the weather station; (ii) data processing and (iii) analysis and correla-
tion of meteorological data with data acquired from renewable power generation  
systems. The developed tool was implemented in Matlab. 

2   Contribution for Sustainability 

Due to the continuous increase in energy consumption, connected to the fact that 
fossil fuels are becoming more rare and more expensive over the years, the market of 
renewable energy production systems has increased, mainly in the residential and 
small-medium enterprises sectors. The developed system, here presented, has two 
major goals: (1) to offer the possibility of estimating the energy production of new 
systems to be installed, and (2) to monitoring an existent renewable energy production 
system, correlating weather and energy data. This system aims to support and validate 
new technologies applied to renewable energy production systems, since “green” 
sources play an important role in today’s electric grid sustainability. 
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Fig. 1. Conceptual model 

 

Fig. 2. Core block tasks 

The developed system integrates two major areas of interest: (1) meteorological da-
ta and renewable electricity generation. Figure 1 presents the framework of the sys-
tems’ conceptual model. 

In Fig. 1, the "core" block is responsible for connecting the energy database with 
the weather station and the user. The energy database contains data daily acquired 
from energy meters connected to the renewable energy production systems – wind 
and photovoltaic generators. This block acts as the system brain, being responsible for 
acquiring the meteorological data. Moreover, it correlates the data acquired from the 
weather station with data acquired from the energy database, as presented in Fig. 2. 
The system offers a friendly user interface that allows a substantial control on para-
meterization and visualization data. 

3   Monitoring and Correlation 

The methodology adopted in this work aims to make possible the integration of future 
add-ons. To accomplish this purpose, the core block is divided in sub-blocks that 
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represent essential functions of the system. Those sub-blocks, presented in Fig. 3, will 
be briefly presented. 

Communication/data acquisition 
This block is responsible for the communication with the system hardware (datalog-
ger). Once established the communication, it is possible to configure, in the weather 
station, several options, such as the reading interval, configure data or activate output 
ports. Furthermore, the nature of the data acquisition can be also configurated: the 
user can choose either to acquire data stored in the weather station memory or acquire 
real time data. 

Data processing 
In the data processing block, the data collected by the aforementioned routines is de-
coded. The processed data is then exported to MS Excel files (one file per day), which 
are stored in an internal database of the computer where the application is running. 

Data integration 
The renewable energy production is monitored by a system [8] that keeps daily  
records of wind generator and PV system energy data. This data integration block, 
depending on the available data in the databases, allows the user to choose the day 
and/or the date range that the he desires to view/correlate. 

 

Fig. 3. “Core” sub-blocks 

Table 1 presents the several parameters that are suitable for display and correlation. 
The developed system allows correlation analysis of these parameters (in two differ-
ent graphics), and also presents a compass rose regarding the set of days selected, 
correlating wind speed and direction. 
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Table 1. List of parameters available for visualization and/or correlation 

Electrical Energy Production 
Parameters (wind and PV) 

Weather Parameters 

Voltage (V) Wind direction (º) 
Current (A) Wind Gusts (m/s) 
Power Factor  Average Wind Speed (m/s) 
Power (VA) Temperature (ºC) 
Active Power (W) Solar Radiation (W/m2) 
Reactive Power (VAr)  

User Interface 
The user interface is one of the key points of the developed application, providing a 
friendly and appealing environment to the user. The main idea was to develop an 
interface that allows the user to have total control over all the involved parameters, 
either regarding hardware configuration or data acquisition. Figure 4 presents the 
main window of the implemented tool. 

 

Fig. 4. Main window 

In Fig. 4, the main interface is divided um several areas, each one related to a spe-
cific task. A summary of each block, identified with capital letters, is presented below. 
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• A - Datalogger Control – Starts and stops the connection with the weather sta-
tion datalogger and gives information about current date and time; 

• B - Datalogger Settings – Gives information about the weather station parame-
ters: firmware version number of the device (Device Firmware), device name 
(Divide Name (ID)), unique serial number of the device (Serial Number), bat-
tery current status (Battery Life) and sensors assigned to each communication 
port. In the Communication terminal is possible to view all messages  
exchanged between the application and the equipment. It is also possible to  
define the data recording interval in the datalogger's internal memory (Mea-
surement Interval); 

• C - Datalogger Memory - Download of new data from datalogger's internal 
memory for the database in MS Excel files. It is possible to see the memory 
status, to clear the data logger internal memory and to open a new window for 
data correlation; 

• D – Real Time Data - Shows weather conditions in real time with a minimum 
sample acquisition time of 2 seconds. The compass wind is updated in real 
time (depending on the user-defined acquisition time; 1 sec, 10 sec, …, 1 min), 
indicating wind direction. Enables the record of meteorological data in real 
time to the database (Weather Data Base); 

• E – Day Weather - Presents the weather conditions for the current day in two 
graphics. Also gives information about the maximum and minimum values 
achieved in the present day. 

In addition to the main window, the user can open another window where a he can 
choose the variables that he wants to correlate, as presented in Fig. 5-(A). The va-
riables that can be correlated were previously presented in Table 1. 

 

Fig. 5. Correlation window 

In Fig. 5 window the user can create correlation graphics for the chosen variables, 
relating weather conditions and electrical parameters of the two renewable energy 
production systems. In addition to those variables, the total electrical energy produced 
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and the power factor, for the selected time range, are shown. A new window (Fig. 6) 
presenting the obtained correlation graphics is generated. This window also offers the 
user the possibility of applying multiple filters to the correlation graphics. The maxi-
mum and minimum values of each curve are also displayed. 

 

Fig. 6. Correlation window 

4   Experimental Results 

In this Section, experimental data obtained from the weather station and energy moni-
toring system, in the period of 23-29 of July 2010, is graphically presented. The 
weather station was set up acquisition sample intervals of one minute, resulting in 
1440 readings per day. The energy monitoring system has acquisition sample inter-
vals of 10 seconds, resulting in approximately 8000 readings per day. The wind  
generator is a 2 kW production system, and the PV has 460 Wp installed. 

Correlation between weather conditions and wind generator production 
Figure 7 shows three graphics were it is possible to see the wind speed, wind power, 
wind generator electrical power and the system power coefficient (Cp) over the period 
in analysis (Please note that the third graphic refers to the highlighted area in the  
second graphic). The highly oscillatory behaviour of the wind power and power coef-
ficient are due to the sudden and unpredictable wind changes, which can be seen in 
the first graphic. The black line denotes average values of wind speed and Cp. Wind 
power and generator electrical power have identical behaviour, which means that the 
energy produced follows the wind speed variation. As expected, wind power is higher 
than generator electrical power, denoting a typical Cp of 0.3. The Cp is usually used 
as an indicator of the wind turbine efficiency and takes values between 0.3 and 0.4, 
for common real systems. According to Betz's law, only less than 59% (0.6) of the 
kinetic energy of wind can be converted into mechanical energy. 



488 M. Afonso, P. Pereira, and J. Martins 

 

 

Fig. 7. Weather condition and wind generator energy production 

Correlation between weather conditions and PV production 
Fig. 8 shows the solar radiation, PV power and PV system efficiency. The electrical 
power generated by the PV system has, as expected, a similar behaviour as the solar 
radiation curve. The peak power reached is in concordance with the values of higher 
solar radiation measured on each day.  

Another key point about this PV system is its efficiency. PV cells specified effi-
ciency is obtained under Standard Test Conditions (STC), which means that the real 
PV efficiency largely depends on the place, and respective weather conditions, where 
the system is installed. For the system under analysis, the STC efficiency is about 
7.2%. However, as it is possible to see in Fig. 8, the real efficiency of the system is 
around 5%. For PV panels the efficiency increases with solar radiation but decreases 
with the temperature of the panel. As expected, maximum efficiency occurred when 

Power Coefficient 
analysis 
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maximum solar radiation was achieved. But, for maximum solar radiation, a high 
temperature value was also measured. High temperatures, over 25-27ºC, influences 
negatively the PV efficiency. This is the reason why, in Fig. 8, the efficiency of the 
system was slightly higher in point 2 than in 1, even with less radiation the tempera-
ture was lower in point 2. 

 

 

Fig. 8. Weather condition and PV system 

5   Conclusions 

This work has presented a system that integrates weather conditions information and 
energy parameters from renewable energy power generation system. The system  
incorporates an integrated analysis of the multiple variables involved, through an 

Temp – 28ºC Temp – 35ºC 

1 2 

1 2 
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interactive graphical user interface. One of the advantages of an accessible and inter-
active user interface is the simple analysis of the renewable power systems generated 
electrical energy in relation to the existing weather conditions. 

To validate the developed application, it was used data from a wind generator and 
photovoltaic panels, installed near to the weather station. The application developed 
in this work allows, in addition to the acquisition of weather and energy data, their 
monitoring and correlation through a simple and attractive graphical user interface, 
providing an easy interactivity with the user. 

The implemented system can be used by institutions or companies related to re-
newable energy systems, meteorology, or even by the private user who is interested in 
monitoring the production of electricity from renewable energy systems installed in 
their homes. 

Acknowledgments. This work was supported by FCT (CTS multiannual funding) 
through the PIDDAC Program funds. 
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Abstract. This paper presents a comparative study of two distinct modulation 
strategies applied to a permanent magnet synchronous motor drive, under 
inverter faulty operating conditions. A rotor field oriented control is used and a 
performance evaluation is conducted by comparing a hysteresis current control 
with a space vector modulation technique. Three different operating conditions 
are considered: normal situation, a single power switch open-circuit fault and a 
single-phase open-circuit fault. In order to compare the drive performance 
under these conditions, global results are presented concerning the analysis of 
some key parameters such as motor efficiency, power factor, electromagnetic 
torque and currents rms and distortion values. 

Keywords: Permanent magnet synchronous motor, hysteresis current control, 
space vector modulation, inverter open-circuit faults. 

1   Introduction 

Permanent magnet synchronous motors (PMSM) employed in AC drive systems are 
usually fed by six-switch three-phase voltage source inverters. Due to their complexity, 
it is known that these devices are very susceptible to the occurrence of failures, either in 
the power stage or in the control subsystem. These can be broadly classified as short-
circuit faults and open-circuit faults. Short-circuits represent the most serious class of 
faults. In case of a single power device short-circuit, the second switch in the same 
inverter leg has to be turned off immediately to avoid a dangerous shoot-through 
inverter failure. Open-circuit failures may occur when, for any reason, the 
semiconductor is disconnected, damaged or due to a problem in the gate control signal. 

Some studies can be found in the literature concerning the analysis of PMSM 
drives under different faulty operating conditions. In [1], the effects on currents, 
voltages and torque of different drive failures such as switch-on failures, single-phase 
open-circuit, switch-off and DC supply failures, are investigated. The steady state and 
dynamic response of a PMSM drive to a single-phase open-circuit fault is investigated 
in [2], and in [3] symmetrical and asymmetrical short-circuit faults are considered. 

Major potential faults that can occur in PMSM drives are discussed and simulated 
in [4]. Single-phase open-circuit and short-circuit faults, three-phase short-circuit 
faults and single switch-on failures are considered. 
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Several performance analysis of a PMSM drive under a single power switch and 
single-phase open-circuit faults in the inverter are reported in [5]-[7]. Through the 
evaluation of some key parameters, it was concluded that a single-phase open-circuit 
fault has a greater negative impact on the PMSM performance than a single power 
switch open-circuit failure. 

This paper intends to present a comparative analysis between two different PWM 
strategies applied to PMSMs control, namely, a rotor field oriented control with 
hysteresis current controllers and with space vector PWM (SV-PWM), under inverter 
faulty operating conditions. Three distinct operating conditions are considered – 
normal behavior, a single power switch open-circuit fault and a single-phase open-
circuit fault in the inverter. A typical three-phase diode bridge rectifier, a VSI and a 
PMSM are used, as shown in Fig. 1. 

 
T1 T3 T5

T2 T4 T6

PMSM

i a

i b

i c

 

Fig. 1. Structure of the PMSM drive 
 

The PMSM performance evaluation for both control strategies is based on the 
analysis of some key parameters such as motor efficiency, power factor, 
electromagnetic torque and currents rms and harmonic distortion values. 

2   Contribution to Technological Innovation for Sustainability 

Due to the arising concerns about global warming and energy resources constraints, 
there is nowadays an increasing demand for high-efficient energy conversion systems. 
Therefore, and considering also the large impact of electric motor drives energy 
consumption in the worldwide industry, the subject discussed in this work can 
contribute to the technological innovation for sustainability since, among other things, 
a comparison of efficiency levels is performed. 

3   PMSM Dynamic Model Equations 

Typical PMSM mathematical models found in the literature do not take iron losses 
into account. For this reason, in order to obtain a more accurate modeling, especially 
for the iron losses, a dedicated parameter has been considered aimed at accounting for 
the iron losses in the stator core, specifically the eddy current losses. These are 
modeled by a resistor  which is inserted in parallel with the magnetizing branch, so 
that the power losses depend on the air-gap flux linkage [6]. Therefore, assuming that 
the saturation is neglected, the electromotive force is sinusoidal and a cageless rotor, 
the stator dq equations in the rotor reference frame are: 
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  (1) 

 

  (2) 

 

where  and  are the dq axes voltage components,  the stator winding resistance, 
 and  the dq axes supply currents,  and  the dq axes inductances,  and  

the dq axes magnetizing currents,  the fundamental frequency and  the flux 
linkage due to the rotor magnets. 

The PMSM electromagnetic torque  equation is given by: 
 

  (3) 
 

being  the machine pole pairs number. 

4   Results 

The modeling and simulation of the drive was carried out using the Matlab/Simulink 
environment, in association with the Power System Blockset software toolbox. A 
rotor field oriented control strategy was implemented for a PMSM employing a 
hysteresis current control, in the abc reference frame, and a space vector PWM  
(SV-PWM). The value of the hysteresis band was defined to 0.3 A and the SV-PWM 
switching frequency was chosen to be 8 kHz. Three different operating conditions are 
considered: normal situation, an inverter single power switch open-circuit fault (IGBT 
T1) and a single-phase open-circuit failure (double fault in IGBTs T1 and T2). 

The PMSM phase currents are analyzed by the calculation of their rms and 
distortion values using the Total Waveform Distortion (TWD) defined as: 

 

  (4) 

 
being  the waveform rms value and  its respective fundamental component. 

In order to study the electromagnetic torque developed by the PMSM for the 
considered cases, a Total Waveform Oscillation (TWO) parameter is also introduced, 
which is given by: 
 

  (5) 

 
where  and  stand for the electromagnetic torque rms and average values, 
respectively. 

Finally, for all the considered operating conditions, a constant load torque 
equivalent to 28% of the PMSM rated torque is assumed, together with a reference 
speed of 1200 revolutions per minute. 
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4.1   Normal Operating Conditions 

Fig. 2 presents the time-domain waveforms of the motor phase currents obtained  
for a hysteresis current control and for a space vector PWM technique under  
normal operating conditions. Fig. 3 presents their corresponding rms and distortion 
values. 

As expected, under healthy operating conditions, the PMSM phase currents are 
practically sinusoidal, containing a well-defined fundamental component and low 
amplitude high-frequency noise. However, in spite of their rms values are the same 
for both modulation strategies (Fig. 3(a)), it can be seen that with a SV-PWM 
technique, it is possible to achieve lower distortion values (Fig. 3(b)). 

Fig. 4(a) and Fig. 4(b) present the spectrograms of the electromagnetic torque and 
their corresponding time-domain waveforms for a hysteresis current control and for a 
SV-PWM, respectively. Under normal operating conditions, there are no appreciable 
differences between both cases, leading to a similar TWO value. 

Regarding the PMSM power factor, the results in Fig. 5(a) show that with a 
hysteresis current control, the obtained power factor value is considerably lower than 
with a SV-PWM strategy. This is justified by the larger rms values of the supplying 
voltage generated by the hysteresis controllers, which lead to the increasing of the 
apparent power and the subsequent decrease of the machine power factor. 

Fig. 5(b) presents the PMSM efficiency values for both the considered modulation 
strategies. Once more, the use of SV-PWM allows to achieve higher efficiency values 
since, as previously mentioned, with a hysteresis current control, larger voltage rms 
values are applied to the machine, contributing considerably to the increase of the 
PMSM iron losses. 

 
 

  

  

Fig. 2. Time-domain waveforms of the 
PMSM phase currents under normal operating 
conditions: (a) hysteresis current control; 
(b) SV-PWM 
 

Fig. 3. PMSM phase currents rms (a) and 
TWD values (b) under normal operating 
conditions 
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(a) (b)  

Fig. 4. Spectrograms of the PMSM electromagnetic torque and its corresponding time-domain 
waveforms under normal operating conditions: (a) hysteresis current control; (b) SV-PWM 

 
(a) (b)  

Fig. 5. PMSM power factor and efficiency results under normal operating conditions: (a) power 
factor values; (b) efficiency values 

4.2   Single Power Switch Open-Circuit Fault 

Fig. 6 presents the time-domain waveforms of the motor phase currents obtained for a 
hysteresis current control and for a space vector PWM technique with a single power 
switch open-circuit fault in transistor T1. Fig. 7 presents their corresponding rms and 
distortion values. It can be clearly seen that, under these conditions, the motor phase 
currents do not have a sinusoidal shape anymore. This unbalanced inverter topology 
also influences the currents rms values, where the affected phase (phase a) will have 
the lowest value, increasing the remaining values of the healthy inverter legs. 
Comparing with normal operating conditions, the TWD values increase significantly, 
particularly for the faulty phase. However, comparing both modulation strategies, the 
SV-PWM has a better behavior since it generates less harmonic distortion on the two 
healthy phases. 

The results presented in Fig. 8 show that the PMSM electromagnetic torque is no 
longer constant, containing harmonics multiple of the fundamental currents 
frequency. The main pulsating component is less significant for the SV-PWM control, 
which contributes to a lower TWO value and a smoother torque. 

Fig. 9 presents the results concerning the PMSM power factor and efficiency. 
Comparing with the healthy operating conditions, although all values are negatively 
affected by the fault, the SV-PWM technique has a better performance since it allows 
to achieve higher power factor and efficiency values.  
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Fig. 6. Time-domain waveforms of the 
PMSM phase currents for an open-circuit 
fault in transistor T1: (a) hysteresis current 
control; (b) SV-PWM 

Fig. 7. PMSM phase currents rms (a) and 
TWD values (b) for an open-circuit fault in 
transistor T1 

 
(a) 

 
(b) 

Fig. 8. Spectrograms of the PMSM electromagnetic torque and its corresponding time- 
domain waveforms for an open-circuit fault in transistor T1: (a) hysteresis current control;  
(b) SV-PWM 

 
(a) 

 
(b) 

Fig. 9. PMSM power factor and efficiency results for an open-circuit fault in transistor T1:  
(a) power factor values; (b) efficiency values
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4.3   Single Phase Open-Circuit Fault 

Fig. 10 and Fig. 11 present the time-domain waveforms of the motor phase currents 
and their corresponding rms and distortion values obtained for the two considered 
techniques with a single-phase open-circuit fault in phase a. As expected, under these 
conditions the current in phase a is null. However, it is verified that the two remaining 
currents amplitude is larger for a hysteresis current control, which contributes to a 
greater thermal stress imposed on the stator windings insulation. Furthermore, the 
TWD results show that the SV-PWM has a better behavior since it generates much 
less harmonic distortion than the hysteresis current control. 

The time-domain waveforms of the electromagnetic torque developed by the 
PMSM (Fig. 12) confirm its very pulsating nature. Comparing both modulation 
strategies, the SV-PWM leads to the creation of a less pulsating torque, which means 
that as far as the motor is concerned, the produced mechanical stresses are reduced, 
comparing with a hysteresis current control.   

Regarding the power factor results presented in Fig. 13(a), despite the noticeable 
increase of the PMSM power factor with a hysteresis current control, a higher value is 
obtained with a SV-PWM technique. 

 

  

Fig. 10. Time-domain waveforms of the 
PMSM phase currents for a single-phase 
open-circuit fault in phase a: (a) hysteresis 
current control; (b) SV-PWM 

Fig. 11. PMSM phase currents rms (a) and 
TWD values (b) for a single-phase open-
circuit fault in phase a 

 

 
(a) 

 
(b) 

Fig. 12. Spectrograms of the PMSM electromagnetic torque and its corresponding time-domain 
waveforms for a single-phase open-circuit fault in phase a: (a) hysteresis current control;  
(b) SV-PWM 
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Fig. 13(b) presents the PMSM efficiency results for the two considered strategies. 
Due to the larger motor phase currents rms values, the efficiency values are severely 
affected by this fault type, when comparing to the normal operating conditions. 
Nevertheless, with a SV-PWM technique it is possible to obtain a higher efficiency 
value than with a hysteresis current control. 

 

 
(a) 

 
(b) 

 
Fig. 13. PMSM power factor and efficiency results for a single-phase open-circuit fault in 
phase a: (a) power factor values; (b) efficiency values 

5   Conclusions 

The results presented in this paper allow to conclude that with a SV-PWM technique 
applied to a PMSM drive, it is possible to achieve a better performance than with a 
hysteresis current control. Under both normal and faulty operating conditions, by 
using the SV-PWM technique it is possible to obtain lower rms and distortion values 
in the motor phase currents, a less pulsating electromagnetic torque and higher power 
factor and efficiency values, as compared to the use of the hysteresis current control. 
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Abstract. The aim of this paper is to analyze the influence of some parameters 
related with the permanent magnet motor control, which are being considered 
as an attractive alternative for electrical vehicle application where it is 
important to minimize the losses to increase the vehicle autonomy. In this 
paper, the attention is focused on the selection of the speed controller 
parameters and its impact both in mechanical losses as in the corresponding 
torque-speed trajectories. Moreover, the dependency of the switching frequency 
over the total losses in the motor-converter device is shown. The analysis 
determines the optimum value for the switching frequency and the results are 
compared with commercial servos. 

Keywords: Electrical Vehicle, Permanent Magnet Synchronous Motor, 
Optimized losses. 

1   Introduction 

The growing interest in electric vehicles comes from the early 1990´s, driven by 
rising fuel prices, high economic dependence between nations and strong climate 
impact due to the several pollutant emissions from traditional transport. 

Currently, the vehicles are being developed with propulsion by energy of easy 
distribution and from different sources, such as electric power, not forgetting its easy 
availability in urban areas. Other advantage of using electric motors is the reduction 
of noise pollution. The proliferation of renewable energy for electricity generation 
helps the development of transports with electric motors. 

With the increase in the use of AC motors compared with the DC motors, due to its 
lower cost and maintenance [1], and the mechanical benefits that they offer, new 
techniques have been developed for analysis. The Permanent Magnet Synchronous 
Motor, PMSM, does not require an external power source for excitation and exhibit 
high efficiency ratios compares with induction motors that have high losses in the 
short-circuit rotor. The application of digital control since current, torque and flux of 
these motors, leads the need of a compact and reliable model. These models must 
incorporate the essential elements of electromagnetic and mechanical behavior, for 
both the transient and the steady-state. The new analysis techniques of control motors 
places the PMSM as the motor selected for use in high performance electric vehicles 
achieved through the high ratio of torque-loading and adequate dynamic capacity [2]. 
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2   Contribution to Sustainability 

The use of electrical vehicles, at least in an urban environment, will contribute to the 
sustainability of the transport systems, decreasing the dependence of fossil fuels, 
decreasing also the emission of CO2. Also, the energy used for this kind of vehicles 
could be produced by renewable energy generation systems. 

A key factor for electrical vehicles use promoting is their autonomy. In this paper, 
the influence of the coefficients used for the PI speed controllers on the overall motor 
response is important for minimizing the losses in vehicle applications, and so to 
increase vehicle autonomy, is studied. 

3   PMSM Model 

The behavior of a PMSM could be modeled by equations [3]: 
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These equations could be easily modeled in a simulation environment as, for example, 
MATLAB/SIMULINK. In this work, a MA-55 INFRANOR MAVILOR PMSM has 
been used for the simulation tests with the parameters1 shown in Table 1. 

Table 1. Variables and parameters used for modeling the PMSM 

Symbol Nomenclature Unit Values General View 
usq ; usd d-q Voltage components V - 

 

isd ;isq d-q Stator current components A - 
e Motor electrical speed r.p.s. - 

f Magnetic flux linkage  V s/rad - 
te Electromagnetic torque N m - 

m Rotor speed r.p.s. - 
tL Load torque N m - 
Rs Stator resistance  0.7 
Lsd d-axis inductance H 1.871·10-3 
Lsq q-axis inductance H 1.616·10-3 
p Pole pairs Number 4 
J Moment of inertia kg m2 3.6·10-3 
Fr Viscous friction coefficient N·m·s/rad 2.25·10-3 

 
                                                           
1 Rs, Lsd, Lsq, p, J and Fr. 
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4   PMSM Control 

The open loop control of a synchronous motor with variable frequency can develop a 
satisfactory variable speed when the motor works with stable values of the torque, 
without many requirements on speed. When the drive specifications require fast 
dynamic response and high accuracy in speed or torque control, the open loop control 
does not offer this possibility. That is why it is necessary to operate the motor in 
closed loop, where the operation dynamic drive system plays a fundamental role like 
an indicator of the system which takes part [4]. Control strategies can be classified in 
scalar control and vector control categories. 

In scalar control the fed-voltage changes proportionally with the frequency, but this 
type of control is used only when motor works in a low speed range [5]. 

Vector control, (usually implemented with Digital Signal Processors, DSP), is used 
when required specifications are more exigent (related to speed or position). There are 
two principal techniques: 

I. Field oriented control (FOC). In this control, the stator current is controlled in 
bases of a synchronous d-q frame [2], (Fig. 1 (a)). 

II. Direct Torque Control (DTC). This control tries to achieve the desired torque 
by applying a vector voltage pattern table, (Fig. 1 (b) [6]). 

Vector control usually uses an encoder to determine the rotor position. At present, 
research is focused on obtaining algorithms that estimate this rotor position without 
using encoders, (Sensorless Control [7], [8] and [9]). 
 

 
(a) 

*
et

t

*θ

 
(b) 

Fig. 1. Control System for PMSM: (a) FOC scheme, (b) DTC scheme 
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5   PMSM Performance 

In this section it will be analyzed the performance of the modeled PMSM. This 
performance evaluation will be carried out by analyzing torque-speed curves when a 
pre-established torque-speed pattern is applied to the motor. 

In this work it is used an in-wheel PMSM model controlled by FOC and based in 
the concept of active flux [10],[11], defined as the flux that multiplies current iq in the 
expression (3). This model has been implemented using MATLAB/SIMULINK, 
(Fig. 2). 

Two cases are studied to compare the influence of the PI coefficients of the angular 
speed regulator in the performance curves and also in the motor losses.  
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Fig. 2. Block diagram of the proposed control strategy for the PMSM in SIMULINK 

The coefficients used for the PI speed controllers, which influence on the system 
will be studied by simulation, are listed in Table 2, while the coefficients used for the 
current controllers are listed in Table 3 (the same coefficients are used for both 
components d and q because the difference between Lsd and Lsq is negligible and these 
parameters are not under this paper scope). 

The overall motor response, for cases A and B, is shown in Fig. 3. Detailed 
information of transient states, in a speed-torque plane, is represented in Fig. 4, where 
it can be observed how the motor reaches a final steady state from another steady 
state, after a change in speed or torque reference values takes place, and it could be 
observer if there are or not oscillations that will produce additional losses. 

These graphs are employed to determine the energy used in the transient state 
when is produced a speed or torque variation, by using the integral expression (6).  

Table 4 shows the energy needed for changing the motor steady state 

1

0

( ) .Δ
t

e Lt
t t ωdtE −= ∫  (6) 

Table 2. Speed controller coefficients  Table 3. Current controller coefficients 

Symbol Case A Case B  Symbol Component d Component q 
kp  5 5  kp  50 50 
ki 500 5000  ki 4000 4000 
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Table 4.  Energy (J) 

State Case A Case B Relative variation (%) 
Transient 1 (0 to 0.085) 197.4518 202.5904 2.5 
Transient 2 (0.5 to 0.525) -31.3359 -26.325 19.03 
Transient 3 (0.7 to 0.74) 28,5789 29.0108 1.5 
Total Profile 194,6948 205,2762 5.15 
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Fig. 3. Speed and torque standard curves (a) Case A, (b) Case B 
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Fig. 4. Torque/Speed curves: Transient 1: (a) Case A, (b) Case B; Transient 2: (c) Case A, (d) 
Case B; Transient 3: (e) Case A, (f) Case B 
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Three different transient intervals are established. The losses determined by (6) 
depend highly on the PI coefficients selected for the speed controller in the Transient 
2 interval, (achieving a nearly 20% of variation), because the torque and speed 
oscillation causes additional friction and electrical (mainly due to Joule effect) losses. 
In the other transients this dependence it is not so high, and it is due to the non-
linearity of the motor and converter behavior. 

6   Switching Frequency Influence 

In this section, the losses that depend on the switching frequency, principally the 
converter losses, (conduction and switching), and the additional losses caused by the 
ripple current components produced in the motor windings will be analyzed. 

For determining these losses a simulation test using PSIM has been done, (Fig. 5), 
because the inverter models calculate directly the conduction and switching losses. 
The PMSM has been modeled using the parameters of Table 1. The model has been 
simulated for different switching frequency values and for each simulation it has been 
wrote down the converter losses and then, the additional losses has been calculated. 
Every simulation is referred to a motor supplied by an ideal sinusoidal voltage that 
will produce sinusoidal currents calculating the losses by: 

2 2
sin 13 ( ).ad conv rmsP R I IP P − = −=  (7) 

The results of the simulation set are drawn in Fig. 6. As it was expected, the converter 
losses increase with the switching frequency and the additional electrical motor losses 
decrease with it. The curves cross near 400 Hz, however, they show that the upslope 
of the losses of the inverter circuit does not grow in the same order of the decreasing 
load curve. Consequently, the frequency where the total losses are minimized in the 
simulation set is moved to frequencies higher than the corresponding to the point of 
intersection, (between the total losses of inverter circuit and load losses). If one 
considers optimizing the total losses, sum of converter and additional motor losses, 
the Fig. 6 shows that for this motor the optimum switching frequency is near 1 kHz 
(1350 Hz). 

 

Fig. 5. Layout of test circuit in PSIM 
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Fig. 6. Total loss of inverter circuit / motor 

 

Fig. 7. Human Ear Frequency Range (Fletcher–Munson curves)  

In the Fig. 7 the lower curve gives the faintest sounds that can be heard, and the 
upper curve gives the loudest sounds that can be heard without pain. Taken into 
account the results of the Fig. 6, a switching frequency of 1 kHz assures that the 
application does not produce a high impact on human users due to reduction of engine 
noise of 10 dB [12], (especially in vehicle applications). The commercial servo 
amplifier used for the modeled motor recommends the operation with a switching 
frequency of 8 kHz [13], which will produce, (in accordance with Fig. 6), a total 
losses increment of nearly 32% of the minimum (reached with 1.35 kHz). 

7   Conclusions 

In this paper it has been discussed some parameters that affect the efficiency of a 
PMSM, that could be used in electric vehicle applications and will affect its 
autonomy. It has been shown how the PI coefficient used in the speed controller affect 
the energy needed to do the transient states (acceleration and braking in vehicle 
application), being necessary an input energy up to 20% if these coefficients are not 
selected correctly. 
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Also, it has been evaluated the total influence of the switching frequency, taken 
into consideration not only the converter losses, but also the additional losses that the 
switching components cause in the motor. For the commercial motor modeled in this 
paper, the switching frequency that minimized these total losses is near 1 kHz that is a 
value much lower than the value usually recommended by manufacturers. By 
selecting this low switching frequency a total losses reduction of nearly 30% can be 
achieved. 
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Abstract. A DC-DC step-up micro power converter for solar energy harvesting 
applications is presented. The circuit is based on a switched-capacitor voltage 
tripler architecture with MOSFET capacitors, which results in an area 
approximately eight times smaller than using MiM capacitors for the 0.13μm 
CMOS technology. In order to compensate for the loss of efficiency, due to the 
larger parasitic capacitances, a charge reutilization scheme is employed. The 
circuit is self-clocked, using a phase controller designed specifically to work 
with an amorphous silicon solar cell, in order to obtain the maximum available 
power from the cell. This will be done by tracking its maximum power point 
(MPPT) using the fractional open circuit voltage method. Electrical simulations 
of the circuit, together with an equivalent electrical model of an amorphous 
silicon solar cell, show that the circuit can deliver a power of 1132 μW to the 
load, corresponding to a maximum efficiency of 66.81%.  

Keywords: Electronics, CMOS circuits, Energy Harvesting, Power management 
circuits, Maximum Power Point Tracking, Amorphous Silicon Solar Cell. 

1   Introduction 

There is an emerging need to power applications in an autonomous fashion. This need 
results from the fact that it may not be practical to plug the device to the power grid, 
nor to use batteries, as they need to be replaced when their charge is depleted. A 
solution to this problem, that is being increasingly used, is to power the application by 
collecting the energy that exists in the surrounding environment; this is known as 
energy harvesting, or energy scavenging, and has been growing in importance. By 
employing energy harvesting, circuits can virtually operate permanently. As such, 
there is no need to plug the circuit to the power grid, or to power it by using batteries. 
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Energy can be harvested from different sources: light (solar [1], [2] or artificial 
[3]), mechanical [2] (usually vibrations), thermal gradients [2], or electromagnetic [1]. 
Each of these energy sources has its own advantages and drawbacks, but they all 
share a common limitation, which is low energy density. This means that the available 
power for a small energy harvesting powered system will be limited. Amongst of all, 
ambient light has the highest energy density when compared to other possible ambient 
energy sources [1]. The power and the voltage produced by a solar cell vary with the 
connected load and with the amount of incident light. Thus, it is necessary to increase 
the voltage supplied by a single solar cell to an acceptable value by most circuits (at 
least, 1 V). So, it is necessary to use a step-up power converter circuit, which in this 
paper, is based on a switched-capacitor voltage tripler architecture, using 0.13μm 
CMOS technology MOSFET capacitors. This circuit uses an asynchronous state 
machine to produce a variable frequency clock, regulating the input voltage of the 
converter (output of the solar cell) to a nearly constant value, corresponding to the 
maximum power point (MPP). The objective is to dynamically adjust the working 
input voltage to the MPP voltage value. The output voltage value is maximized when 
this occurs. This step-up converter circuit tries to harvest as much energy as possible 
out of the solar cell using a maximum power point tracking (MPPT) approach. There 
are many MPPT approaches, varying with the availability of resources and the 
intended application [4]. Amongst these approaches, the Fractional Open Circuit 
Voltage (Fractional VOC), is the one used in this work. 

The research question associated to this work, is if it is possible to join an a-silicon 
solar cell to a voltage tripler and an MPPT method, and to get a reasonable efficiency 
performance. The hypothesis for such a combination is explored in the present paper. 

2   Contribution to Sustainability 

As the purpose of this system is based on energy harvesting, it can operationally 
contribute for environmental sustainability. The energy used to power the circuit and 
the energy that the converter provides, besides being non-polluting, it is also free. 
Moreover, by excluding the use of batteries, there is no need to dispose them of, 
avoiding additional pollution, nor the use of additional chemicals than those used to 
manufacture the circuit itself.  

3   Novel Results, Contributing to Technological Innovation 

The work described in this paper is a fundamental block of a self-powered system 
using energy harvesting, to be implemented in 0.13 μm CMOS technology. There are 
some innovative aspects in the present work, which include the use of cheaper solar 
cells (made from amorphous silicon), the combination of NMOS and PMOS devices 
to implement a voltage step-up regulator and the use of a local supply module to 
power a phase generator. This local supply strategy allows for a more robust 
command over the switches in the main step-up converter section. 

The ability of being self-powered is very important for electronic systems that are 
intended to monitor and gather information, in locations where it is difficult or even 
impractical, to obtain energy by normal methods. In such inaccessible places, an 
energy independent system, with low installation and operation costs, enhances the 
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benefits of the energy harvesting facet, widening or even opening new possibilities of 
applications. 

4   Electrical Model of the Amorphous Silicon Solar Cell 

An a-Silicon photovoltaic cell was built by depositing amorphous silicon with a 
structure p/i/n on a glass previously covered with ITO (Indium Tin Oxide). The ITO 
was deposited using rf-PERTE (radio-frequency Plasma Enhanced Reactive Thermal 
Evaporation) and had a sheet resistance of 35 Ω/�. The active p-type, intrinsic and  
n-type layers were deposited using PECVD (Plasma Enhanced Chemical Vapor 
Deposition) and had a thickness of 150Å, 4500Å and 500Å respectively. The frontal 
aluminum electrode was deposited using thermal evaporation [5]. The solar cell was 
experimentally characterized and an equivalent electrical model, shown in Fig. 1-a), 
was obtained.  
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Fig. 1. a) Equivalent electrical circuit of the amorphous silicon solar cell and b) Power and 
current curves of the solar cell equivalent circuit model for maximum illumination and 30% of 
maximum illumination (higher and lower curves, respectively) 

This solar cell has a short circuit current of about 5.9 mA, a maximum power of 
1775 μW that occurs for a voltage of 403 mV (maximum power point) and an open 
circuit voltage of 652 mV. These data refer to a cell having an active area of about 
1 cm2, when irradiated according to AM1 (Air Mass 1) conditions (irradiance by the 
solar spectrum at the earth surface, having the Sun vertically located). The resulting 
power and current curves of the cell are depicted in Fig. 1-b). 

Since the MPP voltage is small (around 400 mV) a SC voltage tripler circuit must 
be used in order to obtain an output voltage value around 1.1V. The impedance that 
this circuit presents to the solar cell must be adjusted in order for the solar cell voltage 
to become approximately equal to the MPP voltage. 

5   Maximum Power Point Tracking, Based on Fractional Open 
Circuit Voltage 

There are several methods available to track the maximum power point (MPP) of a 
solar cell [4], in order to achieve efficiencies as high as possible. Some of these 
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methods can track the true MPP of the cell; however they typically require complex 
circuits or computational effort, namely the ability to perform multiplications. If some 
inaccuracy in the determination of the MPP is accepted, it is possible to use simpler 
methods that require less complex circuits. In this application where the total 
available power is very low, these simpler methods can be preferable. As such, the 
Fractional Open Circuit Voltage (Fractional VOC) method was chosen, because it is a 
very simple and inexpensive (hardware wise) method. This method explores an 
intrinsic characteristic of cells: there is a proportionality factor between their open 
circuit voltage and the voltage at which the MPP occurs. This factor must be 
determined beforehand, by studying the solar cell behavior under several conditions 
of illumination and temperature. By performing a linear regression over the points 
plotted on the obtained graphs, the same way as in [6], one can determine the slope of 
these functions. By sweeping a range of temperatures that spanned from –55ºC to 
+125ºC, the ratio VMPP/VOC was around 0.84. By sweeping illumination, the ratio 
VMPP/VOC was around 0.76. Assuming that illumination has more importance, as it is 
more likely to vary, a value of 0.77 was selected for k, the fractional VOC coefficient. 
This value agrees with the ones stated in [4]. 

A pilot solar cell that is in open circuit (unloaded), is used to measure the open 
circuit voltage. The optimum voltage of the loaded solar cell (MPP), is determined by 
multiplying the open circuit pilot voltage by k, using a resistive divider. This voltage 
is known as the fractional VOC. Resistors must be high enough to preserve the open 
circuit assumption for the pilot cell. The pilot solar cell can be smaller than the main 
solar cell and it must have the same temperature and illumination as the main cell, in 
order for the fractional VOC to accurately track the MPP voltage. The MPP tracking is 
implemented by adjusting the switching frequency of the SC voltage tripler. When the 
fractional VOC is larger than the solar cell voltage this means that the impedance of the 
SC circuit is small and therefore it is necessary to decrease the switching frequency in 
order to increase the impedance, thus increasing the solar cell voltage. If the VOC 
voltage is smaller than the solar cell voltage, it is necessary to increase the switching 
frequency in order to decrease the impedance of the SC circuit and therefore  
decrease the solar cell voltage. This process will result in a switching frequency value 
that allows the SC voltage tripler circuit to have an impedance value that causes the 
MPP voltage in the solar cell, as illustrated by the arrows in the graph depicted in  
Fig. 1-b). 

6   Switched Capacitor Voltage Tripler Circuit with Charge 
Reusing 

The circuit of the SC DC-DC converter is shown in Fig. 2. The principle of operation 
of this circuit is the same of the switched-capacitor voltage tripler [7]. During phase φ1, 
the MOS capacitors of the upper half circuit, M1 and M3, are charged with the input 
voltage value (vin) and then, during phase φ3, they are connect in series with the input 
voltage source. 
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Fig. 2. Schematic of the SC voltage tripler circuit with charge re-utilization 

If there were no losses, this would result in an output voltage (vout) approximately 
three times larger than the input voltage value. Although using MOS capacitors instead 
of MiM capacitors results in a significant reduction of the occupied area, there is also 
an increase in the parasitic capacitances of the bottom plate nodes, leading to a 
decrease in the efficiency of the circuit. In order to reduce the amount of charge lost in 
these parasitic capacitances, the circuit is split into two halves. The top half is 
composed by M1 and M3 and the bottom half is composed by M2 and M4. The bottom 
half works in the same way as the top half, with phase φ1 changed with phase φ3. 
During an intermediate phase (φ2), the bottom plate nodes of both MOS capacitors of 
the upper and lower half-circuits are connected together, thus transferring half of the 
charge in one parasitic capacitance to the other, before the bottom nodes are shorted to 
ground. This reduces by half the amount of charge that is lost in the parasitic 
capacitance nodes. The clock phases are generated by the phase controller circuit that 
will be described next. The output voltage of the circuit depends on the value of the 
load resistance (RL). This means that this voltage cannot be used to power the phase 
generator. Therefore, a smaller SC voltage tripler, controlled by the same clock, is used 
to create a local power supply. This circuit is a replica of the one inside the dashed 
rectangle in Fig. 2, but scaled to 3% of its area, as this ratio yielded the best results. 

7   Phase Generation and Control 

The three clock phases necessary for the operation of the SC voltage tripler circuit are 
generated by an ASM circuit that automatically adjusts the clock frequency in order to 
obtain the MPP voltage from the solar cell. This circuit is depicted next in Fig. 3. The 
operation of this circuit is similar to the one described in [8]. This circuit has four 
states that are determined by the output of four latches. These states correspond to the 
clock phases φ1, φ2, φ3, and again φ2. In order to change from one state to the next, the 
Set signal of one latch is activated, changing the output of that latch from 0 to 1. This, 
in turn, activates the Reset signal of the previous latch, causing its output to change 
from 1 to 0, thus completing the state change. 
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Fig. 3. Phase controller schematic 

A start-up circuit (described in [8]) generates a reset signal that guarantees that the 
first state is state1. The ASM is continually changing from one state to the next (and 
then from state4 to state1), in order to create the clock phases. The maximum 
frequency of operation is defined by the delay circuits (described in [8]) inserted 
between the output of each latch and the Set input of the next latch. The transitions 
between state, state2, state3 and state4 are delayed by comparators that guarantee that 
the MOS capacitors connected to the solar cell are charged to at least 95% of the input 
voltage (VMOSa>vB and VMOSb>vB). The duration of state1 (phase φ1) is also dependent 
on the comparison between the solar cell voltage (vin) and the fractional VOC, obtained 
from the pilot solar cell (vMPP). When the capacitors are connected to the solar cell (in 
the beginning of φ1), the voltage vin drops a little. The time it takes to recover to its 
previous value, and the fractional VOC, depends on the temperature and illumination. 
Therefore the duration of the period corresponds to the frequency value that adjusts 
the input voltage to the MPP voltage value. 

8   Simulation Results 

This step-up converter was designed to work with an amorphous solar cell, with an 
area of about 1 cm2, able to supply a maximum power of 1775 μW, at a MPP voltage 
of 403 mV. The efficiency and power values of the circuit for different load resistance 
values obtained through electrical simulations in Spectre, are shown in Fig. 4-a). This 
graph shows that when the load resistance is 1.05kΩ, the maximum efficiency of the 
circuit is 66.81%, for a power delivered to the load of 1132 μW and a solar cell power 
of 1694 μW. In this situation, vin converged to 450 mV. This value does not match the 
optimal input voltage of 403 mV, because the Fractional VOC method may not reach  
the true MPP voltage, as it depends upon k, which is an average value obtained from 
the studied situations taken beforehand. This problem is not very important since the 
power available from the cell does not change significantly around the MPP voltage. 
From a theoretical point of view, as stated in [7], the maximum achievable efficiency 
of an ideal converter with an input voltage of 450 mV and an output voltage of 1.090 V 
(which was the value of vout in this situation) would be 80.74%. 
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Fig. 4. a) Efficiency, input power, output power and phase controller circuit power as a 
function of the power delivered to load and b) Evolution of vin, vdd, vout and vMPP, during  
start-up and transient operation (lower illumination between 200 and 500μs) 

In this situation, the phase generator circuit dissipates 32.47 μW. The frequency of 
the clock phase φ1 in this load condition is 1.245 MHz. In order to determine how 
much is the efficiency penalty by using MOS transistors, instead of MiM capacitors, a 
simulation where the MOS transistors were replaced by MiM capacitors of the given 
technology was performed. In this case the maximum efficiency increased to 74.59%, 
which is not significant, given the die area tradeoff. The evolution of the input, local 
supply, output and optimal input voltages, during start-up (and transient operation), is 
shown in Fig. 4-b). 

Electrical simulations showed that the system can converge, in order for the cell to 
provide the voltage at which the MPP is achieved. This system can start-up with loads 
starting as low as 100Ω. It is possible to have such a significant load connected to the 
output during start-up because the load of the local supply module is not very 
significant, allowing for the phase controlling signals to be correctly defined.  

In order to check the robustness of the MPP tracker circuit when experiencing a 
sudden illumination change, Fig. 4-b) also shows how the circuit behaves under a 
irradiance-transient operation, when illuminated by 100% and 30% of the maximum 
value. It is seen that the circuit is able to track the optimal input voltage in both 
situations. Clock signal φ1 decreases its frequency when a lower irradiance level is 
present, because the amount of available charge from the solar cell is also lower. 

9   Conclusions 

A step-up micro-power converter for solar energy harvesting applications was 
presented. The circuit is based on a switched-circuit voltage tripler architecture, with 
MOSFET capacitors of the 0.13 μm CMOS technology, which results in a total circuit 
area approximately eight times smaller than using MiM capacitors of the given 
technology. In order to compensate for the loss of efficiency due to the larger parasitic 
capacitances, a charge reutilization scheme was employed. The circuit uses a phase 
controller, designed specifically to work with an amorphous solar cell, in order to track 
the MPP of the cell, using the fractional VOC method. To implement this method, a 
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previous study of the cell characteristics must be carried out, regarding illumination 
and temperature. The controller is powered by a local supply circuit to ensure that the 
phase signals that control the main switches are well defined. Electrical simulations of 
the circuit together with an equivalent electrical model of the amorphous solar cell, 
have shown that the circuit can deliver a power of 1132 μW to the load and a total 
circuit power dissipation of 1694 μW, corresponding to a maximum efficiency of 
66.81%. This efficiency value is similar to the one obtained in [9], meaning that the 
hypothesis proposed in this paper is able to meet the requirements formulated in the 
research question. When using the MiM capacitors of the 0.13 μm CMOS technology, 
the increase of efficiency to 74.59% is not significant, considering the eight times less 
die area tradeoff. When the solar cell experiences irradiance variations, the phase 
controller circuit can effectively track the MPP, as it shifts from its previous value. 
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Abstract. The object of this paper is the study of the noise produced by inverter-
fed three-phase induction motors with squirrel-cage rotor. A wireless sensor 
network based measurement system is proposed, which gives the possibility of 
measuring the sound pressure virtually simultaneously in multiple points around 
the motor. In the case of inverter fed motors, the phenomena that lead to the 
production of the magnetic noise become more complex and the motor becomes 
noisier because of the increased possibility of matching the exciting frequencies 
with stator natural frequencies. In order to evaluate the influence of the switching 
frequency of the PWM inverter on the overall motor noise, the noise-frequency 
level diagrams (spectrograms) have been traced for a two speed motor of 1.5/2.4 
kW, 750/1500 rpm, with 36 stator slots and 46 rotor slots. 

Keywords: wireless sensor network, induction motor, squirrel-cage, noise. 

1   Introduction 

One of the main sources of noise in a rotating electrical machine is the vibrations 
excited by electromagnetic forces acting in the motor air-gap. The use of inverters for 
controlling the speed of induction motors leads to an increase in the harmonic content 
of the supply voltage. As a consequence, the harmonic content of the air-gap flux 
increases, thus creating a larger number of magnetic force waves. If the natural 
frequencies of the motor structure match the frequencies of the magnetic forces, the 
resonance phenomenon appears which contributes greatly to an increase of the overall 
noise level of the motor [1, 2].  

2   Contribution to Sustainability 

In our days, inverter fed induction motors are frequently used in the residential field. 
As contribution to the sustainable development, design techniques are required to 
assure a reduced noise pollution level.  
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The object of this paper is the study of the noise produced by inverter-fed three-
phase induction motors with squirrel-cage rotor. A wireless sensor network system is 
proposed for measuring the sound pressure virtually simultaneously in multiple points 
around the motor. The measuring system can be implemented by using low-cost, low 
power sensors such as miniaturized condenser microphones. 

A solution for implementing a system containing a large number of sensors 
requires the development of a wireless sensor network (WSN) [3]. The flexibility, 
fault tolerance, high sensing fidelity, low-cost and rapid deployment characteristics of 
such WSN makes them an ideal platform for condition monitoring of electrical 
machines[4]. WSN have been applied to condition monitoring of induction motors, 
either by using the motor current spectral analysis technique which requires the stator 
current to be sampled and collected [5] or by monitoring bearing vibrations by 
wireless accelerometers [6]. 

The IEEE 802.15.4 communication protocol, allows small, power efficient and 
inexpensive solutions to be implemented for a wide range of devices [7], such as 
wireless sensors. The protocol can be used for implementing WSN architectures for 
low cost applications with data throughput as a second consideration. The IEEE 
802.15.4 protocol is intended to address applications wherein existing wireless 
solutions are too expensive or difficult to implement. Table 1 compares the 
performance of different wireless technologies.  

Table 1. A comparison of the 802.15.4 standard with other wireless technologies 

 802.11b
WLAN 

802.15.1 
Bluetooth

802.15.4
ZigBee 

Range [m] 100 10 - 100 10 
Data Throughput [Mbps] 11 1 0.25 
Complexity High High Low 
Cost High Medium Low 

 
The 802.15.4 standard allows the formation of two possible network topologies: 

the star topology and the peer-to-peer topology as seen in Figure 1.  

 

Fig. 1. IEEE 802.15.4 network topologies 

One of the main problems concerning the implementation of a WSN network 
consists in finding the best possible way in which to combine the diverse and 
sometimes conflicting data gathered by the nodes. Multi-sensor information fusion 
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can increase measurement credibility thus improving system reliability. There are 
many methods employed in multi-sensor data fusion such as [8]: Kalman filter, Bayes 
estimation, fuzzy set theory and neural networks. The implementation of a Kalman 
filter approach in the case of the proposed measurement system will be discussed in a 
future paper.  

For the proposed system, a ZigBee protocol WSN was implemented using the 
Microchip Stack for the ZigBee Protocol. The protocol uses the IEEE 802.15.4 
specification as its Medium Access Layer (MAC) and Physical Layer (PHY). 
According to the IEEE 802.15.4 standard, three types of devices exist in a network. 

Their main functions are summarized in Table 2. 

Table 2. ZigBee and IEEE 802.15.4 standard device types 

ZigBee 
device type 

IEEE device type Network function 

Coordinator Full Function 
Device 

Forms the network, allocates network 
addresses or allows other devices to join the 
network 

Router Full Function 
Device 

Optional device which extends the physical 
range of the network or performs 
monitoring and control functions. 

End Full Function or 
Reduced Function 

Device 

Performs monitoring and control functions. 

 
As seen in Figure 1, depending on the chosen topology, the elements of a WSN 

network can communicate with each other directly or through the coordinator. There 
are two possible types of multi-access mechanisms: beacon and non-beacon. In a non-
beacon enabled network, all nodes in the network are allowed to transmit at any time 
if the channel is idle. In a beacon enabled network, nodes are allowed to transmit in 
predefined time slots only. On power-up, the protocol coordinator, based on the 
number of networks found on each allowed channel, establishes its own network and 
selects a unique 16-bit Personal Area Network identification. Once a new network is 
established, protocol routers and end devices are allowed to join the network.  

For the proposed system a star topology, 2.4 GHz, 250kbps, non-beacon, network 
using a single protocol coordinator was implemented using the Microchip Stack for 
the ZigBee Protocol. 

A sound measurement WSN sensor node consists of a signal conditioning circuit, a 
microcontroller for data acquisition and conversion, a memory module for data 
storage and a wireless communication module. Thus the node has both sensing and 
communication capabilities. The simplified schematic is shown in Figure 2. 

The signal conditioning block filters and amplifies the signal coming from the 
condenser microphone. An inverter amplifier is implemented, using R4 and R5 to set 
the amplifier offset voltage and R3 and R2 to control the gain. R6 and C4 form an 
anti-alias low pass filter with a cut-off frequency of 38 kHz.  
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Fig. 2. WSN sensor node simplified schematic 

One of the main concerns when signal processing is involved is the aliasing effect, 
i.e. frequency components of the acquired analog signal greater than half the sample rate 
of the analog-to-digital converter that shift into the frequency band of the output signal, 
thus distorting it. Therefore, the sampling frequency of the PIC18F27J53 
microcontroller analog-to-digital module must be at least twice the highest frequency of 
interest of the sampled signal. In our case the sampling frequency was set at 77 kHz.  

As shown in Figure 3, the microcontroller uses a 12 bit analog-to-digital module 
for converting the analog signal. The data is then stored into a 1Mbit serial EEPROM 
memory. The data acquisition process continues as long as the duration of the 
measurement process set by the user has not been achieved. When the measurement 
process has ended, the microcontroller begins reading the stored data and sending it to 
the network coordinator by using the MRF24J40 wireless module.  

 

Fig. 3. Data processing and transmission flow-chart 

A WSN receiver node, in our case, the network coordinator, receives data 
sequentially from each of the sensor nodes on the network. As each node transmits, 
the data is converted by the interface microcontroller and sent to a PC for processing. 

The sound measurements were conducted in a semi-anechoic room in compliance 
with the ISO 1680/1 standard. The WSN nodes can be placed around the motor, on 
the measurement positions defined by the ISO 1680/1 standard. The measurement 
setup is shown schematically in Figure 4. 
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Fig. 4. Measurement points around the motor according to ISO 1680/1 standard 

3   The Magnetic Noise of Inverter-Fed Induction Motors 

Inverter-fed induction motors are noisier than those fed with sinusoidal current 
because of the increased possibility of matching the magnetic forces exciting 
frequencies with stator natural frequencies. The order of the stator current harmonics 
of an inverter-fed three phase induction motor is: 

16 ±= kn  
(1) 

By neglecting the tangential component of the magnetic flux density, according to the 
Maxwell stress tensor, the magnetic pressure waveform at any point of the air gap can 
be expressed as: 

( ) ( ) ( ) ( )[ ]221
00

2

,,
2

1

2

,
, tbtb
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tpr α+α

μ
=

μ
α=α  (2) 

 

In terms of Fourier series, the following groups of magnetic waves are produced [1]: 

• ( )tp nr ,αν , determined by the product ( )[ ]21 , tb α of the stator harmonics having 

the same order ν. The frequency of the radial magnetic pressure is nff nr 2= and 

the vibration mode .2 pr ν=  

• ( )tp nr ,αμ , determined the product ( )[ ]22 , tb α  of the rotor harmonics having the 

same order µ. The frequency of the radial magnetic pressure is μ= nff nr 2  and 

the vibration mode .2 pr μ=  

• ( )tp nr ,αμν , determined by the interaction of stator harmonics having the order 

ν and rotor harmonics having the order µ.The frequency of the radial magnetic 
pressure is ( )μ±= ffnf nr  and the vibration mode ( ) .pr μ±ν=  

Higher time stator harmonics of different numbers can produce significant radial 

forces [2] having the frequency ( ) ;''' fnnf nr ±=  ''' nn ≠ and the vibration mode 
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0=r  or 0=r . The most important are the magnetic forces due to sums and 
differences of the fundamental harmonic f with higher order time harmonics of the 
stator current [1]: 

( ) fnf nr ±= 1  (3) 

The inverter switching frequency has an important effect as the interaction of 
switching frequency harmonics and higher time harmonics, produces forces with 

frequencies fnfnf swn
''' ±= . If n’ is an odd integer, n’’ will be an even integer and 

vice versa: 

KK ,2or     ,2 fff                                    fff swnswn ±=±=  (4) 

Significant vibration can result from the interaction of permeance field harmonics and 
MMF harmonics associated with higher time harmonics of the stator [2]: 

( )⎥
⎦

⎤
⎢
⎣

⎡
−+±= s

p

s
kfff nnr 11 2  (5) 

 

and the vibration mode .2,0=r  

In the case of inverter-fed motors, the magnetic component of noise is modified. In 
order to evaluate this modification, a two speed, 1.5/2.4 kW, 750/1500 rpm motor, 
with 36 stator slots and 46 rotor slots was tested. The spectrograms have been traced 
using a Bruel & Kjaer 2112 spectrum analyzer. 

The motor was tested for no load operation and was supplied from the network or a 
“Telemecanique” ATV-58HU54N4 inverter with a switching frequency set at 2 kHz. 
The results obtained for the 1500 rpm speed are shown in Figure 5 and 6. 
 

 

Fig. 5. No load operation, UN=400V and 50 Hz, network supplied, 2.4 kW-1500 rpm 
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Fig. 6. No load operation, UN=400V and 50 Hz, inverter supplied, 2.4 kW-1500 rpm 

For the 1500 rpm speed, two new noise peaks appear between 2500 and 4000 Hz. 
and 7000 and 8000 Hz. The noise increases by 7 dB. 

4   Conclusions and Future Work 

The presented spectrograms will be used as a reference for evaluating the 
performance of the proposed wireless sound measuring system. 

The applicability of the system depends on several factors. Battery life is extremely 
important, as most power is used for wireless communication. In order to maximize 
battery life, the system must take advantage of the sleep mode operation feature of the 
microcontroller and the wireless communication modules.  

The overall speed and accuracy of the proposed system can be significantly 
improved by using larger data throughput protocols like Bluetooth and superior 
microprocessors like Digital Signal Processors. From the implementation point of 
view, this could eliminate the need for an external EEPROM memory and would 
provide real time sound measurements capability. However, these improvements 
would lead to significant increase of system cost and development time.  
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Abstract. Nowadays an economical and environment crisis is felt in the world 
due to the increasing fuel prices and high CO2 emissions. This crisis is mostly due 
to present the transportation system, which uses internal combustion engines. The 
development and integration of electrical motors with improved electro 
mechanical characteristics, using high temperature superconductors, can provide a 
sustainable future replacing the conventional internal combustion motors.  

An axial type disc motor, with high temperature superconductor (HTS) 
material has been developed and tested in order to obtain an electrical equivalent 
circuit based on the experimental results. The tested HTS motor exhibits a 
conventional hysteresis motor type of behavior, even though the hysteretic 
phenomena don’t have the same principle. The proposed approach allows the 
description of the equivalent electrical circuit as a conventional hysteresis motor. 

Keywords: Axial disc motor; HTS materials; YBCO. 

1   Introduction 

Economical, environmental and political issues make the optimization and 
improvement of electric machines necessary to develop electrical vehicles and ensure 
a sustainable future. These types of vehicles are developed purely electric (for 
example, batteries or fuel cell and hydrogen fed) or hybrid (combustion and electric 
fed), being integrated in various projects. 

The HTS materials present some advantages making them unique. Almost null DC 
resistivity, high current transportation capability and trapping flux capability, enables 
increasing efficiency several electrical applications [1-4]. These advantages allow the 
developing of superconducting electrical machines with higher specific torque than 
their conventional counterparts [5], [11-12].  

Electrical machines with HTS bulk rotor present a complex behavior, showing both 
synchronous and asynchronous regimes [5], [7]. Even though they are similar to 
conventional hysteresis motors, their operating principle is different. It is appropriate 
to study the behavior of superconducting hysteresis motors in asynchronous regime 
using Steinmetz-type models, in order to compare it with the conventional induction 
motor and to clarify the effect of the HTS bulk material in this regime. 



530 D. Inácio et al. 

In this paper, the relations between the equivalent circuit’s parameters and the 
motor’s characteristics are discussed, for a conventional induction disk motor and for 
a HTS hysteresis disk motor, composed by a rotor with a polycrystalline YBCO disk 
[12]. This will be made using the Steinmetz-type “T” model. 

2   Contribution to Sustainability  

The paper presents an analysis of two types of disc motors: conventional and high 
temperature superconducting. This analysis, based on experimental parameters and 
electromechanical characteristics, allows to conclude that the HTS disc motor 
presents better electromechanical characteristics that the conventional one. The use of 
HTS disc motors in future full electric vehicles, based on fuel cell power supplies, 
will contribute to ensure the desired full electric vehicles levels of environmental 
sustainability. 

3   Expression of Equivalent Electrical Circuit 

The steady state per phase Steinmetz electrical equivalent circuit of both a HTS 
hysteresis and an induction motor, considering that the stator’s winding number of 
turns is equal to the rotor’s winding number of turns, can be expressed as shown in 
fig. 1 (see notation in Appendix A2) [8]. Eddy current component was neglected.  

In both motors the rotor resistance is separated as a component proportional to the 
electrical losses, RA, and as a component proportional to the mechanical output, RB, 
shown in fig. 1. 

Motor 
Type

RA RB 

Rr Rr((1-s)/s) 

Rrs Rr(1-s) 

 jXm Rp 

Rs s=j(Xs - Xm) r=j(Xr - Xm) RA

RB 

 

Fig. 1. Equivalent Steinmetz’s electrical circuit for a conventional induction and hysteresis 
motor [8] 

To completely specify the Steinmetz equivalent circuit one has to establish its 
parameters. For the motor equivalent electrical circuit, the stator circuit parameters 
can be easily determined, directly in the stator. However this could not be done on the 
rotor side.  
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For the induction motor, these parameters are estimated through the blocked-rotor and 
no-load tests. For the HTS hysteresis motor, according to [8] and for α = 1 (value for 
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a squirrel-cage type induction motor) and k = 0.67 (calculated in [8] for a similar 
motor), Steinmetz’s parameters are given by equation (1). 

3.1   Blocked-Rotor, No-Load and Load Tests 

For blocked-rotor test the mechanical speed is null, hence 1=s , and therefore RB = 0 
(for both induction and hysteresis machines), which corresponds to a “virtual” short-
circuit in the rotor’s side equivalent circuit. At no-load test the mechanical speed is 
equal to the synchronous speed, hence 0=s , leading to a rotor’s side open circuit for 
the induction motor. In each test, the stator winding voltage U, the winding current I, 
and the electrical power Pelect are measured per phase. The per phase complex 
impedance is given by⎯Z=Z⋅ejϕ, where Z=U/I and ϕ = cos-1[Pelect/(U.I)]. Longitudinal 
and transversal complex impedances are, respectively, obtained using the blocked-
rotor test (s = 1), where the magnetization current is neglecting, and the no-load test  
(s = 0), where the stator impedance is neglecting. Both are presented in (2) 
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Determining the value of Rs by independent measurements, and considering Xs = Xr 
(which is a usual assumption, based on theoretical considerations and supported on 
practical evidence [13]), all the parameters of Steinmetz’s equivalent electrical circuit 
can be obtained from the previous relations. 

The load test is performed with the aim of studying the motor’s behavior. It 
consists in applying some mechanical load torque, driven by the shaft. From the 
analysis and computation of torque and speed measurements the motor’s mechanical 
characteristics could be obtained. 

4   Power Output and Torque Analysis 

Even though HTS materials present a different hysteresis phenomenon, when 
compared with the ferromagnetics ones, in both of them, AC losses are directly 
proportional to the hysteresis loop area and to the frequency. The output power and 
the electromechanical torque, in a HTS machine, are given in table 1 (appendix A1). 

Table 1. HTS Hysteresis motor and Induction motor electromechanical characteristics 

HTS Hysteresis  
Machine 
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The conventional induction machine is analyzed, according the most literature, 

based in the Steinmetz equivalent circuit. The power output and torque equations are 
disposed in table 1, that permits conclude that, for the HTS motor, the output power is 
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proportional to the AC losses in the HTS material and to the slip, which means that 
for values of speed near of synchronous speed, all the AC losses in HTS materials is 
transformed in mechanical output power. 

The analysis of table 2 allows to conclude that, for the HTS motor, the output 
power is proportional to AC losses in the HTS materials and to the sleep, this means 
that close to synchronism operation, all HTS materials AC losses are converted into 
mechanical output power. The electromechanical torque is independent of the slip and 
directly proportional to HTS AC losses, with a factor of 2π (this result is in line with 
[5] and [8]). Higher HTS material AC losses imply higher mechanical power and 
torque. 

5   Experimental Results 

5.1   Test Method and Experimental Apparatus 

In this paper the blocked-rotor, no-load and load tests were performed for a 
conventional induction motor. The blocked-rotor and load tests were only made for 
the HTS motor with the main objective of finding the Steinmetz’s parameters and 
observing the behavior of both conventional and superconductor motors.   

 

Fig. 2. Experimental apparatus for induction and HTS hysteresis motor’s tests 

In the performed tests the motors {1} were fed with 3-phase [phase-to-phase rms 
voltage of 40 V (conventional induction motor) and 23 V (HTS motor)], four poles 
and a 50 Hz supply frequency configuration. The mechanical load was obtained by 
means of a DC generator (controlled by two dc power supply and a control resistance) 
driven by the motors’ shaft and feeding a resistive load. The basic used 
instrumentation is depicted in fig. 2: a transformer {2} to feed the motor; a 
commercial electrical {3} and mechanical {4} power measuring modules to measures 
the electrical and mechanical parameters in the system. The DC machine {5} had 
sensors, which communicate with the modules, to mechanical torque and speed 
measurement. The DC Generator was controlled with two DC current supply {6}{7} 
and a control resistance {8}. During the superconductor motor’s tests, only the disk 
motor was immersed in liquid nitrogen. Different values of electrical current is due to 
limitations in the supply transformer, whose rated current is limited to 20 A. 
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5.2   Experimental Determination of Steinmetz Equivalent Electrical Circuit 

For the presented induction motor, using the equations presented in (2) and from the 
measured experimental results, in table 2, the parameters were determined. For  
the HTS hysteresis motor the measured electric quantities were used to compute the 
longitudinal complex impedance and using (1), the Steinmetz parameters were 
computed. All the computed values are presented in table 2.  

Table 2. Stator’s measured and obtained Steinmetz’s parameters 

 Rs[ ] Xs[ ] s, r [mH] Rr[ ] Rm[ ] Xm[ ] 

Induction Machine 1,06 0,47 1,50 0,028 2,85 2,2 

HTS Hysteresis Machine 0,3 0,27 0,088 0,0008 2,85 0,18 

Measured results Computed results 

 

 

Fig. 3. Comparison between theoretical and experimental a) electrical power, b) developed 
torque and c) efficiency of conventional induction and HTS hysteresis motor 

The value of the magnetic losses, Rm, was calculated based upon the induction 
motor case and considered the same for the both cases. For the HTS case, doesn’t 
exist information that allows its computation.  

The load test was performed as described in section 3. For both motors, the 
theoretical electromechanical characteristics were computed, based on the 
experimentally obtained parameters and using the theoretical analysis above 
described. These were compared with the experimentally obtained characteristics in 
tests. Various slip-dependent characteristics were present in figure 3: a) one can see 
that the electrical power is higher than the correspondent value in HTS motor, which 
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is expected because the supply voltage is different; b) and c) respectively, shows the 
both motor’s torque and the efficiency. The experimental characteristics have a trend 
evolution coherent with the theoretically predicted ones.  

The comparison between predicted and measured quantities must be taken as being 
essentially indicative, for two reasons. On one hand, the measured quantities, being 
much smaller than the measuring apparatus’ ranges, suffer from an important relative 
error. And, on the other hand, the predicted quantities refer to the internal power or 
torque electrodynamically developed, while the measured ones refer to the available 
quantities in the motor’s shaft, which differ from the first ones by the mechanical 
losses. The viscosity friction in the liquid nitrogen and the friction in the conventional 
bearings working at low temperature cause non negligible losses when compared with 
the low quantities developed. Therefore, the measured results for the HTS motor are 
consistently and significantly lower than the theoretical ones. 

6   Conclusions and Future Work 

The research & development in the electrical machinery and control areas could 
provide innovative machines that associated to innovative control methods can be 
used to achieve a desirable sustainable future. The integration of HTS materials 
provides better performances in the electrical machines. 

Low power prototypes of a conventional induction axial type motor and a HTS 
axial type motor were tested. The conventional induction motor presents a higher 
range of measured slip values than the HTS hysteresis motor because with a 30% slip 
value the current was near to the maximum that the system supply could deliver. 
Nevertheless the minimum value of slip is high. To obtain more detailed initial values 
the synchronism speed test must be performed in future work.  

The torque ratio between the HTS and the conventional motors isn’t as higher as 
expected. The different supply voltage used can be the reason for the shown behavior. 
Still, the HTS motor presents a higher efficiency compared with the induction motor. 
However, further research work must be done to explain the obtained results, with the 
implementation of an optimized experimental apparatus that includes a supply 
transformer allowing higher current and including a measurement system with a range 
adequate for the measured values.  
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Appendix 

A1 - Power Output and Torque Analysis: HTS Hysteresis Motor 

According to [9], and since the applied magnetic field is equal to the full penetration 
field [10], the AC losses in the HTS materials are proportional to the hysteresis loop 
and frequency, as 

,./ magcicleHAC fPP =  (3) 

where PH/cicle  is given approximately by ξ.H2
appl and ξ is a factor depending on the 

characteristics and geometry of the superconductor. Assuming that the applied load 
torque is less than the motor torque, the motor accelerates until it reaches the 
synchronism, during the sub-synchronous regime the frequency of the rotor’s 
magnetization is given by ( ) ... sfpffpf ssmecssro =−=  

fss is the mechanical 

synchronous speed, in revolutions per second (if fsup is the supply’s frequency, in Hz, 
then  fs = fsup /p). To each value of the frequency f, there is a corresponding angular 
speed ω = 2πf. The frequency fro is the frequency of the induced currents in the  
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rotor – in this case, in the HTS material – and therefore is the magnetization 
frequency in (3). The AC losses power are, therefore, given by  

,.../ sfpPP scicleHAC =  (4) 

The mechanical power, for the energy conservation principle, neglecting power and 
electric losses, results 

./ sfpPPP scicleHelectmec ⋅⋅⋅−=  (5) 

At the motor starting, the slip is 1 and the mechanical speed is zero, so 0=mecP . 

Replacing in (6) gives 

).1(../ sPPfpPP electmecscicleHelect −=⇒=  (6) 

From (6) it is possible to observe that when the rotor accelerates from the start until 
the synchronous speed, the hysteresis power losses decreases, the developed 
mechanical power increases and the electrical power is kept constant.  

The mechanical torque, Telmec, is given by 

.
2 /

2

cicleHelmec
mec

mec
elmec P

p
TPT

π
=⇒Ω=  (7) 

With the mechanical speed given by

 

)1(
2

)1( sup s
p

f
ssmec −⋅

⋅
=−⋅=Ω

π
ω  (8) 

 

A2 – Notations 

 

R Resistance  H Magnetic field 
X Reactance  subscript appl Applied 
λ leakage reactance  f Frequency 
subscript s Stator  subscript mag Magnetization 
subscripts r Rotor  subscript ss Synchronous speed 
subscripts m  Mutual/magnetization  subscript sup Supply 
subscripts p Iron  subscript mec Rotor’s mechanical 

speed 
subscripts c Load  subscript ro Rotor’s induced currents  
Indice ‘ Referred to stator  T torque 
P Power per phase  subscript elmec Electromechanical  
subscript elect Electric  p Number of poles pair 
subscript AC Alternating current   Ωmec mechanical speed 

subscript mec Mechanical    
subscript H/cicle hysteresis losses per cycle     
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Abstract. Modern energy demands led the scientific community to renewable 
energy sources, such as ocean wave energy. The present work describes a 
model for a cost efficient rotary electrical generator, optimized for ocean wave 
energy conversion. The electrical power, supplied by low speed mechanical 
movement, requires the use of electrical machinery capable of generating high 
amounts of torque. Among the analyzed topologies, the one selected for further 
study was the Transverse Flux Permanent Magnet machine (TFPM). This 
topology differs from the conventional ones, presenting high power and torque 
densities, and allowing to independently set machine current and magnetic 
loadings in the machine. The machine was designed and analyzed through the 
use of a 3D FEM software. The obtained results show that the TFPM is a strong 
candidate to be used in large scale converting systems.  

Keywords: Transverse flux, TFPM, Ocean wave energy, Low Speed, Generator, 
Finite elements. 

1   Introduction 

The ocean presents itself as an inexhaustible source of clean and renewable energy 
that appears mainly in the form of ocean waves, generated by the action of wind on 
the ocean surface, and in the form of ocean currents, caused by the effect of tides 
and by variations of salinity and temperature. Nowadays, there’s a growing 
worldwide demand for energy resources that reveal themselves as alternatives to the 
existing ones, highly pollutant and with limited availability. Therefore, conditions 
must be created for their exploitation in a sustainable manner. Since the beginning of 
research on wave energy, encouraged by the oil crisis [1], several devices have been 
proposed to exploit this resource, although only a small number of these have been 
studied and implemented on a large scale [2]. Due to the complexity of ocean waves’ 
characteristics to extract energy, the development of technologies that may take 
advantage of this energy source requires further research.  

A vast knowledge about the physical aspects of ocean wave energy already exists 
[3] [4]. However, there is still no consensus on the best technology to take advantage 
of this resource. 

The current work attempts a qualitative research on the main topologies of 
electrical machines that may allow a direct and efficient exploitation of low speed 
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rotational movement, and the selection, sizing and optimization of a topology for a 
small-scale electrical generator prototype. For each topology, the various pros and 
cons were considered. The Transverse Flux Permanent Magnet machine with flux 
concentrators was selected as the object of study, regarding its favorable 
characteristics for ocean wave energy conversion.  

2   Contribution to Sustainability 

Sustainability of Earth’s energy resources urgently demands the optimization of its 
use, due to the current energy requirements and consumption. This work takes a 
further step towards turning ocean wave energy into a viable and desirable energy 
source. The developed generator’s characteristics may act as an incentive to the 
expansion of ocean wave energy conversion. 

3   Selected Electrical Generator 

3.1   Direct Drive Approach 

The ocean’s environment is variable and unstable. A system with the purpose of 
converting mechanical ocean wave energy into electrical energy must be prepared to 
generate, with relatively high quality and efficiency, energy that meets the functional 
requirements of the electrical grid. Given the slow and undulatory motion of ocean 
waves, and to avoid the use of expensive gearboxes with periodic maintenance 
requirements, the development of an efficient direct drive electric generator was one 
of the main goals of this work. Thus, it becomes necessary to employ a high torque 
density machine, and therefore with a high number of poles. 

3.2   Transverse Flux Permanent Magnet (TFPM) Topology 

Several electrical generator topologies were analyzed. The TFPM topology seems to 
have great potential for ocean wave energy conversion, showing better use of the 
machine size and permanent magnet materials when compared to conventional and 
other non-conventional topologies [5]. Besides the possibility of reaching a very high 
torque density, by increasing the number of poles, it allows to set the electric current 
density regardless of the magnetic flux, unlike conventional radial topology 
machines, where the cross sectional area of air gap competes directly with the 
windings for the available space [6] [7] [8] [9]. In TFPM the air gap area defines the 
current density, while the axial length defines the magnetic flux density.  

Due to its characteristics, the TFPM, with flux concentrators, was the topology 
selected for this research work. 

4   Sizing 

As aforementioned, the main objective of this work was to develop a model for a 
rotating electrical generator capable of operating at low speeds, allowing the 
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conversion of ocean wave mechanical energy into electrical energy to be supplied to 
the main grid. A single-phase TFPM prototype model capable of generating an output 
of 10 kW was designed. It was considered an average angular frequency of 150 rpm 
for a gearless energy conversion system, at the shaft that drives the generator. Thus, in 
order to comply with the grid’s frequency (50 Hz), the machine was designed with 20 
pole pairs. Optimal values for each parameter of the generator topology were 
calculated and simplified machine’s schemes were used to obtain expressions that 
reflect the generator’s operation conditions.  

4.1   Magnetic Circuit 

The studied topology is illustrated in Fig. 1.  The generator’s rotor consists in two 
rows of permanent magnets and flux concentrators, and a central stainless steel 
separator, positioned between each row of the rotor, which acts as a “magnetic 
insulator” since it is made of a diamagnetic material. Each of these rows contains a set 
of magnets polarized in the direction of rotation; each magnet is inversely polarized 
with its pair in the opposite row and is also followed by a flux concentrator. The 
permanent magnet material chosen for this analysis was the Neodymium Iron 
Boron (NdFeB) due to its known magnetic properties [10], with a remanence BR=1,4T 
and a coercive field HC = 795 1kA m−⋅ . 

 

Fig. 1. TFPM with double stator and single winding 

The flux concentrator is made of electrical steel due to its high magnetic 
permeability, in order to aggregate a great amount of magnetic flux, reducing the 
possible reluctance and leakage flux of the circuit. In this double stator topology poles 
in 'U' are displaced in each stator and separated from the rotor by two air gaps for 
each pole. At the stator, the copper winding is displaced. In this type of topology a 
double winding may be used. This work makes an initial analysis with one winding 
displaced at the lower stator due to its simpler and robust construction, as show in  
Fig. 1. For optimization purposes a deeper analysis with double winding topology is 
studied later. 
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Fig. 2. Magnetic circuit: longitudinal view 

Part of the magnetic flux path is presented in Fig. 2, as well as some of the 
dimensioned machine’s parameters. To ease the machine’s design and sizing, the 
following assumptions were made: 

—  The stator pole length lPole, is the same for the upper and lower pole; 
—  The section of both rows of permanent magnets of the rotor’s flux 

concentrators is square and is expressed by SRotor = hRotor
2; 

—  Both permanent magnet and flux concentrator sections have the same value 
SPM = SFC = SRotor. 

4.2   Working Point 

Reaching a working point that corresponds to an efficient use of the materials and 
machine dimensions was one of the guidelines of this work. 

Through the analysis of the topology’s magnetic circuit depicted in Fig. 2, it was 
observed that the permanent magnet’s maximum energy product demands a 
permanent magnet two times thicker than the air gap distance (lPM = 2lg). This would 
result in exceedingly long air gaps or extremely thin permanent magnets. To 
compensate such effect, using a relationship between the permanent magnet and the 
air gap sections given by a constant K = Sg / SPM , it is possible to achieve an energy 
product somewhat closer to the material’s maximum, allowing adequate air gap and 
permanent magnet dimensions. From Maxwell’s equation that translates Ampere’s 
law, and using Gauss’s law for magnetism, the load line expression for the previously 
described magnetic circuit is given by: 

mp 0 mp fc p

mp rotor fc p g fc p p fc( ) 2

B l
K

H h w l K l

μ μ μ
μ μ μ μ

⋅ ⋅ ⋅
= − ⋅

+ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅
 (1) 

Fig. 3 shows the behavior of the maximum value for permanent magnet and ‘U’ pole 
magnetic flux density, depending on the constant K.  
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Fig. 3. Magnetic flux density with the variation of K 

Due to poles shape, and in order to avoid its magnetic saturation, the ideal value 
for permanent magnets working point could not be reached. Therefore, the next best 
possible value for K was used. Nevertheless, with some pole shape enhancement, this 
characteristic can be improved. 

For the described sizing a rotor’s thickness hRotor of 5 cm and an air gap of 1mm 
were assumed, resulting in a machine’s rotor radius of 31 cm. 

4.3   Induced EMF 

In the TFPM topology each flux path is shared by two magnetic circuits as 
represented in Fig. 2. These circuits can be modeled by the electrical circuit showed 
in Fig. 4. 

 

Fig. 4. Representative electrical scheme of one pole pair flux path 

As the MMF sources are both equal and in parallel, defining PPoles as the number of 
pole pairs, the induced EMF can be given by: 

( ) s e n( )Poles Pe t N P tφ ω ω= ⋅ ⋅ ⋅ ⋅ ⋅  (2) 

5   Simulations 

In order to verify the analytical expressions concerning machine’s sizing and output 
characteristics, a graphical model of the topology was built and several simulations 
were performed, through the use of a 3D finite element method (FEM) software. Each 
of machine’s design characteristics was parameterized, allowing an easier analysis of 
the machine’s behavior.  
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Fig. 5 shows the magnetic flux density on each point of the constructed model and 
the flux path along a pole pair, respectively. The registered values matched the 
working point calculations made at the design phase, with no significant flux leakage 
observed. 

The generator was tested with a purely resistive load sized for a demanding value 
equal to the nominal electrical power, delivering 8 kW, a value close to the expected. 
The flux linkage and the respective induced EMF and electrical current curves are 
shown in Fig. 6.  

For each key parameter, various sets of tests were made, varying its value through 
a specified interval. Fig. 7 (a) depicts the study of the permanent magnet thickness, 
while maintaining the rotor radius. It was observed that the magnetic saturation is 
reached for permanent magnets thicker than 8 mm. The chosen value of 1 cm for the 
machine’s permanent magnet thickness was very close to the optimum value.  

 

Fig. 5. FEM model’s magnetic flux density and flux path along a pole pair 

 
Fig. 6. Flux linkage, induced EMF and electrical current 
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For scalability purposes an analysis was made regarding the relationship between 
the torque density and the overall machine costs through a proportional increment of 
every machine parameter dimensions, except for the air gap length and the number of 
winding turns.  The calculations were based on the specific costs used in [5]. The plot 
shown in Fig. 7 (b) reflects an improvement of efficiency in terms of the material’s 
use. This characteristic may be an incentive to apply the TFPM generator in large 
scale systems. 

 

Fig. 7. Permanent magnet’s thickness study 

 

Fig. 8. Study of the scalability effects 

6   Torque Density Optimization 

The generator was sized and tested for a nominal power output of 10 kW, using a 3D 
FEM software. Although this goal was accomplished, the machine dimensions are 
underused. The same volume may be used more efficiently, generating more power 
and therefore improving the machine’s torque density. Reinforcing the lower winding 
with conductors of larger diameter [11] and placing a second winding on the upper 
stator results in a better use of the permanent magnets material and machine 
dimensions. Through simulation, it was possible to obtain, with the same volume,  
an output power of 30,8 kW and a corresponding value of torque density  
Td= 22,5 3kN m m−⋅ ⋅ , which is close to the values shown in [5]. 

7   Conclusions 

The TFPM machine proved to be a good alternative in direct drive ocean wave energy 
conversion, due to its topology and torque density characteristics, showing results 
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consistent with other similar studies and significant advantages over other topologies 
[5]. The reduction in the Cost/Torque relationship acts an incentive to the use of the 
TFPM generator in full scale prototypes. As future work is intended a study of the 
topology under variable speed conditions and an optimization analysis of the ‘U’ 
poles shape for a working point improvement. 
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Abstract. A disk-shaped, double stator, induction motor with High Temperature 
Superconducting (HTS) field coils is proposed in this paper. Copper, typically 
used in windings of classic machines, limits current density allowed in field coils 
due to Joule effect losses. Also iron, which is used in magnetic circuits, limits the 
magnetic flux density obtained in the air gap due to saturation. The application of 
HTS field coils and iron removal effect in fractional power disk shaped or axial 
flux motors is analyzed by comparison of two different stator topologies. Twelve 
HTS field coils made of Bi-2223 (Bi2Sr2Ca2Cu3O10) first generation tape, 
wrapped around a racetrack-shaped nylon core, are assembled. A simple topology 
was chosen, consisting of six filed coils per semi-stator arranged in the same plane 
with 60 º displacement. This topology is analyzed theoretically, based on a linear 
induction motor approach and simulated using a commercial finite elements 
program, based on the same approach. In order to study the effect of magnetic 
saturation two stators were built. In the first, the field coils are assembled in steel 
plates. In the second, the same coils are assembled on nylon plates. The rotor is 
composed of an aluminum disk assembled on a stainless steel shaft. The HTS 
coils were cooled by liquid nitrogen (77 K). Simulations, experimental and 
theoretical results are consistent, showing high space harmonic distortion for the 
chosen topologies. It is shown that for this type of low power motors operating at 
this temperature, as iron saturation is not achieved, ferromagnetic materials 
removal is not a good option. Besides, flux leakage is to high, degrading 
developed torque. 

Keywords: Superconducting tape, armature, induction, disk-shaped, ironless, 
space-harmonics. 

1   Introduction 

Due to High Temperature Superconducting (HTS) materials ability to carry high 
current densities with minimum losses when compared to conventional conductors, it 
is possible to design more compact and lightweight electric motors. 
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One of the advantages of superconducting conductors is their capability to create 
high intensity magnetic induction fields. Nevertheless, if ferromagnetic materials are 
used, due to saturation, flux density is limited to less than 2 T. In [1] - [3], some 
studies in the field of ironless HTS motors are performed. The goal of the work 
presented in this paper is to further study the application of air core HTS motors. 

HTS tapes mechanical limitations, turns motors’ constructions more complex than 
conventional motors. In [4] - [10] several topologies of HTS motors are presented.  

However a direct comparison between iron and ironless cored motors is never 
accomplished. In this paper, a simple design is proposed, in order to create two 
identical HTS motors prototypes and compare the effects of removing ferromagnetic 
materials. 

2   Contribution to Technological Innovation 

One the main issues in electrical generator and motors is the high power losses due to 
the high resistivity of the conductors. In order to reduce power consumptions and 
create a sustainable power usage, more efficient electrical machines are necessary. 
The ability of HTS machines to work with minimum power losses make them a good 
substitution for conventional ones. 

Other potential advantage in HTS motors is the possibility of iron removal, as 
mentioned, thus making lighter and compact machines. 

These devices may also find potential application in naturally cryogenic 
environments, as is the case of double-shaded craters near Moon’s magnetic poles, 
where temperatures are typically bellow 50 K. Thus, there is a current need to research 
and develop this kind of devices, where classical techniques do not always apply.  

3   Motors’ Design 

Two prototypes motors are projected; one using a toothless ferromagnetic circuit, 
referred to as topology T1; and another, referred as T2, which is a ironless version of 
the first.  

Both are disk shaped (or axial flux), double stator, two poles, induction motors. 
Twelve 20 turns identical HTS, racetrack shaped, field coils, are used, in order to 
create the travelling filed. These coils are made of Bi-2223 first generation tape. The 
coils were made considering the mechanical limitations of the tapes. The length of 
BSSCO tape for each coil is about 7 m. The field coils were tested at 77 K showing an 
average critical current of 88 A. 

The prototypes design was limited by the coils dimensions and shape. The rotor 
consists on an aluminum disk assembled on a stainless steel shaft. The rotor thickness 
was optimized using the goodness factor of the machine. Based on the correction 
factors referred in [11], the expression of topology T1 goodness factor is obtained 

 ( ) =     2 · ( ) ( ) ( ) 1 ( )   (1) 
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where  is the frequency,   the length of one coil,  the number of pairs of poles, 
 the airgap,  the pole pitch,  the Russel-Norsworthy correction-factor due to 

rotor's overhang,  the large airgap's correction factor,  the correction factor due 
to the skin effect in finite thickness rotor plates and  the correction factor due to 
saturation of armature plates iron. See [11] for correction factors ,  and  and 
[12] for .  

The goodness factor evolution as a function of the rotor thickness, for a frequency 
of 50 Hz, is shown in Fig. 1. Four curves are shown representing different slips of 
60%, 70%, 89% and 90%. From that figure it can be conclude that the rotor thickness 
that optimizes the goodness factor is in the range of 3 to 3,5 mm. 

A key project’s goal was to ensure the dimensions similarity of both prototypes to 
ensure a reasonable comparison. T1 motor’s final design is shown in Fig. 2. The 
prototype T2 is identical to T1, except that the plates are built of nylon instead of 
magnetic steel. 

 
Fig. 1. Goodness factor as a function of rotor thickness, for different slips 

 

Fig. 2. Final aspect of T1 (left) and T2 (right) semi-stators design 

4   Theoretical Analysis 

In order to predict and analyze motors’ operation, a theoretical study is performed. 
The main objectives are to observe the induction field created by the HTS coils and to 
predict the torque developed by the rotor. Only the prototype containing 
ferromagnetic circuits was studied, due to its simplicity. 

Bearings Mica supports 
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4.1   Travelling Field  

Based on Fourier analysis, the approximate expression of the travelling field, created 
by the armature, was calculated, showing great harmonic distortion. Fig. 3 shows the 
armature harmonics. From this figure it is possible to conclude that high order 
harmonics are not negligible. Thus, calculation of the developed torque is carried out 
considering the winding harmonics. 

 
Fig. 3. Spectrum of winding harmonics, normalized by the fundamental’s amplitude 

4.2   Developed Torque  

In order to determine the torque developed by the motor, considering the winding 
harmonics, the individual effect of each harmonic is calculated, and the total torque is 
the sum of each effect. 

Based on [13], the expression of the torque developed by each component, , is 
calculated as 

(Ω) =    · · · ( Ω )
· · ( Ω )  , (2) 

where the rotor has a radius , thickness  and  is the volumetric resistivity of 
the aluminum. Also,  is the current density in the HTS coils,  is the Fourier 
coefficient of the  harmonic,  is the travelling field angular speed and Ω is 
the rotor’s mechanical speed.  

The individual components of the resultant torque are represented in Fig. 4.a), 
where it can be seen the effect of each harmonic . The greater the value of the 
harmonic the greater the equivalent number of poles, therefore the smaller the 
equivalent synchronous speed. 

Therefore the total developed torque is given by 

= (Ω) . (3) 
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The evolution of torque  as a function of rotor’s speed is plotted in Fig. 4.b), and it 
consists on the sum of the components shown in Fig. 4.a). It is clear that the function 
tends to a final speed of one third of the synchronous speed of a two pole motor, 3000 
rpm. These values represent a slip of  = 0,667, considering no load operation. For a 
rotor’s speed between 1000 and 2200 rpm, the motor behaves as a brake. 

 

a) b) 

Fig. 4. a) Individual contribution of the main harmonics to the resulting torque. b) Resulting 
torque as a function of speed. 

5    Simulations  

Simulations were performed with three main goals. The first is to ensure the operation 
of the prototypes before building them. The second is to verify the theoretical results. 
The last is to study the effects of an ironless magnetic circuit and compare it whit iron 
cored topologies. 

The simulations were carried out using finite elements commercial software 
Flux2D, from Cedrat Company. Due to 2D geometry, a linearized versionof the disk 
motor is studied. An electric current of 60 A per phase is used in simulations. 

The T1 prototype is simulated and it is possible to verify the motor’s operation. In 
order to verify the theoretical results, the torque/speed characteristic, (Ω), is 
obtained using imposed speed testes. Fig. 5 (T1) shows the obtained characteristic. 

Comparing Fig. 5 (T1) and Fig. 4.b) it is possible to observe the similarities. In 
both graphics, the rotor’s speed tends to a much lower value than the synchronous 
speed. Therefore, theoretical results correctly demonstrate the degradation of 
developed torque by winding harmonics. 

Two other topologies were simulated. Topology T2, the ironless version of T1 and 
topology T3, which consists in adding more iron to the magnetic circuit. Fig. 5 
presents torque/speed characteristic of the three topologies. It is possible to conclude 
that there is no advantage in removing the ferromagnetic circuits, besides devices’ 
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weight reduction, since the torque decreases. Besides, since flux density only reaches 
0.04 T in the airgap, it is possible to conclude that the magnetic field generated by the 
coils, is not enough to reach iron saturation, reinforcing previously conclusion. 

 

 
Fig. 5. Simulation results. Comparison of T1, T2 and T3 torque/rotor speed characteristics. 

6   Experimental Results 

The prototypes T1 and T2 were built accordingly with their designs, see Fig. 6. Both 
motors were tested at 77 K, with a 5 V power supply, with 63 A rms current 
supplying HTS coils. In order to obtain the torque/speed characteristic, the motors 
were coupled to a powder brake and several operation points were obtained. These are 
plotted in Fig. 7 for topology T1. For topology T2, the developed torque was neither 
enough to overcome nor static, nor dynamic friction. Therefore, no rotor movement is 
possible.  

From these results, it is confirmed that there is no advantage in removing iron 
materials from the magnetic circuits, at least for this level of power. It is also possible 
to conclude that, as predicted in theoretical and simulations studies, the windings 
distribution on the stator results in a large slip. 

  

a) b) 

Fig. 6. Final look of the built prototypes: a) Topology T1. b) Topology T2. 
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Fig. 7. Experimental torque/speed characteristic for topology T1 

7   Conclusions 

Two axial flux induction motor topologies were presented in this paper, both with 
HTS armature. Theoretical analysis, simulations and experimental measurements 
were performed, showing two main conclusions: firstly, there is no advantage in 
removing ferromagnetic circuits in this type of fractional power HTS motors, since 
the magnetic field created by the HTS tapes is not enough to compensate for the 
increased reluctance. Secondly, due to materials’ physical restrictions, it was 
demonstrated that the windings distribution chosen, although simple, introduces high 
harmonic distortion resulting in poor motor performance. The HTS first generation 
tapes show great mechanical limitations, hindering the construction of more efficient 
motors. Also, a new approach for analytic study of the developed torque, for high 
winding harmonics motors, is presented. It shows results consistent with simulations 
and experimental results. 
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Abstract. One potential advantage of the application of superconducting 
materials in electrical machines is the possibility to build lighter and compact 
devices by removing iron. These machines find applications, e.g., in systems 
where cryogenics is already available, or in naturally cryogenic environments. 
The design of motors with high temperature superconductors (HTS) presents 
issues unconsidered in classical machines, besides considerations on 
cryogenics, such as HTS brittleness or mechanical restrictions. Moreover, HTS’ 
electromagnetic properties also degrade due to flux density components, which 
arise if there is no iron to guide magnetic flux. Several aspects must thus be 
considered in the design stage, as applications may turn less attractive or even 
unfeasible. In this paper these issues are detailed, and a numerical methodology 
for the design of an all superconducting (without iron or conventional 
conductors) linear synchronous motor is presented.  

Keywords: High temperature superconductivity, ironless motor, linear 
synchronous motor. 

1   Introduction 

The motives underlying the use of high temperature superconducting (HTS) materials 
in electrical motors are guided by their particular features that make them, in certain 
applications, advantageous when comparing to devices with conventional conductors 
and/or permanent magnets. Amongst these characteristics highlights the transport of 
high currents with minimum losses (up to 104 A/cm2 at 77 K and 5 T, in second 
generation HTS tapes [1]) when compared to copper or aluminum conductors, the 
consequent generation of flux densities equivalently high, and the phenomenon of 
magnetic flux pinning. It is thus sometimes possible to remove iron from the devices, 
allowing for lighter and compact machines. HTS machines find potential application 
in environments where cryogenics is already available, as power industry [2-4] or 
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induction heating plants [5], or in naturally cryogenic environments, as future 
scientific stations in double-shaded craters near Moon’s poles [6], where temperature 
does not rise above 50 K. The design of superconducting motors shows several 
specifications that do not arise in classical motors’ design, besides considerations on 
cryogenics, such as HTS tapes bending limitations when these are used in armatures’ 
windings. Besides, its electromagnetic properties also degrade due to the presence of 
flux density components perpendicular to tape surface, when there is no iron to guide 
magnetic flux. Consequently, applications may turn less attractive or even unfeasible. 

Several types of HTS machines have been built in the past, as homopolar [7], 
synchronous [8-9], reluctance [10], hysteresis [11] and linear motors. Regarding the 
latter, HTS have been considered either in the armature [12] or excitation field [13]. 

This paper’s main goal is to examine the key issues in the design of an all 
superconducting linear synchronous motor with HTS both in the armature and in the 
excitation system. The motor has no ferromagnetic materials or conventional 
electrical conductors, thus the designation “all superconducting”. The final 
achievement is a numerical methodology for this type of motor design, incomparably 
faster than tools as e.g. finite elements software. 

Next section examines this work’s contribution to technological innovation. After 
that, the motor’s architecture is described, followed by the description of the 
numerical methodology proposed for the determination of forces. Experimental 
results are shown in the sequel and conclusions are drawn in the end. 

2   Contribution to Sustainability 

HTS materials are foreseen as vehicles of important developments in the Energy field, 
allowing the advent of new technologies that would be unfeasible or even impossible 
with other approaches. Amongst some of the (many) current sustainability issues 
there is energy distribution in dense urban areas, integration of distributed generation 
in existing grids, or specific requirements to obtain lighter and compact electrical 
machines. For each of these problems, superconductivity has one or several answers, 
although commercial applications are still hard to find. Some factors contributing to 
this evidence are, besides the degree of reliability of current technologies, the need for 
cryogenics – whose trivialization depends too on the advent of HTS technologies – 
but also on the unavailability of practical and efficient design tools for HTS devices. 
This work intends to contribute to the latter issue, by presenting a methodology for 
aided design of HTS machines. One of this work’s main achievements is that it allows 
replacing time consuming design tools like finite elements software, thus improving 
HTS technologies development, potential enablers of sustainable energy use. 

3   Motor’s Architecture 

Ferromagnetic materials are used in electrical machines as guiders and amplifiers of 
magnetic flux. However, these materials impose restrictions in machines design: one 
related with magnetic induction saturation (typically bellow 1.8 T [14]), which leads 
to nonlinearities and complicates design; the other related with materials physical 
properties, namely its high density, that makes machines’ weight and size determinant 
for high specific powers [15]. Moreover, hysteresis losses are generated in iron. These 
motivates the design of ironless motors, by the use of HTS materials. 
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3.1   Armature 

The armature is built by single layer HTS tape Bi-2223 (Bi2Sr2Ca2Cu3O14), with 90 A 
critical current, corresponding to 93 A/mm2 engineering critical current density. This 
is one order higher than copper current density considered in machines design, about 
4 A/mm2 [14]. One armature’s coil is represented in Fig. 1, and its parameters are 
described in Table 1. The windings were manufactured using previously machined 
nylon moulds. According to winding dimensions, the pole pitch, τ , is given by 

( ) 2193 =+= glwτ mm. (1) 

lw

s ws

x

y

z

rB

 

Fig. 1. Representation of one armature winding, build by Bi-2223 stacked tape 

Table 1. Armature winding characteristics 

Variable Meaning Value 
N  Number of turns 20 
s  Average coil’s leg width 5 mm 

br  Bending radius 30 mm 

( )srl bw +×= 2  Average coils width 70 mm 

sh  Coils height 4.2 mm 
g  Average distance between adjacent coils 3 mm 

sw  Active coils’ length 80 mm 

 
The armature is built by a double stator, in order to minimize flux density 

components perpendicular to tape surface, i.e. in x  direction, as was the case in this 
motor’s previous geometries [16-18]. These components severely degrade tape’s 
critical current.  

Phase +A

Phase +A

Phase -C

Phase -A

Phase +C

Phase -C

 

Fig. 2. Test armature built by a three-phase double stator, assembled for experimental 
measurements. Phase B is not implemented as is not necessary for static measurements, as later 
discussed. 
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A three-phase double stator test armature was built in order to make flux density 
measurements, see Fig. 2. Only phases A and B are shown, as later explained. 
Structural fastenings are built with nylon screws to avoid magnetic fields’ distortions. 
In order to determine the developed static forces, the armature is considered to be fed 
by an ideal current inverter, see currents’ profiles in Fig. 3. 
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Fig. 3. Normalized armature’s three-phase currents with amplitude SI , generated by an ideal 

current inverter. ai , bi  and ci  are currents from phases A, B and C, respectively. 

3.2   Mover 

The mover, comprising excitation, is built by two HTS Y-123 (Y1.6Ba2Cu3O7-x) bulks, 
with, see Fig. 4, magnetized prior to motor’s operation. Sand-pile model [19] is used 
in order to numerically determine trapped flux, considering constant current according 
to Bean’s model [20]. These already demonstrated results consistent with experiments 
[21]. Considering a 5.2507800 kA/cm2 critical current, see later, and single domain 
bulks, the computed components of trapped flux, in a plane at 2 mm from bulk’s 
surface, are shown in Fig. 5. The mover is represented in Fig. 6. 

4   Numerical Determination of Developed Forces 

In order to calculate the developed forces due to the interaction of armature currents 
with amplitude SI  and trapped fields, Laplace’s law is applied to excitation, 

BldIFd S ×−= . (2) 

 

Fig. 4. Y-123 bulks (ATZ GmbH), used as trapped flux magnets for motor’s excitation 
(40×32×10 mm3) 
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Fig. 5. Flux density components in an Y-123 bulk, numerically determined by sand-pile and 
Bean models, measured at 2 mm from bulk surface, and a critical current of 5.2507800 kA/cm2 

Phase +A Phase -C Phase +CPhase -APhase +B

Y-123 bulk Y-123 bulk  

Fig. 6. Representation of the linear motor’s mover between armature windings. All dimensions 
in millimeters. 

This equation is integrated along the height and width of armature windings. 
According to the coordinate system defined in Fig. 1, and considering yudyld −= , 
the several force components are derived, namely 

Thrust force: dyBIdF zSx =  (3) 

Vertical force: dyBIdF xSz −=  (4) 

Lateral force: 0=ydF . (5) 
 

Thus, yB  components do not contribute to developed forces, as they are parallel to 

armature current in the active region. First, the forces produced by a half stator are 
computed, and in the end the other half stator’s contribution is added. Since flux 
density changes across windings height, its values are first averaged over z  
dimension, thus defining the following functions 

( ) ( )∫=
sh

x
s

av
x dzzyxB

h
yxB ,,

1
,  (6) 

( ) ( )∫=
sh

z
s

av
z dzzyxB

h
yxB ,,

1
, . (7) 

 

These functions are plotted in Fig. 7. After that, (6) and (7) must be averaged across 
winding’s active length, thus originating functions 

( ) ( )∫=
sw

av
x

s

av
xy dyyxB

w
xB ,

1
 (8) 

( ) ( )∫=
sh
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z

s
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zy dyyxB

h
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1
, (9) 
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which are plotted in Fig. 8. Functions av
xyB  and av

zyB  must contain the two Y-123 

bulks, magnetized in opposite directions. The complete functions are plotted in Fig. 9. 
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Fig. 7. Flux density average of one Y-123 trapped flux bulk along winding’s height 
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Fig. 8. Flux density average of one Y-123 trapped flux bulk along winding’s height and length 

-0,03

-0,02

0,00

0,02

0,03

-250 -150 -50 50 150 250

A
ve

ra
ge

 fl
ux

 d
en

si
ty

 (T
)

x (mm)

Bzy
av

Bxy
av

τ

 

Fig. 9. Flux density average of the two Y-123 trapped flux bulks along winding’s height and 
active length 

The mover’s position is varied from 0=x  to τ2 , (or from °= 0θ  to °360 , where 
τθ x°=180  is the angular displacement). In each position, forces are calculated by 

( ) ( )∫
∞

∞−

⎟
⎠
⎞

⎜
⎝
⎛

°
−= dxxBxcF av

zyx 180
θτθ  (10) 

( ) ( )∫
∞

∞−

⎟
⎠
⎞

⎜
⎝
⎛

°
−= dxxBxcF av

xyz 180
θτθ . (11) 
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In (10) and (11), ( )xc  represents current elements along armature. This is plotted in 

Fig. 10 as a function of θ , taking values sNIS±  where there is current density and 

zero in the other regions. For static forces’ calculation a time instant in range 
] [°°∈ 60,0tω  is chosen, corresponding to Sa Ii = , 0=bi  and Sc Ii −= , with 

65=SI A, see Fig. 3. This is why phase B is not implemented. Equations (6) to (11) 

are numerically integrated, returning thrust and vertical static forces corresponding to 
only one half stator. The other half’s contribution means that that thrust is doubled, 
and vertical force is subtracted from itself, thus resulting in zero for all positions. 
Thrust force is represented in Fig. 11. It is clear that thrust force is highly oscillating, 
which is a consequence of the high space harmonics’ content of magnetomotive force, 
due to Bi-2223 windings. This creates control issues outside the scope of this paper. 
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Fig. 10. Function ( )θc  describing currents’ profile along armature, for ] [°°∈ 60,0tω  
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Fig. 11. Thrust force developed on the mover, as a consequence of the two half stators 

4.1   Measurement of Flux Density Generated by the Armature 

To measure flux density profile, a transversal flux Hall probe assembled in a xyz  

positioner was used, phases A and C fed by, respectively, 65 and -65 A, and phase B 
set to zero. The profile along a longitudinal path is plotted in Fig. 12, as well as the 
consistent results obtained by simulation with finite elements software Flux2D.  

4.2   Measurement of Trapped Flux Density 

In order to magnetize Y-123 bulks, four 400 A DC current sources in parallel were 
used. The bulk is placed in the middle of two air core inductors, supplied by a 1000 A 
current peak from the sources. Magnetic flux gets trapped in the bulk’s pinning 
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centers, magnetizing it. A transversal Hall probe assembled on the same positioner 
was then used to measure trapped flux profile, shown in Fig. 13. Maximum flux 
density is 209 mT, which at 77 K cannot be increased, as the bulk is fully penetrated. 
By fitting curves obtained with sand-pile and Bean models, considering one single 
domain, it is possible to estimate a current density of 5,2507800 kA/cm2. This is the 
value used in thrust force determination. The modeled profile is shown in Fig. 14. 
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Fig. 12. Flux density component zB  measured along a longitudinal path across the armature, at 

middle distance between the two half stators. Simulated field is also shown for comparison. 
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Fig. 13. Flux trapped in one bulk, after a current pulse. The peak from the left corresponds to 
one domain, while the two other peaks correspond to the other domain, which is damaged. 
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Fig. 14. Modeling of flux trapped in one Y-123 bulk, by sand-pile and Bean models 

5   Conclusions and Future Work 

An all superconducting linear synchronous motor was presented in this paper, as well 
as the methodology to derive the forces developed by this device. The main advantage 
of this motor is its reduced weight when compared with conventional motors, due to 
the absence of iron as well as copper conductors. This work’s main goal, which is the 
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development of a numerical methodology that allows avoiding time consuming finite 
elements software for HTS devices design, is accomplished. Future work includes 
finishing the motor, validate numerical results, and compare its performance when 
iron is included. 
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Abstract. A fully differential self-biased inverter-based folded cascode amplifier 
which uses the feedforward-regulated cascode principle is presented. A detailed 
small-signal analysis covering both the differential-mode and the common-mode 
paths of the amplifier is provided. Based on these theoretical results a design is 
given and transistor level simulations validate the theoretical study and also 
demonstrate the efficiency and usefulness of the proposed amplifier. 

Keywords: fully differential amplifiers, feedforward-regulated cascode 
technique, self-biasing, inverter-based, CMOS analog integrated circuits. 

1   Introduction 

Amplifiers are essential building blocks used frequently to build feedback networks 
able to perform a variety of accurate functions, e.g. multiplication, addition, 
integration, inversion, etc. The accuracy of these operations is directly dependent on 
the amplifier’s gain-bandwidth product (GBW) performance [1]. 

Dictated by the down scaling of the digital circuits, the CMOS technology evolved 
posing several obstacles to the analog circuits design in general and in particular to 
the amplifiers design. Some of these obstacles are low intrinsic gain (gm/gds) of 
transistors, reduced supply voltages, high variability of devices, etc., which inevitably 
deteriorate the performance of the well-known amplifier topologies. To cope with this 
problem some existing amplifier topologies have been enhanced and novel topologies 
have been proposed, some recent examples are [2]-[4]. 

In this paper we propose a fully differential self-biased inverter-based folded 
cascode amplifier which uses the feedforward-regulated cascode principle firstly 
presented in [4]. First, the small-signal behavior of the topology is analyzed in detail. 
After, a design is outlined and transistor level simulations are presented to 
demonstrate the efficiency of the proposed new topology. Finally, the main 
conclusions are drawn. 

2   Contribution to Sustainability 

A new self-biased inverter-based transconductance amplifier topology using 
feedforwad-regulated cascode devices is presented. The combination of these features 
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allows the topology to achieve an attractive figure of merit (FoM = GBW·CL/Power), 
which is comparable or better to those of the best amplifiers up to date. This enhanced 
bandwidth to power dissipation efficiency is interesting for high speed and low power 
applications to be realized in deep-submicron CMOS technology nodes (≤ 0.13-µm). 

3   Amplifier Description and Analysis 

3.1   Circuit Description 

The circuit of the proposed amplifier without common-mode (CM) feedback (CMFB) 
circuitry is shown in Fig. 1. The input stage is composed of transistors M1, M4, M2a-b, 
and M3a-b, where M2a-b and M3a-b are responsible for converting input voltage variations 
in incremental drain currents which are then “folded” to the output cascode devices. 
These currents are converted to incremental voltages in nodes vD2a-b and vD3a-b, and these 
voltages are used to drive cascode transistors M6a-b and M7a-b in a feedforward fashion as 
proposed in [4]. For this reason the topology is named feedforward-regulated folded 
cascode. An interesting advantage of the feedforward-regulated cascode topology over 
the well-known feedback-regulated cascode one is the faster cascode regulation, which 
leads to a higher operation speed [4]. The inverter-based inputs of the amplifier 
effectively double the input gm compared to single-transistor inputs, which can be used 
favorably in attaining high GBW. 

 

Fig. 1. Electrical schematic of the proposed amplifier (CMFB circuitry not shown) 

The extra (self) biasing voltages vCMFBN and vCMFBP, which are also used to adjust 
the output CM voltage, are obtained from the circuit depicted in Fig. 2. This circuit 
performs two functions: 1) it averages the output voltage obtaining vCMFB = (vOP + 
vON)/2 ≡ vCMO; 2) in the sequence, it level-shifts this voltage down, resulting in vCMFBN, 
and up, resulting in vCMFBP. These voltage level-shifts are needed to bias transistors 
M1, M4, M5a-b and M8a-b in the saturation region without sacrificing considerably the 
output voltage swing. For example, assuming VDD = 1.2 V, VSS = 0 V, and VCMO = 
0.6 V, the |VDS| (drain-source voltage) of the aforesaid transistors should be greater 
than 0.3 V to saturate these transistors in a technology with a |VTH| ≈ 0.3 V (threshold 
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voltage). As a result, 50 % of the rail-to-rail voltage is consumed, which is not 
desirable. Regarding the averaging circuit, the value of the resistors should be 
sufficiently large in order not to lower the output impedance, and hence the gain. 
Unfortunately, large resistor values mean large silicon area, and, if this is prohibitive, 
other CMFB circuitry, depending on the application, can be used (e.g., switched-
capacitor CMFB, differential difference amplifier CMFB, etc.). It is important to 
remark that besides the rail voltages (VDD and VSS) no additional biasing voltages are 
required, i.e., the amplifier is completely self-biased. This feature precludes the use of 
an explicit biasing circuit, saving power consumption and silicon area. 

 

Fig. 2. Electrical schematic of the CMFB circuitry 

3.2   Circuit Analysis 

The small-signal differential-mode (DM) analysis is carried out with the equivalent 
half-circuit shown in Fig. 3 (a). Here CL represents an output capacitive load. The 
small-signal model used for all MOS transistors is illustrated in Fig. 3 (b). 

 

 

Fig. 3. Small-signal DM half-circuit of the amplifier (a) and MOS transistor model (b) 

By considering a “perfect” symmetry, that is, the small-signal parameters of 
transistors M2, M5, and M6 identical to those of M3, M8, and M7, respectively, the 
following input-output transfer function results: 
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where geq1 = 2gm6 + gmb6 + gds6, Ceq1 = CL + 2Cgd6 + 2Cdb6, and Ceq2 = Cgd2 + Cdb2 + 
Cgd5 + Cdb5 + 2Cgs6 + Csb6. It is important to mention that, besides the two poles and 
two zeros present in (1), a pole-zero doublet occurs between the dominant and 
nondominant poles. With the symmetry assumption, this doublet is perfectly canceled 
out. If we consider the dominant pole angular frequency ωd much lower than that of 
the nondominant pole ωnd, expressions for these poles can be derived from (1) as 
follows [5]: 
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The low-frequency (DC) gain is given by: 
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It is important to note that bulk-source transconductances gmb of transistors M6a-b and 
M7a-b increase the gain. Therefore, it is recommended not to eliminate the body-effect 
of these transistors, even though this is possible in most modern CMOS technologies. 
Also from (1) we see the transfer function has two right-half plane zeros. In practice, 
these zeros are at relatively high frequencies and can be neglected. The maximum 
GBW for this amplifier, considering a phase margin of about 65o, i.e. the 
nondominant pole located at a frequency twice the GBW [1], is ωnd/(2*2π) hertz. 

We now analyze the small-signal common-mode behavior. For this purpose, we 
consider the equivalent circuit shown in Fig. 4, where it is assumed ideal averaging 
circuit as well ideal level shifters. One important requisite for the CM path is to have 
sufficient bandwidth (generally equal or greater than that of the DM path [6]) and 
good phase margin to not deteriorate the DM performance. It is also desirable a 
moderate DC gain to stabilize the output CM voltage with some accuracy. 

By visual inspection, we see that the overall transfer function (Vcmo/Vcmfb) of the 
circuit in Fig. 4 is of fifth order, since it has five signal nodes, excluding the input. It 
is now clear why, for simplicity, we made ideal both the averaging circuit and the 
level shifters (otherwise the transfer function would be of seventh order and hardly 
manageable). Also, if desirable, the influence of these circuits can be included a 
posteriori. Considering symmetrical devices, i.e., transistors M1, M2, M5, and M6 
identical to M4, M3, M8, and M7, respectively, two perfectly matched doublets arise 
and the system reduces to “third” order. In this case the transfer function is given by: 
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where geq1 = 2(gm2 + gmb2 + gds2), geq2 = 2(gmb6 + gds6), Ceq1 = 2CL + 4Cdb6, Ceq2 = 
2(Cgd2 + Cdb2 + Cgd5 + Cdb5 + Cgd6 + Csb6), and Ceq3 = Cgd1 + Cdb1 + 2(Cgs2 + Csb2). This 
transfer function is approximated because the sum of products terms multiplying the 
complex frequency “s” powers in the denominator are somewhat simplified; however, 
each term has a simplification error no greater than 1 % for typical parameter values. 

 

 

Fig. 4. Small-signal CM equivalent circuit considering ideal averaging circuit and level shifters 

Considering a dominant-pole behavior, i.e. the frequency of the first pole much 
lower than the remaining ones, the dominant pole can be derived from (5) as: 
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Since the nondominant (second) pole is not far away from the third pole, it can not be 
derived using an approach similar to that used for the dominant one. Therefore, a 
different approach [7] is used to approximate this pole (with an error lower than 
10 %) resulting in: 
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Similar to the DM path, this nondominant pole will dictate the maximum CM GBW 
for a given stability (phase margin). Hence, expressions (3) and (7) play a crucial role 
in the analysis and design of the proposed amplifier. The CM DC gain is 
straightforward derived from (5) and is given by: 
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The CM transfer function (equation (5)) also has three zeros; however, these zeros are 
at relatively high frequencies and can be ignored in practice. 
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4   Amplifier Design 

The accuracy of the feedback networks (settling error, gain accuracy, bandwidth, etc.) 
where amplifiers are usually used is directly related with the amplifier’s loop gain, 
which in turn at a particular frequency is a function of the GBW; therefore, the greater 
the GBW can be designed, the better system performances can be obtained [1]. As a 
result, in a basic view the design (sizing) problem of an amplifier is to achieve the 
maximum GBW possible with the minimum average power dissipation. In practice, 
however, other requirements (e.g., output swing, input-referred noise, distortion, etc.) 
have to be considered simultaneously resulting in a very challenging problem. To deal 
with this complexity and be able to obtain the most efficient solution (sizing), it is a 
common procedure to use a circuit optimizer. 

Alternatively to the automated/optimized sizing, a manual and interactive equation-
based approach can be followed. In order to come up with a tractable design problem, 
only the most important requirements are considered by the designer and the remaining 
ones are achieved with some design rules of thumb, which generally mean over-sizing 
the circuit. Although this approach generally precludes the optimum solution, we follow 
it here to gain more insight into the amplifier operation and also to validate the 
usefulness of the relatively simple expressions derived in the analysis section. 

Throughout the previous section we conveniently considered symmetrical devices. 
Unfortunately, the PMOS and NMOS transistors are not symmetrical. At a simplified 
view, they differ mostly in the effective mobility (in the technology used in this work 
the mobility ratio of the NMOS/PMOS transistors (αnp) is roughly four times). To 
compensate this lower PMOS performance, the aspect ratio (W/L) of the PMOS 
transistors is usually αnp times greater than that of the NMOS counterparts. With this 
constraint, both device types have the same gm (for a given drain current ID), and this 
is also good to improve the noise performance of the amplifier [1]. However, the price 
to pay for wider PMOS transistors is greater parasitic capacitances. Another important 
constraint is to use channel lengths two or more times greater than the minimum 
channel length (Lmin) allowed by the technology. Doing so short-channel phenomena 
are highly attenuated, but also the devices are slowed down. 

Table 1. Active devices sizing and biasing (VOV  ≡ VGS – VTH) 

Devices 
W/L 

[μm/μm] 
ID 

[μA] 
VOV 

[mV] 
VDS/VDSsat 

[V/V] 
gm 

[mS] 
gmb 
[μS] 

gds 
[μS] 

Cgs 
[fF] 

Cgd 
[fF] 

Csb 
[fF] 

Cdb 
[fF] 

M1 32/0.24 344 79 2.14 5.30 679 212 54 9 17 15 
M2a-b 24/0.24 172 42 7.66 3.10 341 71 37 7 11 8 
M3a-b 96/0.24 -177 -75 5.02 2.90 522 69 155 28 68 57 
M4 128/0.24 -354 -106 1.65 4.93 996 212 226 38 101 94 

M5a-b 24/0.24 285 79 4.44 4.36 554 114 41 7 13 10 
M6a-b 16/0.24 108 52 1.58 1.88 184 121 25 5 6 6 
M7a-b 64/0.24 -108 -73 2.53 1.79 305 49 103 19 42 40 
M8a-b 96/0.24 -280 -108 2.57 3.90 788 108 169 28 76 67 
M9 0.18/0.72 8 383 1.12 0.03 4 3 1 0.1 0.1 0.1 
M10 24/0.18 8 -111 18.07 0.20 26 6 8 7 13 8 
M11 1.20/0.72 -8 -335 1.32 0.04 8 1 7 0.4 1 1 
M12 67/0.18 -8 71 16.97 0.19 38 7 26 21 54 38 
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Following the previous constraints and the set of equations derived in the analysis 
section, the amplifier is sized targeting the highest GBW while providing a moderate 
DM DC gain (> 55 dB) and an average current consumption of about 1 mA. The 
sizing result is summarized in Table 1 (the passive elements sizing is: CL = 4 pF, Ca-b 
= 0.5 pF, and Ra-b = 500 kΩ). It is worth to note that only transistors M10 and M12 are 
not saturated in strong or moderate inversion, and, except for the parasitic 
capacitances, the transistors small-signal parameters are approximately symmetrical. 

5   Simulation Results 

In this section some electrical simulations are presented for the amplifier sizing 
shown in Table 1, which is done in a standard 0.13-µm high-speed 1.2 V CMOS 
technology (Lmin = 0.12 µm) from a pure foundry player. Only standard-VTH devices 
are used. For all simulations a load capacitance of 4 pF is employed. The DM 
frequency response is depicted in Fig. 5. The amplifier achieves a GBW of 197 MHz 
with a phase margin of about 83o, and a DC gain of about 55 dB while dissipating 
1.12 mW from a 1.2 V supply. This results in a FoM of 704 MHz·pF/mW, which 
compares favorably with other up to date amplifiers [8]. 

 

Fig. 5. Differential-mode frequency response 

 

Fig. 6. 0.2 Vp-p,diff step response (top) and output CM voltage settling (bottom) 
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The step response of the amplifier in unity-gain feedback configuration for a step 
of 0.2 Vp-p,diff is shown in Fig. 6 (top), where the settling final values are clearly 
indicated. Also in this figure is shown the output CM voltage settling, which indicates 
a good CM behavior. The amplifier settles to within the 0.01 % error band about the 
final values in less than 7.1 ns (exactly 6.96 ns for the positive step and 7.06 ns for the 
negative one). 

6   Conclusions 

In this work we proposed a fully differential self-biased inverter-based folded cascode 
amplifier which uses the feedforward-regulated cascode technique. The amplifier 
achieves a DM GBW of 197 MHz with a capacitive load of 4 pF while dissipating an 
average power of only 1.12 mW from a 1.2 V supply. Configured as a unity-gain 
follower, and with the same load, the amplifier settles to within an error of 0.01 % in 
less than 7.1 ns for 0.2 Vp-p,diff positive and negative steps. These results show the 
suitability of the proposed amplifier for high speed and low power applications 
designed in standard deep-submicron CMOS technologies. 
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Abstract. A new Modular Marx Multilevel Converter, M3C, is presented. The 
M3C topology was developed based on the Marx Generator concept and can 
contribute to technological innovation for sustainability by enabling wind 
energy off-shore modular multilevel power switching converters with an 
arbitrary number of levels. This paper solves both the DC capacitor voltage 
balancing problem and modularity problems of multilevel converters, using a 
modified cell of a solid-state Marx modulator, previously developed by authors 
for high voltage pulsed power applications. The paper details the structure and 
operation of the M3C modules, and their assembling to obtain multilevel 
converters. Sliding mode control is applied to a M3C leg and the vector leading 
to automatic capacitor voltage equalization is chosen. Simulation results are 
presented to show the effectiveness of the proposed M3C topology. 

Keywords: Modular Multilevel, Capacitor voltage equalization, Marx modulator. 

1   Introduction 

Multilevel converters (MC) are the technology of choice for medium and high voltage 
flexible AC transmission systems (FACTS). Their industrial use is increasing in 
FACTS, as MCs enable the use of existing power semiconductors with nearly 5kV 
blocking capability to obtain converters able to operate at 100-300 kV. MCs are being 
preferred over conventional two-level converters, as the required high number of 
levels of their staircase output voltages additionally reduces total harmonic distortion 
(THD) and electromagnetic interference (EMI)[1]. 

However, well known MC topologies such as the Neutral-Point Clamped (NPC), 
flying capacitor (FC), and cascaded H-bridge (CHB), have strong limitations in 
balancing the DC capacitor voltage dividers that limit the semiconductor voltages to a 
few kV, when the required number of level increases beyond five. Some topologies 
such as NPC and FC are also not modular and their complexity increases with the 
square of the number of the levels required. 

To solve these problems, half bridge based modular approaches (M2LC) were 
proposed in 2001 [2]. However, the half bridge concept needs redundancy and must 
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sample all the capacitor voltages for the central processor to decide which power 
semiconductors should be switched on or off [3, 4, 5]. 

This paper solves the modularity problems of MCs and the DC capacitor voltage 
balancing, using a modified cell of the solid state Marx modulator, previously 
developed by authors for high voltage pulsed power applications [6]. The DC 
capacitor voltage measuring circuits and control complexity are completely avoided 
since the modified cell, called Modular Marx MC (M3C), performs DC capacitor 
voltage balancing automatically, using just an extra switch without needing no DC 
capacitor voltage measurements. 

After the Contribution to Sustainability (section 2), the paper details the structure 
and operation of M3C modules and the assembling of basic cells to obtain MCs. Three 
and five-level M3C topologies are presented (section 3), detailing the capacitor 
balancing in the three-level topology. Simulation results are presented in Section 4 to 
show the effectiveness of the proposed sliding mode controlled M3C 5 level topology 
for two selected applications. 

2   Contribution to Sustainability 

In the emerging area of modular MCs, this paper proposes a new modular 
semiconductor cell, M3C, to build high voltage high number of levels MCs for 
FACTS or DC-AC converters for off-shore wind parks. The Marx derived M3C cell 
solves two main problems in MCs: 1) All M3C cells are identical (modularity) and 2) 
they provide inherent balancing capability of all DC capacitor voltages avoiding 
voltage measuring circuits and regulation costs. Power Converters using M3C cells 
will contribute to energy availability, regulation and cleanliness, enhancing energy 
sustainability. 

3   Modular Multilevel Marx Converter M3C 

The M3C modules and their assembling to obtain MCs are described. Circuit 
configurations for three-level and a five-level inverter legs are presented. 

3.1   M3C Cell and Three-Level MC Leg 

The M3C cell topology adds an extra switch, SEK, (Fig. 1a), to each Marx basic cell 
[6], providing a bi-directional switch with the existing diode DEK. Therefore, the 
charge of CK capacitors in adjacent cells (Fig. 1b) can be equalized turning on switch 
pairs SK, DK and SEK, DEK. 

The three-level MC leg topology uses two basic cells (Fig. 1b) for each half arm, 
with a total of 4 cells. 

From (Fig. 1b), considering voltages UCA≈UCB and Udc= UCA+ UCB, each capacitor 
will be charged with voltage UCi=Udc/(n-1), where n represents the number of levels 
(in this case n=3, implying  UCi=Udc/2). 
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Fig. 1. Modular Multilevel Marx Converter topology: a) Structure of the basic cell;  
b) Three-Level M3C leg; c) Five-Level M3C leg using 8 cells 

To understand the operating principles of three-level Modular Multilevel Marx 
Converter (Fig. 1b), Table 1 shows the three voltage levels of voltage ULoad and the 
number of turned on (SK on) basic cells which are necessary to obtain those voltage 
levels (or voltage vectors) on each arm. Also, the number of possible redundant states 
for each level (vector) is shown. 

Table 1. Voltage levels and number of vectors for a Three-Level M3C leg 

Vector ULoad 
Number of ON Cells 

 
Upper    |  Bottom 

Number of States = 
n possibilities upper Arm×  
n possibilities bottom Arm 

1 -Udc/2 0 2 1×1=1 
2 0 1 1 2×2=4 
3 +Udc/2 2 0 1×1=1 

3.2   Five-Level M3C Leg 

Using the basic M3C cell, n level MCs can be obtained, using n-1 basic cells for the 
upper arm, and n-1 cells for the bottom arm. Therefore, to obtain a five-level M3C 
eight basic cells are necessary for each converter arm (Fig. 1c). There are several 
redundant states in levels 2, 3, 4, depending on the state of each cell (Table 2). 
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Table 2. Voltage levels and number of vectors for a Five-Level M3C leg 

Vector ULoad 
Number of ON Cells 

Upper    |   Bottom 
Number of States 

1 -Udc/2 0 4 1×1=1 
2 -Udc/4 1 3 4×4=16 
3 0 2 2 6×6=36 
4 +Udc/4 3 1 4×4=16 
5 +Udc/2 4 0 1×1=1 

3.3   DC Capacitor Voltage Balancing 

To illustrate the cell inherent balancing capability, consider for example, a three  
level leg with the two upper cells conducting (S1 and S2 on) to obtain ULoad =Udc/2. 
Then the conduction of the extra switch (S5 or D5) parallels the two upper capacitors 
(C1, C2) equaling their charges. The equivalent happens in the bottom arm, with 
capacitors C3 and C4, when applying the vector 1 to obtain the minimum level   
(ULoad =-Udc/2). 

Table 3 lists the switch states for all the operating vectors including the 4  
possible states of vector 2 (ULoad = 0V). It is easy to see that the state V2a, in  
which S1A, S2 and S5 conduct in the upper arm, also connects capacitors C1 and C2  
in parallel equalizing their charge. Therefore this state should be the only one to  
be used for vector 2. Fig. 2 confirms the above reasoning by presenting f 
our simulation results (Udc=2000V, C1=C2=C3=C4=10μF and inductive load  
RL 1mH, 50Ω), each simulation using one state of vector 2. It is shown that  
using state V2a the capacitor voltages are balanced (Fig. 2a), while for  
remaining states (Fig. 2b, Fig. 2c and Fig. 2d), the capacitor voltages are  
unbalanced. 

Table 3. States of semiconductors (1 if ON, 0 if OFF) for a Three-Level M3C leg 

Level State S1 S1a S2 S2a S5 S3 S3a S4 S4a S6 ULOAD 

1 V1 0 1 0 1 0 1 0 1 0 1 -UCB 

2 

V2a 0 1 1 0 1 0 1 1 0 1 

0V 
V2b 1 0 0 1 0 1 0 0 1 0 

V2c 0 1 1 0 1 1 0 0 1 0 

V2d 1 0 0 1 0 0 1 1 0 1 

3 V3 1 0 1 0 1 0 1 0 1 0 UCA 
  Upper Arm Bottom Arm  
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2d) Vector 2d 

Voltage load 3level (±Udc/2 ; 0V) 
and Current load (Sinusoidal) 

Voltages of capacitors (U1 U2 U3 U4) 

Fig. 2. Simulation results for the three-level arm obtained with vectors V2a, V2b V2c and V2d 
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4   Sliding Mode Controlled Five-Level M3C Leg 

Two applications of five-level M3C are simulated in the Matlab/Simulink 
environment using a sliding-mode stability based multilevel modulator [7, 8, 9], 
according to Fig. 3 [7]. Circuit parameters are Udc=2000V, CK =5μF, Ki=1000 and 
capacitive load R||C (1MΩ, 100nF) in series with L=1nH. 

Voltage 
Load 

Stability 
Condition

Comparator

ei1 Vector

Sine Wave
Modular Multilevel 
Marx Converter

Vector VLoad

Integrator

1
s

Gain

Ki

 

Fig. 3. Block diagram of the sliding-mode stability based multilevel modulator for M3C 

The first application illustrates the M3C operating as a high voltage pulse generator 
(Marx Generator). The M3C was designed for five positive levels (0V; ¼ Udc; ½ Udc; 
¾ Udc, Udc). The amplitude of the impulse reference is 1350V. Sliding mode control is 
suitable to overcome the slow CK capacitors discharge, usually called “voltage 
droop”. The sliding-mode stability based modulator ensures the desired voltage 
applied to the load by increasing or decreasing the chosen level (Fig. 4a) so that the 
mean value of the error of the controlled output voltage is near zero inside a tolerance 
band of ± 6mV (Fig. 4b). The M3C controller uses the third (½ Udc=1000V) and the 
fourth level (¾ Udc =1500V) to maintain the desired output average value near 
U=1350V. 
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Fig. 4. Simulation results for M3C operating as a Marx Generator 
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Fig. 5. Simulation results for M3C operating as a five level inverter 

In the second application, the 5 level M3C operates as a multilevel inverter to 
deliver a sinusoidal output voltage with reference amplitude equal to 800V (Fig. 5a). 
In this case, the output voltage levels used are ±1/2 Udc, ±1/4 Udc, 0V). Fig. 5b 
presents the mean value of the error of the controlled output voltage showing it is 
nearly zero (± 4mV tolerance). 

Fig. 6 shows the 8 capacitor voltages obtained in this operation. The capacitor 
voltages are balanced within approximately ±10% of their working voltage. 
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6a) Upper Arm (U1 U2 U3 U4)
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Fig. 6. Simulation results showing balanced capacitor voltages in M3C inverter operation 
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5   Conclusions 

This paper presented a new Modular Multilevel Marx Converter, M3C, using modules 
based on the Marx Generator concept. The addition of one on-off controlled 
semiconductor switch enabled the parallel connection of capacitors, therefore 
equalizing their charge. 

The M3C concept uses one more controlled semiconductor per cell, but the absence 
of this extra switch makes the dc voltage balancing possible only in some cases by 
measuring capacitor voltages and using redundant states, or different cell capacitance 
values, which makes existing MC cells non-modular. 

The M3C cells are modular in design, being suited to build multilevel converters with 
several tens of levels. They allow a high number of redundant states, which can also be 
used for capacitor voltage balancing without the need to measure the capacitor voltages 
or extra balancing algorithms. The drawback of using one extra semiconductor per cell 
is justifiable by the absence of measurement and control circuits associated with the 
balancing of capacitor voltages. 

To illustrate the M3C operation, as a Marx-generator and as a 5 level inverter, 
sliding-mode stability based multilevel modulators were applied to a 5 level M3C leg. 
The sliding-mode stability modulator selected the appropriate levels to synthesize the 
desired output voltage waveforms. Simulation results showed the needed waveforms 
and the correct balancing of the dc capacitor voltage waveforms. 
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Abstract. Multi-packet detection approaches handle packet collisions and 
errors by forcing packet retransmission and by processing the resulting signals. 
NDMA (Network Diversity Multiple Access) detection approach forces Q 
retransmissions by all stations when Q stations transmit in one collision slot. 
Previous work assumed that perfect power control is used, where the average 
reception power is equal for all stations. In this paper we handle the scenario 
where no power control is used, and multiple power levels are received. We 
propose a modification to the basic NDMA (Network Diversity Multiple 
Access) reception mechanism, where some of the stations may not retransmit its 
packets all the times.  

This paper evaluates the EPUP (energy per useful packet) and the goodput 
for a saturated uplink. Our analytical results are validated by simulation using 
joint PHY (physical layer) and MAC (Medium Access Control) behavior. We 
show that by suppressing some retransmissions we are able to improve the 
system's EPUP, practically without degrading the network goodput.  

Keywords: multi-packet detection, NDMA, energy-per-useful-packet, goodput. 

1   Introduction 

The conventional approach to cope with collisions in a wireless channel is to discard 
all packets involved in the collision and to retransmit them. Multi-packet detection 
mechanisms use the signals associated to multiple collisions to separate the packets 
involved. In [1], a multi-packet detection technique was proposed, where all users 
involved in a collision of Q packets retransmit their packets Q-1 times. The medium 
access control (MAC) protocol proposed was named network diversity multiple 
access (NDMA). To allow packet separation different phase rotations are employed 
for different packet retransmissions. An important drawback of the technique of [1] is 
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that it is only suitable for flat-fading channels. Due to the linear nature of the 
receivers of [1], the residual interference levels can be high and/or can have 
significant noise enhancement. In [2] we proposed a frequency-domain multi-packet 
receiver that allows an efficient packet separation in the presence of successive 
collisions for NDMA. This receiver is suitable to severely time dispersive channels 
and does not require uncorrelated channels for different retransmissions. In [3] we 
extended NDMA to handle the situation where the multi-packet receiver is not able to 
handle a collision with all active Mobile Terminals (MTs). Yu et al. [4] proposed 
SICTA, an alternative approach that combines successive interference cancelation 
(SIC) with a tree algorithm (TA). In SICTA the collided packet signals are used to 
extract the individual packets, assuming a fixed flat-fading channel. In all cases, it 
was assumed perfect power control, i.e. equal average power level received at the 
base station (BS) from all users. However, the power of the received signal from a 
MT near the BS can be much higher than from the MTs further away of the BS. 

This paper studies the goodput and the energy efficiency of NDMA when the BS 
receives different average power levels at the receiver BS from each user. It analyses 
the average energy used in the transmission of a successfully received packet for each 
MT i, i.e. the energy-per-useful-packet of MT i (EPUPi). The paper shows that energy 
efficiency can be improved if the users whose received signals are more powerfull do 
not retransmit all times, without degrading the saturation throughput and the EPUP 
for the remaining users. The system overview, including the packet detection and the 
MAC protocol proposed are presented in sec. 2. The systems' performance are 
analyzed in sec. 3 and a set of performance results is presented in sec. 4. Finally, sec. 
5 is concerned with the conclusions of this paper. 

2   Contribution to Sustainability 

Energy efficiency is an emerging topic concerning the sustainability of a wireless 
communication. As a contribution to this topic, the research here presented applies an 
alternative medium access scheme to NDMA, assuming a non perfect power control, 
as opposed to other research works. With this scheme, the network’s goodput does not 
degrade, maintaining a good energy efficiency.  

3   System Overview 

In this paper we consider the saturated uplink transmission in structured wireless 
systems employing Single Carrier with Frequency-Domain Equalization (SC-FDE) 
schemes, where a set of MTs send data to a BS. MTs are low resource battery 
operated devices whereas the BS is a high resource device, which runs the multi-
packet detection algorithm in real-time. MTs have a full-duplex radio and employ the 
NDMA algorithm to send data frames using the time slots defined by the BS (for the 
sake of simplicity, it is assumed that the packets associated to each user have the same 
number of bytes, Ldata). The BS uses the downlink channel to acknowledge 
transmissions and, possibly, to force packet retransmissions or block the transmission 
of new packets in the next slot. It is assumed that different data frames arrive 
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simultaneously and that perfect channel estimation, user detection, and 
synchronization between local oscillators exists. Data packets are composed of NFFT 
Fast Fourier Transform (FFT) blocks and have a physical preamble overhead of 
NPhyPreamble symbols. Each FFT block carries NBlock symbols. The physical preamble is 
used to estimate the channel, synchronize the reception and detect the users involved 
in a given collision. 

3.1   Receiver Structure 

To achieve the separation of multiple data frames involved in a collision, we need to 
have multiple versions of each data frame involved in a collision. Classical NDMA 
requires Q copies when Q

 
 data frames are involved in a collision, but less copies are 

required when SIC is combined with NDMA. When Q data frames are involved in a 
collision, the BS forces each MT to retransmit its frame up to Q-1 times. Let’s assume 
that the packets are ordered by the reception power, such that 

r
q

r
q PP 1+≥ . The MT q 

retransmits its packet (the qth packet) Nq times, where q-1≤Nq≤Q-1. Nq is defined by 
the BS. Therefore, the receiver has Nq+1 versions of the signal of the qth packet, and 
jointly detects all frames involved. We consider an iterative receiver that jointly 
performs the equalization and multipacket detection procedures, where each iteration 
consists of Q detection stages, one for each frame. 

When detecting a given packet we remove the residual interference from the other 
packets. For the detection of the qth packet and the i th iteration we use Q frequency-
domain feedforward filters, each one associated to the signal of a given collision (i.e., 
one retransmission), and Q frequency-domain feedback filters, each one using the 
average value of the data signal associated to each packet. 

The k th frequency-domain sample associated to the qth packet is 
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conditioned to the FDE output that can be computed as in [5]. It is shown in [2] that 
the optimal feedforward and feedback coefficients (selected to minimize the ‘signal-
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The feedback coefficients are then given by qq
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q=q’ and 0 otherwise). Clearly, the Q feedback coefficients are used to remove 
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interference between packets (as well as residual inter-symbol interference for the 
packet that is being detected). The feedforward coefficients are selected to minimize 
the overall noise plus the residual interference due to the fact that we do not have 
exact data estimates in the feedback loop. For high Signal-to-noise ratios (SNR) and 
when we do not have any information about the data (i.e., when ρq = 0), the system of 
equations (1) gives the ),(

,
ir

qkF  coefficients required to orthogonalize the other packets 

when detecting the qth packet. 
The system of equations inherent to (1) might not have a solution or it can be ill 

conditioned if the correlation between channels associated to different retransmissions 
is high. If the channel changes significantly from retransmission to retransmission 
(e.g. if different frequency channels are used for different retransmissions) this 
correlation can be very low. For systems where this is not practical, we consider the 
method proposed in [2] where the frequency domain block associated to the rth 
retransmission of the qth packet, 1},0,1,=;{ )(

, −NkA r
qk … , is a cyclic-shifted version of 

1},0,1,=;{ , −NkA qk … , with shift 
rζ . In this paper we assume that the different 

rζ  are 

the odd multiples of N/2, N/4, N/8 , … [2]. For severely time-dispersive channels this 
allows a small correlation between different )(

,
r
qkH , for each frequency (naturally, as 

we increase r  we increase the correlations). Moreover, envelope fluctuations on the 
time-domain signal associated to 1},0,1,=;{ )(

, −Nna r
qn …  are not too different from the 

ones associated to 1},0,1,=;{ , −Nna qn … . 

3.2   MAC Protocol 

The proposed MAC protocol follows the basic full-duplex NDMA approach [1][2]. 
The uplink slots are organized as a sequence of collision resolution periods, known as 
epochs. At the beginning of the epoch, any MT with data frames transmits. No new 
MTs are allowed to contend until the end of the epoch. An epoch lasts a number of 
slots equal to the number of MTs transmitting packets. When more than one station 
transmits, the BS uses the downlink channel to transmit an ACK frame at the end of 
the first slot, forcing the MTs to retransmit the data frames.  

The basic NDMA only requires one bit to force the Q-1 retransmissions for every 
MT. In order to control the number of indivual retransmissions, the ACK frame must 
include the list of MAC addresses detected, and the array with the Nq values, which 
specify the minimum number of retransmissions required for each colliding MT. 
Failed data frames are retransmitted in the next epochs up to MR times before being 
dropped. In the following analysis we do not take into account the duration of the 
ACK frame, which is transmitted between data frames. 

 

4   Performance Analysis 

4.1   Goodput Analysis 

The MultiPacket Reception (MPR) system can be characterized by the probability of 
a MT l successfully transmitting a packet, given by qQ,l, 0≤qQ,l≤1, with l, 1≤l≤Q, and 
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where Q defines the number of MTs colliding. This probability is system specific, and 
depends on the successful reception of every bit, berQ,l, which is influenced by the set 
of received powers at the BS and the Nq values. Assuming a fixed size of Ldata bits per 
packet, then qQ,l is given by  

( ) dataL
lQlQ berq ,, 1= − . (2) 

Let sat
lS  be the saturation goodput for MT l. It can be calculated by the ratio of the 

expected number of packets successfuly transmitted by MT l (with up to R-1 
retransmissions) to the expected packet transmission duration, and is given by 
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The total channel’s saturation goodput is, 

∑
=
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4.2   Energy Analysis 

For a low power transmission system, the energy consumption model has to consider 
both the transmission energy and the circuit energy consumption. Cui et al. [6] 
proposed an energy model for uncoded M-QAM (M-ary quadrature amplitude 
modulation) that can be adapted to our scenario, considering both, the transmission 
and reception energy consumption for full-duplex, during the slot time, Tslot. Cui et al. 
show that the energy consumption per packet transmission in MT l is approximately 

given by ,)(1 slotcslot
t

l
p

l TPTPE ++≈ β where Pc denotes the total circuit energy 

consumption and β=Pamp/P
t
l is the ratio of power consumption on the power amplifier 

to the transmitted power (Pt
l). This ratio is given by 1/= −ηξβ  with η  as the drain 

efficiency of the radio frequency power amplifier and ξ  as the peak-to-average-ratio. 
An uncoded scenario with one bit per symbol was considered for this paper due to 

its extreme simplicity. Thus, 1==
|][|

|)(|
*

*

nn

nn

bbE

bbmaxξ . Assuming the κ th-power path-loss 

model at distance d (meters), the transmission power is expressed as 

,= 1 lrt MdGPP κ where Pr is the received power, Ml is the link margin compensating 
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the hardware process variations and other additive noise, and G1 is the gain factor at 
d=1 m. An AWGN power spectral density of 174== 2

2 0 −Nσ dBm/Hz was 

considered for a given bandwidth B. 
Assuming Pr = MEb/Tslot, the expended energy for each packet is defined as  

oncbl
p

l TPMEMdGE ++≈ κβ 1)(1 . (5) 

The energy per useful packet of MT l, denoted EPUPl, measures the average 
transmitted energy for a correctly received packet. It is given by:  

( ) ( )
( )

.
)1(1

)1(1

)1(

11

11

,

,

,

,

,

1

1
,,,

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −−
+

−−
−

=

−−

−+−
=

∑
=

−

lQ

R
lQ

R
lQ

R
lQp

l

R
lQ

R

r

r
lQlQ

p
l

R
lQ

p
l

l

q

q

q

qR
E

q

qrqEqRE
EPUP

 (6) 

Therefore, the channel’s average EPUP, is 
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5   Simulations 

The current section presents a performance analysis of the proposed system model for 
a flat channel, assuming a saturated system. The results were measured using Monte 
Carlo simulations. Table 1 presents the energy model parameters.  

The results hereof, assume two groups of nodes: A with Q1 MTs and B with Q2. 
The former group transmits with maximum transmission power, while the latter 
transmits with 40%. A base station receives packets from both groups and manages 
the scheduling of collided packets. A packet collision, might include nodes from both 
groups or just one. The receiver’s structure supports up to Q=4 collisions. For 
simplicity purposes, it is assumed that at most one node from group A, transmits at 
the same time with up to Q-1 nodes from group B. Nodes are spatially distributed 
around the base station at a distance of 20m. 

Table 1. Simulation parameters 

Parameter Value Parameter Value Parameter Value 
cP  164.998 mW ξ  1 η  0.35 

slotT
 

0.0205 ms B  2.5 MHz dataL  1024 bit 

1G  30 dB κ  3.5 lM  40 dB 
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Figure 1, presents the bit error rate (BER) of an AWGN channel. It shows that the 
BER improves for an increasing number of collisions (higher Q). The BER reduction 
is more significant when the interfering signals have lower power. Therefore, the 
proposed iteractive receiver is capable of removing interference with multiple receiver 
power levels. 

Figure 2 illustrates the energy per useful packet (EPUP). For a fixed number of 
Q=4 collisions, it is observable that an increasing number of retransmissions for each 
epoch, degrade the EPUP for a saturated channel, the same applies for nodes of a 
weaker transmission power. Correlating the EPUP with the goodput from Figure 3, it 
is conclusive that the optimum, or minimum, EPUP is obtained once the goodput 
reaches its maximum. The goodput is also affected for nodes with a weaker 
transmission power. 

 

 
 
 
 
 
 
 
 
 

 
                                  (a)                                                                (b)  

Fig. 1. Bit error rate: (a) Q2 nodes that transmit with 40% of the maximum transmission power; 
(2) Q1 nodes that transmit with 100% of the maximum transmission power 

 
 
 
 
 
 
 
 
 
 
 
 
 

                               (a)                                                                (b)  

Fig. 2. Energy per useful packet: (a) Q2 nodes that transmit with 40% of the maximum 
transmission power; (2) Q1 nodes that transmit with 100% of the maximum transmission power 
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                                 (a)                                                                (b) 

 

Fig. 3. Goodput: (a) Q2 nodes that transmit with 40% of the maximum transmission power; (2) 
Q1 nodes that transmit with 100% of the maximum transmission power 

6   Conclusions  

In this paper, we have proposed a new approach to handle differentiated power levels 
at an MPR receiver and analysed the resulting energy efficiency and goodput. The 
paper shows that the suppression of retransmissions of the most powerful signals 
increases the system goodput and reduces the EPUP, showing that this approach 
allows a performance improvement of NDMA over classic NDMA with perfect 
power control. For future research, it is intended to enhance the analytical model for 
an unsaturated channel and study its performance with upper layer protocols. Other 
research options are also available, such as enhancing the proposed architecture in 
terms of scheduling and the receiver’s structure. 
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Abstract. It is demonstrated that planar structures based on silver nanoparticles 
hosted in a polymer matrix show reliable and reproducible switching properties 
attractive for non-volatile memory applications. These systems can be 
programmed between a low conductance (off-state) and high conductance  
(on-state) with an on/off ratio of 3 orders of magnitude, large retention times 
and good cycle endurance. The planar structure design offers a series of 
advantages discussed in this contribution, which make it an ideal tool to 
elucidate the resistive switching phenomena. 

Keywords: Nanoparticles, resistive switching, non-volatile memory. 

1   Introduction 

Non-volatile memories (NVMs) have become a major technology in the storing of 
digital information. Flash memory is currently the main stream of the non-volatile 
memory technology and can be found everywhere in our daily life particularly in 
portable devices. The absence of mechanical parts, lighter weight and lower power 
dissipation makes flash NVMs ideal for these applications. In flash memories the 
information is stored in the form of charge contained in a so-called floating gate (FG) 
completely surrounded by a dielectric (hence the name and located between the 
channel region and the conventional, externally accessible, gate of a field effect 
device (FET)). The amount of charge stored on the FG layer can be easily sensed 
since it is directly proportional to the threshold voltage of the FET. Flash retention 
relies on charge-storing on a floating gate, and this lays a challenge for the scaling-
down. For instance, less than 100 electrons will be stored in 32 nm node, the 
information will be easily lost due to the leakage through the thin dielectric. 
Furthermore, as CMOS scaling proceeds, there is an increasing need to simplify and 
unify different technologies. In fact, to improve system performance, circuit designers 
often combine several memory types, adding complexity and cost. The unification of 
these different technologies would allow further scaling and the decrease of the 
system cost. Many of the memory caches in the hierarchy of today’s computer 
architecture could be eliminated, reducing cost and complexity. Ideally, the ultimate 
universal memory aims to replace conventional embedded and stand-alone memories. 
Alternative routes to traditional memories are thus under intense investigation, with 
new NVM concepts and storage principles being investigated that may overcome the 
intrinsic limitation of flash and allow unification of existing memories. A variety of 
next generation NVMs has been proposed, from which Resistive Random Access 
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Memory (RRAMs) are the latest. RRAMs are being intensively investigated by 
companies and universities worldwide. The main advantages offered by the 
technology are higher packing density, faster switching speed and longer storage life. 
The appeal of RRAM is that each element is a two-terminal device. Switching 
between high and low resistance is achieved by means of an appropriate electrical 
pulse, and the read-out process consists of applying a (lower) voltage to probe the 
state of the resistance. This type of element can be incorporated into cross-point 
arrays. Resistive type memories are usually metal-insulator-metal (MIM) structures 
which show non-volatile electrically induced resistance variations of up to nine orders 
of magnitude. Insulating materials can be as diversified as CuO, CoO, ZnO, NiO, 
TiO2, MgO, Al2O3, SiO2, perovskites, among others [1-6]. Thin films incorporating 
metallic nanoparticles (NPs) also show reliable and reproducible switching properties. 
Nanoparticles can be capped into polymeric materials and stable solutions are readily 
available [7-9]. Thin films hosting a well-defined distribution of nanoparticles are 
easily fabricated by spin-coating, printing, or dip-coating techniques offering the 
prospect of low fabrication cost, mechanical flexibility and lightweight. 

2   Technological Innovation for Sustainability 

Together with development of the microelectronic industry, the research on low 
power, low cost, and high density memory devices is necessary for the digital 
systems, especially for the portable systems. For instance, the absence of mechanical 
parts, lighter weight and lower power dissipation makes flash non-volatile memory 
ideal for these applications. However, flash retention relies on charge-storing on a 
floating gate, and this lays a challenge for the scaling-down. In this work we 
demonstrate a memory device, which makes use of thin polymer film hosting a matrix 
of silver nanoparticles. With on/off ratio as high as 103, a large retention time and 
good cycle endurance, the nanoparticles based device is a serious candidate to replace 
currently available non-volatile memories, and is able to improve all the relevant 
components as a reliable memory device.  

Planar structures have a significant lower intrinsic capacitance than sandwich-type 
structures commonly reported; therefore, they should have a faster dynamic response. In 
addition, these co-planar structures have the active layer directly exposed and can be 
probed by a number of surface analytical techniques to identify and characterize 
topographical, morphological changes that occur in the devices upon resistive 
switching.  

3   System Description 

The colloidal solution of  PolyVinylPyrolidone(PVP) capped- Silver nanoparticles 
was deposited on top of preformed gold microelectrode arrays fabricated on thermal 
oxidized silicon wafers. The interdigitated gold microelectrode arrays were separated 
apart 10 µm and 10.000 µm long. The samples were dried at room temperature for 
several hours for removal of the solvent. Prior to electrical measurements the samples 
were also pumped in vaccum to remove further any residual solvent. Electrical 
measurements were carried out using a Keithley 487 picoammeter/voltage source in 
dark conditions, high vacuum. Figure 1 shows the device test structure used to 
measure the electrical properties of the system comprised of nanocrystals in a semi 
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insulating or insulating host matrix. A thin film is formed between the two gold 
electrodes on top of the insulating silicon dioxide surface by drop casting or by spin 
coating. During all the measurement the conductive silicon substrate is kept grounded 
to prevent charging of the SiO2 layer.   

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Planar device structure with two gold electrodes. The device dimensions are W=10.000µm 
and L=10µm. 

3.1   Current-Voltage Characteristics  

Before the devices show resistive switching behavior, they have to undergo a forming 
process that is induced by applying a high bias voltage. In practice, forming voltages 
are typically ~50V. After forming the device exhibits the bistable current-voltage 
characteristics represented in Fig. 2. A low conductance state named off-state and a 
high conductance state designated as on-state. The on-state has a symmetric negative 
differentially resistance (NDR) region located between 25 and 30 V. The memory can 
be switched between off and on-state by applying voltage pulses with amplitudes 
corresponding to the top and bottom of the NDR region, in Fig. 2 about 20 V and 40 
V, respectively. 

The device can be read out non-destructively using voltages < 10V. The 
programming voltages are larger than those observed in conventional sandwich 
capacitor-like devices because the distance between electrodes is also significant higher.  
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Fig. 2. Current-voltage characteristics showing the high conductance on-state and low 
conductance off-state 
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3.2    The Memory Characteristics 

The nanoparticle based memory is nonvolatile, retaining the programmed conductance 
state for at least a week without any applied bias as long as they are stored in vacuum or 
in inert atmosphere. Fig.3 (a) shows the retention time for both states using a read 
voltage of 3 V.  

Once the device is in a given memory state, it can be reliably read many times 
without degradation. Shown in Fig. 3(b) is a segment of the current response to write-
read-erase-read voltage waveforms. The write voltage (W) is 35 V and the erase (E ) 
is 50 V. For both states the read voltage (R) is 3V.  
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Fig. 3. (a) retention time of two memory states has been obtained at 3 volt. (b) typical current 
response to the write-read-rewrite-read voltage cycles. The write voltage (W) is 35 V and the 
erase (E) is 50 V. For both states the read voltage (R) is 3V.  

4   Conclusion 

Metal nanoparticles embedded in a polymer matrix exhibit the ability to switch 
between different nonvolatile conductance states. Programming of the memory states 
is done using voltage pulses. The memory device concept was demonstrated using a 
lateral structure with a large gap between electrodes (10µm). This structure needs 
substantially high programming voltages. However, it is feasible to bring the device 
dimensions to a nanometer scale and bring the magnitude of the operating voltages to 
values compatible with CMOS technology. 
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Since the basic active layer is a soluble polymer, large area arrays of memories can 
easily be fabricated into flexible substrates, thus opening the prospect for low-cost 
production of memory arrays for instance for radio-identification tags. 
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Abstract. We report the synthesis and the optoelectronic characterization of a 
new family of random conjugated copolymers based on 9, 9-bisalkylfluorene, 
thiophene and benzothiadiazole monomers unit synthesized by a palladium-
catalyzed Suzuki cross-coupling reaction. The photophysical, thermal, 
electrochemical properties were investigated. The electronic structures of the 
copolymers were simulated via quantum chemical calculations. Bulk 
heterojunction solar cells based on these copolymers blended with fullerene, 
exhibited power conversion efficiency as high as 1% under illumination of 97 
mWcm-2. One of the synthesized copolymers has been successfully tested as 
active layer in simple light-emitting diode, working in the green spectral region 
and exhibiting promising optical and electrical properties. This study suggests 
that these random copolymers are versatile and are promising in a wide range of 
optoelectronic devices. 

Keywords: conjugated polymer, random, organic solar cell, organic light-
emitting diode. 

1   Introduction 

The field of organic optoelectronics is growing up since the late 1980s [1]. The 
research has been largely driven by design and development of different types of 
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functional materials for optoelectronic applications such as organic light-emitting 
diodes (OLEDs) [2], organic solar cells (OSCs) [3], organic field-effect transistors 
(OFETs) [4], etc. The common feature of these applications consists of using 
materials with suitable transport and optical properties. Conjugated polymers are a 
class of materials that are gaining great attention by the scientific community due to 
its potential of providing environmentally safe, flexible, lightweight and inexpensive 
electronics. They show flexibility in synthesis, high yield of charge generation when 
mixed with electron acceptor materials and good stability. Furthermore, they have 
relatively high absorption coefficients [5] leading to high optical densities in thin 
solid films. Among the conjugated polymers, alternating fluorene copolymers (APFO) 
[6] and their derivatives have been widely used for efficient organic devices. In 
particular, the APFO-3 polymer has demonstrated efficiencies as high as 4.2%. In this 
polymer the fluorene unit has been used in conjunction with alternating electron-
withdrawing (A) and electron-donating (D) groups. The structure is a strictly 
alternating sequence of fluorene and donor-acceptor-donor (DAD) units. Conjugated 
random copolymers are, by far, less used than alternating copolymers for devices 
fabrication. While the disordered structure may hamper the crystallization and 
decrease the carrier mobility, the presence of different monomer units sequences 
generate a distribution of energy gaps and increase the light harvesting ability. 
Furthermore an advantage of random copolymers lies in their simplicity of synthesis 
that consists in a one-pot polymerization step from readily available precursors.  
In this work we report the synthesis and characterization of a novel family of 
conjugated copolymers based on same the monomeric units of APFO-3 (F: fluorene, 
T: thiophene, B: benzothiadiazole) but having a pseudorandom structure. We applied 
these new copolymers in solar cells and bright green OLEDs. 

2   Technological Innovation for Sustainability 

The development of sustainable energy production is a topic of growing importance 
in view of the limited supply of fossil fuels, which is expensive financially and not 
environmentally friendly. One of the possible sustainable energy sources is the sun, 
which makes the development of photovoltaic devices interesting. Currently, the 
market of photovoltaic is dominated by silicon cells technology. However, it is still 
not cheap enough to allow a wide diffusion in the absence of government incentives. 
For this reason huge efforts of research and development have been spent to find 
alternative and improved solutions. Organic devices are lightweight and can be made 
flexible, opening the possibility for a wide range of applications. Our contribution in 
this field is the development of promising organic materials for photovoltaic and 
optoelectronic applications. In particular, our work revolves around the conjugated 
polymers that have received considerable attention because of their promising 
performance. In this paper we report the synthesis and characterization of a family of 
novel conjugated copolymers having a pseudorandom structure. The synthesis of 
random instead of alternating copolymers has the aim to improve the harvesting of the 
sunlight. Indeed, the mixture of possible copolymer resulting from the statistical 
combination (in condition of equal affinity between the monomers that form 
copolymers) results in a broadening of the absorption bands due to overlapping of 
different energy levels. This is one of fundamental prerequisites in order to obtain 
high efficiency photovoltaic devices. 
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3   Experimental 

Three different pseudo-random copolymers (PFB-co-FT, PBT-co-BF, PTF-co-TB) 
were synthesized by a palladium-catalyzed Suzuki cross-coupling reaction [7] from 
dibromides and boronic diacids or diesters. More details can be found elsewhere [8]. 
The weight-average molecular weight (Mw) and polydispersity index (PDI) were 
measured by gel permeation chromatography (GPC) using THF as eluent and 
monodisperse polystyrenes as internal standards. UV-Visible absorption spectra of all 
copolymers was recorded at room temperature with a Lambda 950 spectrophotometer. 
Electrochemical measurements were performed with an Autolab PGSTAT30 
potentiostat/galvanostat in a one compartment three-electrode cell working in argon-
purged acetonitrile solution with 0.1 M Bu4NBF4 as supporting electrolyte. We used a 
Pt counter electrode, an aqueous saturated calomel (SCE) reference electrode and a 
Glassy Carbon working electrode which was calibrated against the Fc+/Fc 
(ferricenium/ferrocene) redox couple, according to IUPAC [9]. The films formed on 
the electrode were analyzed at a scan rate of 200 mV/s. OSCs were fabricated by first 
spin-coating poly(ethylenedioxythiophene:polystyrenesulfonic acid) (PEDOT-PSS) 
on top of cleaned, pre-patterned indium-tin-oxide (ITO) coated glass substrates as 
polymer anode (50 nm in thick). The anode polymer film was then annealed at 120°C 
for 10 min. The copolymers blended with PCBM in solution were deposited on the 
top of PEDOT:PSS by spin-coating. The cathode consisting of Al (70 nm) was then 
sequentially deposited on top of the active layer by thermal evaporation in vacuum 
lower than 10-6 Torr giving a sandwich solar cell structure of 
ITO/PEDOT:PSS/Copolymer:PCBM/Al. Current density-voltage characteristics were 
measured using a Solar Simulator Abet 2000 (Class A, AM1.5G). All characterization 
was carried out in an ambient environment. OLEDs were fabricated by the same 
procedure as that of solar cells but in this case the only copolymer in solution were 
deposited on the top of PEDOT:PSS by spin-coating. The corresponding 
configuration of devices was ITO/PEDOT:PSS/Copolymer/Al. Steady-state 
Photoluminescence (PL) spectra were recorded at room temperature with an 
Fluorolog 3 spectrofluorometer. The steady state current-voltage (I–V) characteristic 
was recorded by NI-USB 6229 National Instruments acquisition card. The 
electroluminescence (EL) spectra were collected installing the device inside the 
sample chamber of an IF 650 (Pelkin Elmer) spectrophotometer, working in emission 
mode, by injecting a current of 1 mA. To this purpose a HP E3631 triple output power 
supply was used as a constant current generator. 

4   Modeling 

In order to understand the correlations between property and structure, theoretical 
calculations were carried out. The calculations of HOMO/LUMO distribution of 
copolymers were performed in two steps. The monomeric units was first modeled by 
using a quantum mechanical Hartree Fock methods [10]. In the second step we 
obtained the geometric optimization of monomers and oligomers by a density 
functional theory approach [11]. The performed calculations showed how HOMO and 
LUMO positions are affected by electron-donating and electron-withdrawing groups. 
The last occupied orbital is localized primarily on the electron-rich units of the 
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molecule (Fluorene and Thiophene) while the first empty orbital is essentially 
localized on the electron-poor unit (Benzothiadiazole). This means that the molecular 
orbitals are not extended to the whole structure, but are confined in a limited region of 
space. This has important implications both in the exciton formation and in the charge 
transfer. Following the model results we can conclude that the charge hopping among 
localized sites is one of the main transport mechanism. In order to obtain an electronic 
transfer between the copolymer and the PCBM, the latter should be close to a 
benzothiadiazole unit. On the other hand, the fact that a partial charge separation 
already exists, may promote the formation of excitons and extend their lifetime. 

5   Results and Discussion 

Material synthesis: The chemical structures of all synthesized copolymers is showed 
in Fig. 1. In the three copolymers, in turn, each F, T, B comonomer unit is alternated 
to the other two units, which are randomly distributed. The weight-average molecular 
weight (Mw), and polydispersity indices (PDIs) are summarized in Table 1.  

 

Fig. 1. Chemical structure of the synthesized copolymers 

Table 1. Molecular weights, optical and electrochemical data of copolymers 

Entry 

 GPC UV-Vis absorption Cyclic Voltammetry 

 Mw 
(g/mol) PDI 

 
Egopt 
(eV) 

λmax 
(nm)  

 
(V)/(eV) 

 
(V)/(eV) 

Egcv 
(eV)

PFB-co-FT  34600 3.00 2.38 321/460 0.81/-5.61 -1.93/-2.87 2.74 
PTF-co-TB  3200 1.80 1.86 402/552 0.51/-5.31 -1.54/-3.26 2.05 
PBT-co-BF  1600 2.60 1.40 326/526 0.21/-5.01 -1.40/-3.40 1.61  

The properties of conjugated polymers are remarkably sensitive to the presence of 
impurities, which might act as uncontrolled dopants, traps of charge carriers, 
quenchers of excited states, etc. To improve the performance the copolymers solution 
was treated by ammonia and ethylenediaminetetraacetic acid to remove contaminants 
such as catalyst residue and side-products from copolymers synthesis. (See Table 2). 

Optical properties: Absorption spectroscopy provides information about the 
spectral coverage and the magnitude of the optical energy gap that are an important 
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parameters in device designing. The UV-Vis absorption spectra of the copolymers in 
thin films are shown in Fig. 2. 

Table 2. Elemental analysis of copolymers at different stages of purification 

Before purification After purification 
Entry 

Pd (ppm) P (ppm) Pd (ppm) P (ppm) 

PFB-co-FT 3400 800 10 700 
PTF-co-TB 1100 800 100 800 
PBT-co-BF 30000 9000 5000 900 

 

Fig. 2. Absorption spectra of films of random copolymers PFB-co-FT (solid curve),  
PTF-co-TB (dash curve) and PBT-co-BF (dot curve), normalized at the band around 400 nm 

The optical energy gap of the copolymers was estimated from the onset of 
absorption and data are reported in Table 1.  

Electrochemical properties: Cyclic voltammetry (CV) was employed to estimate 
the HOMO and LUMO energy levels of copolymers. Electrochemical data were 
calculated from the onsets of oxidation and reduction potentials [12]. The data 
obtained are reported in Table 1 and schematized in Fig. 3. 

The electrochemical gap is greater than the optical gap calculated from the UV-Vis 
spectra. This discrepancy is usually related to the charge carriers formation in 
voltammetric measurements [13]. All the copolymers have HOMO and LUMO levels 
higher than the commonly used [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) 
acceptor [14] (see Fig. 3). PFB-co-FT exhibits the higher molecular weight and the 
higher energy gap compared to the other two copolymers. Furthermore is the copolymer 
with the highest EHOMOdonor-ELUMOacceptor difference. On this basis PFB-co-FT is 
expected to lead to photovoltaic devices with the better Voc [15]. The EHOMOdonor-
ELUMOacceptor difference of PTF-co-TB is lower, but the smaller energy gap could 
compensate the expected lower Voc with a higher Jsc in designing an efficient solar cell. 
PBT-co-BF, is the copolymer with the lower energy gap and this would makes it the 
best candidate for OSCs. 
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5.1   Conjugated Polymer-Based Photovoltaic Devices 

Photovoltaic devices were fabricated in a typical sandwich structure of glass-
ITO/PEDOT:PSS/Copolymer:PCBM/Al, using copolymers as electron donors and the 
PCBM as electron acceptor. Photovoltaic characterization includes different 
approaches to optimize the efficiency of the devices. The parameters taken into 
account were: selection of the best solvent, optimization of D:A weight ratio, 
optimization of the active layer thickness and analyzing annealing effects. We have 
investigated the effects of three different solvents on the photovoltaic performance: 
Chloroform (CF), Chlorobenzene (CB) and orto-DiChloroBenzene (o-DCB), 
individually and in a mixture form. The copolymer PBT-co-BF showed very low 
solubility and the tendency to agglomerate in all solvents; this made difficult to obtain 
a good film and accordingly devices. In order to choose the best blend composition, 
active layers with D:A w/w ratios 1:1, 1:2, 1:3, and 1:4 were studied. The 
photovoltaic parameters of the best cells are summarized in Table 3. 

Table 3. Photovoltaic parameters of the best solar cells. The active area was 0.22cm2. 

Donor Acceptor
D/A ratio

(w/w) 
Solvent 

C 
(mg/ml)

Voc
(V)

Jsc 
(mAcm-2)

FF 
η 

(%)

PFB-co-FT PCBM 1:2 CB:CF (1:1 v/v) 10 0.92 0.90 0.40 0.35
PTF-co-TB PCBM 1:4 CB 5 0.94 3.43 0.31 1.08  

Fig. 3 shows the J-V curve of the best devices in the dark and under AM 1.5G 
simulated sunlight at an intensity of 97 mWcm-2. The active layer thickness was 100 
nm for all cells. The effects of thermal annealing were also studied but it has shown a 
negative effect in all cases. 

 

Fig. 3. Energy level diagram of the device components (Left); J-V curve of the best solar cells 
for PFB-co-FT (triangle) and PTF-co-TB (square) in the dark (black) and under illumination 
(white) (Right) 
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5.2   Light-Emitting Diode Based on Conjugated Polymer 

Among all copolymers investigated, PFB-co-FT has been recognized as promising 
material for green emitters due to its photoluminescence efficiency. The normalized 
UV-Vis and PL spectra of copolymer are shown in Fig. 4; the absorption maxima is at 
460 nm while the emission maxima is at 543 nm. The devices was fabricated in a 
simple structure of glass/ITO/PEDOT:PSS/Copolymer/Al. The EL spectra of the 
device, is showed in Fig. 4.  

 

Fig. 4. Normalized UV-Vis absorption and PL spectra for the PFB-co-FT copolymer in film 
(Left); Normalized EL spectra of the device recorded at 7.65 V and 1mA (Right) 

After one month of storage at room temperature the device was re-examined, with 
identical results and without degradation. This outcome confirms the good stability of 
the film. 

6   Conclusions  

In this work we have synthesized a novel family of random copolymers. The optical 
and electrochemical behaviors of the materials were measured and the optoelectronic 
performance were tested. The results clearly demonstrated that there is a correlation 
between the chemical structure and the HOMO levels determined from 
electrochemical studies as well as the Voc values determined from photovoltaic 
devices. PTF-co-TB showed interesting photovoltaic properties with Voc of 0.94 V 
and an efficiency over 1%. The PFB-co-FT copolymer was tested as active layer in a 
simple OLED. The device emits in the green and might be a promising candidate for 
electroluminescent materials due to its excellent luminescent properties, solubility, 
film-forming property and stability. We can conclude that this class of copolymer 
materials is very promising for optoelectronic applications. 
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Abstract. Amorphous Si/SiC photodiodes working as photo-sensing or 
wavelength sensitive devices have been widely studied. In this paper single and 
stacked a-SiC:H p-i-n devices, in different geometries and configurations, are 
reviewed. Several readout techniques, depending on the desired applications 
(image sensor, color sensor, wavelength division multiplexer/demultiplexer 
device) are proposed. Physical models are presented and supported by electrical 
and numerical simulations of the output characteristics of the sensors. 

Keywords: Amorphous Si/SiC photodiodes, photonic, optoelectronic, image 
sensors, demultiplexer devices, optical amplifiers. 

1   Introduction 

The Tunable optical filters are useful in situations requiring spectral analysis of an 
optical signal. A tunable optical device is a device for wavelength selection such as an 
add/drop multiplexer (ADM) which enables data to enter and leave an optical network 
bit stream without having to demultiplex the stream. They are often used in 
wavelength division multiplexing (WDM) systems [1]. WDM systems have to 
accomplish the transient color recognition of two or more input channels in addition 
to their capacity of combining them onto one output signal without losing any 
specificity (wavelength and bit rate) Only the visible spectrum can be applied when 
using polymer optical fiber (POF) for communication [2]. So, the demand of new 
optical processing devices is a request.  

2   Contribution to Sustainability 

These sensors are different from the other electrically scanned image sensors as they 
are based on only one sensing element with an opto-mechanical readout system. No 
pixel architecture is needed. The advantages of this approach are quite obvious like 
the feasibility of large area deposition and on different substrate materials (e.g., glass, 
polymer foil, etc.), the simplicity of the device and associated electronics, high 
resolution, uniformity of measurement along the sensor and the cost/simplicity of the 
detector. The design allows a continuous sensor without the need for pixel-level 
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patterning, and so can take advantage of the amorphous silicon technology. It can also 
be integrated vertically, i. e. on top of a read-out electronic, which facilitates low cost 
large area detection systems where the signal processing can be performed by an 
ASIC chip underneath.  

In this paper we present results on the optimization of different multilayered  
a-SiC:H heterostructures for spectral analysis in the visible spectrum. A theoretical 
analysis and an electrical simulation are performed to support the wavelength 
selective behavior. 

3   Device Configuration and Spectral Analysis  

The semiconductor sensor element is based on single or stacked a-SiC:H p-i-n 
structures using different architectures, as depicted in Fig. 1. All devices were 
produced by PE-CVD on a glass substrate. The simplest configuration is a  
p-i-n photodiode (NC11) where the active intrinsic layer is a double layered  
a-SiC:H/a- Si:H thin film. In the other the active device consists of a p-i'(a-SiC:H)-n / 
p-i(a- Si:H)-n heterostructures. To decrease the lateral currents, the doped layers (20 
nm thick) of NC12 have low conductivities and are based on a-SiC:H [3]. 
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Fig. 1. Device configuration 

Deposition conditions are described elsewhere 
[4, 5]. Full wavelength detection is achieved based 
on spatially separated absorption of different 
wavelengths. The blue sensitivity and the red 
transmittance were optimized, respectively, using a 
thin a-SiC:H front absorber (200 nm) with an 
optical gap of 2.1 eV and a thick a-SiH back 
absorber (1000 nm) with an optical gap around 1.8 
eV. The thicknesses of both absorbers result from a 
trade-off between the full absorption of the blue 
light in the front diode and the green light  
across both. As a result, both front and back diodes 
act as optical filters confining, respectively, the blue 
and the red optical carriers, while the green ones are 
absorbed across both [6]. The devices were 
characterized through spectral response at 1 kHz 
and photocurrent-voltage measurements. To test the 
sensitivity of the device under different electrical 
and  optical  bias  three  modulated  monochromatic 

lights channels: red (R: 626 nm; 51μW/cm2), green (G: 524 nm; 73μW/cm2) and blue 
(B: 470nm; 115μW/cm2) and their polychromatic combinations (multiplexed signal) 
illuminated separately the device. The generated photocurrent was measured under 
positive and negative voltages (+1V<V<-10V), with steady state red (λR=626 
nm;ΦR=102 μW/cm2), green (λG=524 nm; ΦG=71 μW/cm2) and blue (λB=470 nm; 
ΦB=293 μW/cm2) optical bias and without it (ΦR,G,B=0).The semiconductor sensor 
element is based on single or stacked a-SiC:H p-i-n structures using different 
architectures, as depicted in Fig. 1.  
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In Fig. 2, for NC11 and NC12 it is displayed the spectral photocurrent under 
different applied voltages. 
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Fig. 2. Spectral response under different applied bias for three different architectures 

Data show different behaviors when single and double structures are compared. In 
the single configuration the electrical field is asymmetrically distributed across the 
graded i’i -layer leading to a collection efficiency that is only dependent on the light 
depth penetration across it. In the double, the contribution of both front and back 
diodes are evident and the effect of the internal p-n junction crucial on the device 
functioning and future applications.  

4   Wavelength (De)Multiplexer Device 

In optical communications different wavelengths (color channels) which are jointly 
transmitted must be separated (demultiplexed) to decode the multiplexed information. 

Fig. 3 displays, under positive and negative bias, the multiplexed signals, acquired 
with NC12 device, due to the simultaneous transmission of three independent bit 
sequences, each one assigned to one of the red (R: 626 nm), green (G: 524 nm) and 
blue (B: 470nm) color channels. At the top of the figure, the optical signal used to 
transmit the information is displayed to guide the eyes on the different ON-OFF 
states. 

To recover the transmitted information (8 bit per wavelength channel, 2000bps) the 
multiplexed signal, during a complete cycle (0<t<T), was divided into eight time 
slots, each corresponding to one bit where the independent optical signals can be ON 
(1) or OFF (0). As, under forward bias, the device has no sensitivity to the blue 
channel (Fig. 2), the red and green transmitted information can be identified from the 
multiplexed signal at +1V. The highest level corresponds to both channels ON (R&G: 
R=1, G=1), and the lowest to the OFF-OFF stage (R=0; G=0). The two levels in-
between are related with the presence of only one channel ON, the red (R=1, G=0) or 
the green (R=0, G=1) (see horizontal labels in Fig. 3). To distinguish between these 
two situations and to decode the blue channel, the correspondent sub-levels, under 
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reverse bias, have to be analyzed. From Fig. 2b, it is observed that the green channel 
is more sensitive to changes on the applied voltage than the red, and that the blue only 
appears under reverse bias. So, the highest increase at -8V corresponds to the blue 
channel ON (B=1), the lowest to the ON stage of the red channel (R=1) and the 
intermediate one to the ON stage of the green (G=1) (vertical labels in Fig. 3). Using 
this simple algorithm and MATLAB as programming environment, the independent 
red, green and blue bit sequences can be decoded, in real time, as: R [00011011],  
G [001101010] and B [00101011] in agreement with the optical signals used to 
transmit the information.  
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Fig. 3. Multiplexed signals under reverse and forward bias. On the top, the optical signal used 
to transmit the information guide the eyes on the different ON-OFF states. The recovered bit 
sequences are shown as an insert. 

5   Optical Bias Controlled Wavelength Discrimination 

In Fig. 4a the spectral photocurrent at different applied voltages is displayed without 
and under red, green and blue background irradiation. In Fig. 4b the ratio between the 
spectral photocurrents under red, green and blue steady state illumination and without 
it (dark) are plotted. 

When an external electrical bias (forward or reverse) is applied to a double pin 
structure, it mainly influences the field distribution within the less photo excited sub-
cell: the back under blue irradiation and the front under red steady bias [8]. Under 
negative bias the blue bias enhances the spectral sensitivity in the long wavelength 
ranges and quenches in the short wavelength range. The red bias has an opposite 
behavior; it reduces the collection in red/green wavelength ranges and amplifies the 
blue one. The green optical bias only reduces the spectral greenish photocurrent 
keeping the other two almost unchangeable.  
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Fig. 4. a) Spectral photocurrent @ +1 V, -8 V without (dark) and under red, green and blue 
optical bias. b) Ratio between the photocurrents under red, green and blue steady state 
illumination and without it (dark). 
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Fig. 5. Input red (a) green (b) and blue (c) signals under negative and positive bias without and 
with red, green and blue steady state optical bias. d) Multiplexed signals @-8V/+1V (solid /dot 
lines); without (bias off) and with (R, G, B) green optical bias. 

To analyze the self bias amplification under transient conditions and uniform 
irradiation, three monochromatic pulsed lights (R, G and B input channels illuminated 
separately NC12 device. Steady state red, green and blue optical bias was 
superimposed separately and the photocurrent generated measured at -8V and +1 V.  
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In Fig. 5a, Fig. 5b and Fig. 5c the signal is displayed for each monochromatic 
channel separately and in Fig. 5d for the bit sequence shown on the top of figure.  

Results show that when an optical bias is applied it mainly enhances the field 
distribution within the less photo excited sub-cell. Even at high frequencies the blue 
irradiation amplifies the red (αR=2.25) and the green (αG=1.5) channels and quenches 
the blue one (αB=0.8). The red bias has an opposite behavior, it reduces the red and 
green channels and amplifies de blue (αR=0.9, αG=0.5, αB=2.0). The green optical 
bias reduces the green channel (αG=0.75) keeping the other two almost unchangeable. 
This optical nonlinearity makes the transducer attractive for optical communications 
and can be used to distinguish a wavelength, to read a color image, to amplify or to 
suppress a color channel or to multiplex or demultiplex an optical signal. In Fig. 5c 
the green channel is tuned through the difference between the multiplexed signal with 
and without green optical bias 

6   Electrical Model  

The silicon-carbon pi’npin device is a monolithic double pin photodiode structure 
with two red and blue optical connections for light triggering (Figure 6a). Based on 
the experimental results and device configuration an electrical model was developed 
[7]. Operation is explained in terms of the compound connected phototransistor 
equivalent model displayed in Figure 6b.  
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Fig. 6. a) Compound connected phototransistor equivalent model. b) ac equivalent circuit. c) 
Multiplexed simulated (symbols) and experimental (solid lines) results under positive and 
negative dc bias. The current sources used as input channels (dash lines) are displayed. 

The capacitive effects due to the transient nature of the input signals are simulated 
through C1 and C2 capacitors. R1 and R2 model the dynamic resistance of the internal 
and back junctions, respectively. The photocurrent under positive (open symbols) and 
negative (solid symbols) dc bias is displayed in Figure 6c. We have used as input 
parameters the experimental values of Figure 3. The input transient current sources 
used to simulate the photons absorbed in the front (blue, I1), back (red, I2), or across 
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both (green, I3 and I4) photodiodes are also displayed (dash lines). To validate the 
model the experimental multiplexed signals at -8V and +1V are also shown (lines). 

Good agreement between experimental and simulated data was observed. The 
expected levels, under reversed bias, and their reduction under forward bias are 
clearly seen (Figure 3). If not triggered ON by light the device is nonconducting (low 
levels), when turned ON it conducts through different paths depending on the applied 
voltage (negative or positive) and trigger connection (Q1 Q2 or both). 

Under negative bias (low R1) the base emitter junction of both transistors are 
inversely polarized and conceived as phototransistors, thus taking advantage of the 
amplifier action of neighboring collector junctions, which are polarized directly. This 
results in a charging current gain proportional to the ratio between both collector 
currents (C1/C2). The device behaves like a transmission system able to store, amplify 
and transport all the minority carriers generated by the current pulses, through the 
capacitors C1 and C2. Under positive bias (high R1) the device remains in its non 
conducting state unless a light pulse (I2 or I2+I4) is applied to the base of Q2. This 
pulse causes Q2 to conduct because the reversed biased n-p internal junction behaves 
like a capacitor inducing a charging current across R2. No amplification effect was 
detected since Q1 acts as a load and no charges are transferred between C1 and C2.  

The optical amplification under transient condition also explains the use of the 
same device configuration in the Laser Scanned Photodiode (LSP) image and color 
sensor [9]. Here, if a low power monochromatic scanner is used to readout the 
generated carriers the transducer recognize a color pattern projected on it acting as a 
color and image sensor. Scan speeds up to 104 lines per second are achieved without 
degradation in the resolution. 
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Fig. 7. LSP color sensor 

For the color image sensor only the 
red channel is used (Fig. 6, I2 ≠0, 
I1=I3=I4=0). To simulate a color image at 
the XY position, using the multiplexing 
technique, a low intensity moving red 
pulse scanner (ΦS, λS), impinges in the 
device in dark or under different red, 
green and blue optical bias (color pattern, 
ΦL, λRGB,L, ΦL>ΦS). Fig. 7 displays the 
experimental acquired electrical signals. 
The image signal is defined as the 
difference between the photocurrent with 
(light pattern) and without (dark) optical  

bias. Without optical bias (ΦL =0) and during the red pulse, only the minority carriers 
generated at the base of Q2 by the scanner, flow across the circuit (I2) either in reverse 
or forward bias. Under red irradiation (red pattern, Φ≠0, λRL) the base-emitter 
junction of Q2 is forward bias, the recombination increases reducing I2 thus, a negative 
image is observed whatever the applied voltage. Under blue (Φ≠0, λBL) or green 
(Φ≠0, λBL) patterns irradiations the signal depends on the applied voltage and 
consequently, on R1. Under negative bias an optical enhancement is observed due to 
the amplifier action of adjacent collector junctions which are always polarized 
directly. Under positive bias the device remains in its non conducting state, unless the 



 Optical Transducers Based on Amorphous Si/SiC Photodiodes 611 

red pulse (I2, dark level) is applied to the base of Q2. No amplification occurs and the 
red channel is strongly reduced when compared with its value under negative voltage. 
Under blue irradiation, the internal junction becomes reverse biased at +1 V (blue 
threshold) allowing the blue recognition. The behavior under a green pattern depends 
on the balance between the green absorption into the front and back diodes that 
determines the amount of charges stored in both capacitors. Under negative bias both 
the green component absorbed either in the front (blue-like) or at the back (red-like) 
diodes reaches the output terminal while for voltages at which the internal junction  
n-p becomes reversed (green threshold), the blue-like component is blocked and the 
red-like reduced. So, by using a thin a-SiC:H front absorber optimized for blue 
collection and red transmittance and a back a-Si:H absorber to spatially decouple the 
green/red absorption, the model explains why a moving red scanner (probe beam) can 
be used to readout RGB the full range of colors at each location without the use of a 
pixel architecture.  

7   Conclusions 

Different architectures based on silicon carbon pin devices were studied both 
theoretically and experimentally. Results show that when the doped layers has low 
conductivities and are based on a-SiC:H material the devices are optical and voltage 
controlled and can be used as optical filter, amplifier or multiplexer /demultiplexer 
devices in the visible range. 
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González, Pedro 466
González Romera, Eva 457, 466
Grzech, Adam 75



614 Author Index

Guerrero, Miguel A. 466
Gzara, Lilia 67

Hachani, Safa 67
Hadjinicolaou, M. 297

Inácio, David 529, 545
Ionescu, Razvan Mihai 518

Jardim-Goncalves, Ricardo 45
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Oliveira, Lúıs B. 565
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