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Foreword

During the past decade the digital society has firmly established itself in Eu-
rope and in many other parts of the world. Information and communication
technology has emerged as the mission-critical backbone of modern economic
and social life in the early 21st century. The contours of the dawning digital
age have taken shape, and they include massive amounts of data, personal
and non-personal, being continually generated and ceaselessly processed, ex-
changed, recombined, and often stored for indefinite periods of time. In this
context, the creation of an electronic identity management infrastructure
that puts the management of digital identity data under the users’ control
has manifested itself as one of the central challenges for life in the digital age.

The Internet transcends geographic and jurisdictional borders; hence there
is a strong need for a global approach to trust in the digital society. Citizens
look for value in the activities they do on the Internet. They want to be
able to trust the technology and services provided and the actors behind. To
forge a just and dignified digital future, and considering that trust is sub-
jective and depends on context and culture, we need digital means, tools
and instruments to allow us to sense the variables and reach a conclusion
on the trustworthiness of services and third parties prior to engaging in in-
teractions. To contribute to meeting these demands of the new age, trust,
and with it identity management and privacy protection, are prominent ele-
ments of the ICT Research and Development Framework Programme of the
European Union.

A flourishing digital society expects diversity, usability and openness, in-
teroperability and competition as key drivers for trust and security. Diversity
reduces the risks coming with dependence on one type of technology, and
open standards and interoperability are key to competition, to empowering
users to choose among a variety of products and services, and to the creation
of business opportunities for small, medium and large companies alike.

PRIME — the 2008 recipient of the internationally renowned IAPP award
for the best contribution to innovative privacy technology — has put Europe
on the global map as a place for high-quality research on privacy. It has



VI Foreword

effectively contributed to the preparation of Europe for a new digital age, for
a digital life that preserves the shared European values of democracy, free-
dom and civil liberties. We would like to thank the PRIME project and all
its partners for this opportunity to draw attention to the European Commis-
sion’s efforts in this domain, and for putting Europe on the map as a global
thought leader in privacy protective digital identity management.

December 2010 Jacques Bus (Head of Unit)
Dirk van Rooy (Head of Sector)

DG Information Society and Media

European Commission



Preface

Information technologies are becoming pervasive and powerful to the point
that the privacy of citizens is now at risk. Indeed, more and more of our daily
transactions are conducted electronically and require us to transmit personal
information. Examples include using an electronic identity card to prove one’s
age in a bar, buying digital content on the Internet, checking our healthcare
records on-line, or planning our next vacation. In this new information society,
individuals need to be able to keep their autonomy and to retain control over
their personal information, irrespective of their activities. The widening gap
between this vision and current practices on electronic information networks
undermines individuals’ trust and threatens critical domains like mobility,
healthcare, and the exercise of democracy.

Why Privacy and Identity Management

Closing this gap requires an identity management system that puts the users
in control of their data and allows them to protect their privacy in electronic
transactions. Indeed, we all manage our personal information (and thereby
our identities) in our daily lives. However, the way we have learnt to do so
for our non-electronic lives works poorly in the electronic society now taking
shape for a number of reasons. First, we are often not aware what data about
ourselves we are revealing in a transaction or we might even not be aware of
the fact that we are revealing data to start with (e.g., making a call with a
mobile phone reveals all kinds of (unexpected) data to unexpected parties).
Second, the sheer complexity of the applications and their building blocks
makes it almost impossible to understand where our data flows. Third, even
if we were capable and willing to manage our electronic personal data and
identities and protect our privacy, we would usually not be able to do so
because the applications don’t allow us to do so due to the way they are
built. A well-known example is that users were asked for their social security
number just so that the application could use it as a unique identifier.
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PRIME’s Solution

We, the PRIME partners, noted that the state of the art in privacy-enhancing
mechanisms provides the technical means to build such a privacy-enhancing
user-centric identity management system that would empower the users to
manage their identity and protect their privacy. Thus the PRIME consor-
tium was formed to prove this and to raise the awareness for privacy issues
and their solutions. We chose an integrated approach to the legal, social,
economic, and technical areas of concern to research, develop, and evalu-
ate solutions to privacy-enhancing user-centric identity management. During
the course of the project, we have developed a framework that integrates
all technical and non-technical aspects of privacy-enhancing identity man-
agement and shows how privacy-enhancing technologies can be employed to
realize privacy-enhancing user-centric identity management. We have elicited
detailed requirements from legal, social, economic, and applicational points
of view and have shown how they can be addressed, i.e., how to enable the
users to effectively control their private sphere. That is, we have put forth
an architecture that orchestrates the different privacy-enhancing technolo-
gies, including the human-computer interface. Based on this architecture, we
have built several prototypes that exemplify privacy-enhancing user-centric
identity management for a few selected application domains. We have vali-
dated our results by conducting experiments with end-users in these appli-
cation areas. Moreover, we have considerably advanced the state of the art
to address foundational technology, through research on human-computer
interface, ontologies, authorization and cryptology, anonymous communica-
tions, and privacy-enhancing identity management systems architecture and
assurance methods.

This Book

This book reports on the findings of the PRIME project. It is partitioned into
five parts. The first part is a summary. It explains the privacy issues based
on the example of Alice who goes shopping in the Internet. It then explains
how PRIME resolves these issues. The second part of the book provides the
legal, social, and economic landscape of privacy-enhancing identity manage-
ment and derives requirements for privacy-enhancing user-centric identity
management. The third part explains how privacy-enhancing user-centric
identity management can be realized. It first describes the PRIME archi-
tecture which brings together the different privacy-enhancing mechanisms.
These mechanisms are then subsequently explained. That is, we not only de-
scribe the results that the project has obtained based on these mechanisms,
but also give a comprehensive overview of these technologies. The fourth part
reports on how the PRIME architecture can be applied to applications. It de-
scribes the application prototypes that we have implemented and the lessons



Preface X

we have learnt. This part further summarized the requirements on privacy-
enhancing user-centric identity management in general and how they can be
addressed. The fifth part features the conclusions we have drawn, provides an
outlook to the future of trust, privacy and identity management, highlights
open problems, and describes PRIME’s follow-on projects.

More details for the results covered in this book as well as additional
materials are available on the PRIME website www.prime-project.eu. The
next page contains an overview of these materials.

July 2008 Jan Camenisch
Ronald Leenes
Dieter Sommer
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Available PRIME Materials

The following materials are available on www.prime-project.eu:

Introductory Documents:

e Press releases, leaflets, and slide presentations outline the project objec-
tives, approach, and expected results;

e The PRIME White Paper introduces privacy-enhancing identity manage-
ment issues and PRIME’s vision, solutions, and strategies;

e A number of tutorials introduce major concepts of privacy-enhancing iden-
tity management for use by the software development community and the
general public.

PRIME Technical Materials:

e PRIME Framework reviews privacy-enhancing identity management is-
sues; PRIME legal, social, and economic requirements; PRIME concepts
and models; and PRIME architecture outlines.

e PRIME Requirements analyze in depth the legal, social, economic, and
application requirements. They comprise generic requirements, as well as
specific, scenario-based requirements of selected application areas includ-
ing eLearning, location-based services, and airport security controls.

e PRIME Architecture describes in depth the organization and orchestra-
tion of the different privacy-enhancing technologies in a coherent PRIME
system.

e Annual Research Reports review the research results gained in PRIME in
each of the four years, and the research agenda for the subsequent years.

e HCI Guidance provides a comprehensive analysis of the Human-Computer
Interface requirements and solutions for privacy-enhancing identity man-
agement.

e Assurance Methods survey the existing assurance methods that are rele-
vant to privacy-enhancing identity management.

e Evaluation of Prototypes assesses a series of early PRIME technology pro-
totypes from legal, social, and economic standpoints.

e More than 200 scientific publications address results produced in all
PRIME-related fields within the scope of the project. The abstracts of
those papers and links to them are listed in the four Annual Research Re-
ports which are available from PRIME’s website www.prime-project.eu.
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An Introduction to Privacy-Enhancing Identity
Management

Jan Camenisch', Ronald Leenes?, Marit Hansen?, and Jan Schallabock?3

! IBM Research — Zurich
2 Tilburg University
3 Unabhéngiges Landeszentrum fiir Datenschutz

The PRIME project demonstrates the viability of privacy-enhancing identity
management. By this we mean identity management solutions that manage
the individual’s identity online and that also empower the individual to ac-
tively protect their own privacy.

The guiding principle in the PRIME project is to put individuals in control
of their personal data. The notion of user control has been adopted in many
recent user-centric identity management initiatives.

However, most of these initiatives only takes the first steps on the way
to a new generation of identity management systems. They do not provide
adequate safeguards for personal data and are limited in giving individuals
control over their personal data. Effective management of information privacy
requires new tools starting with the minimisation of personal data disclosure.
Furthermore, users can be empowered with tools that allow them to negotiate
privacy policies with service providers. This would require systems that en-
force agreed policies by technical means, and keep track of data collection and
usage. In addition to user side applications, service providers will be required
to put adequate protection mechanisms in place and align business processes
to take advantage of these mechanisms.

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 3 2011.
(© Springer-Verlag Berlin Heidelberg 2011



4 1 An Introduction to Privacy-Enhancing Identity Management
1.1 Motivation

The internet, by design, lacks unified provisions for identifying who commu-
nicates with whom; it lacks a well-designed identity infrastructure[] Instead,
technology designers, enterprises, governments and individuals have over time
developed a bricolage of isolated, incompatible, partial solutions to meet their
needs in communications and transactions. The overall result of these un-
guided developments is that enterprises and governments cannot easily iden-
tify their communication partners at the individual level. Given the lack of
a proper identity infrastructure, individuals often have to disclose more per-
sonal data than strictly required. In addition to name and address contact
details such as multiple phone numbers (home, work, mobile) and e-mail ad-
dresses are requested. The amount and nature of the data disclosed exceeds
that usually required of real world transactions, which can often be conducted
anonymously — in many cases the service could be provided without any per-
sonal data at all. Over the long run, the inadequacy of the identity infras-
tructure, that takes the above into account, affects individuals’ privacy. The
availability of abundant personal data to enterprises and governments has a
profound impact on the individual’s right to be let alone as well as on society
at large. The online world is a complex new environment. Social structures
online have to be established within a short time - very much unlike their
real world counterparts. At first glance those procedures based on personal
contact or paper are transformed into digital procedures for use online. But
below the surface, more fundamental differences between the offline and the
online world exist, such as the relative permanence of memories and the ease
with which experiences can be shared between many of actors across time and
space barriers.

We are beginning to understand that these differences are both qualitative
(e.g., automated decision making) and quantitative (e.g., more data collected
and stored for a longer period) in nature. The speed of developments and
potential irreversibility of their effects requires urgent attention on issues such
as identity, trust, security, and privacy.

The — sometimes conflicting — interests and issues that have to be recon-
ciled are increasingly well understood. For example for such a conflict is an
interest in identifying trading parties on one hand and providing anonymity
on the other. The convenience of ‘portable’ online identities is another ex-
ample; users do not want to fill in similar forms for each service, yet there
is the risk of disclosing more than is required. National security interests —
sometimes positioned as overriding civil liberties in public debates — increases
the need for proper data protection. And finally, while customer data is an

! The Internet has an identity infrastructure often identifying only the endpoint of
a communication: IP addresses. These are often unreliable to identify users.
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important business asset, they can become a business liability in complying
with data protection legislationﬁ

Online identity management is in need of reconsideration. The patchwork
approach to online identity needs to make way for a more elaborate design
that takes into account the various stakes and issues. Indeed the identity man-
agement landscape appears to be changing. Enterprise identity management
is slowly making way for user-centric identity management. Various initia-
tives, such as the Liberty Alliance project and WS-Federation, aim to pave
the way for identity management that ‘involves the users in the management
of their personal information and how that information is used, rather than to
presume that an enterprise or commercial entity holds all the data’ [LAPOG].
Establishing authenticated individual identities within and across organisa-
tional boundaries are the primary business drivers behind these initiatives.
Their successful adoption depends on improved privacy protection. User con-
trol and other elements of privacy protection also gain attention in a broader
sense. The ‘7 laws of identity’ [Cam05] initiated by Microsoft’s Kim Cameron
clearly attracted attention in the identity community.

What these developments show is that industry is adopting the notion
of user control over personal data. But so far the interests of the service
providers are better served than those of the individuals. In the wake of what
is coined Web 2.0, where consumers merge into prosumers, services replace
applications, data increasingly drives economic activity, and where generally
the landscape becomes more dynamic, this will not do. Individuals will feel a
stronger desire for privacy and control over what‘s known about them. They
also require more security, which demands stronger and better authentication
and identification, which in turn requires even better privacy protection.

The PRIME project aims to show that seemingly disparate notions such
as anonymity and accountability, security and privacy, and informational self
determination and enterprise needs can be reconciled. PRIME intends to set
the boundaries for the emerging identity management infrastructure with a
clear balance of the interests of users, enterprises and society.

The PRIME project takes the perspective of the individual and places
the individual at the core of user-centric privacy-enhancing identity manage-
ment. This leads to a different, but not incompatible, set of requirements.
The requirements elicited in this document have their roots in the OECD Pri-
vacy Guidelines [Org80], the Council of Europe‘s Convection No.108 [Cou81],
the Fair Information Practices (for instance embedded in the CSA privacy
code [Ass]), the EU Data Protection Directive (Directive 95/46 EC) and re-
cent discussions on user-centric identity management. Many of these require-
ments are discussed in Kim Cameron’s ‘7 Laws of Identity’ [Cam05] and the

2 This is particularly so in the 44 states (as of July 2008) in the US that have en-
acted Security Breach Notification Laws. These laws require companies to report
security and privacy breaches which could subsequently result in liability cases
and damage of reputation.
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Ontario Information and Privacy Officer’s white paper on identity manage-
ment [Cav06].

1.2 A Scenario — Alice Goes Shopping

The requirements elicited in the following pages may appear to be ambitious,
but software prototypes that demonstrates these features have been developed
and evaluated within the PRIME project. Before looking at them in more de-
tail and describing the PRIME approach to address them, we will first take
a walkthrough current practice and the problems it entails in a typical online
shopping scenario. The purpose here is to showcase the software architec-
ture required for enabling privacy-enhancing identity management to those
organizations interested in deploying these features. Figure [Tl illustrates the
exchange of personal data in a typical online shopping scenario today. Alice
asks her sister Alicia, whom she dearly trusts, for advice on white wine. On the
basis of her sister’s recommendation, she orders a box of bottles of Chardon-
nay at CyberWinery. To this end, Alice has to provide personal data (name,
delivery address, and possibly payment data, such as her credit card data). If
this is her first and only order, the winery will store only some of these data
in their records. But more likely, it will ask Alice to register, arguing that this
will make it easier for her to make additional purchases. If she does, Alice will
have an account at the winery which not only contains her name and address,
but also her purchase history, personal preferences, and likely also her credit
card data.

Suppose the winery has outsourced warehousing and delivery to Logistic-
sProvider, a major logistics company. LogisticsProvider needs to have some
of Alice’s personal data — name and shipping address — to deliver her order.
CyberWinery checks Alice’s credit card details at CreditProcessor for credit
authorisation. If the order is accepted, CreditProcessor also takes care of pro-
cessing the payment. Again, Alice’s personal data are exchanged between two
businesses. CreditProcessor will store transaction details in their records for
business and accountancy purposes.

Suppose Alice also takes up Alicia’s recommendation to purchase the Ul-
timate Wine Guide at CyberBooks, the online bookstore for Gourmet books.
She again has to register before being able to order, and she basically has to
provide the same information she provided to CyberWinery. Consequently, the
CyberWinery scenario unfolds again, most likely involving CreditProcessor,
and possibly even involving LogisticsProvider as well.

The scenario sketched encompasses many exchanges involving personal
data between user and service provider and between service provider and
their associates. Many of these data are stored in multiple databases. Some
providers can make interesting inferences on the basis of the data they have.
CreditProcessor, for instance, knows where Alice does her shopping and the
amount she spends, whereas LogisticsProvider even knows what she buys and
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Fig. 1.1 User data exchange

where. CyberBooks has a much dimmer picture of Alice’s shopping habits,
they only get to see what they contribute to Alice’s collection of cook books.

Overall, this scenario illustrates a number of issues from a user‘s perspec-
tive, especially if she wants to minimise the risk that her data may be abused,
for instance for identity fraud, or for profiling and social sorting.

Many of these problems can be addressed by means of novel identity man-
agement systems. In this paper we discuss various problems and describe the
way the PRIME project aims to resolve them by offering a privacy-enhancing
identity infrastructure. We will use Alice’s online shopping scenario to unravel
the problems and formulate a list of requirements on our way.

1.3 PRIME Enabled Shopping

The aim of the PRIME project is to provide privacy-enhancing identity man-
agement tools for individuals. PRIME empowers the user by offering them
more extensive (user) control over their personal data. The PRIME toolbox
offers support for creating, using and keeping track of multiple digital iden-
tities and the (certified) attributes associated with them. It allows (certified)
attributes to be transferred between entities, such as user and service provider,
or between service providers. It also extends the user’s control over attributes
disclosed to remote entities. The PRIME vision is based on the principle of
data minimisation, i.e., disclosing and processing personal data only to the
extent necessary. To limit the transfer of personal data for authentication pur-
poses, claims and credentials are used to establish trustworthy relationships.
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Where necessary, for instance for certifying certain user attributes, PRIME
makes use of privacy-enhancing public key infrastructures and trusted third
parties. The integrity of claims in PRIME enabled communication is guaran-
teed by cryptographic techniques. Each party in the interaction makes use of
PRIME Middleware. The individual users additionally use the PRIME Con-
sole to manage their personal data. User applications (such as web browsers)
may delegate identity management tasks to the PRIME Console and PRIME
Middleware. The trustworthiness of the PRIME components should be max-
imised by technical means (e.g., cryptographic techniques) and non technical
means (e.g., certification and assurance). We will now explore Alice’s ventures
in the online wine business by going through six phases to illustrate online
transactions from before entering the internet to becoming a frequent shopper
and beyond.

Fig. 1.2 PRIME’s high level architecture

1.3.1 Phase 1: Buyer Beware

Transactions require a certain level of mutual trust between transaction part-
ners. Each party has to be confident that the other will perform their con-
tractual obligations, will not abuse one’s vulnerabilities, and that there are
options for redress in case of breaches. In the offline world this confidence
stems from factors such as the respect commanded by the brick and mortar
that houses (commercial and governmental) institutions and from honourable
social institutions such as the legal system that acts as a safety net in case of
conflicts.

In the online world tangible signs of trustworthiness are absent to a large
extent and therefore we have to rely on other signals for trustworthiness. It is
relatively easy to create websites that resemble genuine ones. This method is
therefore frequently employed by criminals for all kinds of fraud (including ID



1.3 PRIME Enabled Shopping 9

theft and phishing attacks). Although people may believe a certain website to
be genuine, a reliable level of trustworthiness cannot be established. Assurance
that a service provider is genuine and complies to regulations and policies
can be provided by third parties (trust assurance), however, some users have
difficulties in understanding the scope and value of these trust marks.

In addition, the communication channel needs to be trustworthy because
communication can be intercepted, manipulated and suppressed. User pro-
vided data, such as credit card data can, when in the hands of the wrong
people, have serious implications for the user. Integrity and confidentiality of
both communication and data are therefore important requirements for on-
line interactions. The users should substantially be able to trust the entire
chain of entities involved in providing a service to be secure against intrud-
ers, eavesdroppers, etc - or better: not even need to rely on trust but stay
in control. This calls for technical measures, such as, encrypted and properly
authenticated communication.

Additionally non-technical measures can increase user confidence that
their interactions are safe. Transparency, i.e., providing clearly understand-
able information to the user on the data processing, is an example. Online pro-
cesses — like shopping or simply gathering information — are currently rarely
transparent and many users do not feel comfortable because of the technology
involved in the interaction. Prospective customers often even have to guess or
do not understand what the shopping process will look like when engaging in
itH Improving the transparency of the processes and making clear why per-
sonal data are being collected and what happens with the data makes users
feel more comfortable in online interactions and helps to build their trust.

Based on her sister’s recommendation, Alice decides that it may be worth-
while looking for wine at the CyberWinery. The store implements a number
of measures that reassure Alice of its trustworthiness. CyberWinery’s home
page shows a trust mark she is familiar with and that she considers trustwor-
thy. The shop also turns out to be PRIME enabled, which means that she
knows how the communication will work because it is well documented and
she has experience with it. For the shop having a PRIME enabled customer
means that it is able to check the validity of certain credentials provided by
this customer by means of trusted third parties (seec Phase 3).

1.3.2 Phase 2: Pre-sales — Starting from Maximum Privacy

Alice’s online interest in white wine does not appear to be particularly private
or sensitive, when compared with her visits to health insurance websites or
medical websites that might reveal information she wants to keep private.
However, incorrect and damaging inferences may be drawn from Alice’s wine
interest when disclosed at the wrong place at the wrong time. Her search for

3 Despite legal requirements (e.g., the e-Commerce Directive 2000/31/EC), many
online shops still do not offer clear documentation of the shopping procedures.
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wine during working hours may reflect a drinking habit, even though it just
happens to be that she is organising a cocktail party for a colleague. Alice is
sensitive about disclosing data that may lead to the wrong conclusions, about
leaving online trails about her online transactions and she may even be worried
about identity fraud due to recent newspaper reports. She guards her private
sphere and wants to remain as unobserved as possible. She adheres to the data
minimisation principle and starts her online journeys from maximum privacy,
choosing to disclose more personal details with her consent and according to
the her own preferences.

Alice studies the company’s general privacy policy. The shop has imple-
mented the Article 29 Working Party’s recommendation of layered policies
[Art04]. The shop’s home page shows the simple and short outline of the pri-
vacy policy and offers a click through to more detailed explanations of the
company’s policies. The privacy policy states CyberWinery’s intentions re-
garding the protection of personal data. It assures the user that the data
obtained by the store during browsing, purchasing and later on for delivery
(see Phase 3) will be handled as stated in the policy and will only be made
available on a need to know basis. Alice is assured for now that the shop
meets some basic requirement (see justifiable parties). The policy also states
that the shop will allow her to opt out of their direct marketing programme
at all times if she cares to join it. It also explains that her IP address is only
recorded for statistical purposes, but not for profiling her behaviour.

IP addresses warrant caution because they are in many cases identifying
data, albeit not very reliablyH They are like breadcrumbs left behind as a
trail of the user facilitating linking her behaviour from one site to another.
Due to the inadequacy of IP addresses as identifying data, they are sources of
false conclusions about internet users. The principle of data minimisation can
be applied to IP addresses as well. The shop should refrain from storing them
unless there are legitimate reasons to store them. Alice can use an anonymising
service, such as TOR or AN.ON, to hide her IP address from the webshop.
This would reduce her concerns about leaving IP breadcrumbs. The PRIME
Middleware provides interfaces to such anonymising services which makes it
easier for the user to use these services.

1.3.3 Phase 3: Ordering — Informed Consent and Purpose
Limitation

Autonomy as a central concept implies that individuals should make their
own choices and only be bound to contracts they knowingly and voluntarily
enter into[d As there usually is an asymmetry in both power and information

4 TP addresses may be shared by multiple users, e.g., multiple PCs behind a firewall,
cybercafes, dynamic IP addresses distributed by ISPs.

5 Of course individuals also have legal obligations vested by the State they may
not subscribe to voluntarily or enthusiastically, but even here they can voice their
choices in elections.
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to the detriment of the individual, it is reasonable to protect the individual
in their relation with enterprises and governments. To this purpose regulation
obliges service providers to state who they are and what their terms and con-
ditions are, and what the effects of contracts they enter into are. This allows
individuals to make informed choices and also provides them with information
they need if they seek redress in case of contractual breaches, problems, and
so forth[d The information requirements also apply to the collection and use
of personal data because this affects the individual’s privacy.

When Alice decides to purchase a box of white wines she must disclose
some personal data in order to complete the purchase order. To determine
which data are reasonable to disclose, she has to dig deeper in the shop’s gen-
eral privacy policy requiring serious effort. She has to consider the information
the shop is obliged to provide about the purpose of data collection, the dura-
tion the data are kept, etc. On the basis of this information, she may decide
that, in her opinion, certain data is excessive and she may decide to proceed,
not to proceed, or provide false data. Assessing privacy policies is not easy in
current environments. Many general privacy policies state the website’s policy
in lengthy difficult language that appears to show that the website really has
considered all the intricacies of online transactions rather than providing the
customer with relevant information. They are generally not written with the
average user in mind. Although the statement “we will share your data with
our business partners” in itself is clear, its scope is not. There is often clearly
room for improvement.

Consent is understood by many service providers as a necessary require-
ment for entering into contracts, and for being allowed to collect and use
personal data. It is usually implemented, if at all, by means of an “I agree”
button. The user has no choice but to accept the privacy conditions set by
the service provider if she wants to enter into a contract.

PRIME replaces the ‘take it or leave it’ approach to privacy policies by
a system of policy negotiation. Both parties can express different kinds of
policies relating to authorisations, data handling and preferences. The user is
assisted (see human measure) by the PRIME Console which helps in setting
personal preferences and requirements, in converting preferences from machine
readable form to human readable form and vice versa, and in automatically
negotiating the user’s preferences with the other party. It supports the notion
of user roles that allow the user to define policy sets (and their associated
personal data) for various frequent uses. The PRIME Console therefore allows
the user to delegate reaching a policy agreement to a digital assistant for
common interactions and assists the user in more complex interactions.

Alice, for instance, has a preference to reduce the chances of receiving
unsolicited email. Therefore she wants to receive order confirmation through

5 The enterprise, on the other hand, also wants to have certainty that the customer
meets her obligations, such as payment for the goods or services, either directly
or through a trusted third party.
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a temporary, ‘disposable’ mail address that retains mail only for one hour.
Furthermore, she does not want to receive newsletters, unless the shop offers
some kind of incentive after her initial refusal, in which case the PRIME
Console has to consult her. She also does not want to have her data distributed
to business affiliates.

When the user enters a PRIME enabled website, she can activate the
PRIME Console to take over all interactions relating to privacy policies or
personal data. User applications may delegate identity management to the
PRIME Console which then replaces the traditional webforms by a unified
interface to the user’s identity management system.

The PRIME Console keeps track of personal data relating to the user, her
(negotiated) policies and service customisations, as well as of data disclosure
to PRIME enabled services. The Console therefore keeps track of the history
of the user’s interactions. It can also poll services to provide information about
the use of the data (and further disclosure to other parties) by this service
provider, as well as the state of policy enforcement because the policies are
associated with the data (sticky policies). This allows the user to maintain
control over her own data and exercise her statutory rightsE to be informed
about the data controller’s use of her data in a more effective way.

Data minimisation is furthermore facilitated by support for pseudonyms.
In fact, anonymous, or pseudonymous interactions are the default within
PRIME. In many cases a handle to the user (or pseudonym) known by both
parties is sufficient for the interaction and for possible follow-up interac-
tions. For instance returning customers can be recognised on the basis of
the user’s pseudonym, and also tailoring services to her needs and preferences
is possible on the basis of a pseudonym. PRIME supports different forms of
pseudonyms with different characteristics with respect to linkability between
the pseudonyms.

Using pseudonyms instead of civil identities in transactions makes it more
difficult to validate claims or attributesH Yet, claims play an important role
in minimising data disclosure because often it is not the identity of the user
that matters but rather some attribute. For instance, the fact that Alice
is over 16 years of age allows her to purchase alcohol, not the fact that she is
called Alice. The fact that she can make the warranted claim that payment is
assured, such as providing valid, non-revoked, credit card details, should be
sufficient reason for CyberWinery to authorise shipment for a box of wine.

Claims in the real world can be certified by third parties. The State, for
instance, offer certificates that a certain individual has a certain date of birth
and lives at a certain address (passport, ID card, or driver’s license). Online
certifiers can, by means of cryptographic techniques (security tokens), vouch

" As laid out in for instance the Data Protection Directive 95/46/EC.

8 If I know your name, I can try to get data about you through all sorts of chan-
nels, which is much more difficult if I only know you by transaction pseudonym
ghT57897.
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for certain claims in a secure manner that cannot be tampered with. PRIME
offers extensive support for certified claims as well as for the creation of pri-
vate credentials. Private credentials (or certificates) allow for releasing partial
information contained in a master certificate, for example, that one is over 18
using the birth date attribute. In addition, it is possible, to provide encryp-
tions of attributes of private certificates in the claim together with a proof
that the encryptions actually contain the third-party-endorsed attribute val-
ues and not any values put there by the claimant. Alice uses such a private
certificate to prove that she is over 18.

What data Alice discloses when ordering her box of white wine depends
on her preferences. She may want to reveal her real identity to CyberWinery,
but she can also opt for a pseudonym. In the latter case the remainder of
the shopping process will be slightly more complex than in the traditional
setting where providing name, address and credit card data are sufficient to
complete the transaction. If the winery makes use of a delivery service there
is no need for them to have her address for the purpose of delivery. Alice can
provide CyberWinery with a security token that points to her account with the
delivery service. Alternatively, she could send an encrypted token including
her address to CyberWinery while only providing the delivery service with
the decryption key to her address.

1.3.4 Phase 4: After-Sales and Delivery — Retaining Control:
Policy Enforcement

Some time after Alice placed her order she is not only curious to know when to
expect her purchase, but she is equally eager to know what data CyberWin-
ery actually stored about her. She even had second thoughts about the shop
having information about her at all. However, because the PRIME Console
created a transaction pseudonym for her, she has trouble remembering which
pseudonym was used for the transaction.

This shows two core problems of (data protection in) the online world. The
first is that (privacy savvy) netizens will accumulate many digital personae.
They use avatars in online games and virtual realities, pseudonyms for other
kinds of interactions and finally their civil identity for certain business. Unless
there is a way to keep track of what each of these partial identities has done
online, privacy protection is difficult in practice. The second problem is the
lack of control on information once it has been released. Unlike goods, data
cannot be reclaimed without the possibility that a copy is left behind in several
possible places. This makes erasing traces hard, unless technology is brought
to bear.

PRIME supports the user in staying in control of her partial identities,
also after data disclosure. It offers support for managing the (possibly) mul-
tiple pseudonyms that make up a partial identity and the revealed (certified)
attributes of the user under these pseudonyms. It provides the user with three
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central means to accomplish this: tracking one’s data trail, support for rights
enforcement and policy enforcement.

The PRIME Console’s DataTrack function maintains a database of the
personal data disclosed by the user. It provides a comprehensive overview
of what personal data the user has released to whom, under which partial
identity (pseudonym), when, and for what purpose (i.e., under what policy).
The DataTrack therefore is an essential tool to keep track of one’s digital
personae.

The DataTrack also assists the user in enforcing her rights under the Data
Protection Directive, for instance the right to get information about the data
the service provider has about her, the right to correction and erasure. This
functionality requires the implementation of PRIME Middleware at the user’s
side and the server’s side. In cases of non-PRIME compliant service providers,
the DataTrack will provide the user with hints on how to correctly enforce
her rights using legal means.

The most powerful function of the PRIME concept is the technical en-
forcement of agreed policies on the service’s side when equipped with PRIME
enabled Middleware. The machine-readable part of the sticky policies can be
processed automatically by the PRIME server Middleware. The system will
detect the fulfilment of certain conditions that warrant action on the user’s
data. For instance, it may detect certain purposes of data collection having
been fulfilled, e.g., the order was shipped and hence retaining the shipping
address is no longer necessary. In line with the principle of data minimisation
it will then be deleted. Or, if the user allows the service provider to store her
home address for six months for personal offers, the expiry date is attached
to the address. The server side PRIME Middleware will then automatically
delete the home address at the due date.

Ideally, the user’s increased control over the data disclosure should lead to
the disclosure of less personal data, but better quality data. As a side effect,
certainty over policy enforcement may increase the chances of the data being
accurately provided instead of being fabricated. This not only is beneficial for
the user, but also for the service provider. Automated policy enforcement is
also advantageous for service providers because it facilitates compliance with
internal policies as well as legal regulations.

1.3.5 Phase 5: Customer Relationship — Building the
Relationship

The quality of the CyberWinery’s dry white wine appeals to Alice’s taste
and she returns to the shop to try out some of their red wines. She becomes a
returning customer and before she realises it, she is a frequent customer (being
the one with a big house, she hosts many family parties). Alicia’s expertise
as a wine buff turns out to be limited to white wine, so Alice decides that
she may need the shop’s recommendations on red and sparkling wines. She
might also be interested in getting recommendations based on her previous
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purchases, similar to recommendations given at Amazon when accessing the
site as a frequent customer. Both CyberWinery and Alice may benefit from
this. Provided that Alice consented to such a service, CyberWinery could
provide it. The PRIME Console facilitates the means to opt-in and opt-out
of such a recommendation service at will.

She may do so if she is concerned about the store’s ability to build detailed
profiles about her, or even combine their data with those of other service
providers to create a comprehensive picture of their customers’ tastes, budgets
and more. Although CyberWinery’s recommendations may benefit from such
detailed profiles, Alice wants to remain in control.

This desire to benefit from the advice provided by a service provider who is
familiar with one’s personal history on the one hand, and to remain relatively
unknown on the other, leads to identity management issues. PRIME can help
to address these. PRIME allows for a reduction of linkability of personal data
if the user adopts different kinds of pseudonyms during the interactions. Alice
can enter the store and identify herself with a role-relationship pseudonym for
browsing and choosing items at CyberWinery that allows the shop to build a
‘shopping’ history for this pseudonym that is unlinkable to her real identity.
Only when she decides to order, she switches to a transaction pseudonym
that is only maintained for this specific transaction and is unlinkable to her
role-relationship pseudonym. CyberWinery will retain the data associated to
Alice’s role-relationship pseudonym for further interactions. This does require
a certain infrastructure to be in place that allows for a seamless identity switch
at Alice’s end — items placed in her shopping basket while browsing under her
role-relationship pseudonym should be transferred to the real shopping basket
she uses when checking out under her transaction pseudonym. The PRIME
Middleware allows for this. CyberWinery also has to be trustworthy not to
associate the two pseudonyms behind the screens.

There are other concerns during online interactions. What about Eve the
notorious eavesdropper? Alice does not have to worry much about people
acquiring her personal through interception of her communication because
her personal data will be communicated using keys from the service provider
and herself unavailable to Eve (public key encryption). Alice will also have
some protection against ‘man in the middle attacks’, such as spoofed websites,
because the PRIME Middleware will help her detect whether the site she visits
is false, and again her personal data will be communicated using keys from
the genuine site and herself.

1.3.6 Phase 6: Beyond Being a Connoisseur — Alice’s Other
Identities

It appears Alice has found a new hobby. She begins to like good food, good
wine and matching company. She also appears to have a good nose and match-
ing taste. She quickly gains a reputation as a connoisseur which also becomes
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apparent in online communities. In one of them, iConnoisseur, she gains a rep-
utation of being a real expert under her pseudonym Malbecky. iConnoisseur’s
reputation system is based on the member’s rating of the amount and quality
of others’ contributions. Alice receives 6 out of 10 corks in a whim. When she
joins CyberWinery’s forum, she learns that the quality of discussion is much
lower here and she decides to contribute to improve the forum of her favorite
webshop. However, as a newcomer she has trouble being heard. If only she
could bring in her reputation.

This anecdote illustrates a common problem in the online world. Netizens
build up reputations such as financial creditability, but also valuations and
ratings by peers, such as iConnoisseur ‘corks’ are common. Transferring rep-
utations from one context to the next, without linkability of the underlying
partial identities is a feature that will prove valuable in online interactions.

PRIME can handle this kind of reputation transfer because reputations can
be transferred into (anonymous) credentials. iConnoisseur can provide Alice
with a credential that she can present at CyberWinery’s forum. CyberWinery
can check the validity of the credential, without being able to establish a link
to Alice’s pseudonym in the iConnoisseur site.

Now that Alice has become a real connoisseur, she starts thinking about a
career shift. She visits many vineyards in Spain, Italy, and France. She notices
the steep price differences between CyberWinery and local vineyards and sees
a business opportunity. She and her bookkeeping genius of a sister Alicia set
up a small online wine shop which implements the PRIME Middleware to
honour their customers’ privacy.

Their shop, MerchantSisters, flourishes, but one of their customers, iden-
tified as Bobl13, plays a trick on them. He (or she) does not pay for a large
shipment after a number of successful transactions. The sisters want to claim
payment but need a way to address Bob13 who does not respond to mail sent
to the email address he provided.

PRIME allows for several new business mechanisms for privacy-enhanced
services. The classical approach would be to use a payment system that adopts
the first line responsibility for paying the service provider, which is how current
services like credit cards deal with the issue. The problem introduced by Bob13
would not have occurred in this situation, or would have been put on the plate
of the credit card company.

But with PRIME and its use of credentials and pseudonyms other ap-
proaches become feasible. Anonymity and pseudonymity have their limits. As
users and service providers should be accountable for their actions when they
breach their contractual or legal obligations, also when they are surfing the
web. Users can use pseudonyms and credentials to minimise data disclosure
as long as there are mechanisms to reveal their civil identity when warranted,
and understrict conditions. One of these conditions would be the use of a
trusted third party that is contractually bound to reveal the civil identity
of the user under certain circumstances (i.e., breach of contract between the
MerchantSisters and Bob13 in our case).
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Another approach would go even further and have the trusted third party
act as a court of arbitration. The contract between the MerchantSisters and
Bob13 could contain a clause subjecting both parties to the rulings of this
court. In many cases, alternative dispute resolution can work cheaper and
faster than regular courts - also effectively lowering the threshold for mak-
ing sustained claims. Involving the trusted third party as an intermediary
preserves Bobl3’s privacy if the claims of the MerchantSisters prove to be
unsubstantiated.

1.4 The Bigger Picture

The preceding pages have illustrated some of the (privacy) issues that indi-
viduals and businesses encounter in online interactions and the ways in which
PRIME can offer privacy-enhancing solutions to these problems. The scenario
introduced a limited application domain, online shopping. The PRIME con-
cepts can also be used in other application domains, and also in other forms
of communication. Here are some examples.

The adoption of mobile phones and other mobile communication equip-
ment is enormous. Because the location of these devices can be determined by
telecommunications providers, this opens the way to a plethora of Location
Based Services (LBS). One of these developments involves pull services. Here,
the user initiates a location determination which is then used to provide a
location based service, such as pointing out the nearest train station or phar-
macy. Push services are also possible. Here the service is activated without
the individual’s intervention. The location of the device triggers services the
user subscribes to. For example a service could inform the user that one of
their friends is nearby. These scenario’s are likely to involve multiple service
providers: the telecom infrastructure provider, content service providers and
telecom providers. It may be undesirable for these different providers to have
access to the data generated by location based services. For instance, why
should the telecom provider, let alone the infrastructure provider, know that
Alice is looking for a pharmacy? PRIME technology can be used in LBS pro-
visioning to offer ways to keep these various service providers separate and
thereby maintain the unlinkability of the user’s personal data. This scenario
is the basis of one of the PRIME application prototypes.

Another important area where PRIME concepts can be of service is in
citizen government interactions. Current eGovernment services and identity
management infrastructures are not exactly ideal from a privacy perspec-
tive. Adoption of PRIME technology in eGovernment would open ways for
pseudonymous interactions while also allowing identified interaction, when re-
quired. This use runs parallel to Alice’s shopping scenario. The added bonus
is that the government can serve as a credential provider which would leverage
privacy-enhancing technology from beyond eGovernment use to private sector
use because there is a clear need for certified credentials here as well.
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A third area where privacy issues can be tackled by PRIME technology
are social networks. Profile sites, self-help discussion forums, and even virtual
communities such as SecondLife are environments where the users are very
open about their interests, attitudes, concerns and behaviour. Though this is
not without problems. The mechanisms controlling access to personal data
are coarse in most cases. For instance, friends, and friends of friends, can
have access to your profile data. It becomes increasingly clear that elaborate
schemes are necessary to curb the spread of personal data, for instance by
distinguishing types of stakeholders: friends, colleagues, sporting mates, etc.
PRIME concepts can help here to define circles of users, decide who gets access
to what data, offer encrypted data to be unencrypted only by authorised
‘friends’, and allows the user to see who had access to what data.

1.4.1 Concepts and Human-Computer Interaction

The preceding sections have illustrated some of the PRIME conceptsﬁ and
some possible uses. Introducing and adopting privacy-enhancing identity man-
agement not only makes online life possibly easier, for instance by enabling
portable identities, it also means that individuals and businesses have to adopt
different kinds of concepts and modes of operation. Data minimisation also
means a change of attitude and culture. But beside this, relatively novel con-
cepts such as roles, use contexts, credentials, and certificates are required.
Although most people (implicitly) use the concept of social roles, for instance
Alice is Alicia’s sister, entrepreneur, tennis player, and possibly also mother,
this use of role concepts to delineate access to personal data will be new to
them. Yet these kinds of concepts are prerequisites for more elaborate privacy-
enhancing identity management systems.

Privacy-enhancing identity management is not mature but a field in flux
and it is still in the research phase. This means that, although the underlying
technical mechanisms are relatively clear, the translation of these to concepts
understandable for the normal user are not yet completed. In this respect,
the user interface to the identity management system plays an important role
because it is the user’s instrument and shields the user from the technical
intricacies. Much work in this field remains to be done on the level of re-
quirements, the conceptual level, and in designing concrete interfaces. Some
approaches in this field are also shown in the PRIME project.

1.4.2 Public Awareness

Privacy issues abound, and to some extent solutions are also present. Yet the
adoption of privacy-enhancing solutions by businesses and individuals has so
far lagged behind what may be necessary to bring the Internet to full fruition.

9 More detailed (technical) information can be found in the PRIME Architecture
V2 and PRIME Framework V2 documents.



1.4 The Bigger Picture 19

This is partly due to a lack of awareness among the general public of the risks
involved in the unbounded disclosure of personal data. Reports in the popular
press about privacy incidents involving personal data leaks from enterprise
and government databases, about profiling and mining an individual’s past
on profile sites by human resource departments and reports about ID theft
surface more frequently. This may slowly increase the public’s awareness that
to be more careful with their personal data than they think. The PRIME
project sees it as one of its tasks to raise public awareness with respect to
privacy issues in a more systematic way. This book, white papers, but also
general public tutorials and promotional videos are part of this work package.

1.4.3 Economics

Businesses are utilizing data, in particular personal data, and so personal data
routinely for daily operations, and as means of customising services, e.g., to
employees and customers. Some of these information-processing practices are
coming under increasing scrutiny leading to a call for better privacy manage-
ment in organisations. Some processes may even become impossible to execute
because of limitations imposed by privacy regulations and policies. In defini-
tional terms a business process is a structured, measured set of activities de-
signed to produce a specified output for a particular (internal or external)
customer or market. The central question that concerns PRIME is how
business processes are impacted by personal data, and how they can be
reengineered to improve their privacy management. Realizing an adequate
level of data protection requires the implementation of a set of organiza-
tional /procedural, e.g., segregation of duties and data handling procedures
and technical measures. The latter are usually described as ‘Privacy Enhanc-
ing Technologies’ (PETSs).

For the implementation of PETs solutions and PRIME in general, a in-
creased level of maturity of the organization is often required. It is highly
unlikely that an immature organization will implement PETSs, let alone that
these organizations have any awareness of privacy protection. For privacy in
particular we believe that there are two levels: the level where privacy is at
best an ad hoc process, with local patches to solve local privacy problems;
and the level where privacy is subject to a focused company policy.

The benefits offered by PETs can be quantitative or qualitative. If the
application of PET leads to a reduction in costs or increase in revenues (e.g
through a bigger market share), then the benefits can be measured and, there-
fore, are quantitative. Qualitative benefits are tricky to measure and hard to
express in monetary terms; however, they can surpass the quantitative bene-
fits. One example is the positive image generated by the application of PETSs.

Costs of PETs vary with the selected PETs option. For example if the
option is data anonymization the emphasis lies on the one-off investments
and less on the structural costs. When data are separated, different domains
are created, the data model usually has to be modified, and there is more
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often a need for customization to implement the PET option. Encryption, for
instance, is often cheaper than the application of biometrics with PKI.

1.4.4 Reaching Out

Finally, in order for privacy-enhancing identity management to be adopted on
a large scale not only requires that individuals take notice of the technology.
But it also requires service providers to implement the necessary software.
Businesses and governments will only do so if they see an advantage for doing
this. PRIME investigates and reports on business opportunities, costs and
benefits in order to show the viability of adopting privacy-enhancing identity
management. It allows businesses and governments, for instance, to comply
with data protection legislation more easily. It may also reduce their liability
because storing less personal data means less vulnerability to attacks by ID
thieves. Not asking for excessive data and offering ways for pseudonymous
transactions may also increase the quality of the data they have about their
customers.

Another prerequisite for large scale adoption is interoperability. PRIME,
or for that matter any identity management system, stands no chance unless it
allows interoperability with existing back-end applications and other identity
management systems. This calls for standardisation. The PRIME project is
therefore actively involved with standardisation bodies, such as W3C and the
relevant ISO/IEC Working Groups.

1.5 Requirements for Identity Management Systems

At the start of the PRIME project in 2004, the following principles were
adopted as guidelines for the design and implementation of privacy-enhancing
identity management solutions:

Design must start from maximum privacy;

Explicit privacy governs system usage;

Privacy rules must be enforced, not just stated;
Privacy enforcement must be trustworthy;

Users need easy and intuitive abstractions of privacy;
Privacy needs an integrated approach; and

Privacy must be integrated with applications.

The PRIME project continues to adhere to these principles. In the PRIME
white papers we have approached requirements for privacy-enhancing identity
management from a slightly different angle and have combined the PRIME
principles with requirements brought forward by other initiatives. This has
resulted in the following list of requirements:
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User control and consent. In order to maintain the individuals’ trust in
the information society and guarantee their freedom of choice (autonomy),
users should be able to control which personal data are given to whom
and for what purpose. Exercising control requires informed and uncoerced
consent for specific uses, which may be revoked at a later date, by the
individual.

Justifiable parties. Personal data should only be accessible to entities with
a legitimate interest in the data, e.g., by consent of the individual, by
legal obligation or for other legitimate purposes. Service providers should
implement technical measures to enforce this requirement, especially with
respect to the use of personal data by third parties (for secondary uses).
This requirement also implies that the user should be able to check the
authenticity of the data requester.

Data minimisation. Personal data disclosure should be limited to ade-
quate, relevant and non-excessive data. Implied in this requirement is
that data needs to be provided on a need-to-know basis and stored on a
need-to-retain basis. This requires the requester to specify the purposes
of collection, processing and storing of the data. Data should be deleted
at the requester’s end as son as the specified purposes of data collection
are met.

Policies and policy enforcement. Users should be able to express their
privacy policies and preferences and negotiate the terms of data disclo-
sure with service providers. The agreed upon policies should be strongly
enforced by the identity management systems on both sides of the trans-
action.

Human measure. The user should be able to understand how she can ex-
ercise control over her personal data. Communication should therefore be
in plain language using understandable concepts. ‘Thingification’ should
be used for necessary but complex notions, such as roles, rights and obli-
gations (e.g., using business cards to represent data related to a role).
Human-machine communication within and between contexts should be
unambiguous offering situational normality and predictability. The inter-
face should help to protect the user against identity attacks.

Multiple identities and accountability. The user should be able to use a
range of identifiers with varying degrees of observability and linkability.
This means users must have a choice to operate anonymously, pseudony-
mously or known. Users should also be able to use identities provided
by public bodies or enterprises, as well as ones created by themselves,
to be able to provide certainty about their identity to other entities and
therefore promote accountability when required.
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Setting the Stage
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Overview and Introduction Part II
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Tilburg University

2.1 Introduction

The internet reached the general public in the early 1990s. Since then it has
changed dramatically. In its early days it was primarily an information source
where its novel users could marvel about what new ways of information dis-
semination, such as Gopher and later the World Wide Web had to offer.
People also communicated. For instance by means of email, which typically
involves communication between people who already know each other or are
aware of each other’s email address. Other types of communication involved
Newsgroups, bulletin boards and IRC channels where its participants did not
have to know each other in advance.

Gradually, the internet changed into an infrastructure where everyone par-
ticipates and where two way interaction for many is everyday practice. This
change has brought one of the design omissions of the internet to light. The
internet was not fitted with an identity management layer or mechanism. The
internet does have an ID infrastructure, but this is based on identifying ma-
chines, not humans [] The effects of this lack of a proper ID infrastructure are
becoming more prominent every day. It turns out that on the one hand we
need mechanisms to identify or at least recognize (returning) people online
more often than in the offline world, yet on the other hand there is also a need
not to be identified or recognized online. This evidently creates tensions that
need to be resolved.

In the physical world most people can go about relatively anonymously and
unobserved. The local bakery in my small community may know its customers,

! One can even question whether the ID infrastructure identifies machines properly,
given the ease by which phishing and spoofing can be set up.

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 27 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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but this is already no longer the case on a slightly larger scale. Initially, the in-
ternet seemed to offer its users the same or an even greater sense of anonymity
than real life. Steiner’s (1993) now famous cartoon in the New Yorker, de-
picting a dog at a computer screen remarking to another dog that “On the
Internet no one knows you'’re a dog”, aptly reflects this idea. Some 15 years
later, we know better, but the signs where already there in 2000 when Tom
Toles, the cartoonist for the Buffalo News, revisits the dog scene. Following
Steiner, he pictures two dogs marveling at this invention called ‘the internet’
in front of a computer screen. One of Toles’ dogs, reminiscent of Steiner’s
clever dog, remarks to the other, “The best thing about the internet is, they
don’t know you're a dog.” Anonymity is apparently not only a feature of this
novel network, but indeed, the feature from his (or is it her?) perspective.
The second part of the cartoon clearly shows the dog’s ignorance regarding
the internet’s true nature. It shows the two dogs watching the screen which
painfully faults the protagonist’s belief by displaying “You're a four-year-old
German Shepherd-Schnauzer mix, likes to shop for rawhide chews, 213 visits
to the Lassie website, chatroom conversation 8-29-99 said third Lassie was
the hottest, downloaded photos of third Lassie 10-12-99, e-mailed them to
five other dogs whose identities are ....”.

I am certainly not the first to use the two cartoons to illustrate anonymity
and privacy (or the lack thereof) and the internet (e.g., [And05, GKMO07]).
Yet, I want to draw the reader’s attention to some aspects of Toles’ cartoon
that are not entirely apparent on first inspection. Toles’ cartoon appears to
show that not anonymity, but a state of being known, is the current norm on
the internet. We are moving in that direction, although Toles exaggerated —
our online behaviour is not that transparent —, it certainly was not in 2000.

Next to this first obvious observation, the cartoon also shows us the other
relevant characteristics of the internet. For instance, the protagonist is not
addressed by name. Whoever or whatever is responsible for displaying the in-
formation on the computer screen apparently has detailed information about
the dog’s features and even behaviour but, judging from the message, does
not know or display the dog’s name. This is interesting, because names are
common identifiers and knowing someone’s name is associated with knowing
the person. The image forcefully shows that names are sometimes unnecessary
in characterising or identifying individuals. By revealing intimate details, the
sender conveys that he knows the subject and we as readers recognise that
the intimate details identify the dog, even though we don’t know the dog;
the subject’s name is irrelevant. The image thus hints at a salient feature of
modern profiling. Not so much traditional identifiers, names and addresses,
matter, but rather, the capability to recognise a particular individual and be-
ing able to associate the (inferred) features and behaviour that are represented
in profiles to this identifiable individual.

A second implicit message in the cartoon is a reference to how these pro-
files come about. The dogs are taken by surprise. The protagonist assumes
that (s)he can go about anonymously on the internet, but the opposite is
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the case. The collection of (intimate) information that was displayed on the
screen occurred without the subject’s awareness and, as we may assume, their
consent. The collection of personal data online is conducted in an opaque and
unobtrusive fashion, yet its results are striking; the observer really ‘knows’ the
cartoon’s protagonist. This again hints at profiling. Search engine providers,
web publishers and Internet Service Providers (ISPs) alike collect the data
traces that are left by internet users during their daily affairs online. These
traces are stored, combined, exchanged and accumulated into potentially de-
tailed profiles of these individuals. Beyond an abstract awareness that this
happens, most users have no idea what specific data is collected by whom and
for what purpose.

A third message in the picture is that we should mind that these pro-
files exist. This message is less explicit. Steiner’s dogs celebrated the freedom
and emancipation that are offered by the internet. Toles’ joke hinged on the
realisation that the inverse is the case; the internet, in a sense, curbs the indi-
vidual. The individual’s identity is known and they are being observed. This
affects their freedom to act and, therefore, the picture shows a state of affairs
that should make us think about its desirability.

The PRIME project has taken up this challenge, and so have others. The
need for online identity management is acknowledged by both enterprises/
governments and customers/citizens. In recent years a plethora of identity man-
agement initiatives has surfaced. Each of these initiatives aims to resolve par-
ticular issues. Some focus on improving access control for enterprises and aim
at implementing large scale enterprise centric solutions. Others, typically aim-
ing at end users, try to help the individual in keeping track of their usernames
and passwords. Most initiatives and projects resolve partial issues.

What is needed is a holistic approach to develop comprehensive solutions
that technically enforce strong privacy, are based on the European regulatory
and legal framework, and are socially acceptable and desirable, economically
exploitable, intuitive and user-friendly, deployable by applications. Part II of
the PRIME book discusses these issues in more detail and derives a set of
requirements that provide the foundation for the PRIME technology.

2.2 An Approach from Three Perspectives

Individuals engage in different social and economic relations online. How they
present themselves is partly determined by themselves and how they want
the world to see them, and partly determined by others who ‘demand’ to see
certain aspects of the individual. What information is provided in the various
different relations is diverse. In practice, the result of all these interactions
is that each individual explicitly of implicitly creates many online partial
identities or digital personae ([Cla94]) over time. People want and need to be
able to keep these different personae confined to their specific contexts (one
aspect of privacy). Identity management is therefore a social need and insight
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in the nature of this social need is required in order to understand what
functions for the individual should be supported by identity management
systems.

The social needs regarding privacy and identity management have found
their way into regulation, especially in Europe. The European legal frame-
work is based on a set of principles that convey the European privacy values.
Understanding these principles is important in making balanced decisions re-
garding the various interests at stake in the identity management landscape.
The legal framework also provides a set of legal requirements that have to be
taken into account in developing identity management solutions.

The third perspective that is required to properly understand the need
for privacy enhanced identity management is the business perspective. Iden-
tity management provides the interface between the individual and the en-
terprise/government. Understanding the company perspective is therefore a
prerequisite for identity management development.

2.3 Structure Part I1

This Part of the book starts with an overview of the identity management
landscape (Chapter B]). It introduces two different perspectives on identity
management, an enterprise view and an individual view. The enterprise view
concentrates on access control (Identification, Authentication and Autorisa-
tion) to resources that is usually implemented as a system of user accounts.
The individual perspective is based on the way individuals manage their iden-
tity in everyday life. Identity in this view relates to the way individuals present
themselves to others and how others view them. The chapter further discusses
Identity management developments from an enterprise perspective via identity
federation towards user-centric IdM. The chapter concludes with an overview
of developments that further complicate the identity landscape: web 2.0, the
Internet of Things.

Chapter @ discusses the need to incorporate privacy into identity man-
agement systems. It starts by discussing that there is an individual interest
in privacy protection online in general and in IdM more specifically. It then
moves on to argue that also from an organisational perspective, the domain of
enterprises and governments there are clear indicators that privacy needs to
play a more important role in IdM. The third level discussed in this chapter
is the societal level. Here it is argued that privacy is a common, public, and
collective value that benefits society as a whole. Europeans share a common
understanding that privacy matters even though we may disagree to what ex-
tent. This warrants treating privacy as a common good. Privacy also resembles
a public good such as clean air: we all benefit from its existence and when
it is constrained not only individuals but society as a whole will be harmed.
Privacy is also comparable to collective goods in the sense that guaranteeing
and enforcing privacy on the individual level does not really work.
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Chapter B discusses the existing legal framework regarding privacy and
data protection. The chapter starts by a brief introduction on the European
history of data protection regulation. Next it describes the core principles of
the EU data protection regulation and derives a set of concrete design re-
quirements from these principles. The chapter then focuses on some of the
issues regarding the applicability of the current legal framework in an evolv-
ing online world. The protection seemed adequate at the time the Directive
was written. The tide, however, seems to shift. The development of new tech-
nologies and new services create new challenges with respect to privacy and
data protection.

Chapter [6 handles the common legal-social requirements for privacy-
enhanced identity management systems. It starts with discussing the impor-
tance of audience segregation in Identity Management, and its direct link
with privacy. Audience segregation is then further elaborated in the guise
of user control. User control is decomposed into a set of requirements that
capture legal and sociological/psychological needs. The chapter is concluded
by discussing a number of adoption requirements that should guarantee user
adoption of privacy-enhanced identity management developed along the lines
of the previous requirements.

Chapter [ focuses on the business perspective of identity management.
The basic question explored concerns economic motivations for an organiza-
tion to invest in privacy and identity management. The analysis starts with
a discussion of technology adoption processes. Next a maturity model regard-
ing identity management processes is described that suggests that we may
only expect enterprises that are sufficiently mature regarding their identity
management and that are sufficiently privacy aware to be able and willing to
implement advanced privacy-enhancing technologies. The chapter then dis-
cusses a cost/benefit analysis model for investments in PET implementation.
Privacy protection is currently seen as a negative cost driver in a cost/benefit
analysis. Finally a set of business requirements is introduced.
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3.1 Introduction

Many people will have an image of ‘who they are’ and how their identity is
established. Moreover, most individuals will probably relate the concept of
identity (and identity management) to their reputation as an individual, how
they define themselves, and how others look at them. In this view, identity
relates to the personal aspect of identity. However, the term identity is also
used in many other ways, for instance in the sense of cultural identity — what

makes an Englishman English? —, or in the sense of identity management
in IT systems. Because of this, a clear definition of ‘identity’ is difficult to
provide.

One of the developments that influences the notion and the use of the term
identity is the development and use of Information and Communication Tech-
nologies (ICTs). Especially the creation of the ‘online environment’ has added
complexity to the notion of identity. The online environment, for instance,
lacks a clear ID infrastructure. It was designed to identify the endpoints of
communication, which typically are devices (such as computers) that are, or
were, shared by multiple individuals. Important aspects of identification in the
offline world, such as the presence of the body as a means to recognize and
identify individuals is lacking online. Instead, internet-facilitated interaction
currently relies heavily on information that can be manipulated and that has
unclear status to identify and represent human beings and devices. Because
of this, several initiatives exist to improve online identity management (IdM).
All these initiatives operate in a rapidly evolving field with moving targets
and changing issues. Furthermore they need to deal with the diverse interests
of the various stakeholders.

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 33 2011.
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To put the PRIME project, its technology, and its vision in perspective,
this chapter will provide an introduction to the current landscape of online
identity and online identity management. We will discuss some of the meanings
of the term ‘identity’ and describe developments in the identity management
field which can be summarized as an evolution from enterprise centric towards
user centric solutions. We will conclude the chapter with some complicating
developments that illustrates issues to come that need to be incorporated
in any comprehensive identity management system. This chapter serves as a
foundation for the chapters to come. It does not, however, provide an extensive
overview of the philosophical and sociological aspects of identity.

3.2 The Concept of (Online) Identity

Identity is a dynamic and contextual concept. It has several dimensions. It
is, for instance, used to represent a person, but is also used to identify and
recognise such a person. Thus, identity is used both in descriptive terms and
process terms [WP205]. One can furthermore refer to identity as to who a per-
son ‘really is’ (sometimes called ‘ipse identity’), but also as to how a person
is characterised or represented by himself or by others (or ‘idem identity’).
There is thus a difference in the notion of identity from a philosophical point
of view (who someone really is) which regards identity as fluid and indeter-
minate, and the more ‘practical’ view on identity which relates to the static
representation of an individual in a certain context in the form of a set of
attributes related to this individual (see [WP205]).

When identity is considered in the context of online identity management,
we mainly deal with the static identity of an individual (represented in data)
and its composition and deployment throughout online contexts. In the online
environment, identity management primarily relates to the composition of an
identity out of ‘identity information’ that relates to an individual or another
entity that acts in this environment. In this sense, both human beings and
devices can have an online identity; historically, device identity preceded hu-
man identity in the online environment because the internet was developed
as a computer-to-computer infrastructure [Coy07, Cam05].

Both online and offline, individuals interact with people and organisations
in many different relations. All these relations concern the exchange of infor-
mation and/or attribute-value pairs. Different (kinds of) relationships involve
different parcels of information and therefore individuals present different im-
ages of themselves in different contexts. A single individual therefore consists
of different characterisations tied to the different contexts in which she oper-
ates. For example, the co-workers in a work-related context will characterise
an individual differently than the friends that interact with the same indi-
vidual in the context of friendship. The relevant attributes associated to an
individual are different in a working environment than in a social environ-
ment and individuals may also represent themselves differently throughout
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such contexts. As we will see later in more detail, this capability to keep the
different contexts separated, ‘audience segregation’ [Gof59], is an essential
characteristic of modern (western) societies which allows for different kinds of
social relationships to be established and maintained [Rac75].

In the online environment, the different manifestations of an individual
can be defined as partial identities, or ‘digital personae’ [Cla94], which are
constructed from the information people give, or ‘give off’ in a relation [Gof59].
The construction of a partial identity is not solely based on information that
is determined and controlled by the individual to whom an identity relates
(‘projected’ in Clarke’s terms). Others, the recipients, may construct their own
image of the individual by observing them or their behaviour as represented
in data and they may add information to an existing partial identity (which
leads to ‘imposed personae’ in Clarke’s terms). The information contained
in a partial (imposed) persona may not always be known to the individual
concerned.

Partial identities in the online world are thus determined both by infor-
mation known and unknown to the represented individual and this informa-
tion may be controllable or uncontrollable by the individual. Moreover, the
perception of a partial identity can be different between the individual to
whom an identity relates and the person or organisation that uses such an
identity [WP205].

Identity already used to be a complex concept for the offline environment,
but in the online world it is even a more ‘muddled thing’ [Cha06], because the
internet provides the possibility of disembodied use of identities (ie. without
the individual’s bodily presence) and facilitates the decontextualisation and
transfer of identities (and identity data). On the internet, traditional ‘trust
tokens’ (e.g., clothing, buildings, driving licenses) are largely absent.

3.3 Asymmetric Perspectives

The field of identity management has many stakeholders with different, and
potentially conflicting, interests in the design and use of identity management
systems. Consumers, regulators, and enterprises can have different perspec-
tives on the concepts of identity, identity management, the online environ-
ment, and the use of identity information. ‘One-size-fits all’ solutions may
therefore be difficult to develop and designers need to balance difference per-
spectives, interests, and requirements. In order to understand these different
interests and conceptions of identity and identity management, we will first
discuss identity management from the perspective of two principal stakehold-
ers, enterprises (and government) and the individual.

3.3.1 The Enterprise-Centric View on Identity Management

Enterprises and governments have driven the development of identity manage-
ment systems as a means to know with whom they communicate [OMS*07].
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Access control to resources and hence, identification, authentication and au-
thorisation are therefore the key concepts in contemporary identity manage-
ment. Private enterprises that are active in the online environment, make use
of identities (e.g., user accounts) to meet strategic objectives, such as ensur-
ing the accuracy of identity information, utilizing the possibilities to store
and manage large amounts of data, and the use of information to develop and
distribute products and services effectively and efficiently (in a better way
than competitors do), and reducing the risk of data loss. The government is
another major stakeholder. The government needs identity management to
provide efficient personalized electronic public services and to prevent citizens
from falling victim to fraud and insecurity whilst providing these services.
Moreover, the government is a stakeholder in IdM development in general,
because IdM promotes the free flow of information in society which can in-
crease welfare, for example.

Identity management developments have been driven by an enterprise-
centric view on IdM. Many of the developments that will be described later
on in this chapter depart from a perspective that the core function of an IdM
system is to manage who has access to certain resources. Online IdM in this
view comprises the use of partial identities for identification, authorisation
and authentication of individuals to provide them certain services. Central
to this kind of identity management are user accounts. These accounts also
contain (or link to) data that provides insight in (customer) preferences, pur-
chasing history, and contact data, for example. This information allows the
enterprise to create personalised, and customer-oriented services. Most organ-
isations active on the internet keep track of users’ purchases, and there is an
active market for such customer data [EI06, Tay02].

Enterprise-centric IdM systems focus on facilitating service delivery to the
right person, which is ‘their’ customer or client. The fact that these customers
also have accounts at other enterprises which causes inconveniences for these
individuals is not a primary concern of the respective enterprises.

3.3.2 A User-Centric View on Identity Management

Individuals are right in the middle of online identity management, because it
concerns the management of their identities, and because decisions are made
on the basis of these identities. From an individual’s point of view, the con-
cept of identity management therefore not only relates to the access control
regarding resources. It also, or maybe even rather, relates to how they are
manifested and represented, and how this is aligned to their own perception
of their identity. Identity management in this sense strongly relates to role
playing and presentation of self. The individual should be able to act as an
autonomous individual, be able to control their reputation, and have insight
in the way they are judged by others in a specific context.

The online environment facilitates the construction and maintenance of
projected and imposed personae. Data can easily be collected and combined
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into rich personae, transcending the context in which individual bits of in-
formation were disclosed. The decontextualisation and combination of data
from different sources makes it difficult for individuals to control their differ-
ent digital personae. This undermines their capabilities to control the image
they present in different contexts and to segregate audiences online. The need
to do so exists online just as it does offline. People engage in different kinds
of activities online (e.g., public, commercial, and intimate) and need to be
able to construct matching identities that meet the behavioural rules and
requirements set by these different environments.

Important values such as reputation, dignity, autonomy, judgement, and
choice are closely related to the individual perspective on identity manage-
ment. When people cannot determine or control their identity, they may be-
come overexposed, confused, or discriminated, for example. Human beings
have an interest in naming and sorting themselves [Gan93, Raa05] and to
play different roles. Sometimes they may even need to be anonymous and
unidentified (e.g., for purposes of emotional release, relaxation, unpunished
criticism, and making mistakes). Individuals appreciate to have a diverse and
autonomous life, and need to be able to adapt their identities to the environ-
ment they engage in. Even though identity management is not usually the
primary goal of the individual, which may explain why many people are not
eager to invest time and money in IdM systems [DDO08], the social values out-
lined previously warrant the individual perspective to be taken into account
in the development of IdM systems.

3.3.3 Combining the Perspectives

Integrating the different interests in online IdM increases its complexity. There
is a clear gap between the enterprise-centric emphasis on customer-relations
and access, and the user-side approach which, for instance, requires users to be
able to choose different partial identities for different purposes — even within
the same system — or be able to use the same partial identity in different
contexts [Pfi03]. This gap needs to be closed.

It is also difficult to implement the ‘personal’ perspective on identity in
IdM systems because of the business and government requirements of facilitat-
ing trustworthy interaction between them and their users/citizens. We need to
acknowledge that the processing of some identity related information is part
of the online environment and may be considered necessary in several circum-
stances. To completely renounce the need for the collection and processing of
identity information (personal data) would severely hamper the adoption of
such a system by enterprises.

A further complication of integrating both views lies in the fact that
multiple parties need to subscribe to the model. Individuals can only use
the same or different identities in different occasions and for different pur-
poses if the identity system allows for this, and this requires standards and
interoperability.
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The fact that the enterprise-centric view to identity management is too
limited seems to be acknowledged throughout the industry, as online IdM sys-
tems are evolving towards federated systems and recent developments even
point towards the development of ‘user-centric IdM systems’ (coined ‘Iden-
tity 2.0’ by some), which will be demonstrated in the following section. The
PRIME-project aims to be at the forefront of these developments.

3.4 Evolving Identity Management Systems

Different models for online identity management have been developed in recent
history. Traditionally, identities were managed in so-called corporate identity
‘silos’. In this model one single identity management environment is operated
by a single service for a specific group of users [Pat03]. Hence, every (online)
service had its own identity management system built to their own require-
ments for authorisation and identification of individuals. From the perspective
of users of multiple systems this means that they have to maintain an identity
(account) for each and every service they use, which in practice means several
sets of passwords and usernames. The ‘silo-model’ is still a dominant model
for identity management on the internet. An obvious drawback of this scheme
from the perspective of the users is that it requires them to provide the same
(personal) information for every new online service.

The construction of identities in these systems is guided by rules (implic-
itly) set by the provider of the service. Each account is identified by an identi-
fier. Sometimes these identifiers can be freely chosen, sometimes they have to
satisfy certain rules (e.g., at least one number, 8 characters long), or be a valid
email address. Individuals are therefore sometimes forced to create different
identities (or rather the identifiers that identify the identity) even when they
want to use the same identity across domains. Or, in the case of being obliged
to use a valid email address, they may have to use identities they don’t want
to use for a particular use. As a result of these practices two effects on identity
construction are visible: one, difficult to remember identifiers as a result of the
rules on identifiers imposed by the service provider, and two a convergence of
identities to a limited set of partial identities as a result of the requirement
to use email addresses as ‘usernames’. Furthermore, the ‘silo’-approach has
resulted in many identity ‘one-offs’ and an ad-hoc nature of internet identity
even though the identities in these silos can be managed by, for instance,
storing passwords and usernames in software (password-managers) on a local
computer or on a server [OMS'07, Cam05].

A next step in the development of IdM systems has been the development
of single organisation single sign-on (SOSSO)[OMS*07]. Here individuals gain
access to different resources (applications, web sites) within a single entity’s do-
main once they are authenticated. This kind of IdM slightly alleviates the in-
dividual’s burden of having to cope with potentially different identities within
such a domain. Usually it also limits the individual’s capabilities to use differ-
ent identities within a certain domain (e.g., the association of an account to an
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email address limits the number of accounts an individual can establish without
also obtaining new email addresses). Effects of SOSSO are the collapse of dif-
ferent (social) contexts within a given domain controlled by the enterprise and
linkability because the IdM provider can recognize the individual access to the
various resources. SOSSO makes coping with enterprise centric IdM easier for
the individual within a particular domain (e.g., company), but does not help
when multiple domains are involved.

Multi-organisation single sign-on (e.g., Microsoft .Net Passport) aims to
solve this problem, as well as lessen the burden of implementing and main-
taining IdM systems within each enterprise in a federation [OMS™07]. In this
model, authentication is outsourced to a trusted identity provider (IdP). The
IdP identifies and authenticates the user and provides a credential that can
be used to access resources from associated service providers. Drawbacks of
this model are that the IdP stores the user’s data which creates security vul-
nerabilities. Furthermore, the attendance of one single IdP in all interactions
on the Internet creates linkability because the IdP can trace the user after au-
thentication. It also creates a vulnerability (and convenience) because relying
enterprises depend on a single IdP involved in all transactions.

Enterprise centric federated identity management (e.g., Liberty Alliance)
addresses the problems related to the dependence on a single IdP in a fed-
eration, by allowing any number of IdPs to handle authentication. The user
authenticates with any of the IdPs in the federation and subsequently can
access resources at each of the entities in the federation (where the user has
proper authorisations). Some federation schemes not only handle authentica-
tion, but also allow the transfer of attributes between the federates [OMS*07].
Federated identity schemes again limit the burden for individuals of having
to cope with multiple identities when they want to use a single identity, but
do not address the needs of individuals when they want to use different iden-
tities for different activities in the federation. The advantages mainly benefit
the enterprises which can achieve costs savings arising from a shared scheme
based on a standardised, interoperable architecture, and the outsourcing of
authentication and IdM to professional identity providers.

Various initiatives in the landscape of ‘federated’ identity management can
be pointed out. Many of these are ‘token’ based, whilst some are ‘anonymous-
credential-based systems’ (see PRIME’s Framework [PRI08]). The traditional
token-based systems rely on identity providers that mediate the transactions.
The identity provider distributes tokens to the service providers with which
an individual interacts. In a token-based system, the service providers still
are relying parties (Rp) with regard to the identity attributes they receive.
They depend on the IdP, even though some of their vulnerability can be
circumvented by means of contracts.

In recent years, a shift from an enterprise centric view to a user-centric view
can be observed. Notions, such as ‘Identity 2.0’ (Sxip, Microsoft Cardspace,
Higgins, PRIME, etc) belong in this sphere. In these initiatives the IdP is no
longer in the centre of issuing and creating identities, but rather the user is.
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In user-centric identity management, the individual’s interests are acknowl-
edged in the sense that they manage their own personal data and obtain
credentials from identity providers which they can use in their interaction
with service providers. Systems based on anonymous credentials even give the
user and relying party the opportunity to use identity attributes without the
use of a central identity provider [PRI08]. Such systems make it possible to
really put the user in the middle of IdM, and thus indicate a shift from an
enterprise-centric perspective to a user-centric perspective. The user-centric
model provides the user more control over the way they present themselves to
others. If designed properly, they assure the necessary level of privacy in the
online environment.

Federated IdM systems increase convenience for the user to make use
of several different services and make identities portable. Furthermore, they
can create opportunities for organisations to ease the process of registration,
authentication, and authorisation. In addition, these systems allow for cost
saving on the retention and collection of data and can create new business
opportunities (see [OMST07]).

3.5 Existing Identity Management Applications

Multiple competing identity management initiatives have emerged in recent
years to deal with the Internet’s lacking identity layer. These initiatives range
from the aforementioned ‘identity silos’ and ‘enterprise centric SSO systems’
to ‘federated IdM systems’. We will briefly describe some prominent IdM
systems.

3.5.1 Microsoft Passport

One of the early initiatives for a cross service identity management is ‘Mi-
crosoft Passport’ (1999). It featured hundreds of millions of accounts due
to the fact that Microsoft used Passport for its MSN and Hotmail services.
Passport provides the user the benefit of an SSO-experience, and aims to re-
duce the time a user needs to register and authenticate for different services
on the internet associated to Microsoft by means of contractual agreements
[OMST07, PMO03].

Microsoft Passport is a web-based service redirecting the user’s browser
for the purpose of authentication to a central authenticating server. It makes
use of Cookies for maintaining (session) credentials [PMO03].

In Passport, personal information is stored in a central location (under
Microsoft’s control) and therefore websites that participate in the initiative
rely on Passport for the authentication of users instead of arranging their
own authentication schemes [Opp04]. Individuals register at Passport through
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Passport’s home page, the Microsoft Windows operating system, or via a
Hotmail e-mailaccount.

Passport’s centralised model makes it vulnerable to attacks and failure.
Also, because the system hardly imposes restrictions on user-selected pass-
words, many users pick easy to guess passwords which increases vulnerability
[Opp04]. Furthermore, Passport is based on a single identity provider (Mi-
crosoft) which means that it is involved in customer relations of many other
organisations. With ‘Microsoft in-the-middle’, (potential) users and privacy
advocates have voiced concerns that this powerful IdP may acquire significant
amounts of data about internet activities of the systems users and organisa-
tions that make use of the Passport system [CamO05].

Even though Passport provides a simple solution for identity manage-
ment, it does not fully comply with user requirements and organisational IdM
requirements. Especially the dependence on a single identity provider, Mi-
crosoft, seems to have obstructed the adoption of Passport in non-Microsoft
services. Microsoft’s stake in the centralised Passport system has been con-
sidered ‘out of context’ [Cav06]. Another aspect of a centralised IdM sys-
tem like Passport that could have negatively affected adoption is that it
raises concerns in the fields of control over private information, security, and
competition [Cho06].

3.5.2 Liberty Alliance

A more decentralised identity management system is being developed by the
Liberty Alliance project. This project was initiated in 2001 and has over 150
members, active in education, government, and including technology vendors,
as well as many others. The Liberty Alliance aims to develop a federated
identity management system with multiple identity providers. Because of this,
identity data does not have to be stored at a central organisation whilst users
can still have a web based, SSO-experience.

The goal of Liberty Alliance is to establish an open standard for feder-
ated identity management. Its technology makes it possible to form ‘circles
of trust’ between trusted authentication service providers (ASP’s) and ser-
vice providers (SP’s) [PMO03]. Thus, organisations can make agreements with
regard to the authentication of individuals and can provide individuals the
possibility to use a specific identity within these circles of trust. This reduces
the burden for individuals to cope with different identities within certain con-
texts. For enterprises, the benefit of Liberty Alliance are cost savings from
sharing a standardised and interoperable architecture, and from outsourcing
activities to identity providers.

Liberty Alliance, however, still relies on organisations that act as identity
providers. It focuses on a business-to-business scenario [Pfi03]. Individuals
therefore still need to be aware of linkability risks and need to be cautious
when they choose privacy policies [PMO03].
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3.5.3 OpenlD

OpenlD is a decentralised SSO system, which chiefly aims at lessening the
user’s problem of having a multitude of passwords and usernames. OpenlD-
enabled websites relieve the burden for users to remember different usernames
and passwords by only requiring them to register at an OpenlD identity
provider. The advantage of this is that people do not necessarily need to ‘sign
up’ and ‘log-in’ for every single service on the internet within one browsing-
session, but instead can go from one of the sites in the federation to the next
once logged in. OpenlD rises primarily out of the blogging community but
currently both the amount of users and the number of places where OpenlD
identities can be used is growing rapidly [PRO7].

OpenlD works with an URL, owned and provided by the individual, that is
used for authentication. Websites that require authentication can request the
OpenlD URL from the individual. The presenter of the OpenID URL is then
authenticated by verifying the URL at the OpenID-URL issuer (the IdP). If
the issuer certifies that the user actually belongs to the URL, authentication
is complete.

OpenlD makes use of credentials which are not stored at one single organ-
isation or server. The users can decide for themselves whom they trust with
their credentials. Several different OpenID providers already exist, also due
to the ease of implementation of OpenlID. In addition, OpenID provides a sin-
gle individual the choice to develop and maintain several different identities
at different OpenlD providers. OpenlD is therefore in the user-centric corner
even though users still need to rely on some identity providers.

The OpenlD authentication process depends on the redirection of a user
to the identity provider’s site. This process of redirection raises concerns with
regard to ‘phishing’ attacks (described later in this chapter), because trusted
sites can easily be imitated, resulting in a possible exposure of credentials
and login information to distrusted parties. This is especially the case when a
username and password are being used to login at the IdP’s website. Further-
more individuals are still vulnerable to potential unlawful actions of identity
providers that can store, collect, and link their data. Moreover, the real sepa-
ration of contexts still depends on the creation of different accounts, at several
servers, requirering extra effort from the individual. For many services on the
internet, OpenlD is a feasible solution, but some of its design aspects still
make it difficult to apply, especially when it concerns ‘sensitive’ contexts.

3.5.4 Microsoft Cardspace

Microsoft Cardspace is an identity metasystem developed by Microsoft. It
is incorporated in Microsoft’s operating system Vista. The system uses the
metaphor of ‘information cards’ for the representation of digital identities to
provide the individual with a consistent and comprehensible user experience
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[Cha06]. Users can create the information cards they want to use by them-
selves, but it is also possible to use information cards that are issued by third
parties like banks, insurance companies, or government.

The Cardspace system claims to circumvent the widespread problem
of ‘phishing’ that occurs when traditional, easily imitated, password-based,
web login screens are being used. Microsoft Cardspace addresses the is-
sue of phishing-attacks by ‘taking over the screen’ of the operating system.
Cardspace manages identities at the end user’s machine [Mal06]. Moreover, it
is an identity metasystem, which makes it complementary to existing identity
architectures, like the aforementioned OpenlD system. In addition, Cardspace
allows users to have different digital identities, regardless of the kinds of se-
curity tokens used by other systems. It is therefore also an ‘agnostic’ IDM
system [Cha06].

The user of Microsoft Cardspace is positioned between the relying par-
ties and the identity providers because the information cards are stored in
the user’s application, which can pass on the information cards to the relying
parties when the user chooses. Thus, instead of having one or several organi-
sations ‘in the middle’, Cardspace facilitates that the user is in the middle of
issuing and constructing identities.

3.5.5 Other IdM Systems

There are many other IdM systems under development, for instance, Hig-
gins, Shibboleth, Bandit, WS-federation, Szip and Kerberos. The current brief
overview of some of the leading systems suffices for the purpose of this chapter.

It is clear that there is no lack of competition in the identity management
landscape [CMBG™'02]. The individual perspective until recently has received
limited attention though. The same conclusion applies to the privacy aspects
of identity management systems. Before turning our attention to these aspects
in the following chapters, we briefly review some of the factors complicating
the identity management landscape.

3.6 Complicating the Online Identity Landscape

The online environment in which individuals interact and maintain their iden-
tities is evolving. From a unidirectional source of information, the internet has
become a realm in which many people interact with each other, businesses and
the government. Enterprises and governments offer personalized services that
require users to establish and maintain online identities. People also increas-
ingly use the internet to maintain their social networks, to relax, to play, or
to seek relieve. All these developments have an impact on how identities are
constructed and used online and affect the risks that people and organisations
take when they are online. In this paragraph we will describe some develop-
ments that emphasize the need for IdM systems in which both the personal
and the organisational perspective on identity are represented.
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3.6.1 The Internet as a Social Environment

The Internet is transforming into Web 2.0 [O’R05]). Instead of mainly consum-
ing information provided by (professional) service providers, ordinary users
increasingly actively participate in creating online content. Users are active
in social environments and the ‘bloghosphere’, and contribute to wikis. The
use of all social media platforms, such as weblogs, photo-sharing websites,
social network sites, and chat rooms, has grown significantly over the last
years [Uni08].

Social media change the collection and dissemination of news, provides
commercial organisations new business opportunities, and influences social life
and family situation. For example, the millions of existing blogs cover nearly
every topic and dissolve the boundaries between professional journalists and
amateurs [Sol07]. Social network sites have an effect on the nuances in social
connections, and are likely to influence the amount and quality of ties that an
individual can manage [Sol07, DB04, WG99].

Personal information does not necessarily have to be shared to maintain
social relations via the internet. Individuals can also act anonymously in online
social environments. Many people, however, do disseminate personal informa-
tion percisely because they have an interest in the creation of social capital
and reputation, and because a ‘display of connections’ is considered important
[DB04]. Because many people make use of the internet for ‘social purposes’,
much personal information (text, video, and audio) is therefore uploaded and
shared. People leave digital traces everywhere. This does not mean that these
individuals upload their personal information to ‘the public’, in the sense that
it may freely be used by others. Context still matters, even in online social
media. The ease with which information can be decontextualized and used
‘out of context’, however, undermines the sense of ‘public privacy’ and can
lead to reputational damage (see for instance: [Sol07]), and identity fraud. In
general current web 2.0 applications are not very well tailored to help people
to segregate their audiences.

3.6.2 Customer Empowerment

Another aspect of ‘Web 2.0’ is a change in the way customers and organi-
sations (enterprises and governments) interact. The internet appears to in-
tensify the relation between users and organisations. Dissatisfied consumers
post their grievances on discussion fora and blogs that can be read by fellow
consumers. Enterprises increasingly monitor these media and actively engage
in them in order to try to manage negative scenarios regarding their reputa-
tion. Moreover, technologies make it possible to use and process the ideas and
suggestions of customers directly into the process of innovation, in line with
managerial trends like ‘open innovation’ and ‘democratic innovationfl.

! Terms that were introduced by Henry Chesbrough and Eric von Hippel.



3.6 Complicating the Online Identity Landscape 45

Via the internet, organisations can empower their customers, which cre-
ates an incentive to construct business models around (the knowledge of) the
user. Hardware and software vendors, for instance, all have knowledge bases
that are fed by their own staff as well as by users of their products. Infor-
mation from users can be a key asset for organisations. The internet makes
it possible to apply the ‘wisdom of the crowd’ to the benefit of the organisa-
tion, which means that collective intelligence can provide better insight in the
requirements for services and products that need to be developed.

However, customer empowerment can also lead to more personalisation
and personal data collection. These data can not only lead to better (tailored)
products, but can also be used for the purposes of data mining, targeted
advertisement, and discrimination.

Electronic services are provided on a global scale (web browsers need no
passport to travel to different countries) and includes anything from health
services (like providing medical records and medical information) to online
gaming. This means that (personal) data relating to a rich set of activities
flows across the globe crossing jurisdictions and policies regarding the collec-
tion and use of personal data and involving private and public entities.

3.6.3 Identity-Related Crime and Misbehaviour

The difficulty in properly identifying both individuals and organisations online
has also drawn the attention of criminals. Online identities are valuable for
criminals and people with harmful intent. Technologies have increased the
opportunities for ‘identity theft’, ‘identity fraud’, and ‘identity deception’ (for
definitions of the terms see for instance [KL06, KLM*08]), because online
identities are used in disembodied environments. The individual increasingly
is physically absent when identification or authentication occurs.

Technological developments seem to have made it easier and profitable
to abuse identities [MWB™04]. Online financial services, for instance, have
become a main target of cybercriminals (see [APWO7]). Especially in the
United States, identity fraud is a prevalent and fast growing form of crime
[WF08, BMKO7], and it has been assumed that also for Europe identity
fraud is growing, even though less statistics are available for this region
[LGM™05]. The economic loss as a result of ID fraud for enterprises is signifi-
cant [MWB™04], but the negative effects do not stop there. ID-fraud can also
seriously affect the trust of consumers in online services.

Identity abuse is, however, even more unpleasant for the individual. The
economic loss resulting of ID abuse is often not the individual’s biggest con-
cern, but rather reputational damage, confusion, burden of proof, and the
restoration of damages done are. The side effects of identity abuse may fur-
thermore extend for years, for instance in the exclusion of services, accusa-
tions, or stigmatisation [MWB™04].

One of the most popular methods of committing ID fraud is ‘phishing’.
Phishing concerns tricking people to reveal their confidential information by
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luring them to websites that resemble those of genuine entities where the user
may have an account, or sending them e-mails ‘on behalf’ of such entities.
The collected information can then be used by criminals to make purchases,
or launder and transfer money [Oll04]. Especially in the US, phishing costs
companies billions, and has led to ‘numerous consumer alerts and the creation
of industry working groups’ [EI06, P. 58].

Criminal abuse of identities is not the only form of abuse. Identities can
also be abused for activities such as bullying and betrayal. On weblogs and
social network sites some people may for instance intentionally reveal another
user’s identity or use another user’s identity for the purpose of deception or
manipulation [DB04]. With wrong or revealed identities, people can provoke
violent reactions, destroy the integrity of an online environment, and intimi-
date others

The use of the internet for the purposes of criminal activities, manipula-
tion, or deception highlights a need for thinking about accountability or iden-
tifiability of individuals in specific contexts. Moreover, the potential use of the
internet for terrorist activities or activism may even further intensify the ‘call
for accountability’ on the internet. However, such a call for accountability can
also lead to superfluous surveillance and supervision, because technologies
also provide instruments for constraint, control, deception, and criminality.
IdM systems have a function in the creation of the appropriate levels of ac-
countability and freedom in online contexts. The increasing use and abuse
of identities furthers the need for IdM systems which have the features that
facilitate such a balancing act. It is a challenge to create IdM systems that
allow for accountability, without the possibility of identity abuse, and without
eroding the necessary level of privacy.

3.6.4 The Expanding Internet: Always-On and Everywhere

Internet penetration and the amount of households with a computer is in-
creasing rapidly in Europe (see [Soc07]). People also spend more time online.
The use of internet already overtakes the use of television amongst young
people@, and a significant amount of users spends more than 16 hours online
per week (see:[EIAQ07]). However, at the same time, many people seem to be
concerned about the amount of personal data they leave on the internet. The
amount of digital data held on every person, are exploding [Hen08], yet only
a minority of internet users employ tools that increase data security [Org08].

2 Famous is the Megan Meier case on MySpace. Megan Meier committed sui-
cide after a friend, Josh Evans, a false identity allegedly created by Megan’s
neighbour Lori Drew, wrote that the world would be better off without Megan.
See, for instance: http://archives.chicagotribune.com/2008/may/15/nation/
chi-megan-meier-myspace-080515-ht.

3 Which is emphasized by a recent IDC study, see ‘IDC Finds Online Consumers
Spend Almost Twice as Much Time Using the Internet as Watching TV’ from 19
Feb 2008 on http://www.idc. com.
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The increasing use of the internet will lead to a higher dependency on
its infrastructure and on the services it facilitates. For some, the internet is
a means to be ‘always-on’. For mobile phones this is already the case for
most users. The boundaries between work and private life diminish, many
people leave their computers on and check their (work related) email in the
evening and during weekends. Vice versa, private affairs are also conducted in
the workplace; workers do visit websites for private purposes during working
hours.

Mobile phones no longer are just phones, many are smart phones. They
contain proper web browsers and email clients, and judging from the popu-
larity of the Apple iPhone, this addition to appliances appears to be the best
thing since sliced bread. Smart phones will likely increase the amount of time
people spend online, which potentially means a further increase in the amount
data trails people leave online. Given the fact that many smart phones also
contain capabilities for determining the location of device (by GPS), which
supplements the server side capabilities to locate devices (by GSM/GPRS or
by WiFi positioning), the data trails can even be enriched by location data.
Therefore, not only the user’s behaviour, but also the location where this
behaviour is exhibited can increasingly be monitored.

3.6.5 The Internet of Things and the Citizens of Tomorrow

In 2005, the ITU prepared a report on ‘The Internet of Things’, describing an
evolution towards next generation ‘always on’ communications. We are mov-
ing from today’s era of people-to-machines communication, from conventional
Internet and mobile phones, to the era of machine-to-machine communication:
the Internet of Things. In this new type of communication, new technologies,
such as RFID, will enable the creation of networks with always interconnected
devices. There are innumerous functions these ‘things’ will be able to perform.
They will be able to “direct their transport, adapt to their respective envi-
ronments, self-configure, self-maintain, self-repair, and eventually even play a
role in their own disposal” [RFI08, p.3].

The Internet of Things will have radical effects on the way we interact with
technology. Nowadays we are aware that we turn on our laptop or TV, the
internet of things changes this. “It is all about making technology ubiquitous”
[Sri06]. Ubiquitous computing may make individuals less aware that data is
being disclosed and collected, much like many people are increasingly unaware
of the camera surveillance that is becoming common in European cities.

In the today’s world, the ratio of radios to humans is almost 1 to 1. The
vision of the Internet of Things will challenge the very foundation of this
landscape. In scenarios where even devices such as toothbrushes indicate elec-
tronically to remote devices that they need to be charged or when each light
bulb in your house has a unique identifier, the ratio of radios to humans could
easily exceed 1.000 to 1 [Sri06].
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In the way to the networked era of the Internet of Things, also major
changes are taking place with regard to identification documents. Electronic
identification documents (ID documents) are seen as a necessary upgrades
of important paper ones. RFID chips are chosen by the International Civil
Aviation Organization and the European Union as the storage medium for
data on the ID document holder. These chips have sufficient storage capacity
to store biometric images and they are believed to ease the identity checks
and enhance security. The equipment of ID documents with RFID chips is
claimed to reduce fraud and prevent identity theft, as the ID document will
not be easily tampered with. Furthermore the limiting of human inspection of
the documents would help decrease the amount of errors made in the process.

The privacy and security risks that arise from the vast deployment of
electronic ID documents are easily neglected. The RFID chips facilitate con-
tinuous tracking and tracing of individualsf Unauthorised reading can not
be ruled out and enormous databases with sensitive information about the
individuals are expected to be created. The European electronic passport is
already a reality and a many initiatives are currently ongoing regarding the
introduction of electronic identity cards in Europe and several US States.

Besides RFID and similar technologies, the use of biometrics as identifiers
is increasing dramatically. There is a transition from the traditional method
of identifying yourself via something you have (key) or something you know
(PIN) to something you are. A part of ones body is used as the means of
identification and is the ‘key’ that allows her to have access to a restricted
area, to operate a machine or to secure information.

3.6.6 Identifying the Individual in the Era of the Internet of
Things

The Internet of Things depends on unique identifiers that will allow every-
‘thing’ to communicate. But will every-‘thing’ qualify also as personal data?
Will every-‘thing’ be linked to an individual? Will our perception of per-
sonal data need to change in order to tackle the challenges posed by this new
situation?

The European legislation on data protection applies when processing of
personal data is entailed. According to Article 2(a) of the Data Protection
Directive personal data shall mean “any information relating to an identified
or identifiable natural person (‘data subject’); an identifiable person is one
who can be identified, directly or indirectly, in particular by reference to an
identification number or to one or more factors specific to his physical, phys-
iological, mental, economic, cultural or social identity.” Therefore in order to

4 The European biometric passports do implement access control security mea-
sures, but these are not unbreakable as various studies have shown (see for
instance http://www.guardian.co.uk/technology/2006/nov /17 /news.homeaffairs
for a story about the UK passport).
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define whether some information qualifies as personal data, we need to assess
firstly if the processed data relate to a natural person, and secondly whether
the data relate to an individual who is identified or identifiable [PNO7]. The
latter question is the one that stimulates vivid discussions.

When information refers directly to an individual, such as his name, age,
nationality etc., it is beyond doubt that it qualifies as personal data. The
qualification is more challenging when the information can not be directly
linked to a natural person, i.e. when the person is only “identifiable”. Recital
26 of the data protection directive reads that in deciding whether data could
be used to identify a particular person “account should be taken of all the
means likely reasonably to be used either by the controller or by any other
person to identify the said person” (emphasis added). Thus the recital sets
two criteria for identifiability: the probability and the difficulty that tend to
be interlinked [Byg02].

The national legislation of the European Member States and their inter-
pretation by the national Data Protection Authorities construe the concept of
identifiability in different ways. The data protection laws of France, Belgium
and Sweden, for instance, have adopted a broad interpretation of the concept
of personal data, rendering any information as personal data if an individual
can be identified, regardless of the technical or legal difficulties in determin-
ing the identity of the individual. The German legislation, on the other hand,
has adopted a more pragmatic approach to the notion of identifiability. The
German Federal Data Protection Law in article 3(6) defines the notion of
‘Anonymisation’ as follows: “Rendering anonymous’ means the modification
of personal data so that the information concerning personal or material cir-
cumstances can no longer or only with a disproportionate amount of time,
expense and labour be attributed to an identified or identifiable individual”.
The definition of anonymisation allows the deduction of the following argu-
mentum a contrario: personal data are information that can be attributed to
an identified or identifiable individual without a disproportionate amount of
time, expense and labour.

These issues are not merely semantic battles for cocktail receptions. The
‘battle’ surrounding the question whether IP addresses are personal data be-
tween search engine providers (such as Google) and the European data pro-
tection authorities is centered around this issue. The Article 29 Working Party
in its opinion on IPv6 sustained that IP addresses attributed to Internet users
are personal data [Par02]. The same opinion was supported a few years later,
where the Article 29 Working Party confirmed its opinion that IP addresses
are personal data and noted that “unless the Internet Service Provider is in
a position to distinguish with absolute certainty that the data correspond to
users that cannot be identified, it will have to treat all IP information as
personal data, to be on the safe side” [Par07].

However opposite opinions have also been expressed, presenting significant
argumentation. Google, by means of its Chief Privacy Officer, Peter Fleischer
has taken the position that IP addresses are not personal data (most of the
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time)ﬁ Fleischer quotes the Secretary for Home Affairs of Hong Kong (Dr
Patrick Ho), who maintains that: “An Internet Protocol (IP) address is a spe-
cific machine address assigned by the web surfer’s Internet Service Provider
(ISP) to a user’s computer and is therefore unique to a specific computer.
An IP address alone can neither reveal the exact location of the computer
concerned nor the identity of the computer user. As such, the Privacy Com-
missioner for Personal Data (PC) considers that an IP address does not ap-
pear to be caught within the definition of “personal data” under the PDP.”[.
Although it is obvious that Hong Kong does not fall under European law,
the argument expressed by Dr Ho can be valid in the current debate on IP
addresses in Europe.

IP addresses will be of seminal importance in the Internet of Things era,
as every little ‘thing’ will have an IP address that will allow it to be networked
and interconnected. However it will become even more difficult for an ISP “to
distinguish with absolute certainty that the [IP] data correspond to users that
cannot be identified” [Par07], as required by the Article 29 Working Party. The
example of IP addresses clearly illustrates the difficulties in defining whether
a piece of information shall be considered as personal data or not.

3.7 Conclusion

This chapter has provided a first glance at the identity management land-
scape. It has introduced two different perspectives on identity management,
an enterprise view and an individual view. The enterprise view concentrates
on access control to resources that is usually implemented as a system of
user accounts. Each account specifies which user is entitled to which services.
Identity management in this perspective is closely tied to Identification, Au-
thentication and Autorisation. The individual perspective, on the other hand,
is based on the way individuals manage their identity in everyday life. Identity
in this view relates to the way individuals present themselves to others and
how others view them. As people engage in different (kinds of) relationships,
they display different aspects of their identity. What is shown in the private
setting of the family differs from what is shown in the workplace or during
shopping. Identity management in this view is (unconsciously) deciding what
image of self to show to others in a specific context. Individuals may present
themselves as the same across contexts (I may tell my employer that I am
indeed the famous tennis player by the same name) or as different (I may not
tell my grocer that I work in Tilburg, even though he has seen a picture of
me on the website of Tilburg University).

5 See for instance his blogspot: http://peterfleischer.blogspot.com/2007/02/
are-ip-addresses—-personal-data.html.

5 http://www.info.gov.hk/gia/general /200605/03 /P200605030211.htm, as quoted
on Peter Fleischer’s blog (Chief Privacy Advisor of Google).
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Context shapes how identity is constructed and maintained. The identity
of an individual can be said to consist of the sum of various partial identities
displayed in the different contexts. This does not, however, mean that all data
related to these various partial identities can be combined into ‘one’ identity.
Data associated to the various partial identities is contextual and therefore
the combination of data may lead to seemingly inconsistent pictures.

Identity management developments are until recently, driven by the en-
terprise perspective. Originally each entity requiring access control developed
and maintained their own solution for implementing access control. The result
of this has been a plethora of fragmented and incompatible IdM solutions. For
individuals the consequence of this landscape is that they have many online
identities that are composed of similar data that was disclosed to each and
every of the enterprises. Furthermore, the user has little control over the iden-
tity they want to present to the various enterprises. Their freedom to present
themselves as the same or different is limited by the restrictions imposed on
them by the IdM systems.

In recent years, a move towards identity federation can be observed. Enter-
prises collaborate and design systems that allow interoperable identity pro-
visioning and access control. These developments primarily solve enterprise
needs because these systems lower their expenses in setting up and maintaing
IdM systems. Also the user benefits from the single sign on functionality of-
fered by federated IdM, but the lack of control over the identities to be used
largely remains.

A step further is the move towards user-centric IdM where the individual
is at the steering wheel. The individual creates and maintains her online iden-
tities and populates these with credentials obtained from the various identity
providers. The level of control over the presentation of self can be significant
in these systems.

Not only the unification of the enterprise perspective on IdM with an
individual perspective is challenging. We have also described a number of
technological developments that complicate identity management. Users are
changing from consumers to producers of content (Web 2.0). They actively
engage in social networks, blogs and wiki’s and disclose data on the go. Fur-
thermore, technology is increasingly becoming pervasive and ubiquitous. More
and more device are networked and connected. This raises questions regarding
the identification of things in what is called the Internet of Things. As things
are used by humans, there clearly is a link to the identification of humans and
to identity management of humans and things. The developments make clear
that the existing concepts on which data protection and privacy regulation is
built no longer self evidently adequate.

The IdM landscape is evolving rapidly. Until recently privacy concerns
hardly have played a role here. As we will argue in the following chapters, this
needs to change and we will show that this is indeed possible.
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4.1 Introduction

The previous chapter described current developments in identity management.
Identity management systems are moving away from enterprise centric ‘silo’
systems towards federated and user-centric systems. The traditional single
enterprise solutions with their identity data ‘silo’s’ are becoming obsolete be-
cause of the collaboration between service providers and because they are bur-
densome for both the individual and for organisations. Current developments
towards single sign on and identity federation do acknowledge the complaints
about the inconvenience of traditional identity management systems. They
do, however, still mainly focus on the enterprise identity management needs:
access control to resources. On the forefront of IdM developments we observe
projects where the individual is increasingly placed center stage rather than
enterprises.

User-centric identity management should take the social and individual
perspective on identity and identity management into account. Identity man-
agement in this view should see to the diversity and autonomy of individuals.
Individuals should be able to decide how to present themselves in different
contexts. This means being able to use the same identity in different con-
texts and using different identities in the same context. Proper user-centric
identity management therefore takes privacy into account. Users, within cer-
tain bounds, need to be able to keep different audiences separated and de-
termine what they reveal of themselves. This chapter will make a case for
taking privacy seriously in identity management by describing the necessity
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of privacy from three perspectives: the individual, organisational, and societal
perspective.

4.2 Individual Perspective

Individuals engage in different social and economic relations online. What
they reveal of themselves is partly determined by the image of themselves
they want to convey, and partly determined by others. What information is
provided in the various different relations is diverse. In practice, the result
of all these interactions is that each individual explicitly of implicitly creates
many online partial identities or digital personae ([Cla94]) over time.

Many people may be unaware that the creation and maintenance of these
digital persona is identity management, even though in practice the ‘man-
agement’ part is fairly restricted. Individuals usually create an identity when
they register for a user account at some service provider. This usually requires
them to complete an online form where the service provider determines what
constitutes the online identity. This is usually the endpoint of online identity
management for the user. Online identity management from the perspective
of the enterprise entails much more because the enterprise as part of the en-
rolment procedure collects considerable amounts of personal information for
reasons to be discussed later (see Section [43]). The user does have to manage
their online identities though in the sense that they have to keep track of
all the usernames and passwords associated to their different online identities
(accounts).

The kind and amount of personal data the user is required to provide on
registration is similar for many new online service they engage in. By and
large, people have to provide the same contact information for every online
service. This is burdensome for the user. Many users faithfully provide the
data requested, but there are also significant numbers of internet users that
provide false data that barely meets the requirements on the forms[] For
instance, when a phone number is required, users enter a number that passes
the site’s test for valid phone numbers, or for (confirmation) email addresses
garbage can sites, such as spam.la are used. This data pollution by incorrect
data means that also service providers should not be satisfied by this kind of
identity management.

Given the plethora of online services used by the average online user, it
is no wonder that users resort to tools that make the management of their
online identities easier. Many browsers can remember usernames and pass-
words and can assist in completing online forms (form fillers). Also more
advanced tools are on the market. However, an emphasis on (in)convenience
obfuscates the fact that identity plays a crucial role for the individual in the

! See for instance the PRIME survey ([OLO08]) that shows that about 45% of the
respondents sometimes provide false data when they don’t consider the data
relevant in the given context.
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information society and that the forms and scale of identity-related crimes
that harm the individual are changing significantly (see [KL06]). The col-
lection and storage of identity information in databases provides, for in-
stance, an immanent risk of ID fraud, customer profiling, data manipulation,
data-mining, target advertisement, data loss, and discrimination (see for in-
stance [Gan93, Lyo01, DG02, Lyo04, Les99]). Discovering identity fraud, even
though the abuse of identity information can lead to identity deception, dis-
crimination, financial damage, identity confusion, and reputational damage
(see [Don98, Sol07]) is sometimes difficult and more frequently it is difficult
to get hold of the entity that can resolve the issue. Proof of fraud is usually
also difficult (see, e.g., [LGM™05]) while the burden of proof often also rests
on the wrong shoulders. The affected individual usually has to prove that she
is the victim of identity fraud, while such proof is much easier to establish by
someone else, such as a bank in case of fraudulent transactions. As a result,
damages are usually difficult to undo by the individual.

Convenience is therefore only one of the reasons to invest in identity man-
agement. The risks of fraudulent use of identity data are equally important.
Embedding privacy into identity management systems is necessary to protect
the individual and their digital personae.

In the following sections we discuss four aspects of the online world that
further underpin a need for privacy aware or privacy-enhanced identity man-
agement. First, privacy in IdM systems decreases possible abuse imminent in
the power imbalance between the individual (the data subject) and the user of
the identity information (the data controller). Second, privacy enhances the
options to develop and maintain meaningful relations on the internet; some-
thing which is difficult at present due to the ease with which information can
be copied, transferred, and used ‘out of context’ [Sol07]. Third, being able to
conceal specific identity information from the gaze of others, promotes per-
sonal development. Finally, integrating privacy in IdM systems is thought to
have a positive effect on the behaviour, health, and emotions of the individual.

4.2.1 Power Imbalance

Identity management systems facilitate one or more parties to have identity
information concerning an individual at their disposal. These data may be
essential for establishing and maintaining trust in the relation and for pro-
viding services to the individual: name and address are usually necessary to
deliver tangible goods, the telephone number and e-mail address may be used
to contact a consumer in the case a delivery is delayed, and credit card data
may be necessary for payment purposes.

However, the collection and use of these personal data also make data
subjects vulnerable to current and future actions of others. This vulnerability
arises both from the collection of personal data and from the actual use of
these data. The collection itself presents issues because a lack of transparency
with regard to the collection of the data may already have a disciplining and
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normalising effect on the users of online services [Fou77]. People behave as
they expect they should when they know they are observed. After collection
issues arise because the data subject who provides the data cannot predict
whether a data controller will commit fraud, lose data, sell data to others, or
make wrongful judgements on the basis of the disclosed information.

User control and privacy protecting measures may help limit the vulner-
ability of data subjects caused by the power asymmetry, because it can both
restrict the accumulation and the use of personal information.

When privacy concerns are acknowledged by data controllers, individuals
will have the possibility to shield information from contexts in which this in-
formation could potentially be abused. Because power abuse may originate
from virtually any actor in society, it is important that IdM systems not only
facilitate keeping certain personal data private (shielded from the public at
large), but also provide ways to control which data is provided in specific
contexts and relations. Leveling the power imbalance by means of privacy
enhancing tools also means that individuals should be able to take actions
against abuse of private information. Privacy protection therefore means em-
powering individuals before and after data disclosure.

Addressing power imbalances by respecting privacy concerns serves impor-
tant individual values, such as human dignity, autonomy and freedom. Human
dignity relates to respecting the individual and giving them the possibility to
partially control their image to others [Whi04]. Respecting dignity in an in-
formational contexts means that inappropriate use of information by others
should be prevented and that situations that could lead to embarrassment,
unwanted exposure, and humiliation are restrained [KLO05]. Autonomy means
that people can make their own choices with regard to the disclosure of iden-
tity information in different contexts and relations. Freedom relates to the fact
that people should be free to make choices regarding their presentation of self
and that their personal sphere, or intimate context, is respected in relation-
ships; their identity creation and development must not be intruded by third
parties (e.g., by means of wiretapping, eavesdropping, or cracking). Autonomy
and freedom of individuals are under pressure in online contexts because the
disclosure of personal information may be observed and behaviour of citizens,
consumers, and relatives, may be monitored which potentially limits their op-
tions to make their own choices in life. Examples here are the practices of social
sorting and data mining, which are techniques that rely on the collection and
analysis of personal data and that make it possible to judge, assess, and ex-
clude groups and individuals [Gan93, Lyo01, DG02, Lyo04]. Judgements may
take place on the basis of incomplete or incorrect information, or information
that was disseminated for other purposes (decontextualised) and judged ‘out
of context’ [Sol07, Gan93]. Only when power between a data subject and a
data controller is balanced (by means of privacy protection), wrongful and
‘out of context’ judgements can be addressed by the individual.

Of course, the empowerment of individuals must not result in abso-
lute control of a person over his personal data because this would imply a
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complete dependence of data controllers on data subjects which negatively
affects the free flow of information. Empowering the data subject by giving
them privacy protection merely implies correcting imbalances in the power be-
tween data subject and data controller in the construction and development
of their identities.

4.2.2 Relations

Being able to maintain different identities plays an important role in the
development and maintenance of human relationships, because different kinds
of relationships impose different rules regarding the participants which has
a bearing on the information that is seen as appropriate to be disclosed.
One person can, for example, be a customer, father, salesperson, voter, and
amateur football player. All these situations require different behaviour of
the individual. Generally it would be deemed fairly inappropriate to reveal
intimate details of ones love life to a teller in a supermarket.

The construction and maintenance of roles can be characterised as a ‘the-
atrical performance’ [Gof59], in which one plays different roles to different
audiences. Roles and audiences need to be segregated because otherwise the
possibilities to maintain different kinds of relationships will vanish ([Rac75]).
Intimate relationships are impossible if everything that is said and done within
such a relationship would be public knowledge. A certain amount of privacy,
or control over what is presented to others, is necessary for offline and on-
line relations [Int97]. Privacy creates the preconditions for love, friendship,
accountability, and trust, without which relationships would be inconceivable
[Fri68, Int97]. Performances also need to be insulated from the activities that
occur ‘backstage’ out of sight of specific audience to provide the individual
a possibility to adapt his or her role to changing circumstances. Privacy is
functional to this ‘insulation’ and ‘segregation’.

Identity management systems play a role in the establishment and mainte-
nance of meaningful and intimate relations and therefore need to incorporate
privacy features by providing the possibilities to segregate and insulate partial
identities in relations.

Privacy in this respect is not an absolute value, but provides a level
of identity-building in relations that is ‘free from unreasonable constraints’
([Agr97, Hil06, p.7]). This means that the control over how individuals present
(and represent) themselves in their relations should not needlessly be affected
by others. In relation to online identity management, this means that people in
the online environment should be able to create and maintain characters (iden-
tities) for their ‘roles’ as a customer, father, salesperson, voter, and amateur
football player, without conflating the data associated to these different roles,
comparable to how this works in the offline environment. To facilitate this,
the construction and maintenance of digital personae should be under control
of the individual, and not be limited by unnecessary constraints imposed by
the identity management system or the identity providers hosting this system.
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Furthermore, the IdM system needs to provide individuals the private realm
in which to construct and assess identities. Lack of such a privacy-feature
ultimately leads to one-dimensional online relationships [Gav80, DB04].

Maintaining human relations also requires people to be able to temporarily
withdraw from such relations. Otherwise, these relations would be unbearable,
and could lead to antisocial behaviour, confusion, irritation, or even hostility
[Sch68]. Although the online environment differs from the offline environment,
people also need to be able to withdraw from relations online. Online, this
will mainly relate to the storage of identities and the access of others to these
identities. Furthermore, withdrawal may also be required to provide people
the opportunity of a ‘fresh start’ and a level of ‘forgetfulness’ which is an
important feature in the real world, but which is not provided in the online
world by default [BJ02]. Identity deletion is therefore an function that should
have a place in online identity management systems.

4.2.3 Personal Development

Privacy features are also essential to provide individuals the means to au-
tonomously, that is without unreasonable interference by others, construct
their (online) identities and deploy them in different relations. Privacy aware
or enhancing IdM systems should provide an online equivalent of the back-
stage environment of theatrical performances, as described by Goffman in
‘The Presentation of The Self in Everyday Life’ [Gof59]. An ‘online backstage
environment’ can for instance be provided by allowing people to act anony-
mously or pseudonymously online, so that an individual can develop himself
and his identity without the risks of being exposed whilst learning and making
mistakes 3 Visibility of mistakes can result in significant reputational damage
or torment, if these mistakes can be linked to a specific individual. Moreover,
if all mistakes of a person would be potentially visible, technology facilitated
creativity, experimentation, and learning would severely be undermined.

Circumstances and contexts change over time. Individuals evolve over time
even though they stay the same. The may feel the need to change their dig-
ital persona (their old characterisations) over time accordingly. People, lives,
attitudes, and opinions change and therefore the individual’s online represen-
tations should also reflect these changes [WP205]. The adaption and updating
of partial identities requires an environment in which these partial identities
can be assessed, defined, examined, and aligned with current circumstances.
An IdM system should provide these options..

2 The online virtual world Second Life, for instance offers its Residents the option
to instantiate alternate accounts (Alts) that allow the user to switch from a clear
identity to an anonymous identity unlinkable (for other users) to their primary
Second Life identity.
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4.2.4 Behaviour, Health, and Emotions

Personal information can easily be shared, copied, and transferred, which
makes it potentially possible to expose information to the wrong and/or to
too many entities. The audiences of internet services such as weblogs, e-mailE
and social network sites may start small, but can potentially be global [Sol07].
People and organisations can easily interact with large numbers of people, also
when it concerns the use of damaging or wrong information [Sol07]. Further-
more, time and space lose their significance with respect to confining infor-
mation [Lyo01]. Harmful content relating to an individual can therefore be
exposed to anybody, at any time, by everyone. Because of this, online gossip
and online bullying can potentially have more serious effects in the online
world than they do offlined

The changing influence of time, space, and disembodiment in online life
also affects the possibilities for surveillance and scrutiny of others. With re-
gards to surveillance and exposure, the internet is a true global village, fa-
cilitating continuous interaction of our digital personae [Sol07, Lyo01]. Even
though this exposure does not relate to our own bodies or territory, we still
are potentially exposed to large groups of people and unknown organisations.

It is difficult to determine the behavioural, emotional, and health effects
of this online exposure, but it can be noted that a lack of privacy in systems
of identity management easily leads to overexposure or unwanted exposure of
a human being and their digital personae.

Excessive contact with others may lead to irritation, stress, or disappoint-
ment, especially when control on attendance in an online environment is lost
(see, e.g., [Alt75, Sch68, Wes67]). Just as we react to dense and crowded offline
situations, e.g., by tuning one’s voice down, hiding feelings, and experiencing
anxiety or stress (see, e.g., [Alt75]), the online environment is likely to influ-
ence human behaviour, as currently an individual has little control over his
or her exposure and has not much foresight with regard to the context and
attendants in online interactions.

Privacy is furthermore considered necessary for the individual to have some
kind of individual ‘safety valve’ [Wes67, p.35]. Everyday life creates tensions
and stress, which occasionally need to be vented. Westin claims that this need
for emotional release and relaxation is important both for the physical and
psychological health of the individual [Wes67, p.34]. Moments of relaxation or
emotional release can lie in being anonymous, or in playing a specific role (e.g.,
a character in an online game, or being a pseudonymous blogger). However,

3 See James Grimmelmann’s excellent account of how an email account of the World
Economic Forum by Laurie Garrett to her friends spirals out of control [Gri08].

4 An example of cyberbullying is the Megan Meier case. Megan Meier committed
suicide after a friend, Josh Evans, a false identity allegedly created by Megan’s
neighbour Lori Drew, wrote that the world would be better off without Megan.
See, for instance: http://archives.chicagotribune.com/2008/may/15/nation/
chi-megan-meier-myspace-080515-ht.
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one would only be able to have these moments if a certain level of privacy
is assured. Thus, IdM systems ought to provide a possibility for emotional
release without this behaviour being exposed to others. If IdM systems lack
this feature, the possibilities to cope with shock, sorrow, or irritation in life
would become difficult in the online environment [Mar03, Wes67].

Privacy of the individual in the online environment also limits the pres-
sure on the individual to exhibit ‘normalized’ behaviour in the light of surveil-
lance. Lack of privacy may reduce intimate and spontaneous interactions with,
for instance, close friends because there is a constant possibility of ‘third
parties’ being present (see for instance [Fou77] on the effects of panoptic
surveillance). An omnipresence of third parties could actually mean that in-
timate relations would not be possible at all, because these would make the
relations insignificant [Rac75]. Relations that are maintained on the internet
may be heading towards this situation, because privacy cannot easily be ob-
tained which can be illustrated by the fact that for instance in online social
networks ‘no distinction can be made between a close relative and a near
stranger’ [DB04, p.72].

The (possible) presence of a ‘third party’ in relations is also an instrument
that can be used to discipline the individual on the internet in the broadest
sense. This may occur with regard to consumer transactions, the working envi-
ronment, and citizen behaviour, alike. Norms are not only set by governments,
also commercial entities require their customers to answer to certain criteria,
just like employers, family and friends. In fact, the internet without privacy
protection provides many actors an architecture to control and discipline the
individual. In other words: the online environment facilitates a ‘virtual panop-
ticon’ in which potential surveillance may force individuals to adjust their be-
haviour towards the norms set by others [Fou77, KL05, Gan93, Int97]. When
IdM systems lack privacy, we may therefore question what in the end will
remain of the ’true individual’ [Int97, p.273].

4.3 Organisational Perspective

In the realm of technology facilitated service delivery, identity plays an impor-
tant role for business. Identification, authentication, and authorisation play a
central role to access control to services: controlling that only those entitled
to a certain service are able to obtain it. IdM systems are significant to both
electronic business- and government solutions: they are ‘key business enablers’
[CMBG™02]. But it is also in the interest of businesses and governments to
implement privacy in their IdM systems.

4.3.1 Business

Traditional drivers for implementing privacy features into enterprise systems
from an information economic perspective include the following:
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compliance with legal obligation,

fear of reputational damage from privacy failure,
the need to generate trust with clientele, and
promotion of a good corporate practice.

Yet if these drivers were truly present, then privacy enhancing technologies
would be much more widespread than they are.

A reason for this discrepancy is that reality turns out to be more complex.
In fact the traditional drivers are considered by the experts as insufficient,
leading to strong doubts regarding the presence of a ‘well-structured business
case for privacy’ (see also chapter [).

e Compliance is not taken seriously enough to be retained as a driver, since
there are so few investigations dealing with Privacy practice and even
fewer penalties associated with non-compliance. This may change, how-
ever, after the imposition of such heavy penalties as the ruling against
Nationwide Bank in the United Kingdom who were fined nearly £1 million
by the financial regulator for inadequate response to a data breach. Also in
the US, as a result of the Security Breach Notification Laws implemented
in 44 states already seems to have had profound effects on practices within
companies. Breach notification laws drive information exchange between
organizations, and within organizations themselves [Sam07].

e Reputational and Brand Damage is not seen as necessarily linked with
public disclosures of privacy failures. Research and experience in this re-
gard are not conclusive whether organizations actually experience dam-
ages to their reputations from data breaches. Many experts doubt that
reported data breaches may induce a loss of customers and thus hurt com-
panies. TJX Companies, the mammoth US retailer whose substandard se-
curity led to one of the the world’s biggest credit card heists, did not seem
to suffer much from the affair/1 Some research, however has shown that
negative stock market fluctuations do take place after the announcement
of a breach.

e The notion of ‘generating and maintaining consumer trust’ as a privacy
driver is a large and perhaps unwieldy goal that is never quite verifi-
able. While this terminology permeated much of the discussion around
e-commerce in the 1990s, there is much less discourse about trust today.
Privacy has not yet emerged as a ‘differentiator in the marketplace’ - if
it were so important then certainly some organizations would make much
more advertising use of their ‘privacy-friendly practices’.

e There is much faith in the idea that protecting privacy is merely another
way of showing good corporate practice, but it is only recently that dis-
cussions have emerged about including privacy within corporate social
responsibility regimes.

% See for instance |http://searchsecurity.techtarget.com/news/article/
0,289142,sid14 gcil1278757,00.html.
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Organizations do not currently understand the nature of the risks asso-
ciated with by the processing of personal data. Just as it took organizations
quite some time to learn about information security, some believe that this
ignorance of the potential risks explains the lack of awareness and under-
standing about privacy and the tendency for businesses to collect and retain
as much information as possible, the more so as storage costs spiral down-
wards. It may thus take time until this trend is re-considered and stopped,
which may result from data breaches and other security concerns.

Privacy may also be seen to follow the same course as ‘Total Quality
Management’ in the sense that taking privacy seriously may be a way of
‘tightening up the ship’ by providing better information management. This
approach highlights that privacy may not be the 'good’ that is being delivered
(or sold) but instead the rise in consumer and organizational confidence is the
ultimate goal.

Privacy also falls into the area between ‘social responsibility’ (good cit-
izenship) and ‘compliance’. When oil companies gain credit in the opinion
for spending money on research into alternative fuels, this is more perceived
as ‘good citizenship’ than as the result of a regulatory-burden (at least not
yet). Privacy currently is more seen as a compliance issue and insufficiently
as a good social practice. Some of the consulted experts in [WP008], however,
felt that there was much room for growth in this domain, and that privacy
management may eventually be seen as part of an organization’s general at-
titude and a revealing indicator to judge it. If a firm would show negligence
in the processing of personal information, this would raise questions among
consumers and business partners whether this may indicate a negligent atti-
tude (‘poor citizenship’) possibly spreading to other business domains of the
same firm, such as staffing policies, or even the honouring of warranties.

To emphasize that good conduct in privacy matters is an important part of
‘good citizenship’ and as such a social goal, which would certainly contribute
towards a widespread adoption of privacy practices, it could be stressed that
privacy invasion is socially harmful, as it is the cause of three types of ‘harms’:

e the harm that is created for the individual and the consumer;

e the harm to the corporation due to the time and expenses in rectifying
the root problem and its effects;

e and the harm to society as a whole due to the reduced confidence in the
sector and perhaps across sectors.

Once privacy failures are emphasized on all these levels then a positive
demand for privacy within organizations may emerge and become stronger
with each ‘privacy disaster’, leading to the ultimate goal of seeing privacy as
a differentiator in the marketplace.
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4.3.2 Government Services

The potential of ICT’s has been recognised widely by governments [Pri07a].
ICT’s provide the government with the possibilities to change their internal or-
ganisation, save costs, and become more effective and efficient. Furthermore,
technologies such as the internet offer significant opportunities to improve
public service delivery and become more ‘customer-oriented’ and thus also
improve the relation with the citizen. This customer-aimed perspective and
the restructuring of public services by means of the technology fits well in
managerial trends, like ‘New Public Management’” (NPM)[DLO01] and ‘rein-
venting government’ [Sil01].

e-Government promises electronic public services ranging from simple in-
formation services to interaction and transaction services pertaining to online
tax returns, social insurance services, and granting licenses and subsidies.
The online environment can also be used for democratic participation, to em-
power citizens to vote, or to provide a realm in which political issues can be
discussed.

However, in order to provide electronic services, government needs to have
identity management in place. Proper handling of online identities and per-
sonal data here is even more important than in the private sector. Privacy
issues are therefore significant factors to take into account. Citizens making
use of electronic public services are not ‘real customers’. Usually they have
no choice to go elsewhere if the conditions or privacy policies are unfavor-
able; the government is a monopolist for many public services. Citizens are
therefore less flexible and autonomous in their interactions with government
than in commercial relations. Also because the data to be provided for cer-
tain services is mandated by law and predetermined and pre structured to a
high degree. Thus, personal identity in citizen-government relations is more
constrained than in other relations because citizens are obliged to make use
of prescribed identity attributes, because government services are accountable
for reliable, effective, and qualitative public services.

Citizens interact with government in different roles with different require-
ments. Citizens may act as electronic voters and should then not be linkable
to their interaction in other roles, such as tax payers or traffic offenders. It is
therefore important to keep these prescribed identities concealed from other
contexts. On top of this, recent history has shown that implementing reliable,
secure, and efficient electronic public services is difficult, and sometimes even
facilitates data loss or ID theft[d

Despite the fact that using technology to improve government services has
a long tradition, it turns out to be extremely difficult to implement ICTs in the
government, partly because of the scale of the endeavors and the complexity of
the services and underlying processes [Pet02]. This difficulty in managing large
public IT projects threatens to undermine efforts to implement e-Government

5 Like the loss of child benefit records in the U.K. in November 2007 or the exposure
of personal data of millions of Chileans in May 2008.
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[LT02], and the confidence of citizens in electronic public services may decrease
with every new failure in such projects.

Especially identity and privacy are key challenges for e-Government
[Pri07b]. If these concepts are not implemented properly, the government risks
reputation damage, and loss of public trust. This is strengthened by the fact
that electronic public services operate in a ‘trust tension’ [DGZP05]. On the
one side it is necessary for the government to collect data relating to citizens
to provide services, but on the other side this can increase the fears of surveil-
lance, undesired secondary use of personal information (‘function creep’), and
unwanted combination of public databases like the use of tax information for
social insurances.

Another complicating aspect is that the ‘trust tension’ in government ser-
vices is magnified by the need for transparent government (freedom of informa-
tion) which has tension with the need to protect personal information [Raa04].

All these aspects emphasize that IdM systems in government services need
to put in effort to find the balance between the use of information that re-
lates to the citizen’s identities and the necessary level of privacy and security.
Finding this balance decreases the social costs that are related to data loss,
contributes to trust and reputation in the government, and increases the adop-
tion of electronic public services. Not only should convenience be a part of
customer service, but also privacy and identity.

4.4 Societal Perspective

The third perspective on the need for incorporating privacy into identity man-
agement is the societal perspective. Informational privacy is well studied from
the perspective of the individual and also the organisational perspective dis-
cussed in the previous section is relatively well understood. Identity manage-
ment mainly seems to occupy the space in which individuals and organisations
interact. It concerns the interaction between data subject and data controller,
and their respective requirements and needs and the framework provided by
regulation such as Directive 95/46/EC. The latter is part of the social dimen-
sion of privacy. The Directive embodies the way Europe values the protection
of personal data. Society as a whole sees informational privacy as a value to
endorse and has formalized this by means of provisions dealing with the con-
ditions under which data may be processed. There is, however, much more to
the social value of privacy.

Describing the need for privacy in IdM systems based only on an individ-
ual and organisational perspective has the pitfall of trading off the importance
of identity and privacy for the individual against economical or other, more
‘social’ values. Privacy is often regarded as an individual value, rooted in lib-
eral thinking, and placing the individual at the centre of concern [Reg95]. The
discussion regarding ‘meaningful relations’, ‘dignity’, ‘autonomy’, ‘freedom’,
‘emotional release’, and ‘self-development’ in section are typical for this
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perspective. In the public debate, however, the emphasis on this individual
notion of privacy has led to a constrained debate. In this debate privacy is
often placed opposed to other (competing) interests that are defined as social
values, like ‘security’, ‘economic growth’, ‘fraud detection’, and ‘law enforce-
ment’ (see for arguments from a communitarian perspective on the role of
privacy, e.g, [Etz99]).

Privacy has more to it than just an individual importance. A need for
privacy is not an anti-social claim of the individual to conceal unwanted be-
haviour, but also a set of ‘social norms about how intrusive we should be
into each others lives’ [Sol07, p.72]. In addition, privacy is not a value that
is superfluous if one has ‘nothing to hide’, but there is a common interest in
having a certain level of privacy in society. It therefore does not conflict with
social values but, in fact, is functional to society. Being an individual with
privacy thus does not mean withdrawal and concealment from society, but
being a part of it. It means engagement and participation with others in a
confined context, inside a constant process of boundary control.

We will elaborate the social perspective on the need for privacy in IdM in
two sections. First we will dwell on the fact that the use of personal data is to
some extent influenced by social norms. Second, we elaborate on the fact that
implementing privacy in IdM systems benefits both a common, a collective,
and a public value in society (following the work of Priscilla Regan [Reg95]).

4.4.1 The Determination of Privacy in Social Context

A very common definition of informational privacy relates to the possibility for
individuals to control the dissemination of their personal information to others
(see, e.g., [Wes67, Rac75, Fri68]). This control allows people to obtain and
maintain their reputation, dignity, intimacy, and autonomy. Individual control
and self determination are key requirements for privacy protection. However,
this does not mean that individual informational control only contributes
to individual values and that society does not affect individual control over
personal data. Absolute individual control is difficult to achieve by individuals,
as it is difficult for them to make rational decisions with regard to privacy
[AG05]. This may explain one of the contemporary privacy paradoxes: the
disparity between privacy attitudes and privacy behaviour in the online world.
Incomplete information, bounded rationality, difficulty to weigh privacy costs
against benefits, and incomprehensibility of privacy threats seem to indicate
that privacy in society cannot always be assured by the sum of all individual
privacy decisions (see for instance [Sho03, AG05, Sta02, BGS05]). Social values
and instruments developed by society thus need to complement the capacities
of the individual. Privacy is a common interest (resembling a public good)
and because the overemphasis on ‘individuality’ occasionally seems to turn
out into a pyrrhic victory for the individual (see for instance: [Sch92, p.24]).

The dissemination of personal data is and has been governed by social
norms and our personal perspective on obtaining privacy is not culturally
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neutral. Individual identity-related decisions also effect other people with con-
sequences often in the future. Individual decisions therefore effect the privacy
of others. For instance, when I place a picture showing some drunken friends
on my Friendster profile, this may possibly affect their chances of getting
a job.

Social norms and social control (next to legal norms) are therefore nec-
essary to limit adverse decisions of individuals. Some forms of disclosure are
not done, not even on seemingly norm free environments such as social net-
work sites. Some social circles require a different treatment of identity in-
formation than others [Sol07]. Human nature and personal identity derive
themselves from different social contexts. Conformity to such contexts and
conformity to the people in these contexts is necessary to be able to live to-
gether [Sch92, Gof59]. True atomistic individuals do not exist ([Reg95], citing
Waltzer) and are also undesirable from a social point of view. This will also
count for the use and dissemination of personal information in contexts. Both
for the sake of our own identity and the identity of others in a particular
context, social norms play a role in determining what is private information
and what not. These social norms are important, given our imperfections as
deliberators and actors and the fact that we are mutually vulnerable and oc-
casionally unable to promote the values that matter [Sch92]. Especially in the
virtual online environment which is new and evolving, this seems to be the
case. Unfortunately, social norms are underdeveloped in many online contexts.

4.4.2 The Contribution of Privacy-Enhanced IdM to Society

This social value of privacy can be decomposed into a collective value, a public
value, and a common value [Reg95].

Individual solutions to privacy concerns that are based on the market for
personal data are often ineffective in ensuring privacy. Privacy therefore com-
prises a certain collective value. In general, individuals will have difficulties in
determining what kind of information is appropriate and necessary to disclose
in a specific case, for instance in obtaining a service. Often there is insuffi-
cient information or knowledge available to judge whether a service requires
the personal data requested. This information asymmetry means that individ-
uals are in bad position to trade and bargain. Markets generally only function
adequately in situations of information symmetry (see for instance [Ake70]).
Moreover, the market is an inefficient mechanism to assure privacy, because
the economic benefits of collecting personal data are clear to commercial or-
ganisations and individuals, but the costs of losing personal data are unclear
[Sta02]. For example, in many occasions the share of personal data will provide
the individual with a direct access to a service. However, the negative effects
of his or her actions with regard to this personal data may occur many years
later. This may also partially explain why individuals do not seem to invest
in individual measures to protect privacy, even though many are concerned
about their privacy [Sho03].
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The need for a collective approach to privacy thus stems from the fact that
there is an asymmetric relation between costs and benefits as well as between
the incentives of data subjects and data controllers. The issues need to be
approached on a grander scale than the individual.

A further issue is that information is an extraordinary economic good.
Many commercial services depend on personal information, and this infor-
mation is often costly to acquire. However, after it has been collected, it is
quite easily transformed, copied, and transferred to others. This increases the
incentives for commercial organisations to sell and distribute their data. The
extraordinary nature of information as an economic good also relates to the
question of ownership and economic loss. Personal data can be shared with
others, without the sharing party losing any of the intrinsic value of the in-
formation[d Furthermore, organisations that have stored personal information
that was lawfully collected, will claim ownership of these data. However, when
personal data is copied, lost, and/or ‘stolen’; the actual economic loss will just
as well affect the data subject. In fact, the implications for data subjects will
be even worse because the identity information can easily be used for pur-
poses of identity fraud or identity abuse, which is difficult to remedy. This
also explains the commotion when large amounts of personal data are lost
or stolen.

Another aspect that support the view that privacy deserves to be treated
as a collective good is that identity information is difficult to confine and
define, which makes detailed regulation and propertization difficult. Privacy
protection by means of intellectual property, for instance, has been promoted
(see [Pri06b] for an overview of literature in this field), but the different notions
of privacy through contexts will make it difficult to define on a regulatory level
what information should be included or excluded in such a property right.

All in all, clear-cut solutions to privacy issues that are based on an eco-
nomic use of personal information are difficult to develop, and ‘[e]conomic
interests and financial damages are difficult arguments to employ when it
comes to discussing the rationale and actual amount of privacy protection’
[PriO6b, p.226].

A one-sided economic approach towards privacy and a propertization of
privacy is also on uneven footing with personality and human dignity. Dignity
and reputation are core themes when it comes to privacy protection, espe-
cially in Europe (see [Whi04]). This also explains the European human rights
approach towards privacyld Privacy should protect people, not (in)tangibleSE

Data sharing by individuals is often involuntary [Reg95]. Individual deci-
sions regarding privacy are not always a statement of free will [Pri06b]; data
collectors often empliy a ‘take-it-or-leave-it’ approach, while users have little

" This also makes most forms of identity theft peculiar, nothing is stolen, the data
is merely copied [LGM105].

8 Art. 8 ECHR.

9 Katz v. United States, 389 U.S. 347 (1967).
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choice to go elsewhere [Sta02]. For the efficiency of many services in soci-
ety, like healthcare, social insurances, and mortgages, personal data of all the
individuals that make use of these services is required. In addition, the dis-
semination of personal data does not always relate to one single individual,
but could also effect the lives of close relatives, family members, and other
members of the social circle one is operating in[9 Hence, having privacy or
giving away personal information can affect the lives of others.

Another collective aspect of privacy lies in its enforcement. Privacy in-
fringements can be committed without knowledge of the data subject and
are difficult to undo and repair. The actions an individual has to take to en-
force their privacy sometimes call for considerable efforts of the individual,
often with a paradoxical outcome for this person: more exposure. Therefore,
a collective approach towards privacy enforcement is often a more suitable
approach than an individual approach.

In summary, the market will not produce privacy by itself, and individuals
cannot protect their privacy by their own devices. This requires a collective
approach to privacy. Privacy is a collective value comparable to clean air: we
all benefit from its existence and when it is constrained not only individuals
but society as a whole will be harmed. Because of this, privacy needs to be
obtained in IdM systems because it affects everyone, not just the ‘atomistic’
individual.

The second social aspect of privacy is that it has a common value, in the
sense that privacy is a shared interest, even though it needs to be defined
individually. It seems that ‘concern about privacy is evidenced in all soci-
eties’ [Gav80, p.445]. Moreover, the origin of privacy has even been related
to the aspects of ‘social distance’ and ‘personal distance’ that are present in
the animal world, which demonstrates that privacy has some kind of intrinsic,
common value [Wes67, Alt75].

Another common aspect of privacy is that privacy is one of the building
blocks of society. Hence, the choice about what kind of society we want, de-
termines the general level of privacy that is required. If we want a society in
which people can have a meaningful life, diverse relations, and in which they
can develop themselves freely, privacy ought to be provided to every single
individual [Gav80]. Privacy, as said, also facilitates individuals to be different
from each other. It promotes social pluralism and tolerance, because all peo-
ple would have the equal possibility and opportunity to have a private realm.
This makes privacy a condition for equality, and ‘enables the development of
the type of individual that forms the basis of a certain type of society’ [Reg95,
p.222]. For example, in many societies aspects of trust, accountability, friend-
ship, and cohesion are important values. Privacy provides the context for these

10 Consider information obtained from DNA material which reveals information
about genetic diseases which may be present in other family members without
them knowing.
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values, and if a society would renounce the value of privacy ultimately those
other values would erode as well [Int97, Fri68].

The internet is evolving to become an environment in which every actor in
society is required to participate. In the future, it may become an essential part
of our everyday life, a common medium. Because of this, identity management
will touch upon almost every individual in the future, making benefits but
also risks of online identity management ubiquitous. Surveys amongst internet
users show that almost all citizens are concerned about their privacy in the
online environment, even though there may be different levels of concern /1]
Hence, we can assume that not many people approve the idea of a society
or an online environment in which there is no privacy and in which complete
surveillance is the standard.

Another contribution of privacy lies in its public value to society. To a
large extent, this relates to the organisation of the democratic political sys-
tem. A political system that uses public roles, attaches importance to free
speech, and has an honest electoral system which provides its citizens privacy
in certain contexts. Hence, if we want technology and identity management
to contribute to the democratic political system and a democratic society,
privacy needs to be integrated, also into identity management systems. With-
out this, IdM systems may even become detrimental to democracy and the
public realm. The online environment provides considerable opportunities to
enhance democracy, but it is important to note that these opportunities can
only be exploited when a level of privacy is guaranteed for the citizen.

Important institutions in a democracy are freedom of speech and freedom
of thought. Citizens need to be able to assess the acts of their representatives,
and be able to address their views on public policy. This requires a private
sphere. State intrusion in the assessment of public policy is undesirable be-
cause it may restrain the citizen, just as much as infringing on the exchange
of opinions. For democracy, it is necessary that people can vent their opin-
ions protected, without consequences, confined from other contexts, and —
in some occasions — anonymously. Privacy ensures these guarantees. Hence,
even though privacy sometimes opposes free speech, in the public realm pri-
vacy is a condition for free speech, which can be compared with the level of
privacy that is built-in in a system for anonymous voting.

‘[TJhe government should be sensitive to unreasonable constraints on iden-
tity building’ [Hil06, p.56]. This means that, for example, the targeting of
political messages to specific public individuals and the practices of social
sorting should not be within reach of the government. However, the online
environment can provide much politically interesting data which can be used

1A 2005 Eurobarometer report showed that 94% of EU citizens believed that pro-
tecting information about private life from misuse and exploitation would be
important for society in ten years time [Eur05, p.64]. See also the PRIME survey
results [OLO08].
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to normalise individuals and influence their civil identities. This underlines
the importance of privacy in IdM systems in democratic contexts.

The actual maintenance and development of the public and public roles
in society depends on the level of privacy that is provided to the individual.
For democracy, it is necessary that individuals engage in the public debate,
and that these people employ public characters. The probability of people
engaging in public debate and public roles is higher when such roles are used
in the right context and when aspects of private life are insulated from these
activities. However, ‘if the private realm is destroyed, the public is destroyed as
well’ [Reg95, p. 226]. Hence, without privacy, the self-assurance of citizens to
engage in the public could overturn into shallow behaviour with little content.
The private space defines the public, and vice versa. It makes people fit into
the public space [Sol07].

Earlier in this chapter (see 22, we argued that privacy provides the
context for love, trust and accountability (see [Fri68, Int97, Reg95]). This also
applies to the relation between the citizen and the government. For mutual
trust and accountability to originate, citizens and public figures need to be
provided with a private sphere. Privacy provides a citizen and a public char-
acter the environment in which autonomous decisions can be made, in which
one is not normalised by others. Subsequently, for these actions individuals
need to be trusted and people can be held accountable. However, without
privacy, this accountability and trust would not be necessary because such
individual decisions are normalised, influenced, and so much transparent that
trust would be needless to have.

Protection against state power and state interference is considered to be a
core aspect of privacy and relates to the sovereignty and autonomy of people
in their ‘private environment’ [Whi04]. But it is also important to realize
that this restraint on the government does not only benefit the individual
but actually contributes to government, government figures, and democracy
as a whole. State intrusion, e.g., in the form of wiretapping, tracking, and
computer cracking, is harmful for democracy and society, which is sometimes
overlooked.

4.5 Conclusion

The disadvantages of traditional enterprise centric identity management for
both enterprises and individuals are acknowledged and we can observe a move
towards federated identity management and even user-centric identity man-
agement. The focus in both developments is slightly different. Federated iden-
tity management initiatives place enterprise needs at the forefront, at the
same time having an eye for the advantages for the individual which lie in
the increased convenience these systems provide. User-centric identity man-
agement developments place more control and responsibility in the hands of
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the individual user, yet also acknowledging the needs of enterprises and
governments.

Many of the current developments are still based on the abundant dis-
closure and collection of personal data to construe rich digital personae. The
present chapter has argued that it is important to take privacy seriously. It has
done so from three perspectives: an individual perspective, an organisational
perspective, and a societal perspective.

At first glance bringing up privacy in a debate about identity management
mainly seems to benefit the individual. This chapter has extensively argued
that there indeed is an individual interest in privacy protection online in
general and in IdM more specifically. The main thrust is that privacy-enhanced
IdM allows the individual to play different roles in the online world, just like
in the offline world. Being able to separate social contexts and determine how
one wants to present oneself to others is an essential individual need to be
able to establish and maintain meaningful relations. PE-IdM also empowers
individuals to protect themselves and handle the current power imbalance
between user and service provider.

Yet, also from an organisational perspective, the domain of enterprises
and governments there are clear indicators that privacy needs to play a more
important role in IdM. Relations in the online world depend on trust. If con-
sumers and citizens display distrust with respect to their communication part-
ners because these display insufficient attention for privacy and security, this
may result in users refraining from using these entities’ services. The tide in
this respect may be turning judging from experiences with regulation such as
the US Security Breach Notification Legislation.

The third level discussed in this chapter is the societal level. We have
argued that privacy is a common, public, and collective value that benefits
society as a whole. Europeans share a common understanding that privacy
matters even though we may disagree to what extent. This warrants treating
privacy as a common good. Privacy also resembles a public good such as
clean air: we all benefit from its existence and when it is constrained not only
individuals but society as a whole will be harmed. Privacy is also comparable
to collective goods in the sense that guaranteeing and enforcing privacy on
the individual level does not really work.

Society has to take certain actions. One of the actions society can take
is enact regulation that guarantees a certain level of privacy protection. This
will be the topic of the next chapter: regulating privacy, data protection and
identity management.
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5.1 Introduction

The notions of identity, privacy, personal information and data protection
are closely related to each other. Privacy, according to Alan F. Westin ‘is
the claim of individuals, groups or institutions to determine for themselves
when, how, and to what extent information about them is communicated to
others’ [Wes67, p.7]. Another definition, provided by Lee Bygrave, states that
privacy is ‘a condition or state in which a person ... is more or less inaccessible
to others, either on the spatial, psychological or informational plane’ [Byg02].
Discussions regarding to the nature and sense of ‘privacy’ is long-lasting and
complex. This chapter will not go into this particularly challenging debate, but
rather it will sketch the legal framework in which privacy enhancing identity
management operates.

Despite the various understandings of the concept of privacy, it is crucial
to keep in mind, what specific interest the law should protect. It is clear that
the vital point of a or the ‘right to privacy’ is the protection against misuse of
personal information [Wac, p.10]. As discussed in the previous chapters, the
advent of new technologies, have created many new privacy threats, whereas
others have just gotten a much wider scope. Some of the already existing risks
have changed appearance due to technological advancements. The now famous
example of the ‘dog poop girl’ in Solove’s ‘The future of reputation’ [Sol07] is
telling in this respect. The story is a about a Korean teenage girl traveling on
the subway when her dog pooped. She was asked to clean it up, but refused. In
previous times she would have been cursed, but this being the 21st century,

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 73 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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her acts were caught on camera by someone’s mobile phone. The pictures
were posted on a popular Korean blog. The picture and post went viral and
were picked up by the mainstream Korean media. The girl became infamous
throughout the country, harassed wherever she went and forced to drop out of
university because of the shame. Since the incident, many people, also outside
of Korea have seen the images and heard the story.

Privacy-enhancing identity management has a future in limiting privacy
threats associated to the online world. However, in order to play such a role
and be effective for private and business practices, they have fit into the ex-
isting legal framework regarding privacy and data protection. This chapter
explores these legal frameworks. The chapter starts by a brief introduction
on the FEuropean history of data protection regulation in Section Next,
in Section [5.3] we describe the core principles of the EU data protection reg-
ulation. Section [5.4] discusses some of the issues regarding the applicability of
the current legal framework in an evolving online world. Finally, Section
provides some concluding remarks.

5.2 A Brief History of European Data Protection
Regulation

The right to privacy protection originates directly from human rights law.
The general opinion is that privacy constitutes a fundamental right of the
individual and is one of the essential values in a democratic society (see also
chapter H)). It can be found in all major international treaties, agreements on
human rights and in the constitutions of most countries around the world[]
In Europe, one of the first documents recognising the fundamental right
to respect privacy was the European Convention of Human Rights and Fun-
damental Freedoms (ECHR)E Article 8 ECHR states that ‘everyone has the
right to respect for his private and family life, his home and correspondence’.
Further, in Article 8(2), ECHR expresses the need to keep the balance be-
tween the right for privacy and other interests stating that ‘there shall be no
interference by a public authority with the exercise of this right except such as
is in accordance with the law and is necessary in a democratic society in the
interests of national security, public safety or the economic well being of the
country, for the prevention of disorder or crime, for the protection of health
or morals, or for the protection of the rights and freedoms of others’. The

! For an overview of the international instruments in the field of data protection see:
http://ec.europa.eu/justice_home/fsj/privacy/instruments/index_en.htm;
For an overview of national legislation in over 50 countries see: “An International
Survey of Privacy Laws and Developments”, Electronic Privacy Information Cen-
tre and Privacy International: http://www.privacyinternational.org/survey;
See also: http://www.epic.orgl

2 European Convention for the Protection of Human Rights and Fundamental Free-
doms (ECHR), Council of Europe, Rome, 1950, http://conventions.coe.int!|
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lawfulness of these restrictions has been refined in a number of judgements
and decisions, issued by the European Court of Human Rightsﬁ

Soon after the Convention came into effect it became obvious that the
sheer recognition of the fundamental and constitutional principle of privacy
is insufficient to effectively safeguard the growing need to protect the right of
privacy. This became particularly clear when the full potential of information
technologies for controlling data became apparent. This discovery led to a
new approach to the issue based on enacting comprehensive national data
protection laws applicable to both the private and public sector. Since the
start of the seventies many countries followed the trend and enacted more
detailed data protection laws. At the same time international developments
led to a set of international policy instruments that affected the process of
enacting data processing legislation.

The most prominent of these for privacy protection are the Guidelines gov-
erning the protection of privacy and transborder flows of personal data issued
by the Organisation for economic Co-operation and Development (OECD)
and Convention No 108 for the Protection of Individuals with regard to Au-
tomatic Processing of Personal Data of the Council of Europe.

The OECD Guidelines, adopted on September 23, 1980, represent interna-
tional consensus on general guidance concerning the collection and manage-
ment of personal information. They apply to data held in public and private
sector, which pose a threat to privacy and individual liberties, due to the
manner in which they are processed, or because of their nature or the context
in which they are used. The development of Guidelines aimed to contribute
to the harmonisation of national privacy legislation, while complying with
human rights, and, simultaneously, to prevent interruptions in international
flows of data. This latter aim was considered necessary by the OECD Member
countries which feared that disparities in national legislations could hinder the
free flow of personal data across frontiers. The guidelines introduce a set of
basic principles which should serve as a foundation for national legislations
and which should be complied with by the data processors. The principles
are: collection limitation, data quality, purpose specification, use limitation,
security safequards, openness, individual participation, and accountability.

On January 28, 1981, the Council of Europe adopted Convention No. 108.
In its preamble, it recognises the need to reconcile the fundamental values of
the respect for privacy and the free flow of information between people. It
also clearly states that the aspiration of the Council of Europe is to enhance
the safeguards for everyone’s rights and fundamental freedoms. In particu-
lar, the focus of the Council of Europe is placed on the right to the respect
for privacy, in order to tackle the new challenges of the increasing flow of

3 Klass,06.09.1978; Sunday Times, 26.04. 1979; Malone, 02.08.1984; Leander,
26.03.1987; Kopp, 25.03.1998; Rotaru, 04.05.2000; Amann, 16.02. 2000; Lambert,
24.08.1998; Valenzuela Contreras, 30.07.1998; Kruslin, 24.04. 1990; Huvig, 20.04.
1990. These judgments are available at: http://www.echr.coe.int/Hudoc.htm.
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personal data across frontiers and undergoing automatic processing. Just like
the OECD Guidelines, Convention 108 spells out a set of principles that should
be followed when processing the data. Its main points claim that personal data
should be obtained and processed fairly and lawfully; stored for specified and
legitimate purposes and not used in a way incompatible with those purposes;
adequate, relevant and not excessive in relation to the purposes for which they
are stored; accurate and kept up to date; preserved in an identifiable form for
no longer than is required for the purpose for which those data are stored;
adequately secured; accessible by the data subjects for the rectification or
erasure.

Europe, in the mid 1990s, decided to take the lead in harmonizing the
data protection regulation. The result of the developments is that current
data protection regulation in Europe is primarily based on few key instruments
while relevant details specific for particular Member States, their legal systems
and traditions, are contained in the national laws in the member states.

5.2.1 The EU Data Protection Directive

The EU went a step further than the OECD guidelines and Convention No
108 of the Council of Europe and enacted regulation for the EU member
states pertaining to data protection. The core of data protection is laid down
in the general Data Protection Directive 95/46/EC, constituting a data pro-
tection framework, and in the Directive 2002/58/EC, known as the ePrivacy
Directive, as amended by Directive 2009/136/EC, the Citizen’s Rights Di-
rective. Additionally, Directives 2000/31/EC on Electronic Commerce and
1999/93 /EC on Electronic Signatures are, to some extent, significant for the
current discussion.

The aim of the general Data Protection Directive is to promote the free
movement of personal data within the European Union, and to ensure a high
level of protection of both, the right to privacy, and of the fundamental rights
and freedoms of the individuals with regard to the processing of personal data
in all Member States. These two objectives, of ensuring that personal data
can move unrestrictedly within the Single Market of the European Union on
the one hand, and that a level of protection of the individual’s rights on his
personal data is uniform within the whole EU on the other, are explicitly
mentioned in the Directive’s preamble. The fact that the level of protection
of privacy provided in national laws of various Member States differed was
considered as a major threat to the internal market. It could constitute an
impediment to economic activities at Community level, distort competition
and impede authorities in the discharge of their responsibilities under Com-
munity law. In order to prevent these threats to the internal market, the
harmonization of the national laws was desired, with a margin for maneuver
left to the Member States. The overall effect of these actions was to result in
improvement of privacy protection in the European Community.
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The scope of the Directive is very broad as the concept of ‘personal data’
applies to text, sound and image data. Furthermore, it covers any information
relating to an identified or identifiable natural person — a data subject. The
Directive clarifies that under the term ‘identifiable person’ it understands
every person who can be identified, either directly or indirectly, in particular
by reference to an identification number or to one or more factors specific
to his physical, physiological, mental, economic, cultural or social identity. In
order to ascertain whether a person is identifiable, according to Recital 26
of the Directive, account should be taken of all the means likely to be used
either by the controller or by any other person to identify the said person.
This proves an expansive approach as every data that could be a link to an
identifiable individual will come under the scope of the Directive. It brings
data, whatever its form, under the ‘personal data’ umbrella as soon as it is
possible to identify the person to whom the information refers, now or in the
future[ Recital 15 seems to confirm such approach stating that processing
of sound and image data is only covered by the Directive, if it is automated
or if the data processed are contained in a filing system structured according
to specific criteria relating to individuals, so as to permit easy access to the
personal data in question.

The concept of ‘processing’ is defined by the Directive in a similarly broad
way. According to Article 2 (b) it refers to any operation performed on per-
sonal data such as collection, recording, organisation, storage, adaptation or
alteration, retrieval, consultation, use, disclosure by transmission, dissemi-
nation or otherwise making available, alignment or combination, blocking,
erasure or destruction. This, basically, means any activity that could be per-
formed on data. Even a single consultation or retrieval of a file containing
personal data, for example, would constitute processing and has to comply
with the provisions of the Directive. Also the sole storage of personal data on
a server is considered to be processing, even if nothing is done with the data.

Moreover, the Directive defines several terms relevant for the data subject
and introduces specific requirements, which are indispensable in order to ren-
der the data processing legal and lawful. These requirements address the ‘data
controller’. In the context of data protection, ‘controller’ is every individual or
entity who determines the purposes and means of the processing of the data.
Who the controller actually is depends on the factual context. In some cases
of personal data processing there can be more than one responsible controller.
Apart from the concept of data controller, the directive introduced the term of
‘data processor’, who is a third party who merely processes personal data on
behalf of the data controller. The distinction made between ‘data controller’
and ‘data processor’ is important for the issue of the liability for violations of
the Data Protection legislation. As a rule of thumb, it can be said that the
responsible party will be data controller.

4 See also the discussion on whether IP addresses constitute personal data in

Section3.6.6]



78 5 Regulating Identity Management

In order to prevent the possibility that individuals in the European Union
are deprived of any privacy protection if the controller has no establishment in
a Member State, the Directive states that it is applicable when the controller
makes use of equipment for processing of personal data which is situated on the
territory of a Member State. The term ‘equipment’ covers all possible means
like computers, telecommunication devices, impression units, etc. Article 4,
however, states an exception to this rule, when the equipment is used only for
the purposes of transit of personal data through the territory, such as cables
or routing equipment. Moreover, the Directive regulates that if the means
for processing personal data are located on the territory of a Member State,
a representative established in the aforementioned Member State should be
designated by the controller.

The Data Protection Directive, mainly in Article 6, introduces a set of
crucial principles for data processing. Most of these conditions refer to the
quality of data. These principles set out the core regulation regarding the
processing of personal data and therefore they are often characterised as the
constitutional law of data protection [Blu02, p.30]. They will be discussed in
Section [5.3

5.2.2 The ePrivacy Directive

The Directive 2002/58/EC, commonly known as ePrivacy Directive,
complements the principles introduced in the general Data Protection Direc-
tive and converts them into specific rules for the electronic communications
sector. The Preamble of the Directive highlights that the advent of new ad-
vanced digital technologies in public communications networks in the Com-
munity, raises a need for specific requirements concerning the protection of
personal data and privacy of the user. The development of the information so-
ciety automatically leads to the introduction of new electronic communications
services and increased access to digital mobile networks by an increasing public.
As the capabilities of such digital networks to process personal data are signif-
icant, the confidence of users that their privacy will not be at risk is essential
for the successful cross-border development of these services. The ePrivacy Di-
rective was modified by Directive 2009/136/EC, commonly known as Citizens’
Rights Directive. This Directive introduced the data breach notification and,
among others, amended the provisions of the ePrivacy Directive relating to se-
curity and confidentiality of personal data, as well as those relating to unso-
licited communications. Given that the Citizens’ Right Directive was adopted
long after the end of the PRIME project, its provisions did not influence the
results of the project and will therefore not be analysed at this point.

These risks are especially clear in the area of Location Based Services
(LBS). It is clear that in order to enable the transmission of communications,
the processing of location data which gives the geographic position of the
terminal equipment of the mobile user is required. However, digital mobile
networks have the capacity to locate the equipment more precisely than is
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necessary for the purpose of transmission of communications. Such accurate
data can be used for the provision of value added services such as, for example,
providing individualised traffic information and guidance to drivers. In such
cases, the Directive states that the consent of the subscriber is indispensable
for the processing of such data for value added services to be allowed. More-
over, even after giving their consent, subscribers should be permitted, in a
way that would be easy and free of charge, to temporarily or permanently
object to the processing of location data. It is also worth mentioning that the
Directive emphasises the fact that the protection of the personal data and the
privacy of the user of publicly available electronic communications services
should be independent of the technology used.

5.2.3 Other Relevant Directives

The main goal of the Directive on Electronic Commerce 2000/31/EC is to
regulate the liability of Internet Service Providers (ISPs). All types of ille-
gal activities performed on-line by third parties are covered by the Directive,
which adopts a horizontal approach to the issue. This means that it applies to
all areas of law, including civil and criminal law. Hence, the liability regula-
tion covers all types of illegal online activities (copyright infringement, unfair
competition, misleading advertising, defamation, child pornography, etc.).
Finally, the Directive 1999/93/EC on Community framework for electronic
signatures introduced a rule that indicating a pseudonym instead of the signa-
tory’s name cannot be prevented by certification service providers who issue
certificates or provide other services related to electronic signatures.

5.3 Principles of Data Processing

In this section we will discuss the core principles embedded in Directive
95/46/EC. We will discuss them in the light of defining legal requirements
for privacy-enhancing identity management. These requirements can be used
as a main guiding tool for the developers of identity management systems and
privacy enhancing tools, as was done in the PRIME project. The principles
are grouped into three categories: principles on processing of personal data,
rights of the data subject and specific requirements for electronic communi-
cations systems or applications. Apart from these requirements, we have also
defined a set of requirements that are rooted in both law (regulation and legal
theory) and in sociology. These latter requirements, i.e., the principle of user
consent, principle of security, right to information, right of access and right
to rectify, erase or block the data are described in Chapter
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5.3.1 Principles on Processing of Personal Data
5.3.1.1 Principle of Fair and Lawful Processing

A fundamental principle laid out in Art. 6(1)(a) Data Protection Directive
requires the processing of the data to be fair and lawful. It has been named a
primary requirement due to the fact that it ‘both embraces and generates the
other core principles of data protection laws’ [Byg01, p.1]. To assess whether
personal data were processed in a fair and lawful way, the method used to
obtain the data should be taken into account. Because it is the starting point
of processing, it can, to a large extent, influence the fulfillment of other condi-
tions in later stages of processing. In order to have the requirement satisfied,
the relevant data subject has to be provided with certain information, men-
tioned in Article 10 of the Data Protection Directive (on the identity of the
controller and of his representative, the purpose of data processing and further
information, like who is the recipient of the data, if replies to the question are
obligatory or voluntary, and whether there is a right to access and to rectify
the data) at the time of the obtaining of the data, or very soon afterwards
[Car02, p.54]. Moreover, lawful processing requires the data controllers to
comply with all types of their legal obligations, general and specific, statutory
and contractual, concerning the processing of the personal data. For example
the processing should be performed with respect to Article 8 of the European
Convention on Human Rights, which calls for respect for the private life of
the individual.

5.3.1.2 Principle of Finality

Article 6(1)(b) of the Data Protection Directive sets the second data process-
ing principle. It is usually addressed under the names of principle of finality,
purpose limitation, purpose specification or principle of secondary use. Ac-
cording to this requirement, data controllers must collect data only as far
as it is necessary in order to achieve the specified and legitimate purpose.
Furthermore, data controllers cannot carry out any further processing which
is incompatible with the original purpose. This means that the data subject
must be specifically informed about the purpose of the data collection and
that subsequent use of collected data is restricted. In particular, the finality
principle requires that, without a legitimate reason, personal data may not be
used and the concerned individual must remain anonymous. The goal of the
principle is to promote transparency and, additionally, to enhance the control
of the user over the use of the data. This requirement is seen as the most
controversial one in the data protection law [Blu02, p.32]. The indication of
the purpose of data collection has to be clear and accurate, using a precise
and distinct wording in order to satisfy the principle. This, of course, may
lead to a constant dispute over the practical application of the requirement
[Blu02, p.32].
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5.3.1.3 Principle of Data Minimisation

Article 6(1)(c) of the Data Protection Directive embodies the principle of
data minimisation, stating that the processing of personal data should be
limited to data that are adequate, relevant and not excessive. The basis for
the assessment whether this condition has been fulfilled is the purpose of data
collection. Furthermore, Articles 7 and 8 of the Data Protection Directive
implicitly repeat the requirement of data minimisation prohibiting the pro-
cessing of data unless it is indispensable for achieving specific goals. Data
controllers are obliged to store only a minimum of data sufficient to run their
services. Particularly, data accumulation, a practice often exhibited by public
authorities who gather more personal data than required, should be avoided.
The storage of large amounts of data can easily be considered as privacy vio-
lation, and the argument that the data is not used is insufficient to justify its
preservation [Blu02, p.34]. In the context of restrictions on the amount of col-
lected data, issues of ‘data avoidance’ [HS03] and ‘privacy by design’ [DG04,
p.193] are relevant. The former requires that the technical devices and de-
signs use either no personal data or as limited a amount as possible. The
latter suggests that the privacy issues and specifically the processing of per-
sonal data (including identity management related implications) should be
taken into account from the earliest stage of the organisation of the network
infrastructure. Technical tools and Privacy-Enhancing Technologies in partic-
ular, should be available to contribute to the effective implementation of the
data minimisation requirement.

5.3.1.4 Principle of Data Quality

Another principle, deriving from Article 6(1)(d) of the Data Protection Direc-
tive, provides that all personal data shall be accurate and, where necessary,
kept up to date. Data controllers are obliged to take every reasonable step
to ensure that data which are inaccurate or incomplete, having regard to the
purposes for which they were collected are either erased or rectified. This
principle is particularly important for the protection of personal integrity. It
is often suggested that data controllers should create an appropriate mecha-
nism which would enable the data subjects to update their personal data or
notify the data controller about the inaccuracies of the present information.
Such solution would prevent, in case of detriment caused by the incorrect data,
possible data subjects’ complaints of breach of this principle. In practice, these
measures are hardly ever implemented.

5.3.1.5 Principle of Conservation

The principle of conservation, also known as the time limitation principle, is
described in Article 6(1)(e) of the Data Protection Directive. It stipulates that
personal data shall not be kept for longer than is necessary for the purposes
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for which these data were collected. It implies that after achieving the pur-
pose for which the data were gathered, they should be rendered anonymous
or destroyed, which means that the principle is targeted against the afore-
mentioned practice of data accumulation. It should be emphasised that the
processing of personal data for the purpose of anonymisation falls within the
scope of the Directive, since the definition of the term ‘processing’ is so broad
that it includes the process of anonymisation as well. However, having in mind
the aim of the Directive, imposing compliance obligations with regard to the
process of anonymisation could be considered as counter to the achievement
of its purpose, especially in light of Recital 26 of the Directive, which says that
the principles of data protection shall not apply to data rendered anonymous
in such a way that the data subject is no longer identifiable.

5.3.1.6 Principle of Confidentiality

The Directive 2002/58/EC on privacy and electronic communications (ePri-
vacy) aims to protect the confidentiality of communications. Member States
must ensure the confidentiality of communications (and the relevant traf-
fic data) by means of public communications network and publicly available
electronic communication services through national legislation. In particular,
listening in on, tapping, storing or other kinds of interception or surveillance
of communications and the related traffic data by persons other than users,
without the consent of the users concerned and except when legally autho-
rised to do so, is prohibited. The Directive provides for an important excep-
tion from this principle: legal authorisation for the monitoring of electronic
communications is possible when it constitutes a necessary, appropriate and
proportionate measure within a democratic society to safeguard national se-
curity, defence, public security, and the prevention, investigation, detection
and prosecution of criminal offences or of unauthorised use of the communi-
cations system (Article 5(1) in conjunction with Article 15(1) of the ePrivacy
Directive).

5.3.1.7 Principle of Notification to the Supervisory Authority

The data controller must notify the respective national data protection au-
thority before any data processing operation is carried out (Article 18 of the
Data Protection Directive). The Directive leaves to the Member States the
possibility to simplify the notification procedure or to waive it altogether in
certain situations. However, for the vast majority of entities engaged in any
form of automated processing of personal data, the notification remains oblig-
atory. According to Article 19 of the Data Protection Directive notification
to a national data protection authority must include at least: the name and
address of the controller and of his representative; the purpose of the process-
ing; description of the categories of data subjects and of the data or categories
of data relating to them; the recipients or categories of recipients to whom
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the data might be disclosed; proposed transfers of data to third countries; a
general description allowing a preliminary assessment to be made of the ap-
propriateness of the measures taken pursuant to Article 17 to ensure security
of processing.

5.3.1.8 Data Processed in Line with the Rights of the Data
Subject

Data controller are obliged to respect the rights of the data subjects when they
process personal data. Article 12 of the Data Protection Directive, in particu-
lar, grants data subjects the right to be provided, by the data controller, with
basic information about the processing of their personal data. It is generally
accepted that all the rights mentioned in Article 12 (Subparagraphs (a), (b),
and (c)), and not only those from subparagraph (a) as it is explicitly stated in
the Directive, should be exercised without constraint at reasonable intervals
and without excessive delay or expense [DS97, p.199]. The Directive also pro-
vides the data subject with a right to object to the processing of data relating
to her (Article 14), as will be elaborated below.

5.3.2 Rights of the Data Subject

The Data Protection Directive grants several rights to the data subjects, al-
though some of them are recognised in an implicit way. Providing the data
subjects with those rights intends to guarantee that the data subject remain
the ultimate controllers of their personal data. This should also reinforce the
fundamental right to privacy described in Article 8 of ECHR. The right to
information, the right of access and the right to rectify, erase or block the data
will be analysed in detail in the following chapter, as they can be understood
as requirements with a social as well as legal basis.

5.3.2.1 Right to Object

Pursuant to Article 14(a) of the Data Protection Directive, Member States
shall grant the data subject the right to object to the processing of data
relating to him, on compelling legitimate grounds relating to his particular
situation. This right to object must at least cover the cases where processing
is necessary for the performance of a task carried out in the public interest
or in the exercise of official authority and where processing is necessary for
the purposes of the legitimate interests pursued by the controller (Article 7(e)
and (f)).

Article 14(b) of the Directive concerns the processing of personal data for
the purposes of direct marketing. The Directive gives the Member States a
choice between two formulas. They can grant the data subject the right: (i) to
object, on request and free of charge, to the processing of personal data relat-
ing to him which the controller anticipates being processed for the purposes
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of direct marketing, or (ii) to be informed before personal data are disclosed
for the first time to third parties or used on their behalf for the purposes of
direct marketing, and to be expressly offered the right to object free of charge
to such disclosures or uses. The exact procedure and time limitations to be
observed in such cases is the matter of the transposition of the Directive’s
provisions into national laws.

The right to object is aimed at giving the data subject a possibility to pre-
vent the processing of his data, in case where it violates his personal integrity
and where it would be otherwise legitimate. The principle originated from the
idea that individuals own their personal data, therefore they should be in a
position to control it and oppose to its processing. It is an evident recognition
of the right to self-determination.

5.3.2.2 Right Not to Be a Subject to an Automated Decision

Article 15 of the Data Protection Directive grants the data subject a right not
to be subjected to an automated decision which produces legal effects concern-
ing him or significantly affects him and which is based solely on automated
processing of data intended to evaluate certain personal aspects relating to
data subject, such as his performance at work, creditworthiness, reliability,
conduct, etc. This right was introduced to overcome the effect of development
of information technology which very often leads to decisions being made me-
chanically. Frequently, such decisions are of essential importance or have legal
effects; hence they should be taken by other people who can take into account
specific circumstances of the individual. There are statutory exceptions pro-
vided to this right in cases where the decision is either taken in the course
of the entering into or performance of a contract, provided that the request
(for the entering or the performance of the contract) has been lodged by the
data subject and there are suitable measures to safeguard the data subjects
legitimate interests; or is authorised by a law that also lays down measures to
safeguard the data subject’s legitimate interests.

5.3.2.3 Right to Seek Legal Relief

Article 22 of the Data Protection Directive provides for a right of every person
to a judicial remedy for any breach of the rights guaranteed to him by the
national law applicable to the processing in question. Further, the Directive
provides that any person who has suffered damage as a result of an unlawful
processing operation or of any act incompatible with the national provisions
adopted pursuant to the aforementioned Directive is entitled to receive com-
pensation from the controller for the damage suffered (Article 23 of Data
Protection Directive).
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5.3.3 Specific Requirements for Electronic Communications
Systems or Applications

5.3.3.1 Processing of Traffic Data

According to Article 2(b) of the ePrivacy Directive, the term ‘traffic data’
refers to any data processed for the purpose of the conveyance of a communi-
cation on an electronic communications network or for its billing. Traffic data
may only be processed to the extent needed for the purpose of the transmis-
sion of a communication. When no longer needed for that purpose, the data
must be erased or made anonymous (Article 6(1)). Traffic data necessary for
subscriber billing and interconnection payments may be processed up to the
end of the period during which the bill may lawfully be challenged or payment
pursuit (Article 6(2)).

5.3.3.2 Processing of Location Data for the Provision of a
Location Based Service

Pursuant to Article 9 ePrivacy Directive, location data may only be processed
when they are made anonymous, or with the consent of the users or subscribers
to the extent and for the duration necessary for the provision of a value
added service. The service provider must inform the users or subscribers,
prior to obtaining their consent, about the type of data to be processed,
the purposes and duration of the processing and whether the data will be
transmitted to a third party for the purpose of providing a value added service.
The users/subscribers must also be given the possibility to withdraw their
consent for the processing of location data at any time (Article 9(1) of the
ePrivacy Directive). It should be emphasised, that location data may only
be processed by persons acting under the authority of the provider of the
public communication network or publicly available communication services
(i.e., the telecommunication operator) or of a third party providing the value
added service who obtained the data for the purpose of provision of this service
(Article 9(3) of the ePrivacy Directive).

5.3.3.3 Automatic Data Collection Procedures

The data subject has the right to information in case of automatic data collec-
tion procedures, as well. Typical examples of such invisible processing include
‘browser chattering’, automatic hyperlinks to third parties, so-called ‘Web-
Bugs’, active content (e.g., Java) and cookies. Again, the necessary informa-
tion about the purposes of cookies or similar devices so as to ensure that users
are made aware of information being placed on the terminal equipment they
are using must be given before any personal data are collected. In particular,
the use of cookies (or other tools for storing information on the user’s terminal
equipment) is only allowed if the user has the opportunity to refuse the cookie
to be installed. However, this condition does not apply if the use of the cookie is
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“strictly necessary in order to provide an information society service explicitly
requested by the subscriber or user” (Article 5(3) of the ePrivacy Directive).

5.3.3.4 Unsolicited Commercial Communications (Spam)

The ePrivacy Directive is also an important step forward in the protection of
the users of electronic communications against unsolicited messages. The use
of automated calling systems without human intervention (automatic calling
machines), facsimile machines (fax) or electronic mail for the purposes of direct
marketing may only be allowed in respect of subscribers who have given their
prior consent (opt-in). As an exception to this general rule, it remains possible
for merchants to send electronic mail to their own customers for the purpose
of direct marketing of similar products or services, provided that customers
clearly and distinctly are given the opportunity to object (opt-out). Other
types of unsolicited communications for purposes of direct marketing are not
allowed either without the consent of the subscribers’ concerned (opt-in), or
in respect of the subscribers who do not wish to receive these communications
(opt-out). In any event, the practice of sending electronic mail for purposes
of direct marketing disguising or concealing the identity of the sender on
whose behalf the communication is made, or without a valid address to which
the recipient may send a request that such communications cease, has to be
prohibited by Member States’ legislation.

5.4 Applicability Issues of the Current Legal
Framework

5.4.1 An Old Directive for New Technologies

The principles included in the general Data Protection Directive, as well as
their specific interpretation in the ePrivacy Directive in cases where data
protection issues arise in connection to publicly available electronic communi-
cations services and networks, delineate a solid data protection framework at
the European level. At first and overall glance, the European legal framework
on data protection contains the core principles that can ensure the protection
of individuals with regard to the processing of personal data on one hand and
the free movement of such data on the other. These were the main objectives
of the Data Protection Directive back in 1995 and it can not be contested that
they actually still ensure a satisfactory level of protection of the individuals
when the processing of their personal data takes place in a conventional way,
for instance when data are collected and processed by a company, with whom
the individual signs a contract.

Objections regarding the effectiveness of the Directive arise with regard to
new technologies. As already illustrated in Chapter [3] the notion of personal
data is not always clear when new technologies are involved. IP addresses,
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cookies, RFID technology are only but a few examples that show that the
application of the Data Protection Directive is not free of problems. There
is just too much information, created and exchanged in too many different
ways. A piece of information, which relates to an identifiable natural person
under one circumstance, does not qualify as personal data in another situa-
tion. Although the Directive was written up in a technologically neutral way,
some new developments reveal the vulnerability of the Directive to deal with
them efficiently. The European Commission actually admitted in its Commu-
nication on the follow-up of the Work Programme for better implementation
of the Data Protection Directive that “the extensive development of new in-
formation and communication technologies necessitates specific guidance on
how to apply [the] principles [laid down in the data protection directive] in
practice” [otEC07, p.10].

Does this mean that a completely new piece of European legislation is
needed? As the European Data Protection Supervisor has articulated, “there
is no need for new principles, but there is a clear need for other administrative
arrangements, which are on the one hand effective and appropriate to a net-
worked society and on the other hand minimize administrative costs” [EDPO07,
p.4]. In simple words, this would mean that the most important principles for
data protection are laid down in the Directive, so there is no pressing need for
a new piece of legislation. Although new developing technologies reveal the
vulnerabilities of the current legal framework, it is technology that can give
the solution to this problem, when “used effectively and [is] relied upon in a
privacy enhancing way” [EDPO07, p.6]. It is the relation between technology
and law that needs to be redefined: law enabling technologies and technologies
enabling the law are the only solution that can ensure adequate protection
of the individuals, when processing of their personal data is involved (see
also extensively on the interplay between law and technology in this respect
[Han08, Lee08, KLO05]).

5.4.2 The Role of the ePrivacy Directive with Regard to the
Challenges Posed by New Technologies

The general Data Protection Directive is complemented by the ePrivacy Di-
rective, when processing of personal data in the electronic communications
sector is involved. The ePrivacy Directive aimed at the protection of the users
of publicly available electronic communications services that are offered via
public communications networks regardless of the technologies used, seeking
to implement the principle of technology neutrality into the regulation of data
protection in the electronic communications sector (Recital 4 of the ePrivacy
Directive). However, questions arise regarding the applicability of the ePrivacy
directive to several emerging technologies, such as RFID, and to problems that
arise from their use in the field of electronic communications.

Although the distinction between private and public networks seemed rea-
sonable at the time of the drafting of the ePrivacy Directive, the fact that the
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Directive only applies to publicly available electronic communications services
in public communications networks is heavily criticised today. The Article 29
Working Party on Data Protection has expressed the opinion that “private
networks are gaining an increasing importance in everyday life, with risks
increasing accordingly [and there is a] tendency [that they] increasingly be-
come a mixture of private and public ones” [Par06, p.3]. The same opinion is
shared by the European Data Protection Supervisor, who “regrets that the
proposal [for a Directive amending, among others, the ePrivacy Directive] has
not tackled the issues of the increasingly blurred distinction between private
and public networks” [EDP08, p.6].

Nevertheless, it seems that the ePrivacy Directive will still apply only on
public networks and services, even after the review. It shall be clarified that
the individuals enjoy the protection of the general Data Protection Directive,
whenever processing of personal data takes place. It remains to be examined
whether the specific provisions of the ePrivacy Directive that regulate issues,
such as security, confidentiality, traffic and location data, are also applicable.
Currently in order to decide upon the applicability of the ePrivacy Directive,
three main issues need to be examined:

1. Whether there is an electronic communications service,
2. Whether this service is offered in a communications network and
3. Whether the aforementioned service and network are public.

According to Article 2(d) of the Framework Directivdd “public communi-
cations network means an electronic communications networkd used wholly
or mainly for the provision of publicly available electronic communications
serviced]”. The term communication is defined in Article 2(d) of the ePrivacy

® Directive 2002/21/EC of the European Parliament and of the Council on a com-
mon regulatory framework for electronic communications networks and services
(Framework Directive), O.J. L 108, 24.04.2002, pp. 33 - 50.

‘Electronic communications network means transmission systems and, where ap-
plicable, switching or routing equipment and other resources which permit the
conveyance of signals by wire, by radio, by optical or by other electromagnetic
means, including satellite networks, fixed (circuit- and packet-switched, including
Internet) and mobile terrestrial networks, electricity cable systems, to the extent
that they are used for the purpose of transmitting signals, networks used for ra-
dio and television broadcasting, and cable television networks, irrespective of the
type of information conveyed’ (Art. 2 (a) Framework Directive).

‘Electronic communications service means a service normally provided for remu-
neration which consists wholly or mainly in the conveyance of signals on electronic
communications networks, including telecommunications services and transmis-
sion services in networks used for broadcasting, but exclude services providing,
or exercising editorial control over, content transmitted using electronic commu-
nications networks and services; it does not include information society services,
as defined in Article 1 of the Directive 98/34/EC, which do not consist wholly
or mainly in the conveyance of signals on electronic communications networks’
(Article 2 (c) Framework Directive).

=]

I



5.5 Conclusion 89

Directive as “any information exchanged or conveyed between a finite number
of parties by means of a publicly available electronic communications service.
This does not include any information conveyed as part of a broadcasting
service to the public over an electronic communications network except to the
extent that the information can be related to the identifiable subscriber or
user receiving the information”.

The need for further clarification of these quite complicated definitions
has already been recognised by the Article 29 Working Party: “The Working
Party notes that both definitions ‘electronic communications services’, and
‘to provide an electronic communications network’ are still not very clear and
both terms should be explained in more details in order to allow for a clear
and unambiguous interpretation by data controllers and users alike” [Par06].

5.5 Conclusion

The European data protection framework tries to strike a balance between
promoting the free movement of personal data within the European Union,
and ensuring a high level of protection of the right to privacy, and of the fun-
damental rights and freedoms of the individuals with regard to the processing
of personal data in all Member States. This means that the Directive promotes
the free flow of information provided that a set of data protection principles is
observed. The basic data protection principles for the processing of personal
data contained in the Data Protection Directive provide a certain level of
protection. The provisions in the Directive (through their implementation in
the legislation of the member states) provide obligations for data controllers
and rights for data subjects and should be observed in the implementation
of any data processing system that deals with (potential) personal data. The
principles outlined in this chapter are therefore also design requirements for
privacy-enhancing identity management solutions.

The protection seemed adequate at the time the Directive was written.
The tide, however, seems to shift. The development of new technologies and
new services create new challenges with respect to privacy and data protection.
The basic data protection principles need to be revisited in order to be able to
tackle the challenges of today. This does not necessarily need to be done by a
new legislation. The solution to upcoming challenges may be provided by what
causes them in the first place: technology. Technology may provide solutions
that will enable the privacy compliant processing of personal data. PETSs can
play an important role in implementing and enforcing the data protection
principles. Data minimisation, anonymisation and purpose limitation are just
three of the principles that can be realized in privacy-enhancing systems as
we will see later on in this volume.
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6.1 Introduction

Online identities are associated to individuals and improper handling of these
identities may therefore affect these individuals. Placing the individual at the
center of identity management and empowering them with tools to actively
manage their identity may help limit the privacy risks provoked by the in-
formation society. As we have argued in the previous chapters, embedding
privacy into the design of identity management systems is important. What
the actual embodiment of privacy features into IdM encompasses is less clear.
The previous chapter has shown a number of data protection principles that
have to be observed by any system that handles personal data. These princi-
ples are part of the legal requirements for the development of any application
that handles personal data, including identity management systems. There
are also other sources of requirements. Human computer interaction research,
sociological research and economics/business studies can also contribute to
defining requirements for privacy-enhancing identity management systems. In
the current chapter we focus on results obtained in PRIME research in the
fields of law and sociology and human computer interaction that resulted
in a set of concrete set of requirements for user-centric privacy-enhancing
IdM. A more detailed description of user-focused privacy requirements can
be found in PRIME’s Deliverables Framework V3 [PRI08] and Requirements
V3 [KDR108].

Section briefly discusses the sources of the requirements described
in the current chapter. Section deals with the importance of audience
segregation in Identity Management, and its direct link with privacy. One

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 91 2011.
(© Springer-Verlag Berlin Heidelberg 2011



92 6 User-Centric Privacy-Enhancing Identity Management

important aspect of audience segregation is user control. User control, a com-
plex and ambiguous concept that gives rise to a set of subrequirements, is
addressed in detail in Section These requirements stem from legal and
sociological /psychological grounds. Section concludes the chapter by dis-
cussing a number of adoption requirements that should guarantee the user
adoption of privacy-enhanced identity management developed along the lines
of the previous requirements.

6.2 Sources of the User-Perspective Requirements

Legal and sociological research within the PRIME project has contributed to
the conception of a set of requirements for privacy-enhancing identity man-
agement from a user-perspective. Identity management systems must comply
with data protection legislation. The legal data protection principles outlined
in the previous chapter are obvious starting points for developing requirements
that do justice to the user-perspective of identity management systems. The
current legal privacy-framework was therefore analysed in chapter [ from the
perspective of the individual as a user of identity management systems. The
relevant Directives are:

e Directive 95/46/EC (Data Protection Directive),
e Directive 2002/58/EC (ePrivacy Directive) and,
e Directive 2006/24/EC (Data Retention Directive).

Apart from those, also the European Directive 1999/93/EC (Electronic Sig-
nature Directive) and the European Directive 2000/31/EC (eCommerce Di-
rective).

The legal framework provides some general requirements for privacy-
enhanced IdM systems. Another source for user-perspective requirements is
literature on social aspects of interaction and technology use and privacy liter-
ature in general, when viewed through the lens of the individual. The input to
the ‘social’ requirements comes from sociology, HCI, eCommerce, marketing,
law, and philosophy research (e.g., [JB05, PK03]). Also survey data relating
to privacy and identity management was was incorporated in the process of
deriving requirements

6.2.1 Awudience Segregation

Audience segregation is an essential aspect of Identity Management for the in-
dividual (see also Chapter Hl). Every individual has different characters, which
are used in different settings in society, such as ‘citizen’, ‘daughter’, ‘friend’,

! The survey results obtained in a large scale survey conducted within the PRIME
project under Dutch, Flemish and UK students can be found as an annex to
PRIME deliverable Requirements V3 [KDR™08](version 2.0 May, 2008), which is
available from the PRIME website http://www.prime-project.eu.
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and ‘employee’. In playing their characters (which are sometimes roles), peo-
ple explicitly and implicitly disclose information about themselves. This infor-
mation people give, and give off [Gof59], is determinative for their character.
While deploying or combining information, individuals are to some extent able
to construct and manage their different characters in life, facilitating them to
have various relations with different levels of intimacy. However, to be able
to play different characters, one needs to be able to control the attributes of
these characters and the settings in which they appear.

Audience segregation is an issue in the online environment, because ‘sim-
ple’ partial identities (or digital personae [Cla94]) can be aggregated into rich
compound identities from data linked to identifiers, such as names and IP-
addresses. Digital personae are easily copied, merged and manipulated. Hence,
digital personae can be exposed to ‘audiences’ that should not be able to see
them and be able to obtain personal data. This is even possible without the
individual being aware of its occurrence. The merging of data and use of data
out of context can easily result in practices such as social sorting and discrim-
ination. A lack in the ability to segregate audiences also increases the risks of
reputation damage because critique, comments, and worse online bullying, or
blackmailing, for example, easily cross audiences

Having different partial identities is a social necessity. It allows the indi-
vidual to fit into different social spaces, like work and family. Characters are
furthermore often required to ‘team play’ in relations with others, like family
and colleagues. Having consistent characters and segregating audiences posi-
tively affects the relation with relations present in a specific social context. In
addition, characters are important in the sense that being confronted with the
individual out of character may lead to wrong interpretations of behaviour,
confusion, and decisions based on ‘wrong’ (out of context) information. For
instance, bringing up certain hobbies in a job interview, may turn out not to
be a good idea. The fact that one keeps snakes and feeds them mice, may
not have a positive impression on the person conducting the job interview,
while the hobby may well not at all affect the professional performance of the
candidate.

The necessity to segregate audiences and play characters is an essential
aspect of informational privacy. Having a variety of relations, or being able
to develop oneself, is not only determined by the information we share in re-
lations, but also by the information that is (mutually) concealed [Sch68]. In
addition, not knowing something about a character or not needing to know
information directly relates to the notions of trust, autonomy, cohesion, effi-
ciency, and accountability (see, e.g., [Int97, Fri68])

If identities become ‘mixed up’ segregating performances played in dif-
ferent relations and relations is no longer possible and relations run the
risk of becoming one-dimensional, confusing, and shallow. Lack of audience

2 As Solove’s [Sol07] ‘Dog poop girl’ example shows. See Chapter [l for the details.
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segregation would make an individual the same to his employer, spouse, den-
tist, best friend, and parents: everyone would become one-dimensional and
colourless.

Some privacy concerns voiced by users in privacy studies clearly relate to
this dimension. Many students in the PRIME survey, for instance, state that
they use different and anonymous e-mail addresses to separate contexts (busi-
ness, social) (see [KDRT08] May 2008 version). One of the key requirements
that can be derived from the need for being able to segregate audiences is user
control.

6.2.2 User Control

Even though there are many privacy conceptions, user control in many is a core
requirement [Fri68, Rac75, Wes67]. User control ranges from some influence on
what gets disclosed to whom, up to very strong positions such as the German
right to informational self-determination. Both user control and self determi-
nation are part of the European notion of privacy [Sta02, OMS*07, PRI06a],
and acknowledged in national and European data protection regulation. User
control is therefore also a key requirement for privacy-enhanced IdM systems.
Control, however, is an ambiguous concept [Gav80] which therefore needs to
be explored into more detail. The following sections decompose user control
into manageable concepts and preconditions for ex-ante and ex-post user con-
trol. We do this, from a social and legal point of view. We distinguish five
sub-requirements: information to the user, consent of the user, user access,
correction, erasure, and objection, and security and trust.

6.2.2.1 Information to the User

In order to be compliant with Article 10 of the Data Protection Directive
(95/46/EC), a data controller should provide a data subject some minimum
information regarding the processing and the controller doing the processing
(cf. Chapter B]). A privacy-enhanced Identity Management system needs to
take this obligation into account. Providing information to the user is an
interpretation of the legal principle of fair and lawful processing because only
when a user is informed beforehand about data collection, he or she can assess
a service and decide whether or not to participate. In addition, providing
information prior to the disclosure increases the willingness of people to enter
into a relationship, a step in creating the social contract between data subject
and data controller. It is therefore also a precondition for users to know when
they can exercise their rights. Providing information to a user therefore is the
first and crucial step to empower the individual to construct and maintain
their identity and guard their privacy.

According to the Data Protection Directive, the minimum information
that needs to be provided to the user, concerns:
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1. The identity of the controller or his representative;

2. The purposes of the processing for which the data are intended;

3. Any further information if this is necessary to guarantee fair processing in
respect of the data subject, such as the recipients or categories of recipients
of the data, whether replies to the questions are obligatory or voluntary, as
well as the possible consequences of the failure to reply and the existence
of the right of access to and the right to rectify the data concerning her.

The information has to be provided to the user at the time — or before
— their personal data are collected. If disclosure to a third party is foreseen,
Article 11 of the DPD provides that the information must be provided at the
latest when the personal data will be disclosed to this third party. The Direc-
tive excludes the right of information in cases where the disclosure to a third
party is made for statistical purposes, or for the purposes of historical or scien-
tific research, and when ‘the provision of such information proves impossible or
would involve a disproportionate effort or if recording or disclosure is expressly
laid down by [national] law’ (Article 11(2) of the Data Protection Directive).

Information is a key prerequisite to providing the user control over their
personal data. Data subjects need to know what will happen to their data and
indirectly to themselves. This promotes their autonomy and fosters human
dignity. Having information at their disposal also raises the ‘consciousness’ of
the data subject, which is essential to enable them to make informed choices
concerning the dissemination of their personal data. Moreover, when infor-
mation regarding data collection is provided, the process of data collection
is made transparent beforehand, which contributes to fairness and trust. In
addition, information about processes of data collection reduces the chances
of instituting ‘panoptic surveillance’, in which human behaviour becomes nor-
malised and influenced by the sense of omnipresent surveillance [Fou77].

Being aware which data will be collected and for which purposes may
reduce the risks that the data controller can collect data to serve as a basis
for many — potentially undesirable — processes and decisions, like profiling,
discrimination and exclusion. The transparency this creates is an instruments
that helps level out the immanent power-imbalance between data subject and
data controller.

The information that is given to the user is seen both as a right of the data
subject and as an obligation of the data controller to inform the data subject.
In practice, the obligation to inform the data subject is seen as a major duty of
the data controller, as the data subject very often is ignorant of the fact that
processing of some of her data takes place, let alone knows the details regard-
ing the processing. Only providing the user a minimal right to information will
probably not guarantee the actual consciousness of a data subject to the data
processing and its effects. It is therefore necessary to go beyond providing the
minimal information and also raise awareness regarding the essential events,
stakeholders, and attributes of the collection and use of personal data. This
requires that information is presented in a comprehensive format. This is a
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difficult task because of the different information needs of people and their
capacity to understand the information. ‘Comprehension’ of the information
provided is essential because only then can misguided disclosure of informa-
tion, false information sharing, and user regret be minimized. This makes the
provision of clear information not only an the interest of the user, but also of
the data controller because it avoids future conflicts or unsatisfied customers.

Following from the requirement to provide information in a way that cre-
ates consciousness and comprehension is that information needs to give users a
glance into the future. Privacy-enhanced Identity Management systems there-
fore need to be consistent. Many to all actions following from the collection of
data lie in the future, and so there is always a risk of future misrepresentation
of partial identities or unforeseen and unwanted decisions. People, preferences,
and situations change and data may be used differently in the future. By pro-
viding the user a consistent application, however, a level of trust is integrated,
and can people anticipate to the future use of their personal data. If consis-
tency is not taken into consideration, there is a risk that things ‘go weird’
which can damage the percepted trustworthiness of an application. Showing
the normal line of operation to a data subject makes it possible for users to
estimate the future consequences of their actions. In addition, providing the
user complementary information, e.g., in the form of markers, warranties, and
seals can contribute to the trust of a data subject in data transaction parties.

6.2.2.2 User Consent

Legitimacy of data processing according to the principle of legitimate data
processing, requires the unambiguous consent of the data subject. Consent is
of major importance, because it changes an unlawful act info a lawful one.
In this sense, consenting to data processing makes the difference between an
infringement on privacy or an allowed use of personal data [Wes04].

Consent should be voluntary and in most of the cases shall be revocable.
Moreover, influences of force, fraud, incompetence, and paternalism need to
be rejected. In this respect, hierarchical relations deserve special attention.
Because consent of a data subject can be influenced and manipulated by many
factors, the Data Protection Directive (95/46/EC) stipulates that the data
subject’s consent shall mean any ‘freely given specific and informed indication
of her wishes by which the data subject signifies her agreement to personal
data relating to her being processed’ (Article 2(h) data protection directive).

It is very important for the data controllers to interpret the aforementioned
legal provision correctly in order to avoid violations of the data protection
legislation. An important issue is what ‘freely given, specific and informed’
means. Freely given consent shouldn’t be conditional on an advantage or sub-
ject to negotiations on behalf of the data controller. The consent needs to be
specific, meaning that it should be given for a specific and identified scope. Fi-
nally, it needs to be informed; the user shall get the appropriate and sufficient
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information before the collection of the data and such information shall be in
clear language and of course in a language that the data subject understands.
In this last demand, we can see the relation with the requirement of consent
with the previous requirement, ‘information to the user’.

A highly debated issue is whether consent can be expressed in an opt-
in or in an opt-out way. It is necessary that ‘there must be some form of
communication whereby the individual knowingly indicates consent’. This can
be expressed by ticking a box, or sending an e-mail or subscribing to a service.
For the processing of sensitive data, i.e., data that reveal racial or ethnic origin,
political opinions, religious or philosophical beliefs, trade-union membership
or data concerning health or sex life, the data subject shall give her explicit
consent, although Member States may even prohibit the processing of sensitive
data, even with the consent of the data subject.

It shall furthermore be noted that the definition of consent explicitly rules
out consent being given as part of accepting the general terms and conditions
for an offered electronic communications service. Many contemporary services
disregard this requirement. In current practice consent is usually obtained
through the general terms and conditions of a service offering (in which the
processing of personal data will occur). The picture gets even blurrier when
the consent of the user is given in an environment that allows no or minimal
user interface, such as in the case of most emerging technologies, like RFID,
Bluetooth, etc.. Ambient Intelligent environments are based on the processing
of personal data, and obtaining the consent of the data subject is often not
taken into account in the designing phase of these systems.

Related to the requirement of consent is choice as an important social
condition for true privacy-enhanced Identity Management, because consent
implies a possibility for the user to choose whether or not to engage in a service
and subsequently to choose how her privacy requirements are addressed in
different services. When service providers use a ‘take-it-or-leave-it’ approach
(viz. without offering different privacy options), it is impossible for users to
withhold specific information from the focused attention of others. Individuals
need to be enabled to choose for themselves the way they are portrayed to
others, instead of being bound to predetermined identities and predetermined
judgments. However, for the sake of motivation and feasibility, choice should
not be exaggerated, but moderated and limited [Hey02].

Next to choice and consent, individuals also need to be able to set the
boundaries in which their data is being used. Such ‘confinement’ [JB05] relates
to the purpose of use of data, but also to security measures. Data controllers
may define the purpose of use and access to data too broadly or incompre-
hensively for the user resulting in an undermining of their privacy position.
The user should therefore be enabled to define purpose of use and access to
data, to avoid data leakage to others and/or to circumvent the use of data for
unintended purposes (‘function creep’).
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6.2.2.3 The Users’ Right to Access the Data

User control would be a useless concept if individuals are unable to inspect
whether actions with regard to data collection observe their policies. Ex-ante
control is insufficient to ensure privacy. Moreover, data can be interpreted
or presented wrongfully, users can make mistakes, change their preferences,
or regret earlier decisions. Access to disclosed data is therefore necessary to
enable users to check whether data controllers observe the agreements with
them, observe the legal requirements, and to assess whether the data collected
and processed is correct. Users should also be able to inform data controllers
about possible errors or harmful behaviour by them. Just like ‘information
to the user’ contributes to ex-ante transparency, the right to access data con-
tributes to ex-post transparency and helps level the asymmetric power relation
between data subject and data controller. The requirement of access to data
furthermore relates to the general legal principle of data quality, because it
allows users to notice and correct wrong personal data.

The Data Protection Directive grants various rights to data subjects with
regard to the processing of personal data. The right of access to collected
personal data states that every individual of which personal data has been
collected and processed has the right to obtain from the data controller:

e confirmation as to whether or not her personal data are being processed
and information at least as to the purposes of the processing, the categories
of the data concerned, and the recipients or categories of recipients to
whom the data are disclosed,

e communication to her in an intelligent form of the data undergoing pro-
cessing and of any available information to the resources and of any avail-
able information as to their source.

Where any automated decisions (as defined in Article 15 of the Data Protec-
tion Directive) are involved, the data subject has the additional right to be
informed about the logic involved in any automatic processing of data con-
cerning her. All the aforementioned information must be available to the data
subject ‘without constraint at reasonable intervals and without excessive de-
lay or expense’ (Article 12 (a) Data Protection Directive). In addition and as
regards to how the right of access is exercised, an ideal situation would include
both online and physical access — the latter realised at the physical address of
the data controller. However, in cases where physical access would entail dis-
proportionate efforts and costs on behalf of the data controller (or if the data
collected is disproportionately little), it is arguably accepted that the right of
access can be exercised only through online means. In such a case however, the
controller shall ensure via strong authentication mechanisms that the person
requesting some information about the processing of personal data is the one
entitled to do so, in order to avoid cases of identity fraud, identity theft etc.
As already mentioned, access and inspection contribute to the fairness of
data processing and decreases the power imbalance between the strong party
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(data controller) and the weak party (data sharer) in a data collection process.
Access and inspection are thus countervailing powers. These powers should
not only be applicable to the initial data collector, but throughout the chain
in which a service is being delivered to the user. Services are often provided by
combining the efforts of several organisations. The telecommunications sector
for instance, has multiple parties engaged in the provision of one single service
(see for instance Chapter 28]). Furthermore, business processes and the data
processing involved can be outsourced to other (specialized) parties. Users
should therefore not only have insight in the phase of initial data collection,
but also in phases such as subscription, payment, and integration of a service.

6.2.2.4 Rectification, Erasure, and Blocking of Data and the
Right to Object

People can make mistakes or regret their decision concerning the dissemination
of personal information. Initially, one can be tempted to disseminate personal
information, as the benefits of personal data disclosure are much clearer than
their disadvantages [Sta02]. Negative effects of data disclosure may occur later
in time when people encounter undesired use of their data or even downright
abuse of personal data. Apart from this reason to grant a right to withdraw
data, people need to have the ability to decide to continue or modify their
behaviour when their lives change or when personal data turns out to be wrong
or interpreted incorrectly. IdM systems need to provide a level of ‘forgetfulness’
which is not present by default in the online environment [BJ02].

The ‘right of access’ to one’s own personal data in the broad sense includes
a right to rectify, erase, or block the data that relate to the data subject in
cases where the processing does not comply with the requirements of the Data
Protection Directive. For example, the data controller’s collection of personal
data may turn out to be disproportionate to the purposes, or when the data
at issue are incomplete or inaccurate (Article 12 (b) of the Data Protection
Directive). A common instance where data subjects exercise their right to
rectify data is when their name is misspelled and they ask for correction.
Furthermore, in the course of ex-post control over their personal data, the
data subject also has the right to object (Article 14 and Recital 45 of the Data
Protection Directive) to the collection and processing of her personal data.
These aforementioned rights can only be imposed upon the data controller
when the data subject has a legitimate right to do so and at the data controller
does not have an overriding right to process the data. It is important to note
that consent of the data subject is only one of different reasons according to
which the processing of personal data can take place, so the right to object
can not for instance be exercised in front of a data controller who deems that
the processing is necessary for the performance of a contract to which the
data subject is party.

Nevertheless, Article 14 of the Data Protection Directive stipulates the
cases where the right to object can be exerted. Firstly, when the processing is
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necessary for the performance of a task carried out in the public interest or in
the exercise of official authority vested in the data controller or in a third party
to whom the data are disclosed and when the processing is necessary for the
purposes of legitimate interests pursued by the data controller or by the third
party or parties to whom the data are disclosed, except where such interests
are overridden by the interests for fundamental rights for fundamental rights
and freedoms of the data subject, Member States are obliged to grant the data
subject a right to object at any time on compelling legitimate grounds relating
to her particular situation to the processing of data relating to her, save where
otherwise provided by national legislation. When there is a justified objection,
then the processing instigated by the controller may no longer involve those
data. Secondly, the data subject can object, on request and free of charge, to
the processing of personal data relating to her which the controller anticipates
being processed for the purposes of direct marketing, or to be informed before
personal data are disclosed for the first time to third parties or used on their
behalf for the purposes of direct marketing, and to be expressly offered the
right to object free of charge to such disclosures or uses.

The ePrivacy directive perceives the right to object and the right of with-
drawal of consent in various situations. Therefore, the specific right is im-
plicitly mentioned as a right to object to the installation of cookies, to the
processing of traffic data processed for the purpose of marketing electronic
communications services or for the provision of value added services, the pro-
cessing of location data other than traffic data, to have her data available
in directories of subscribers and to the processing of her personal contact
information in order to receive unsolicited communications. In all the afore-
mentioned cases, the data subject is given the right to refuse the provision
of services or in cases where she has already accepted them, to withdraw her
consent.

The requirement of ‘access to information’ would lose its value if subse-
quent actions cannot follow from this inspection of information. Thus, ex post
user control by erasing, blocking, and correcting information is closely related
to, and follows from, access and inspection. This requirement can serve the so-
cial need for ‘forgetfulness’, when people feel the need to get a ‘fresh start’ or
‘second chance’ in life [BJ02]. Moreover, a world in which people cannot make
mistakes and nothing is forgotten is not a world conducive to the development
of democratic and autonomous individuals. There of course is also a need to
hold users accountable for their behaviour and the information they share
which has to be balanced with data erasure. Also we have to take into ac-
count that the responsibility for the quality of data lies at the data controller.
Because of this, ex-post user control by blocking, erasing, and rectifying in-
formation, is a balancing act between what is (legally) necessary to achieve
accountability of the user, correctness of data, and the (legal) possibility to
provide the user a control tool which can complement the data controllers’
obligation with regard to the quality of data.
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6.2.2.5 Data Security and Trust

An important prerequisite for user control is a secure infrastructure because
if, for instance, third parties have access to the communication between data
subject and data controller or to the collected data, user control is relatively
meaningless. Therefore the data controller needs to take appropriate security
measures. From a social perspective, the need for security is also related to
trust, which is a highly relevant aspect for the success of online transactions.
Even though trustworthiness and security are not the same, many users will
not be skilled to asses the security measures taken by a data controller and
therefore have to rely on trust marks provided, for instance, by institutions
they do trust. Which institutions are trusted by individuals depends among
other factors on context and culture.

Data security requires data controllers to take ‘appropriate technical and
organizational measures’ (Article 17 (1) of the Data Protection Directive)
against unauthorised or unlawful processing, and accidental loss, destruction
or damage to the data. To the extent that this principle covers the security
requirements and robustness of the network itself, this principle overlaps with
the security and confidentiality requirements laid down in Articles 4 and 5
of the ePrivacy Directive (Directive 2002/58/EC). Taken as a whole, this
principle imposes a statutory obligation on data controllers to ensure that
personal data are processed in a secure environment. This means that the
data controllers must consider the state of technological development and the
cost of the implementation of any security measures.

Bearing in mind these factors, the security measures that are adopted by
the data controllers must ensure a level of security that is appropriate to both
the nature of data to be protected and the likely harm that would result from
a breach of this principle. It follows that, the more sensitive the data, the
more adverse the consequences of a security breach would be for the data
subject, and therefore more stringent security requirements should be put in
placeld This is especially the case as regards the processing of health related
data. In any case, the data controllers should implement appropriate security
measures to ensure that non-authorised personnel are unable to gain access to
personal data. In addition, security precautions would suggest making secure
back-up copies.

Security measures are of importance to ensure that boundaries for data
processing determined by the user, are not crossed. Without appropriate se-
curity measures, confinement of data processing is thus not possible. Another
relevant aspect when discussing security is that infrastructure and transaction
partners need to be trustworthy. Security and or security marks can play a
role in increasing and signaling trustworthiness. Not only should an organi-
sation thus handle a secure transaction of data, they should also make these
risks and their measures transparent to the user. The user needs to recog-
nize the security and reliability of a technology and the trustworthiness of an

3 See on this aspect also Section [7:3
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organisation, which is difficult to achieve because many users are laymen in
the field of technology and security, and online transactions lack face-to-face
interaction.

Trust is commonly conceived of as the assumption that another person, or-
ganisation, and its technology will not take advantage of the vulnerable party.
Turned around, a trustworthy data controller should be trusted to attend to
the interests of the data subject. By its very nature and by the differences in
social context, trust is defined differently amongst social groups and individ-
uals. However, some generally regarded trust marks — like trust seals — can
contribute to the trustworthiness of an application and the organisation that
uses the applicationH These markers may originate from well-reputed organ-
isations, and should not only apply to the specific security measures (which
for most users are difficult to comprehend), but also to information about
sources, providers, affiliations, and certificates of the data processor. A broad
use of markers is necessary, whereas there is a general problem with regard to
trust in technology: the information about security and trustworthiness needs
to be tailored to the context of the (non-expert) user.

Trust in technology will often be combined with the trust in the partners
one engages with. This is also important considering the adoption and use
of a privacy-enhanced service. For the sake of trust and the adoption of a
technology, complementary markers about reputation and brand of a data
controller /service provider can therefore also be of importance.

6.2.3 Adoption of Privacy-Enhanced IdM in Society

Privacy is pursued in a specific social environment and has social importance,
which effects the adoption of privacy-enhanced technologies. In addition, the
adoption of privacy enhancing technologies relies on general aspects of technol-
ogy adoption, like product aspects and market factors. Some of these market
factors will be described in the next chapter. Some social aspects regarding
the adoption of PETSs will be elaborated in this section.

There is a plethora of privacy-enhancing technologies available on the mar-
ket (some freely available), but adoption of these technologies by the individ-
ual seems to be difficult, even though people generally are concerned about
their privacy in online environments [Sta02, BGS05, Sho03]. This demon-
strates that adoption of a privacy-enhanced IdM system is not obvious. Given
the importance of privacy for collective, common, and public values, broad
adoption of PETSs is desirable. Broad adoption, instead of use by only a few
users, is also necessary in order to prevent ‘digital divides’, or ‘digital inequal-
ity’ regarding privacy protection online [DHO1] and to create a multiplier
effect. Thus, the ability to access and use technologies needs to be guaranteed
for every online user in order to limit digital inequality in societies. In this
respect, two aspects are important: affordability and skill level.

4 An initiative to provide comprehensive privacy trustmarks is the EuroPrise priv-
cay seal, see https://www.european-privacy-seal.eu/|
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6.2.3.1 Affordability and Skill Level

The first requirement is affordability of privacy enhancing IdM solutions to
a large group of users. There is a widespread notion that people are, at the
moment, unprepared to pay much for privacy [Sho03]. There is no consumer
market for privacy, because the benefits of ensuring privacy on an individual
level do not seem to be clear and are difficult to define economically, whereas
the benefits for giving up privacy are clear and often bring direct advantages
[Sta02]. In this sense, affordability is related to the perceived usefulness of a
privacy-enhanced IdM system. Information about the product and compre-
hensibility of its features can therefore influence the perceived affordability of
a service. Currently, there does not seem to be a high level of the necessity
of PETs amongst individuals, although privacy-awareness will probably be
increasing when technologies become a part of our everyday life.

In addition, users should be able to use an application with a minimal
amount of training. Not only actual access to the technology, but also skills
and motivation can determine equality in society. Groups with relative low
skill levels, like children or the elderly also make use of the online environment,
and should also be able to protect their privacy. There is no homogeneous user
group, and skills can even change between social groups or nations. Because
of this, it is necessary that IdM systems can be used by non-skilled users and
provide satisfactory default privacy settings.

6.2.3.2 Context and Social Settings

People value privacy differently. Some of us are ‘privacy fundamentalists’,
whilst others may share personal data without hesitation. On top of this,
situational factors add complexity, because the use of identities and identity-
related information is adjusted to the environment and the kind of interac-
tion people engage in. Thus, information that is considered private changes
throughout situations. One can for example relate to the difference between
sharing information at a crowded helpdesk or at a birthday party, or to the
difference between disseminating personal data to authorities or best friends.
Moreover, sharing medical data with a doctor may not be considered privacy
sensitive, but sharing the same data with a real estate agent may be com-
pletely different. These examples illustrate that it thus is difficult to point out
beforehand the different kinds of sensitivity of data.

IdM systems must pay attention to the contextuality of privacy. They
need to give individuals the possibility to change privacy settings according
to context. This does not simply mean that there is a distinction between
‘private’ and ‘public’. Privacy is not a button which can be switched on, or
switched off. Even within the public and private spheres, different privacy
perceptions exist. Hence, different privacy features need to make it possible
to fine-tune preferences to contextual privacy settings.
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Moreover, the individual is not the only actor that determines the privacy-
sensitiveness of situations. Social settings have an influence on the use of
IdM systems, because understandings of privacy and privacy perceptions vary
across social groups, societies, age, and cultures. History and political regime
can, for example, influence the perceptions on privacy, just as media coverage,
general respect towards government, or recent social debate [Pro06]. In addi-
tion, language settings, symbols, and icons are different between societies. IdM
systems that need to be adopted broadly, and which want to enhance privacy
according to many social settings, need to be adjustable to these settings.

The other way around, the society and legislator can also impose ‘norms’
on the exercise of privacy that determine occasions in which a claim on com-
plete privacy cannot be accepted. Society and the legislator may therefore
impose requirements for accountability to the design of IdM systems. For the
adoption of IdM systems, it is important that accountability can be assured in
specific instances. Vice versa, society can also not afford that people give up
their privacy completely as we have argued in chapter[d This also means that
society has to take the requirements outlined in the Data Protection Directive
seriously and not allow people to freely contract away their privacy.

6.2.3.3 Accountability

The first requirement of this chapter, audience segregation, points towards
instruments that allow people to create, maintain, and protects partial identi-
ties. However, society and legislator may impose restrictions on the identities
used by individuals. In some occasions, anonymity, or a specific pseudonym
may be undesirable. Hence, just as there are rationales for anonymity, or
pseudonymity, there are rationales for identifiability or accountability. One
can think here of governmental regulation but also of relationships in which
accountability is required, like parent-child relations and employer-employee.

Norms for accountability can be imposed by legal means, but also by social
groups. There are thus de facto and de jure regulatory powers, which may
in turn have an extra-territorial effect. Examples here are for instance the
regulation considering fraud prevention in multinational organisations, but
one can also think of demand for accountability by interest groups, like the
public outery for transparency of the income of CEQ’s.

Not in all cases it is thus desirable to interact anonymously or with
pseudonyms. IdM systems need to take this into account because otherwise
they may become considered illegal or undesired. For accountability of an in-
dividual, IdM systems must sometimes reveal identities, or credentials must
be assigned to ensure that an actor meets to some demands. However, an im-
portant condition to implement a mechanism of accountability into a privacy-
enhanced IdM system, is that individuals can trust that accountability is only
required in concrete and specific occasions.
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6.2.3.4 Trust

We have already touched upon the aspect of trust in the requirement of data
security. It needs to be stressed that trust and security are not the same.
People trust people, not technology [FKH] Therefore, technology can be
proven to be trustworthy, but in order for user to actually trust the technology
and the relationship with a service provider requires more than just reliable
technology. As users will not be skilled to assess the reliability of a technology,
this needs to be made transparent and accessible to the user. Furthermore,
the look and feel of a technology and markers of quality and functionality
are considered important factors in the creation of trust. Especially markers
about the authority or credibility of the makers and providers of a service are
of importance.

In the online environment, consumers perceive their transactions to be
more riskier than transactions in traditional channels. This can be attributed
to the fact that the transactions take place without face-to-face contact, but
also because much more personal data is disclosed online than offline. Also
experience with concrete online transactions is relatively low, the variance
in online transaction procedures is much higher than in offline transactions;
the steps in a transaction process are often not clear, even though service
providers have an obligation to make them clear to the user. It appears that,
with a lack of face-to-face contact, users need to rely more heavily on brand
name, reputation, past performance, and other information. When designing
privacy enhanced identity management solutions it is important to try to
understand what the appropriate trust markers are that help people consider
the technology trustworthy, provided that the technology is trustworthy of
course, and that the data controller can be trusted too (see also [ACCT05]).

6.3 Conclusions

In this chapter we have given a brief high level overview of requirements
for privacy-enhancing identity management systems from the perspective of
the individual. An extensive and detailed account of these requirement, the
legal requirement, and the business requirements can be found in PRIME
Deliverable Requirements V3 [KDRT08].

An important aspect of identity management from the perspective of the
individual pertains to how individuals present themselves to others. Individ-
uals operate in different spheres and present different aspects of themselves
to others in these different spheres because they play different roles and have
different interests. The possibility to keep different spheres separated is an
important characteristic of modern states. In an online environment this kind
of audience segregation requires special attention and implies a number of
requirements. A central requirement to facilitate audience segregation is user

5 Even though this may turn out to be a wrong assumption.
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control which can be decomposed in a number of more specific requirements.
This chapter has briefly elaborated on the various requirements from a joint
social/legal perspective, starting with audience segregation to be followed by
the ten requirements that together constitute the control requirement: ‘com-
prehension’, ‘consciousness’, ‘consent’, ‘choice’, ‘confinement’, ‘consistency’,
‘context’, ‘inspection’, ‘chain control’, and ‘ex-post user control’. After these,
six adoption requirements were discussed: ‘social settings flexibility’, ‘min-
imize skill level’, ‘accountability’, ‘trust in transaction partners’, ‘trust in
communication infrastructure’, and ‘affordability’.

The requirements discussed are mostly complementary, but on several oc-
casions, a balance between them needs to be struck by the developer and
the provider of a service. Privacy, and thus also control and adoption, are
dependant on the situation in which a service is implemented.

The requirements presented in this chapter are rather abstract and as such
not immediately useful for developers. The PRIME Deliverable Requirements
V3 [KDR108] discusses them in much more detail and also provide measurable
targets. For instance, the comprehension requirement (SR.A2 Comprehension)
is formulated as: “The user should understand how personal data is handled
by the service provider.”

Whether the application satisfies this requirement can be examined by
answering questions such as:

e Does the application provide sufficiently comprehensive explanations of
the consequences of relevant events with respect to the collection and use
of (personal) data?

e Does the application provide sufficient general information about (per-
sonal) data, its collection and use?

e Does the user understand the application itself?

e Is the user documentation sufficient in scope and understandability?

e Is the user not overloaded with information through too many or too
detailed notifications and explanations?

Apart from the legal and user perspective there is also the business per-
spective to take into account when developing privacy-enhancing identity
management applications. The requirements this perspective brings about will
be addressed in the next chapter.
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7.1 Introduction

Businesses make use of data routinely for daily operations, including sensitive
and/or personal data. Personal data and information are, inter alia, seen as
means towards customization of services for employees and for customers.

Some elements of this processing of personal information and some prac-
tices have come under increasing scrutiny due to privacy concerns. There is
undoubtedly a call for better privacy management in organisations, and a
tendency to strengthen privacy regulations and policies up to the point where
some of the current processes may even become impossible to execute or be-
come outlawed. However, a basic fact is that even if users want maxmium
privacy in business dealings, unless organisations can support these privacy
requests, the users will not get their wish.

The PRIME project aims at providing a privacy-enhancing identity man-
agement framework that promotes maximum privacy for users within a truly
open operating environment. In this respect it operates in an arena that com-
prises privacy modules of legacy identity management frameworks (HP, IBM,
Microsoft), regulatory compliance software (BindView, Computer Associates,
NetIQ) and web services-oriented (Higgins, Liberty Alliance) identity man-
agement platforms. Because of the stance that PRIME has chosen, its design
choices will impact both who and how the PRIME solution will be imple-
mented. For a business or service provider, allowing the user maximum pri-
vacy control impacts the services that can be provided. It also impacts the
cost and depth of services. The difference between what users want and what
enterprises can offer regarding privacy enhanced services implies economic
choices of both the user and the firm.

J. Camenisch, R. Leenes, and D. Sommer (Eds.): Digital Privacy, LNCS 6545, pp. 107 2011.
(© Springer-Verlag Berlin Heidelberg 2011



108 7 Privacy-Enhancing Identity Management in Business

This chapter discusses the business perspective on privacy-enhancing iden-
tity management in more detail. It starts with an outline of a business model
for privacy enhancement in organisations in section[7.2] This section addresses
privacy adoption drivers, a privacy maturity model, risk analysis, and the im-
pact of privacy on business process design. Section [Z.3] provides insight in the
cost benefit analysis of privacy. Section [7.4] derives a number of business in-
spired requirements for privacy-enhancing identity management systems. A
more extensive version of this chapter can be found in [KDR'08].

7.2 Business Model for Privacy Enhancement
7.2.1 Privacy Adoption Drivers

A central theme in the research on innovation is the way technological innova-
tions are “spread into” a specific environment and how they are subsequently
accepted and put to use. This research area is known as ‘diffusion and adop-
tion’ [Fe05]. Diffusion relates to how innovations are spread across a specific
society or industry. Adoption is defined as the process through which a person
or organisation evolves from first getting acquainted with the innovation until
its eventual full-scale implementation [Re03].

In order to construct a model of PET adoption in organisations we build on
Rogers’ work on organisational adoption of innovation [Re03]. Rogers distin-
guishes various variables that influence the process of adoption of innovations.
First he describes characteristics of the innovation itself (in brackets their ef-
fect on the adoption):

Innovation Characteristics:

¢ Relative advantage or benefit (+): the advantage offered by the innovation,
compared to the practice or technology it is meant to replace

e Compatibility (+): The extent that an innovation resembles its
predecessor

e Complexity (-): The effort needed to learn how to use the innovation

e Testability (+): The extent that small scale experiments with the innova-
tion are possible

e Visibility (4): the extent to which the innovation is visible for the outside
world

Regarding these items, Rogers notices that their impact is more determined
by the subjective perception of these factors by the potential adopter, and
not so much by their ‘real’” value.

Next he distinguishes eight variables that can be considered as character-
istic of organisations and their specific openness towards adopting innovation
based on Zaltman’s work [Ze73].
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Organisational Characteristics:

e Top Management’s attitude with regard to change: How open is top man-
agement to accept the changes that accompany the innovation.

e Centralization: The degree of concentration of power and management

e Internal Organisation complexity: The extent that members of an organ-
isation possess specialized knowledge and expertise.

e Formalization: The level of bureaucracy in an organisation.

e Internal relatedness: The extent that internal member of the organisation
are interrelated.

e Organisational slack: The extent that an organisation possesses uncom-
mitted resources.

e Size: The size of the organisation

e Openness: The degree that organisations are in contact with other organ-
isations

Rogers’ Diffusion of Innovation [DOI] Theory has gained quite a broad
acceptance; the variables have been tested in multiple studies and found to
be relevant.

Jeyarai et al. [JRLO6] and Fichman [Fic00] found that three clusters of
factors explain the organisational adoption behaviour: factors related to the
technological innovation, to the adopting organisation, and to the environment
of both former factors. They investigated over a hundred variables that have
been researched in different studies and performed an empirical test on the
best predicting factors for the organisational adoption of IT-based innovations.
Combined in clusters, the dominant factors appear top be those related to
innovation characteristics, organisational characteristics, and environmental
characteristics [TR].

Also other factors appear to influence the adoption process. Fichman
[Fic92] argues that adoption of IT based innovations require a different ap-
proach than adoption of other technological innovations. Fichman [Fic92],
Riverea & Rogers [RR04] and Greenhalgh [Gre04] point to specific effects of
innovations in network organisations on inter-organisational relationships.

In our own analysis, we have combined the work of Jearay, Fichman and
Rogers in the Conceptual Model, which is shown in Figure[.Il The distinction
of three clusters of factors is based in particular on Fichman [Fic92]. The first
cluster (in Fichman’s ‘terms Technologies & Diffusion environments’) relates
to the innovation characteristics, including ‘Propagating Institutions’. The
second cluster (in Fichman’s terms ‘Technology-Organization combination’)
describes the relation between the innovation characteristics and character-
istics of the adopting organizations. The third cluster (in Fichman’s terms
‘Organizations & Adoption Environments’) encompasses those variables that
describe the innovation itself and the specific environment from which it em-
anates. In the specific case of PETSs, this third cluster would encompass in
particular privacy policies and regulations, and their level of enforcement
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because these factors can be seen as strongly relevant for an adoption de-
cision regarding PETs.

cluster 1
characteristics of PET as innovation

cluster 2

internal organizational characteristics PET adoption

cluster 2
external organizational characteristics

Fig. 7.1 Adoption Model of PET as an innovation

On the basis of the factors discussed above and interviews with a number of
experts, we have derived the following factors for the following three clusters.

Cluster 1: Innovation Characteristics

Relative advantage or benefit. The advantage of PET is that it offers a
clear privacy protection, which, when properly applied, is compliant with
legal requirements. The potential relative benefit compared to other pro-
tective measures is large. It, however, appears to be difficult to value these
benefits in economic terms, due to the existing ambiguity around PETs
and privacy. As a result, these relative benefits may be neglected and
enterprises may adopt more conventional measures to accomplish compli-
ance with data protection regulation rather than adopting PETs.

Perceived Complexity. PETs are perceived as complex innovations. The
implementation of PETs is thought to require specific expertise in different
disciplines. Beyond IT expertise, legal and organisational expertise are
required as well; a combination of these competencies is often unavailable
in house and may have to be acquired externally.

Perceived Costs. PETs are perceived as expensive innovations (with un-
clear benefits). Generally PETs will be rightly seen as too complex to
apply to be superimposed onto existing systems, with costs perceived as
higher than those of traditional measures. If, however, the introduction
of PET as an innovation can be envisaged simultaneously with another
system innovation, such as when a new system is put into use, then the
extra costs of implementing PETSs may remain generally at an acceptable
level. Thus linking PET introduction with another strong innovation may
be the only realistic option.
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Role of advisory institutions. Some organisations can play a key role in
the diffusion of innovations. The Dutch Data Protection Authority (DPA)
has assumed this role with regard to PET in the past, especially with
regard to large projects. This role and the ‘promotional’ attention given
to PET by the DPA have had a positive impact on the adoption of this
innovation. After this first phase of active support, however, the Dutch
DPA stopped promoting the use of PET actively, resulting in lower rate
of adoption of this innovation across the country.

Perceived social recognition. The use of PET does not receive a lot so-
cial recognition, which is the result of its limited visibility. Also privacy
protection is not an issue with which organisations try to differentiate
themselves.

Need to integrate PETSs into business processes. An important char-
acteristic of privacy enhancing technologies, is that its implementation
seems to require an integration in information systems. This requires again
legal and technical (IT) expertise. If the PETs indeed needs to be inte-
grated into existing systems, this will lower the willingness to implement
them.

Cluster 2: Internal Organisation Characteristics

Complexity of organisational processes. Privacy enhancing technologies
usually have to be customized for a specific organisation or process. The
more complex this is, the more difficult it is to implement them.

Presence of key persons. The utilization of PETs often depends on spe-
cific key persons in an organisation, who are familiar with the concept and
take the lead in the adoption process. Such a person has a strong impact
on the adoption of PET.

Ties with advisory institutions. The use of Privacy enhancing technolo-
gies sometimes depends on the ties that an organisation has with advisory
institutions (e.g., DPA). An organisation that has no links with such in-
stitutions is not likely to put PETSs into use.

Perception of privacy standards. Privacy regulations are often not per-
ceived as being very important and the consequences of non- observance
or non-compliance with the law are not always clear nor considered se-
rious. As a result the adoption of PET is not high on the management
agenda.

Type of processed data. When the level of legal risk associated with pri-
vacy breaches is high a corollary is that there is a bigger incentive to apply
PET.

Cluster 3: External Organisational Characteristics (Environment)

Pressure by privacy and data protection laws. Privacy and data pro-
tection regulation exert little pressure on organisations to really put PET
into use. Only in a few cases does the law specifically refer to PETs,
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whereby the decision makers are left free to select alternative protective
measures. For instance, the Dutch law imposes quite general and abstract
standards. Art. 13 of the Data protection act (Dutch: Wet bescherming
persoonsgegevens), for instance only states that ‘effective measures’ are to
be taken, which is subjective or even vague, and provides little direction as
to the specific solution to be implemented (also for the IT-auditor). The
primary focus of decision makers is on the key business processes. Privacy
and data protections often are seen as secondary issues. Generally very
little awareness of PETSs as privacy tools and practically no demand for
privacy audits exists, as no need is felt because there is no felt need.

Complexity of privacy laws. Organisations often do not know/understand
what privacy and data protection regulation requires them to do. Because
the regulation is seen as overly complex and ambiguous, organisations
do not adopt the right set of protective measures to comply with the
regulation.

Differences between public and private organizations. In two cases
the differences between public and private organizations appear to have
been relevant. In the cases of the APK system and the electronic patient
file (EPD), this factor has had a negative impact on the adoption of PETSs.
The reason for this is the considerable initial investment necessary to im-
plement PET. Apparently in the public sector, driven by the interests of
the society at large, the justification of this investment is less a problem
than in the private sector, which is primarily driven by profit motives.
As a result privacy protection is more easily justified in a public sector
organization.

Existing offer of PET measures. From our case study analysis this factor
came out as having a negative impact on the implementation of PETs.
Both the digital customer file (DKD) and the electronic patient file (EPD)
were based on standard software offered by known software suppliers like
IBM. As a result these organizations depend largely on the functionality
available within this software package for their privacy protection and
information security. In general privacy protection has not been priority
functionality in standard package software. Without adding additional
protection the privacy protection will be at the (low) level offered by
these packages.

The conceptual model was used in three case studies in the Netherlands/]
The cases were:

e The digital customer file (DKD), a new development in the Dutch social
security system. The DKD should provide citizens, the centres for work
and income (CWI), Employers, insurance (UWV) and the local social
services access to data about unemployed citizens looking for work.

! The case studies were carried out by a Master student of Erasmus University as
part of a master’s thesis. Details about the cases can be found in [WP008].
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e The Electronic Patient file (EPD), a new development in the health sector
concerning the information services of the health care process. The EPD
should provide entities in the health care process access to relevant patient
data.

e The APK system. The Dutch state service for traffic (RDW) has to ex-
ecute the general periodical inspection of vehicles (APK), as required by
the regulations on road safety. The purpose of this inspection is to mon-
itor the technical state of vehicles held by Dutch residents. The RWD
has outsourced major parts of the APK process to garages meaning that
several types of private parties are involved in the APK process.

On the basis of the case studies we arrive at the following augmented
adoption model which shows the effect of the various factors on PET adoption.

Table 7.1 The final adoption model: Effect of adoption factors as established in
three case studies

Cluster 1

Characteristics of PETs as innovation Effect on adoption
compatibility negative
complexity negative

costs negative

need to integrate PET into business process negative

Cluster 2

Internal organisational characteristics Effect on adoption
structure and size of the organisation negative
perception and level of awareness of privacy regulation positive

diversity in information systems negative
individual ties with advisory institutes positive

Cluster 3

External organisational characteristics Effect on adoption
pressure by privacy legislation positive
differences between public and private organisations  negative

existing offer of PET measures positive

In summary, we found that only the legal and regulatory pressure (and
the promotion by such advisory or supervisory bodies as the data protection
agencies (DPA)) with regard to privacy protection is perceived to-date as
having an undivided positive impact on the adoption process.

7.2.2 Process Maturity for Privacy

As we have seen, privacy enhancing technologies are not easily adopted by
enterprises. The perceived complexity of the implementation as well as the
perceived required base line in terms of the perceived required capabilities
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of key personnel and management are hindering factors. In other words, the
maturity of organisations with respect to privacy and data protection may
play a role in the decisions to adopt privacy enhancing technologies. In or-
der to explore this proposition, we investigated how an Identity and Access
Management (IAM) maturity model can be adapted to the specific ‘privacy
adoption maturity’ in organisations.

During the last decade, several maturity models have been developed in
specific research areas such as business IT alignment, software development
and information security. Maturity models describe the maturity of one or
more processes within an organization. As a basis for an Identity and Access
Management (IAM) maturity model, a number of existing models have con-
tributed to our own model: Nolan Norton’s model, the Capability Maturity
Model (CMMi), and INK (Instituut Nederlandse Kwaliteit) maturity models.
We have extended the TAM model to include a privacy step on top of the
existing stages, as companies who are interested in privacy protection have
usually already examined identity management issues.

The processes we have defined for IAM are shown in Figure

In our IAM model, authentication management and provisioning are
mapped on access management since access management deals with authenti-
cating credentials and controlling the access to resources. Given the choice of
processes, mainly from work from KPMG [VMO01], we have incorporated ma-
turity phases into these processes leading to the IAM maturity model depicted
in Figure
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Identity and Access Management
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authorization models

Authorization
Management

Activitics aimed at management of the
complete e-identity lifecyele and
assigning and revocing of

User
Management

Propagation of user accounts by
means of an automated process or 2
manual process to 1T objects,

-
g
authorizations. £
wn @ w
“ 3] 2
= e = .
P e E g g =
2 E Assigning the correct means of z = z -
= authentication to the user and the Eow L s, =
25 ot - FEE 2 FE 3
g o management of means of s EE £
£ eE O =
2 5 authentication and authentication ° = g 5 @ 1
= 5 = = = ]
zZ2 profiles. = = T &
-}
=
3
[~

Provisioning

Providing insights into the user
accounts, authorizations and process
execution, Achicved by using logging,
permanent auditing and reporting.

Monitoring and
Audit

Fig. 7.2 Identified Identity and access management processes and technologies



7 Privacy-Enhancing Identity Management in Business

116

Suryrodaa orporred
QM DI/ 03 Ay
-[iqrsuodsar ma

S90IN0S
opdpymur 103 oyqeI|
-91 puR poJRWOIMNY

SUOTeZLION)}

-ne pojepdn snon

-UIjuod pue SUOIIRD

-fidde [[ 10J [013U0D

Ssed0®  paseq [0y

soanp

-o001d  pejemIOjNE

‘$90IN08s UOT}RZLI
-oyne

ouI)-[eal

Po[013u02
[e1yue))

possnlpe
A[snonuryuod ore
pue sisA[eue  SLI
SnonuIjuod uo
peseq sjusweImbax
UOTyRONULINY
ssppo doJ,

DI/OV 0%
Aypqrsuodser g

seoanos ordrnux
I0] 9[qeIpl  pue
pojewio)ne pojIwI|

suorjeordde [eornro
I0] Ppesn  [0IIU0D
$S900®  paseq [0y

seanpoadoxd
[enuew ‘595590
-oxd uoryezuoyjne
per[o1yu0d ‘uory
-eI)S1301 [RIYUL))

sisAeue

YSUI SNONUIJUOD UO
peseq sjuswaImboax
UOTes UL Ny
20130D-04]

o1/0v

0} Ajqiqisuodsar jo
uoryesaep  [eIlIRJ
A[reoo] sessoooxd
d[qerel Jnq pojewt
-ome poywt

Areorporiod
pejepdn ore seoLI)
-]\l UOIjesLIOYINY

soanpoadoxd
[enuewt ‘dnois
Iosn  pojIwal] ‘uory
-eI)SISol  [RIJUD))
AaaIns

oW} U0 ® U0
peseq sjuswaImbax
Uoresua Ny
oMy

so130[0UT29) pur $9s59201d JusTHLSEeUR

uory

DI/QV jo -ezuesio  DI/OV

Ariqisuodsar peje3 ®  0ojul  pejeSaep

-oep  A[eorperodg Ajiqisuodser
A[reoo|

sesseo01d o[qererun A[red

perewone pojrwl -o] sseooxd [enue]y

o01 pe

porepdn jou pauyep SI UOIYeZLI

JNq pauyep S9OLI} -OYINe ‘seoLIyel
-eWl UOIRZLIOYINY UOIjesLIoyIne

S9SS90

Jue9sIsuod -oid 201 pe Jo asned

are A9y} INQ O[q -0 SOLIJUD JUIISIS

-NOp 9 UBD SALIJUN] -U0dUI PuUe 9[qno(J
1sonboa
oS U0  Paje[ep
pue pajsnlpe ‘papra
-oxd o1e  sueowr
uoryesIjuaIne)
sjuowaInboar  uory

-eoTjURYINe  Paje| suROUI

-MULIO]  AJLIRIJIGIR UOIJRDIJUSINe  OU

dn-bu13un)g QUNIDWULT

$S900® puR AJUSP] POYIIULP] Z°L OIqel

ON (71pnv) busiopruopy

buru0151004J

1uaWabD

ON -uUDbwW UO0DSILOYINT

JUdWIHDUDUL LIS[)

W bvUDUWL
UOWVIUUIYINTY



7.2 Business Model for Privacy Enhancement 117

Based on the phase characteristics depicted in Figure and the descrip-
tion of the phases provided by the different models, the following general phase
descriptions are induced:

Phase 1: Immature. Only a few processes have been defined and processes
are conducted on an ad hoc base. In this phase the notion of ‘Identity and
access management’ begins to enter within the organisation. No or very
little applications or processes are in place to facilitate TAM. Monitoring
and audit are virtually nonexistent and provisioning is performed manu-
ally. Means of authentication are very rudimentary and limited to, e.g.,
local username and/or passwords. User profiles are maintained locally and
can be duplicated and inconsistent. Authorizations are not regulated, are
assigned only upon adhoc request and are not based on an authorization
matrix. This leads to a situation in which different user profiles could be
in place, e.g., in the company’s database and on the individual computer,
where it serves to provide access to the complete array of programs in-
stalled on that one pc. Provisioning is done manually at each workstation
as a central solution is most likely not available at this stage. User profiles
are only updated locally by the administrative personnel and the profiles
on the workstations are either maintained by the employee themselves or
not at all.

Phase 2: Starting up. Processes that seem to work and be in order, are re-
peated. In the second stage of maturity the company is starting to realize
that TAM is needed. Authorization matrixes are developed and authenti-
cation requirements are arbitrarily formulated based on user requirements.
identity databases are improved to the point, that they may still contain
double entries, but without any inconsistencies. Provisioning activities
are becoming automated but are still done locally. Monitoring and audit
activities are getting started although in a highly sporadic fashion and
responsibility is only sometimes delegated to AO/IC. At that stage, how-
ever, these new activities such as automated distributed provisioning and
the creation of authorization matrixes and authentication requirements
are not yet very reliable nor periodically updated.

Phase 3: Active. Processes are standardized and documented to review if
they are executed accordingly. Maturity phase three is in essence an im-
provement on phase two. Most of the processes are still the same, but
are executed regularly or have become regulated. Authentication man-
agement has improved significantly since it is no longer based on ad hoc
user requirements, but on a one-time survey. User management also has
further improved: Users are now registered centrally and positioned user
groups. Provisioning is still limited to a certain number of applications and
executed locally, the automated provisioning however has become more re-
liable. The responsibility of the IAM processes is increasingly delegated
to the Monitoring and Audit activities.
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Phase 4: Pro-active. Performance and success are measured and quality
measures are done. In this phase the authentication requirements are up-
dated periodically based on risk analyses regularly performed. While user
management is still a manual process it is now a totally centralized process
controlling all user registrations. Authorization management is character-
ized by the introduction of techniques such as role based access control
(RBAC) for critical applications. This means that the access rights as-
signed to the user are based on the access rights given to the group.
Provisioning is not only automated and reliable but the scope of provision-
ing is enlarged from local to multiple provisioning sources. Responsibility
for Monitoring and audit becomes the total responsibility of the AO/IC
organisation.

Phase 5: Top class. Processes are systematically improved with the help of
quantitative feedback of results, test results and innovative ideas. The gen-
eral improvement for this maturity level entails continuous improvement
and/or adjustment of the IAM processes. The great change for user man-
agement is that authorization processes no longer have to be done manu-
ally, but now become automated. Authorization management is changed
in the way that RBAC is now implemented for all application and autho-
rization rules are adjusted real-time. Provisioning has become automated
and reliable for all provisioning sources. Monitorcontrols now but also acts
on its control activities by regular reporting.

7.2.2.1 Incorporating Privacy in the Maturity Model

In the Whitebook on Privacy Enhancing Technologies [KGH™T04], privacy en-
hancing technologies are presented as a compound of several technologies
which can be divided in four different stages (shown in Figure [Z3]). Obvi-
ously these technologies require a certain level of IT infrastructure. PETSs also
requires a solid foundation in the form of Identity and access management, so
as to minimize the use of and access to sensitive personal data. This is clearly
reflected by the mention of the technology ‘Secured Access’ among the gen-
eral PET measures in Figure [[.3l Secured Access, however is only a first step
to achieve proper privacy enhanced systems. Privacy Enhancing Technologies
also strive among others, to ensure right protection of a person’s identity by
the segregation of sensitive information and also by such measures as imme-
diate information removal after use (or even not capturing the information in
the first place.), whenever the information needs of the organisation will make
such measures realistically possible.

In order to implement privacy enhancing technologies, a certain maturity
of the organization is required. It is highly unlikely that immature organisa-
tions have a strong awareness of privacy protection, let alone will implement
significant privacy enhancing technologies. The IAM maturity level may there-
fore provide a strong indication for the readiness of an organization regarding
PET implementation.
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Fig. 7.3 Staged effectivity of PET including used technologies per stage

Next to user management, authentication management and authorization
management, provisioning and monitoring and audit can also play an impor-
tant part in a PET implementation. For instance, when a central database
of information is accessed by different organisations, provisioning (automated
or not) can play an important to keep user accounts for that database up to
date at the different locations. Monitoring and Audit plays an important role
when reviewing the current status of user accounts and controlling if data is
accessed by authorized users only. Thus depending on the requirements of the
organization on its PET implementation, a certain level of maturity is needed
for the relevant TAM processes. By combining the PET stages and the matu-
rity model, the maturity model can predict when PET will be appropriate in
which stage of organizational development.

On the basis of the model discussed so far, we may predict that PETSs
are more likely to be implemented by organisations in the Top Class and
Pro-Active maturity levels than in more immature organisations, with the
exception for organisations that update authorization matrices periodically
(organization at the level: active). There are exemptions for those organization
that belong to the category of (micro/mini) SMEs where trust is a critical
success factor, like in the medical profession, barristers, notaries etc. Although
the processes mentioned in the maturity model are likely to be non-existent
in these situations, it may be expected that those SMEs will protect personal
information of their clients encrypted or will use rudimentary PET tools.
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7.2.3 Risk Analysis for Data Privacy

Privacy management in organisations requires procedures to protect against
unauthorised access and usage of personal data. To determine the appropriate
level of security an organization has to implement, the state of the art and
the costs of implementation, as well as risks and effects associated with the
processing, and the nature of the data to be protected have to be taken into
account.

The level of security that a controller must provide will depend on the
risk class. Article 17 of the Data Protection Directive (95/46/EC), article 4 of
the ePrivacy Directive (2002/58/EC) and the Communication from the Com-
mission to the European Parliament and The Council (COM (2007) 228 final
form the basis for the use of Privacy-Enhancing Technologies. PETs consist of
ICT measures protecting informational privacy by eliminating or minimizing
personal data or by preventing the unnecessary or undesirable processing of
such data, without compromising the functionality of the information system.
They are more than just appropriate technical measures; they are means to
systematically ensure compliance with the Privacy Directives.

In the protection of personal data form a security standpoint, it is im-
portant that the measures taken address realistic threat given the nature of
the data concerned and the scale of the processing activities. The risk may
be regarded as the product of the likelihood of an undesirable event and the
seriousness of the implications of that event. The greater the risk, the stricter
the protection requirements that must be met. As a guide to the measures
that are appropriate, data processing procedures are divided into a number of
predefined risk classes. Each class is linked to a particular level of protection.
The main factors influencing the level of protection required include:

e The significance attached by society to the personal data to be processed.
Specific combinations of personal data, size and objective of processing
and types of utilization may result in an increased level of sensitivity. The
privacy directive 95/46/EC qualifies these data as special and sensitive
personal data, which justify an increased level of protection and a dif-
ferent way of processing (e.g., PET). Sensitivity can increase because of
multiple reasons. First, because of the potential consequences for those,
whose data have been used or processed in a careless or unauthorized way.
Second, sensitivity (and risk) can increase when the amount of data and
the complexity of processing increase. The more data that are contained
in a database, and the more complex the processing (about different per-
sons, profiles built up during longer period of times), the higher the level
of available information, and so also the higher the probability of inaccu-
rate or unauthorized use. Third, the type of use plays a role. Especially
relevant are the frequency of consultation (once a year versus multiple
times a day) and the number of locations from which access is possible.

e The level of awareness within the processing organization regarding infor-
mation security and the protection of personal data and subjects’ privacy.
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This factor relates in particular to the level of (privacy) maturity in an
organization. To what extent are people aware of privacy risks and act
accordingly?

e The nature of the ICT infrastructure within which the personal data is to
be processed. The ICT infrastructure will differ per organization in terms
of being state of the art, complexity, technical possibilities and types of
use. The following factors have to be taken into account:

— Characteristics and organization location of IT equipment;

Types of computer networks in use;

— Databases and retrieval systems in use for personal data;

— Architecture of information systems and processes in use for personal
data.

The controller must perform a thorough analysis. A Privacy Impact Anal-
ysis (PIA) or Privacy Threat Analysis forms the basis for assessing the types
and levels of risk associated with the processing of specific categories of per-
sonal data. On the basis of these findings, the controller can decide which risk
class the intended procedure falls into and what level of protection is therefore
required. The analysis must be verifiable and it must be possible to give an ac-
count of the analysis if necessary. Four risk classes are recognized [BB01, p.21]:

Risk class 0: Public-level risk. The personal data to be processed is al-
ready in the public domain. It is generally accepted that use of the data
for the intended purpose represents no risk to the subjects. This document
therefore proposes no special protection measures.

Risk class I: Basic-level risk. The consequences for the subjects of the
loss or unauthorized or inappropriate use of their personal data are such
that standard (information) protection measures are sufficient.

Risk class II: Increased risk. The loss or unauthorized or inappropriate
use of the personal data would have additional consequences for the sub-
jects. For instance, certain types of personal data referred to in Article 8 of
the Data Protection Directive 95/46/EC enjoy special legal protection and
therefore require at least the level of protection associated with this risk
class. The types of personal data in question are data concerning a data
subject’s religion or philosophical beliefs, race, political opinions, health,
sex life, trade-union membership, criminal record or record of unlawful or
antisocial behavior following the imposition of an injunction.

Risk class III: High risk. Where several collections of special categories of
personal data are to be processed, the potential consequences of process-
ing can be sufficiently serious for the data subjects that the procedure
warrants inclusion in risk class III. The measures taken to protect data
processed in a class IIT procedure must meet the highest standards.
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The interrelationships between the various risk classes can be summarized
as shown in Table [[.3]

Table 7.3 Risk levels in privacy [BB01]

Nature of personal data
Quantity of Nature of the Personal data Sensitive per- Personal data

personal data processing sonal data (in of financial
accordance and/or eco-
to 7-8 EU nomic nature
95/46 /EC)

Small Simple Risk class 0 Risk class IT  Risk class II

Large Complex Risk class I Risk class III

7.2.4 Privacy Impact on Business Process Design

There is a relationship between the need for privacy and the level of ‘person-
related information’ intensity in an organizational process, including orga-
nizational maturity to handle privacy along with the associated risk levels
of the process. The more ‘person-related information’ is handled within an
organization, the higher the possibilities of risk associated with privacy and
information loss or modification. The ability to adequately handle privacy risk
depends on the maturity of the organization and how capable the organiza-
tion is in organizing both technological and organizational measures to ensure
privacy in the process.

The starting point for designing privacy aware business processes, is to
develop a privacy policy derived from the organisation’s objectives that can
serve as the basis for policies regarding the processing of personal data. The
processing policy has to include elements such as corporate methods of uti-
lizing passwords or other identity mechanisms, and must give tangible form
to specific measures and procedures for the processing cycle of personal data.
Defining tangible measures and procedures occurs after thorough risk analysis,
and a complete ‘inventory-listing’ of the threats which processing of personal
data is exposed to as discussed in the previous section. Within this context
the strong and the weak points of data processing are laid down. The risks
together with the strong and the weak points of the processing organisation
and a cost-benefit analysis, based on the defined privacy policy, result in a
carefully considered choice for the organisational and technical measures to
be taken.

Management must, with the help of a monitoring system, examine to what
extent the measures taken fulfil the objectives of the formulated privacy policy.
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Management must indicate in what way and with which intensity it wishes
to receive the monitoring data. The results of the performed monitoring form
the basis for any corrective actions, adjustment of measures and procedures
taken or adjustment of the formulated policy.

An organisation’s management can determine the way in which technical
and organisational measures are taken in order to safeguard the protection
of personal data. It will try to adapt this to the existing organisation and
further detailing of administrative organisational and technical measures and
procedures to safeguard (automated) data processing. Based on the existing
set of control instruments, the management can further implement the legal
requirements in an effective and efficient way. The law currently does not
impose organisations any compulsory set up with regard to these technical
and organisational measures. However, an organisation can organise a Privacy
Audit to check how well the organisation addresses what regulatory issues
there are in their industry. A Privacy Impact Assessment (PIA) examines the
privacy issues of a project or policy and helps to manage privacy impacts
from a privacy perspective. It is an assessment tool which shows the flows of
personal information.

In the framework of the Privacy Audit, the following quality aspects are
relevant for the compliance with the requirements arising from the compliance
monitoring:

Exclusivity / Confidentiality: Only authorised people have access to and
can make use of personal data.

Integrity: The personal data must be in accordance with the projected part
of reality and nothing may be wrongfully held back or made to disappear.

Continuity: The personal data and the information derived from this must
be available without restrictions in accordance with the agreements made
to that respect and the existing legal regulations. Continuity is defined as
‘undisturbed progress of data processing’.

Auditability: Auditability is the extent to which it is possible to gain in-
sight into the structure (documentation) and operation of an object. The
quality aspect audit ability also encompasses the extent to which it is
possible to determine that processing personal data has been carried out
in accordance with the requirements with regard to the aforementioned
quality aspects.

The extent to which these aspects must be used in a concrete situation partly
depends on the risk analysis performed by the auditor. The choice for quality
requirements per audit object must be explained in the audit plan. The extent
to which the quality aspects mentioned are relevant for obtaining a certificate
will be worked out in the certification scheme.
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The process of protecting personal data starts with the completion of a
Privacy Impact Assessment (PIA)H, or Privacy Threat Analysis or the use
of the Privacy Diagnostic Tool (PDT)E. A PIA seeks to set forth the essen-
tial components of any personal information system. The PIA and PDT will
identify the threats and risks that will define and identify the solution pa-
rameters. The privacy threat analysis (that have been developed in the EC
funded PISA project) has modified the risk assessment method for informa-
tion security formulated in British Standards 7799 (ISO 17999) (The Code of
Practice for the Risk Analysis and Management Method) to the needs of the
protection of personal data. Also the following approaches for a privacy risk
assessment can be used in a modified way (taken into consideration the specific
requirements of the privacy legislation): the risk assessment of the Informa-
tion Security Handbook of the Central Computers and Telecommunications
Agency (CCTA) or Information Technology Security Evaluation Criteria (IT-
SEC), as published by the European Communities in 1991. Without a privacy
threat analysis/PIA it is impossible to implement the appropriate technical
and organizational measures to prevent privacy intrusions, the loss of personal
data and any form of unlawful processing.

7.3 Cost Benefit Analysis of Privacy

Privacy protection is currently seen as a negative cost driver in a cost/benefit
analysis. In fact it represents a driver that is a bit neutral in that it may both
cause some costs and avoid other costs. Good privacy protection, whenever
properly communicated, will generally establish trust, which is a basic driver
for a ‘better image’ with customers and business partners and consequently
for improved revenues [PJBRO6]. It is clear that a sound business case for
PETs should investigate their implications both on costs and on revenues.

Investments are long term commitments of resources made in expectation
of future revenues. Costs and benefits associated with investments can either
be tangible - which means they can be assessed and a value expressed for
instance in monetary terms - or intangible [Pis01], which means those non-
monetary elements that cannot be seen, touched or physically measured.

In principle tangible costs and benefits are easy to calculate; examples are
savings of labor and other costs, productivity improvements, and revenues.
Intangible costs and benefits, which are not directly expressible in monetary
terms, are more difficult to quantify. Examples of intangible elements are
brand advantage, which reflects the change in brand awareness and reputation
to be expected from the investment; or the competitive advantage, rsulting

2 See D.H, Flaherty, Privacy Impact Assessments: An Essential Tool for Data Pro-
tection, in One World, One Privacy, Roma (Garante per la Protezione dei Dati
Personali) 2000.

3 See the Privacy Diagnostic Tool Workbook version 1.0 developed by the Office of
the Information Commissioner of Ontario: www.ipc.on.ca/.



7.3 Cost Benefit Analysis of Privacy 125

from an ability to respond more effectively to competition. Although intan-
gibles are not directly expressible in monetary terms, with the use of pseudo
calculations their perceived impact on the organization’s (strategic) objectives
can be expressed with a number on some scale. In principle in an investment
analysis tangible costs and benefits should be analyzed as far as possible. At
the point where this analysis stops, because of lack of data, intangible impacts
should be identified and categorized.

Questions that should be raised in order to perform a cost/benefit analysis
start with [KvGtH™04]:

e Do PETs make an essential contribution to the policy targets and objec-
tives of the organization?

e What tangible and intangible benefits can PETs achieve in the organiza-
tion?

e What are required investments and structural costs for PETs?

Drilling down these questions to more concrete questions, we arrive at
questions such as [SAS06]:

e How much is the lack of privacy costing the business?

What impact do privacy breaches have; what would the damage be of a
catastrophic privacy breach?

How much do privacy protective measures cost?

What are cost-effective solutions?

What are the potential benefits of PETs and can they be quantified?
How does privacy protection contribute to the competitive position of the
firm?

We have adapted several models of investment analysis to create a model
called ROPI - return on privacy investment, which adds several variables to
the calculation for security investment, based on privacy breach estimates. We
propose the following cash-flow components:

Annual Loss Exposure (ALE) [SAS06] is the multiplied projected costs
of a privacy incident and its annual rate of occurrence. Basically this
encompasses revenue losses, legal claims, productivity losses because of
privacy breaches, repair costs and lost business.

Reputation Recoverage Costs (RRC) contain those expenses needed to
restore the reputation of the company damaged by privacy breaches; ex-
amples are additional costs for PR and Marketing. Moreover if a privacy
breaches affects the share price of the company (see ChoicePoint, Dou-
ble Click), possibly breaches affects the share price of the company (see
ChoicePoint, Double Click), possibly additional financial guarantees may
be required by banks and other financial institutions.

Expected Revenue Accrual (ERA) represents, on the positive side, pos-
sible marketing impacts on market share and revenue of publicized imple-
mentation of PETs.
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Recurring Privacy Costs (RPC) contains the yearly (additional) privacy
costs caused by the proposal; this will encompass needed PIAs, audits,
privacy officers etc.

The cost/benefit analysis has to compare the situation with the PET(s)
in place, with the situation without PET(s) in place. Basically this comes
down to analyze the cash-flow differences between the two situations. This
can be done either by applying a factor RM (Risk Mitigated) to the situation
without the investment or by subtracting the full expected cash flow of the
two situations from one another. The resulting NPV (Net Present Value) of
a privacy protection solution is consequently as follows:

NPV = —I(p) + zn: {(ALE + RRC) - RM + ERA — RPC} /(1 + i)’ |

j=1

where

NPV = Net Present Value,

n = maximum lifespan of the project in number of periods (usually a year),
j = represents a period (a year),

1 = represents the minimum required return, and

> = represents summation of terms during the indicated period (j =
1,...,n).

The NPV is the difference between the cash proceeds and cash-outlays
discounted at the minimum required return (i) during the lifespan n (j =
1,...,n, where j represents a period, usually a year) of the investment project.
From the NPV perspective an investment will be acceptable if the NPV is
equal to or greater than 0, which means that return on the cash outlays meets
the required minimum. Consequently, a NPV smaller than 0 leads to rejection
of the project.

The discounted cash-flow procedures, like the NPV, measure cash flows
in terms of a required rate of return (hurdle rate, cost of capital) 7 to deter-
mine the acceptability of the investment project. The cost of capital refers
to the rates of return expected by those parties contributing to the financial
structure: creditors and shareholders. It represents the costs of funds used to
acquire the total assets of the firm. It is generally calculated as a weighted
average of the costs associated with each type of capital (long term loans,
short term loans, and equity) included in the financial structure of the firm.

Based on this formula we may conclude that investments in PETs should
be justified by:

reduced annual loss expectancy,

reduced reputation recoverage expenses,

expected revenue accruals (due to ‘PETs Inside’), and
reduced recurring privacy protection costs.

The above approach can be applied in various ways:
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e A straightforward calculation of the NPV of an anticipated project; if the
NPV is greater than or equal to zero the project is acceptable.

e Starting from the right term in formula with estimates the yearly cash
flow a maximum for the investment I(p) can be derived.

e Consequences of possible events, like a serious privacy breach, can be esti-
mated and allow to give an estimate of a maximum necessary investment.

Given the uncertainties about exact data in the model, calculating the out-
come under different assumptions (scenarios) gives a better insight in the be-
haviour of cost and revenue figures and their impact on the eventual outcome.
Analyzing different scenarios provides managers with a systematic approach
for decision making about the application of PETsH

7.4 Requirements from a Business Perspective

In this section we discuss requirements for the development of Privacy-
enhancing Identity management from the perspective of the economic im-
plications for service providers. This includes the impact of maximum privacy
controlled by the user on economic choices for the service provider, mainly
in the context of the business transaction and associated processes. The Re-
quirements focus on the value of a Privacy-enhancing Identity management
framework on the perceived and realised value of privacy enhancement to
business processes, in the form of the cost, quality and process impact of the
privacy-enhancing features. This will include business infrastructural issues,
on what resources of the firm might be needed to implement and maintain
the PET framework. This includes:

Technology aspects: Financial and technological impact of the inclusion of
the privacy solution to the greater identity management architecture. This
is particularly important in ongoing production environments with legacy
applications.

Data: Economies of scale on data management, based on how the module is
deployed, how application dependent it is, how reusable the data context
is.

In our assessment of both the Integrated and Application prototypes of
PRIME, we took the view that the enterprise adopting PET would want to
add a privacy module within an IDM framework or solution. To be accepted in
the organization, this Privacy-enhanced IDM should build upon and increase
the value of existing data processes, as well as promote data quality improve-
ments in line with international standards and good practice. We examined
quality management issues of privacy in terms of Boehm’s seven quality fac-
tors [BBK 78] that together represent the qualities expected from a software

* Examples of privacy cost/benefit analysis can be found in [WP008].

5 Portability, reliability, efficiency, usability, testability, understandability,
flexibility.
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system. We also looked at the necessary changes required to implement pri-
vacy as possible economic impacts to the data quality of the business process.
This resulted in the following infrastructural requirements (IRs):

Cost to implement: An analysis, based on business infrastructural issues,
on what it might cost to implement. This includes technology cost, data
cost, and indirect costs, such as education and training. If the PIM is,
like PRIME, a middleware solution, one cost element is where in the
organization it will be deployed.

IR-1: The cost to implement should support the business case and should
not be prohibitive.

Cost to integrate: This is primarily an assessment of process change costs,
both to the application and the business. Examples of the types of activi-
ties that users must perform when changing processes will include match-
ing application business logic to the enterprise processes, creating new
processes and the resulting configurations based on enterprise needs. In
general integrating PET into legacy systems is problematic.

IR-2: The architecture should enable a smooth integration into existing
business processes and systems.

Impact on current process efficiency: Organisations would perform a
limited process audit. This examines what changes would be necessary
to the processes and what necessary resources would be needed to cre-
ate performance of process to necessary level, either technologically or via
organizational changes.

IR-3: The application of PRIME should not impede current process ef-
ficiency.

Transparency: Level of awareness for both the user and the organization of
the organization’s privacy policy. In the user context, how visible is the
controlled authentication access to only what is needed for the business
transaction. Also the ability to track different versions of privacy policy
as changes are made. This means an examination of the firm’s privacy
policy and the economic impact of the transparency of such a policy.

IR-4: How PRIME is linked to the corporate privacy policy should be
visible and auditable.

Scalability: For the organization, this relates to the financial and process
impact of scaling the privacy solution on a wider scale than the initial
implementation / application. Also the possibility of an initial deployment
for one application into a larger implementation requires the appropriate
economies of scale.

IR-5: PRIME should be easily scalable from a local to an enterprise wide
implementation.

Modularity: For the organization, where is the module deployed, and how
application independent is the implementation for business purposes. This
includes simple, consistent experience while enabling separation of con-
texts through multiple operators and technologies.
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IR-6: The PRIME architecture should be modular.

Architectural fit: Financial and technological impact of the inclusion of the
privacy solution to the greater identity management architecture. This
is important if the user already has a product suite investment, and is
considering the privacy module as an add-in.

IR-7: PRIME should be compatible with existing Identity Management
Architectures.

Environmental fit, data types: How standard the privacy solution is, does
it fit with the technological choices already made by the firm, ability for
plug-ins, etc.

IR- 8: PRIME should easily fit with ezisting system and data
architectures.

7.5 Conclusion

This chapter focused on privacy-enaching identity management from a busi-
ness perspective. Where the law is basically an external motivator for privacy
protection, we looked at privacy protection from an internal company per-
spective. The basic question we explored concerns economic motivations for
an organization to invest in privacy and identity management. For this reason
we started with an analysis of technology adoption processes. This analysis
showed that there are few intrinsic drivers for enterprises to adopt privacy-
enhancing technologies. Next we looked at a maturity model regarding iden-
tity management processes. This model suggests that we may only expect
enterprises that are sufficiently mature regarding their identity management
and that are sufficiently privacy aware to be able and willing to implement
advanced privacy-enhancing technologies.

An enterprise, apart from being capable of implementing PETSs, also has
to make a cost/benefit analysis in order to decide to invest in PET imple-
mentation. Privacy protection is currently seen as a negative cost driver in
a cost/benefit analysis. This may be too myopic. Privacy protection may
cause some costs and avoid other costs. Furthermore, an analysis of the risk
level of data breaches or data loss, may provide causes for re-assessing the
costs and benefits. Good privacy protection will also, when properly commu-
nicated, generally establish trust, which is a basic driver for a ‘better image’
with customers and business partners and consequently for improved revenues
[PJBRO6]. It is clear that a sound business case for PETs should investigate
their implications both on costs and on revenues. This chapter has provided
a model for determining the costs/benefits of investing in privacy-enhancing
technologies.

Finally, it has provided a set of eight requirements for PRIME as an in-
frastructural investment (so called ‘IRs’). These requirements are related to
the economic deployability of PRIME as software in an infrastructure.
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Part III of the PRIME Book is dedicated to an in-depth discussion of the
technological side of the PRIME project. Part III is structured such that the
current chapter gives an introduction to this part of the book and the concept
of trust which is foundational to PRIME and its choices of technology. The
technical discussions start with a discussion on architectural aspects with the
focus on a privacy-enhancing architecture describing how different privacy
technologies can be integrated into a system for an improved protection of the
privacy of users in Chapter[@ The discussions on the architectural aspects are
followed with elaborations on relevant technologies that are described in detail
following the chapter on the architecture aspects. The detailed structure of
Part III is presented further below in Section

PRIME technology and its architecture have been built with multiple key
goals in mind in order to improve the protection of the data privacy of users:

Establishment of trust: PRIME technology allows two parties who engage
in an interaction to establish mutual trust. Trust in the other party in a
specific situation means that one is assured that the other party will be-
have as expected. This is mainly achieved by the mutual exchange of data
which allows for a better assessment of the respective other party. This
process of establishing trust requires the interplay of multiple technologies
in a strongly orchestrated way and forms the backbone of the PRIME Ar-
chitecture. The ‘source’ of the data to be used in the trust establishment
process is generally not restricted in PRIME. Examples are common cer-
tified attributes, assurance data about a service provider, reputation data,
and platform integrity metrics, to name some important kinds of data.

Reduction of trust requirements: One of the key goals of PRIME has
always been a relaxation of the strong trust requirements in terms of
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proper handling of their data of users in other parties like service providers
and certifiers. This is particularly relevant in the context of releasing data:
Today’s way of interactions in communication networks typically makes a
user linkable over all her interactions and thus both service providers and
identity providers and other parties such as content aggregators need to be
fully trusted to handle their data appropriately, particularly to not jointly
establish extensive user profiles by pooling their transaction logs. We use
anonymous credential system technology to allow for privacy-enhancing
exchange of certified user data in a model of reduced trust requirements
in the players of the system.

Data minimization: PRIME strives at implementing the concept of data
minimization for interactions of users with other parties. Data minimiza-
tion means that a party needs to release only the data strictly necessary
that the other party can provide the requested service. Data minimization
is closely related to the two goals discussed above: It is applicable in the
protocols for data exchange between parties, that is, in the protocols for
establishing trust between parties. The reduction of trust requirements is
an important means of also obtaining more data minimizing systems for
the release of data, for example anonymous credential schemes.

Automated policy enforcement: In all interactions when data are re-
leased, data handling policies are agreed between the parties defining how
the data should be handled. The data handling policies need to be enforced
once the data of users are held by service providers. Data handling policies
require access control mechanisms on the one hand and privacy obligta-
tion enforcement mechanisms on the other hand. Both are accounted for
in PRIME in order to perform an appropriate enforcement of policies after
data have been released.

A substantial fraction of the technological part of PRIME treats the prob-
lem of how two parties can establish mutual trust among each other while
at the same time not compromising their privacy. Trust is one of the core
concepts that is relevant throughout the book, and particular this part, and
is thus discussed next to give the reader a better impression of the meaning
and different flavours of trust.

8.1 Trust

This section discusses the concept of trust which is a fundamental concept
of the work within PRIME. Our architecture addresses parts of those trust
aspects, others are out of the scope of what can be addressed with technology.
The main aspects the architecture addresses are the assessment of trust of
other parties through technological means.
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8.1.1 Analysis of Trust

To date, we have no universally accepted scholarly definition of trust. Evidence
from a contemporary, cross-disciplinary collection of scholarly writing suggests
that a widely held definition of trust is as follows [DRC98]:

Trust is a psychological state comprising the intention to accept vul-
nerability based upon positive expectations of the intentions or be-
haviour of another.

Yet this definition does not fully capture the dynamic and varied subtleties
considered below.

Approaches to modelling trust in social science include:

e Temporal aspect. Trust has been considered to have a temporal as-
pect for a long time, ever since Aristotle stressed that friendship cannot
exist without trust and that trust needs time. In the twentieth century,
Niklas Luhmann viewed trust as a representation of the future. This is
rather similar to the belief we hold when reasoning inductively that after
experiencing a historical pattern of behaviour, similar behaviour can be
expected in the future. In the personal sphere, trust is a historical process
of individuals learning to trust others without having to give unlimited
trust. However, according to [Luh79], we do not really understand the
process.

Risk aspect. Social scientists have strongly stressed that risk is a central
aspect of trust. For example, Luhmann believed that trust is an investment
that involves risky preliminary outlay, where we accept risk in order to
reduce the complexity of what we think about the world, in order that we
may function [Luh79]. In a similar vein, Georg Simmel believed that trust
is an intermediary state between ignorance and knowledge, and the objec-
tive of gaining trust may fail [Sim68]. Again, more recently, Nissenbaum
in [Nis99] stressed how trust involves vulnerability.

Delegation. One reason why trust is necessary is because we do not
have the resources on a personal level to analyze all the information that
we need during our working life. Therefore, as societies become more ad-
vanced, social order is replaced by legal order and delegation increasingly
requires trust in functional authorities and institutions, particularly in
the area of knowledge (and technology). However, if these institutions or
powerful individuals let down the people who trust them, there is the risk
of a big change of attitude towards them. This leads us to the following
point:

Dynamic aspect. There can be differing phases in a relationship such as
building trust, a stable trust relationship and declining trust. Trust can be
lost quickly: as Nielsen states [Nie99]: 71t [trust] is hard to build and easy
to lose: a single violation of trust can destroy years of slowly accumulated
credibility”.
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Further analysis of online trust, and of how trust may be underpinned by
specific technological mechanisms, is a key issue of multiple PRIME technolo-
gies. The interested reader will find trust aspects, particularly how to build
trust between parties, in the remainder of this part of the book. Keep in mind
that there are different flavours of trust when reading the contributions.

8.1.2 Establishing Trust and Managing Privacy

Being able to say that another party can be completely trusted to handle
personal information with today’s technology is probably unrealistic. Unless
we can 1) completely isolate the processing from the operator and 2) rely on
the technology and implementation, we have to rely on some level of faith in
the other party. Requirement 1) is unrealistic since in practice virtually every
application is likely to involve some form of human intervention, including
access to the information after the ‘trusted’ processing is complete. Require-
ment 2) is currently difficult to demonstrate. Since in practice we are unable
to prove ‘before the event’ that a recipient is trustworthy and will uphold a
user’s wishes, the next best approach (as in real life) is to establish an alter-
native means of enforcement. A contract provides a user with an indication
that a recipient intends to carry out the user’s wishes and is a means to iden-
tify deviation from agreed actions. Of course, the contract is only useful if
it is enforceable. A deceitful recipient will most likely always be able to cir-
cumvent controls. However, the concept of a contract is useful for a recipient
who has every intention of behaving properly, and wishes to demonstrate so
in order to differentiate themselves from other less scrupulous recipients. To
some extent this lessens the enforcement challenge, making it an obligation
of the recipient. For the most part these large corporate organisations have
a strong brand (which itself can be a basis for trust) and generally intend to
behave honourably and fairly. Often the later is enforced through third party
legislation and codes of conduct. These are the organisations that are willing
to demonstrate the openness of their procedures and be held accountable for
misconduct.

8.1.3 Understanding Trust

As already discussed, trust is a combination of social trust and technical trust.
Both of these aspects of trust influence the user’s overall trust assessment. An-
other way to look at trust is in terms of the three components: technical (as
before), history and reputation. (Some may consider history and reputation
to be the same, however there is a subtle difference.) History and Reputa-
tion form the social assessment, and each is based on past interaction with
the intended recipient. In the case of history the assessment is made on past
interactions that the user has had. Reputation is based on interactions that
others have had. Reputation introduces a further complexity in that the user
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also has to judge the trustworthiness (or reliability) of the third party’s assess-
ment. The user must also be aware that the quality of a reputation indicator
may vary depending on the provider, and be ready to compensate.

Reputation is clearly strongly influenced by social understand, but history
(as perceived by the user) is measurable as long as the user can articulate the
conditions under which past performance has a bearing on future performance.
It is this ability of the user to collect and assess evidence that is directly related
to past events that provides a means to form an opinion about trustworthiness
in the absence of other more definitive trust indicators.

Users use the following criteria to establish that an organisation is trust-
worthy:

1. Acceptance by the organisation of agreed terms and conditions that de-
scribe how the PII can be used.

2. Endorsement of a organisations’ privacy compliance by a TTP, e.g. exter-
nal auditors, privacy seal

3. An organisation’s willingness to communicate the status of a user’s PII
data to the user whenever the status of the data changes, e.g. at the time
when the data is deleted.

4. The user’s ability to interrogate the organisation at any time and check
the status of their PII data.

5. Past performance. This only becomes relevant for subsequent interactions.
The status of previous or outstanding interactions should influence trust-
worthiness. Probably the best way to handle this is to conclude that any
non-compliance raises reason for concern.

Even so, there will be situations where not all factors are met, and the user
must decide how to proceed. Trust alone may not be the only influencing
factor, and users may also consider context, availability of other options and
risk vs. gain. PRIME has developed and integrated technologies that help a
user assess the trustworthiness of a service provider.

8.1.3.1 Trustworthiness of Services-Side System

Knowing that an organisation has adopted state-of-the-art trust technologies
can be an initial sign to the user that the organisation intends to be true to
their word. Today, state-of-the-art trust technologies include a TPM (Trusted
Processing Module) that provides:

e A reliable third party endorsed stable identity
e Originator non-repudiation achieved through TPM-controlled signatures

These requirements can be achieved by equipping a server with a TPM, en-
dorsed by a Trusted Third Party, and building the functionality to allow 1)
remote interrogation of the TPM by the user, and 2) automatic signing of
acknowledgements and other information intended to convince the user that
their wishes are being fulfilled. In practice, the systems that support services
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offered by an organisation will be much more complex than a simple peer-
to-peer arrangement. Whilst these systems may be built on TPM and future
trusted platform technologies, techniques for forming an aggregated measure
of trust across multiple heterogeneous systems that process personal informa-
tion still need to be researched.

8.1.3.2 Trustworthiness of the Organisation

Trust in an organisation is built up over time, based in part on past inter-
actions. An initial assessment of an organisation can be done using PRIME
technology. Evidence that an organisation is willing to commit to an intended
action, possibly in the knowledge that to not do so will incur penalties, is a
useful sign of good intentions.

Typically, the user would either review or present the terms under which
the interaction will take place (i.e. a policy or contract). Once accepted, these
terms are binding to some degree. As required, the user reviews the interaction
and compares outcome against the contract, particularly where the terms
specify several points in the process where an assessment can be made (c.f.
project milestones). This leads us to a process with clearly definable steps:

Policy/contract comparison between user and organisation

Fulfilment (by the organisation)

Checking (by the user)

Opinion forming (by the user — essentially retention of evidence to aid
trust evaluation during future interactions.)

The proposed approach differs from existing approaches (e.g. P3P) by provid-
ing feedback to the user and indeed involves the user / user’s system in the
process of ‘active’ comparison and management.

8.1.3.3 User-Side Trustworthiness

Whilst the user is concerned about the trustworthiness of the services provider,
the user must also be able to trust their own system to hold their personal
information securely. Assuming that the user is the only person with legitimate
access to the system, trust is based solely on the technical merits of the system.
Again, taking the TPM as the state-of-the-art technical security solution, the
functionality to be supported by the TPM should include:

e Granting user authorised access to personal information, i.e. identification
and authentication of the user.

e Secure storage of personal information and/or the cryptographic key(s)
used to control access to personal information.

e Generation of random ‘seeds’.
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Additionally, the TPM permits the generation/presentation of pseudonymous
identities that may support or supplement credential management schemes
like DRIM [Tec] and Identity Mixer [CLOla]. Many users are likely to find
the task of managing trust too difficult because it requires specialist skill
and knowledge. Ways of providing help and support to the user through Uls,
warning mechanism, best practice advice, etc. will need to be deployed to
help users check/preserve their platform’s trustworthiness and avoid making
decisions that could compromise their platform. These are ambitious goals,
involving long-term research, but we can start by leveraging the functionali-
ties provided by TPMs and trusted platforms. Looking further into the future,
and the evolution of ambient services and devices, managing trust on the user-
side goes beyond the relatively straightforward ‘gatekeeper’ role that we see
here to that of an ‘agent’. Imagine the situation where a user has a need for
particular service, and instructs their personal system to ‘look’ for the most
appropriate services on offer. Part of this process could involve the automatic
release of personal information about the user. How can the user be confident
that their personal system is acting in the best way to preserve their privacy?
By concentrating on the specific situation described, i.e. where the organ-
isation is essentially trustworthy but needs to be able to demonstrate this
publicly, we can provide users with the means to differentiate likely trustwor-
thy from untrustworthy parties to which the user intends to release personal
information.

8.2 Structure

Part III is structured in the following way: After this introduction, we present
an overview of the PRIME Architecture in Chapter [0 give the big picture
of the PRIME technology and the interplay of the various mechanisms in a
single system. The main contributions of the architecture chapter is to in-
tegrate multiple of our privacy-enhancing technologies into a single system.
Particularly, this includes the definition of a data representation which is a
basic prerequisite for an integration of our technologies, generalizations to
mechanims we use in the architecture, and a negotiation protocol for allow-
ing two parties to establish trustworthiness through the exchange of data.
The architecture goes into deep technical details in its focus areas while it
remains abstract in the areas that are covered already in the other chapters of
Part III.

The architecture is followed by chapters dedicated to the individual con-
cepts and technologies PRIME is based on. Each of those chapters contains a
detailed discussion of the technology or concept at hand. We note that already
a subset of those technologies is sufficient to build a basic privacy architecture.
Further technologies can be added on top to increase the scope of protection.

Chapter [[0 discusses anonymous credential systems, that is, cryptographic
mechanisms for the privacy-friendly exchange of certified data. Such systems
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are a powerful tool for allowing a service provider, or other user in a peer-
to-peer setting, to establish trust in a user based on attribute information
certified by one or more third parties, such as a government. Such a system
allows the user to release data in a very much controlled way, as required for
the ongoing interaction. Particularly, third parties such as identity providers
do not learn interaction histories of the user which is a major problem in
traditional such systems. The Identity Mixer anonymous credential system
comprises one core component of the trust establishment process of PRIME.

In order to make use of anonymous credential systems and other systems
for revealing (certified) information, such a system must be embedded into
an elaborate policy-driven system for governing the request and release de-
cisions of the involved parties. Chapter [I1] discusses PRIME’s access control
and data handling models and languages. Those models and languages are
designed to serve multiple purposes: 1) Protecting resources of a party, where
resources can be customer data or the party’s personal data; 2) agreeing data
handling policies and enforcing the access control aspect of such; and 3) pro-
viding authorization decisions for the trust establishment process between two
interacting parties.

The handling of privacy obligations is, to a large extent, complementary to
access control. Privacy obligations are one integral part of the data handling
policy agreed between a user and a service provider or another user before
personal data are actually released by the user. They define actions to be
executed on specific data items once certain conditions are fulfilled. This can
comprise actions such as deleting data after a certain retention time has passed
or encrypting data with an archive key once the data are not used any more
in the operational database. Chapter discusses the model and language
aspects of the privacy obligation management approach of PRIME.

While the previous two chapters [I1] and discuss the models and lan-
guages for access control, data handling, and obligations, the next two chap-
ters discuss the systems aspects of implementing such models in practice. The
implementation aspects of access control and data handling are discussed in
detail in Chapter [[4l This chapter particularly elaborates on some interesting
architecture aspects that deserve consideration. The system implementing the
model for privacy obligation management is detailed in Chapter

Chapter [[3] goes into detail in the model and language for handling assur-
ances within PRIME. Assurances are a special category of data statements
provided by service providers to users in order to increase user trust in the ser-
vice providers. Assurance policies and access control policies both have an im-
pact on the trust establishment process in an interaction between two parties
and are, considered from this point of view, conceptually related. Chapter
discusses system aspects of the assurance model and language and the rela-
tion to the PRIME Architecture. A specific part of the assurance aspects—the
assessment of the trustworthiness of platforms—is covered in Chapter [l

Chapter [I§ gives insight on various privacy-enhancing mechanisms re-
search of which has deserved some attention within the PRIME project.
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Those mechanisms comprise: Privacy measures, data anonymization, anony-
mous communication, and unobservable content access. The section on privacy
measures deals with privacy metrics that allow to express the degree of privacy
a user has in an interaction. Of those, anonymous communication is a core
mechanisms used in the PRIME architecture and prototypes for achieving our
data minimization goals by not revealing users’ network addresses by default.

Despite certified attributes from reputable identity providers such as
governments are a useful means for establishing trust once approriate identi-
ties will be widely available, there exists another powerful way of establish-
ing trust: Reputation. Reputation allows for building trust not based on the
statement of one of a few (trusted) entities, but rather on the knowledge,
experience, and perception of a large set of people, e.g,. users of a service.
Chapter [19] discusses the topic of reputation mainly from the perspective of
general overview and architecture.

Chapter discusses user interfaces, a field of research without which
security technology is hard to impossible to delploy successfully. The focal
points of the user interface work discussed are usability, security, and legal
compliance. All of those aspects must be met for a user interface meeting
practical expections by the various stakeholders. From a functionality point of
view, multiple impmortant functions of user interfaces for privacy-enhancing
identity management are covered: attribute selection, which is closely related
to anonymous credential systems for providing the selected attributes; display
of privacy policies; trust and assurance assessement of the other party; and
data tracking. Getting user interfaces right is a key requirement for an identity
management system working in the user-centric model envisioned by PRIME.

Following the discussions on technical mechanisms so far in this part of the
book, the authors discuss technology assurance in Chapter 2l In a nutshell,
technology assurance deals with processes for ensuring a certain level of qual-
ity of software, components, or systems. In such a process the software gets
evaluated against a standard set of criteria. The chapter particularly dicusses
the approach of PRIME of an early evaluation already during the development
process with the goal of reducing the overall cost of fixing problems.

Part IIT of the book finally closes with a discussion of multilateral inter-
actions, that is, interactions involving potentially more than two parties, in
Chapter We think that such interactions are of particular interest in the
near- to mid-term future because such interactions are becoming increasingly
prominent in the online world, e.g., in the space of user-generated content,
online collaborations, or social networks. The discussions on this subject are
less technical and geared towards giving an insight into the requirements for
multilateral interactions based on PRIME scenarios rather than proposing so-
lutions. This way, the chapter provides an outlook to future work extending
the scope of the core aspects of the PRIME project.
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9.1 Introduction

This chapter introduces an architecture for privacy-enhancing identity
management. The architecture can be used as a blueprint for building a com-
prehensive system with a plurality of players for privacy-enhancing identity
management. It elaborates on how to integrate state-of-the-art privacy-
enhancing technologies (PETS) to achieve the goals as outlined below. Impor-
tant concepts realized by our architecture have been put forth in the European
data protection regulation, particularly the European Data Protection Direc-
tive [Eur95] and its implementations in the EC member states’ data protection
laws. Those foundational concepts include data minimization, data quality,
transparency, the finality principle, and subject access to data.

The structure of this introduction is as follows: We give an overview of
the most severe weaknesses in today’s Web in terms of identity management
next, and, based on this, motivate main goals for our architecture. Then we
outline the technologies we attempt to reach the goals with. This is followed
by an overview of state of the art. We close the introduction with an outline
for this book chapter.

9.1.1 Motivation and Goals

As a motivation for our work, we give a brief overview of the situation of iden-
tity management support for end users in today’s Web. The need for identity
management support for end users is given whenever a user interacts with
another party, typically a service provider, over an electronic communication
medium. In today’s Web, when a user engages in an interaction with a service
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provider, there is only suboptimal support available for the user in handling
the identity-related aspects of the interaction. This holds, for example, for
assessing the potential trustworthiness of the other party; she needs to manu-
ally assess information, such as privacy seals presented on the Web page, that
might support her trust evaluation of the other party. When it comes to the
assessment of the privacy policy of the service provider, the user must read
and interpret it herself in order to make a conscious decision on continuing
the interaction. This can be tedious, time consuming, and prone to interpre-
tation errors, unless the privacy policy is written in a very concise, clear, and
understandable way, which is, for many service providers, not the case today.
Regarding the actual release of (personal) data, there are multiple problems
in today’s Web architecture as well: in most cases, data are requested by a
service provider through a Web form and provided in plaintext form by the
user through entering them into the form. The only widely-deployed user sup-
port here are form fillers, e.g., the ones included in the major Web browsers,
to take the tedium off the user of repeatedly entering the same attribute data.
This prominent way of handling personal data in Web interactions today has
not been designed for handling certified user data. That is, data are uncerti-
fied, meaning that often times more data need to be requested than actually
required by the business process in order to cross-check the required data for
correctness. This use of uncertified data is one reason for the excessive re-
lease of personal data which is one of the most pressing problems of identity
management in today’s Web. The protocols that are upcoming in practice for
the release of certified data suffer from severe privacy problems of excessive
data release, either to the data recipient or to the certifying party or both.
Furthermore, such protocols are not widely used as of today, only for few or
closed special-purpose applications, such as e-Government. Automated solu-
tions that enforce the privacy policy promised to the user are not widely used
today by service providers, thus (unintentional) violations of the agreed poli-
cies for handling data are a problem. This is particularly problematic when
data are further released to other parties by a service provider without the
agreed data handling policy remaining associated with the data. A general
property of the current Web architecture and the way the interaction with
users regarding personal data is implemented is that the only user-side soft-
ware is a standards-compliant Web browser which does not implement any
advanced identity management functionality. This means that the user inter-
face is not consistent, that is, it varies from service provider to service provider,
and thus makes the situation difficult for the user compared with the situation
of having the same user interface for identity management interactions with
any service provider.

Considering the above-described situation of identity management in to-
day’s Web, we conclude that there is a strong need for a comprehensive
architecture for identity management in the Web and electronic communi-
cation media at large. Such an architecture is an enabler of what is com-
monly referred to as informational self-determination of the individual. The
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concept of informational self-determination refers to users having the possi-
bility of consciously determining themselves what may and may not happen
with their personal data, that is, to have control over their data. This particu-
larly includes decisions on which parties to release what data to and what the
conditions are for handling the released data. Today’s identity management
approach on the Web provides users, due to its very pragmatic approach and
the lack of an overall architecture incorporating advanced mechanisms, in-
sufficient support for their informational self-determination when considering
what is technologically possible.

The central goal of our architecture is to allow users to better excercise
their right for informational self-determination in electronic interactions. It
thereby must provide a blueprint for a comprehensive identity management
system that covers the life-cycle of identity data and addresses the problems we
face as outlined above. The architecture must particularly address the aspects
of allowing a user to assess the party she is interacting with, evaluate the pri-
vacy policy of this party, and allow for the release of certified attribute data,
thereby precisely fulfilling the other party’s data request without revealing
any excessive data. The latter is crucial for achieving data minimization, the
concept of reducing the amount of data released by a user to what is required
for the interaction at hand, thus avoiding any excessive release of data. The
architecture must allow for a consistent user interface to be displayed to the
user, regardless of the service provider she is interacting with. The architecture
must also go beyond what is done today in terms of automated enforcement
of the privacy policy in the back end system of data recipients. The operation
of the architecture should be driven by policies, that is, machine-interpretable
rules expressed in a formal language, also on the user side, in order to imple-
ment as much automation of identity management actions as possible. This
allows for a (semi-)automatic processing such that most of the effort is done
by the machine as determined by policies. Regarding the trust model, an im-
portant objective is to reduce trust in other parties such as service provideres
as much as possible in order to protect users from parties that want to learn
more information about the user than they should be allowed to learn.

9.1.2 Realizing the Goals: Technology

In order to realize the above-mentioned goals, a choice of classes of technolo-
gies needs to be made. We summarize the classes of technologies our archi-
tecture is built on next: Access control policies dictate the requirements that
another party has to fulfill in order to access a resource such as a service or
data and authorization systems evaluate such policies and compute an access
decision. Data handling policies specify how data are to be handled by any
recipient. Private certificate systems (anonymous credential systems) allow
one to reveal certified data in a controlled way without revealing excessive
data. Negotiation protocols drive the mutual data exchange and agreement
on data handling policies between two interacting parties, allowing a user to



154 9 Architecture

request data from a service provider for an assessment of it and allowing a
service provider to request data from a user to be able to grant the user access
to the service. Life-cycle data management systems enforce the agreed data
handling policies in the back-end system of a service provider once data are
released. A user-side user interface consistent throughout service providers
involves the user into the interactions related to identity management and
allows her to configure her system. In the process of building the architecture,
well-suited technologies from the mentioned classes have been selected and
tightly integrated with each other, thereby obtaining our privacy-enhanced
identity management architecture bringing us closer towards our goal of in-
formational self-determination of the individual. Next, we give more details
on concrete technologies and concepts we build upon.

Negotiation: A central function of our architecture is what we call negoti-
ation. A negotiation is a mutual exchange of data between parties and
agreement on data handling policies for those data. A negotiation is re-
alized through the negotiation protocol, a protocol between two parties,
e.g., a user and a service provider. A negotiation is triggered whenever
a party accesses a resource of another party, e.g., when a user accesses a
service offered by a service provider by clicking a link on its Web site. A
negotiation can comprise multiple rounds of data requests and responses
by either party. Within a negotiation, the service provider obtains the
data they need from the user in order to provide the service, and the user
obtains the data from the service provider that they need to assess the
service provider. The data requests in a negotiation are, amongst others,
determined by the access control policies of the involved parties.

Attribute-based access control: Access control policies determine the
data requirements a party has with respect to another party when the
other party intends to access a resource of the party. Access control poli-
cies are specified on services and data, particularly also a user’s data.
Our policy language is based on ideas of the language of Bonatti and
Samarati [BS02b] supporting attribute-based access control. That is, ac-
cess decisions are not done based on identifiers as in traditional access
control systems, but rather on arbitrary attribute data of the requesters.
The access control language is an important building block for realizing
data minimization in that it allows for the definition of minimal data re-
quests based on certified attribute information. The access control policies
determine the data exchanges in a negotiation and thereby are an impor-
tant technology for an automation of the interaction between a user and
a service provider.

Automated data handling: Data handling policies determine how data to
be released to a party will be handled by this party. Both a service provider
and a user specify data handling policies — the service provider to express
how it will handle received data, and the user to express how she wants
her data to be handled, once released. During a negotiation, the involved
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parties agree on data handling policies to be applied to the data to be
released based on their respective policies.

Privacy-enhanced data exchange: Privacy-enhanced data exchange is
concerned with the protocols for a party obtaining certified identities
from a certifying party as well as releasing parts of certified identities
to other parties, such as service providers. An identity in this context is a
set of attributes. The prefix “privacy-enhancing” refers to better privacy
properties that are achieved in contrast to traditional attribute exchange
technologies, such as standard X.509-style attribute certificates. As our
main technology, we employ private certificate systems (anonymous cre-
dential systems), particularly the Identity Mixer system of Camenisch and
Lysyanskaya [CL03, CL04]. Such systems allow for unlinkability between
the interaction for obtaining certified identity data and releasing parts of
those as well as between multiple such releases]] They particularly allow
for a subset of a certified identity being revealed, thus one can precisely
satisfy a data request without any technology-dependent release of addi-
tional data as would be the case when, for example, using traditional at-
tribute certificates. This feature is particularly interesting in combination
with the attribute-based access control policies to achieve data-minimizing
interactions. Private certificate systems offer the strongest privacy pro-
tection features among all practical technologies for attribute exchange.
Those intrinsic properties of private certificate systems allow for strength-
ening the underlying trust model for protocols for exchanging attributes.

Data model: In order to represent identity data and metadata in our ar-
chitecture and to make different technologies interoperable, we need a
well-specified approach to modeling data throughout the architecture. We
denote this as data model. The data model is used to represent requests
for data and responses to those, to store data at a party, to express the
identity-related parts of access control policies, or to express the input to
the data release subsystem. The data model goes far beyond the often
used approach of represening data as lists of attribute-value pairs. Our
data model must be able to express more elaborate statements on data,
e.g., inequalities between an attribute and a constant, or disjunctions of
sub-statements. Those features are mandatory for realizing the concept of
data minimization to its extreme. The data model acts as “glue” between
different technologies as it is in many cases used as input or outout in invo-
cations of services of components. This further underlines its importance
for the architecture.

User interface: Our architecture defines a client-side system including a
user interface realizing the following functionalities: presentation and

L Of course, the unlinkability between multiple releases can only hold in case the
revealed data do not make the interactions linkable. To be more precise, the
certification of the data does not lead to linkability as is the case with traditional
signature schemes and thus attribute certificates.
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adaptation of the data handling policy of the other party; presentation
of identity data requests and fulfillment of those requests; presentation of
data about the other party; editing of access control and data handling
policies; and on-line access to data. The user interface is implemented
by the client-side system and thus is the same regardless of the service
provider the user is interacting with. The services-side user interface is
mainly concerned with policy definition and editing and is not a focus of
our work.

Data life-cycle management: Our view on data life-cycle management
refers to the automated handling of data according to the agreed data
handling policy once they have been released by the user. This encom-
passes the time-driven deletion or anonymization of data as well as the
notification of the user in case of certain events. Concretely, we integrate
with the framework of Casassa Mont of Chapters and [[3] which exe-
cutes actions once specified events have occurred and a specified condition
holds. The framework is extensible in terms of actions (workflows) that
can be executed.

Considering the strong focus on the informational self-determination of
users, the related goals, and the resulting technology choices for the architec-
ture, it has been a clear choice that the architecture is designed to be user cen-
tric [BSCGS06]. Being user centric means that the user plays an active role in
her identity-related interactions and thereby receives substantial control over
her data. A party can decide to define policies on how their data should be
handled such that the system can, on the user’s behalf automatically execute
those policies and enforce the intentions of the user. As mentioned, a main
goal was to reduce the required trust in third parties wherever practical, that
is, strengthen the trust model, by using advanced cryptographic protocols.

9.1.3 Related Work

At the time of the design of this architecture, no similarly powerful architec-
ture addressing the problem space of privacy-enhancing identity management
had been proposed in the literature or practice. Thus, our architecture can
be seen as the first comprehensive effort towards a better implementation
of the European tradition of privacy in tomorrow’s data processing systems.
Meanwhile, other initiatives have emerged, having goals similar to ours, par-
ticularly in the area of privacy-enhanced data release. A relevant upcoming
architecture is the CardSpace architecture that has been proposed by a major
industry player. It has lately started as well to investigate the use of private
certificate technology for attribute exchange with stronger privacy properties
than in traditional systems. Our architecture goes further in terms of not only
considering privacy-enhancing data exchange, but also the assessment of the
service provider through the user, the fully-automated enforcement of agreed
privacy policies in the back-end of service providers, as well as including pri-
vacy policies and their processing. To this end, we have integrated multiple



9.1 Introduction 157

technologies around a powerful data model that forms the common language
the different components speak. A comprehensive overview of prior art and
related work can be found in the individual chapters on PRIME’s technolo-
gies following the architecture in the remainder of Part III of the book. For
a discussion of legal and social aspects and other non-technical aspects of
privacy-enhancing identity management, we refer the reader to Part II of this
book and the given references.

The work on the architecture has been carried out related to the European
PRIME project [PRIa] where PRIME is the acronym for “Privacy and Iden-
tity Management for Europe”. The PRIME project had the goal of addressing
the identity management challenge from an interdisciplinary standpoint com-
prising technical, legal, social, and economic aspects. The architecture was
one of the main technical results of the project. It has evolved through four
versions, VO to V3 [Som04, Som05, CCS06, Som08] during the project, each
of which is focusing on different aspects. VO was the initial draft of the archi-
tecture and has been consolidated by V1. VO and V1 were intended to have
mainly the PRIME project participants as audience. V2 then took the ap-
proach of presenting the matters in the style of a reference architecture with
a stronger focus on external audiences. V3 was the final version targeted at
both internal and external audiences. The current book chapter is a consoli-
dated write-up of the architecture and related ideas, considering also the main
“lessons learnt” throughout and beyond the project. It focuses on a general-
ized data model to represent data of parties in a privacy-enhanced way and
goes into technical details more than the different architecture documents.
The focus from a content perspective is on privacy-enhancing data exchange
based on private certificate systems and the required technology-related as-
pects. Technical as well as non-technical documents that have emerged from
the PRIME Project can be found at [PRIa] and in a variety of conference
and journal publications. The presentation of the architecture focuses on the
parts that are not explained in the following chapters of the book which com-
prises the aspects of integrating the used technologies as well as extending
them towards stronger privacy. The text incorporates improvements and gen-
eralizations of the originally-built architecture and thus may deviate from the
following chapters describing the used technologies in terms of notation and
generality.

Our main contribution is an architecture that specifies how to integrate
multiple privacy-enhancing technologies and also how to orchestrate their use.
A main part of the integration is a data model, that is, a formalism of rep-
resenting data throughout the architecture. The data model is the common
“language” spoken by different parties and components within the scope of
a party. Based on the data model, we define the representation of different
kinds of data a party needs to hold. With this foundation, we adapt existing
technologies to fit together and extend their functionality in terms of pri-
vacy protection. We define a negotiation protocol for a mutual exchange of
data and agreement on data handling policies based on the privacy-enhanced
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authorization system we employ for determining access to resources such as
services or data.

9.1.4 Outline

For this being instrumental for the understanding, we first provide an overview
of the architecture, including the parties, their interactions, the different types
of data being relevant for the architecture, and the components of a party’s
system in Section In Section on the data model we go into details on
how data are represented in a formal calculus, while in Section we apply
the data model to the different kinds of data a party needs to handle. The
sections just referred to are the conceptual backbone of the architecture as we
repeatedly refer back to the concepts introduced there. Thereafter, we present
one core piece of the architecture, concretely the part of the architecture re-
lated to privacy-enhanced data exchange based on private certificate systems,
in Section In Section we discuss the underlying attribute-based au-
thorization model and policy language and in Section our framework for
data handling policies. Based on our authorization system, we present in Sec-
tion our approach towards negotiation, that is, mutual release of data
between interacting parties. We conclude the chapter in Section

9.2 Architecture Overview

We present a high-level overview of our architecture in this section. This
comprises the overall architecture model and the main components with their
functionality. The overall focus of this presentation of the PRIME architecture
is privacy-enhanced exchange of data between parties. The intention of this
overview section is to provide the reader with the background and intuition
upon which the remaining parts of this work build.

9.2.1 One Party in the System

We start the explanation of the overall architecture with showing which kinds
of data and other items a generic party in the system, that is, a party in-
dependent of its concrete instantiation into, e.g., a user, service provider, or
certifier, holds. Figure illustrates these items a party holds and how they
can be obtained.

First and foremost, a party holds identity data and metadata about it-
self and other parties. This comprises identifiers the party uses to refer to
itself and other parties in the communication with other parties, possibly
third-party-endorsed data about itself and other parties, records about data
disclosures performed by the party, and data obtained about other parties.
The stored data may be used locally by the party, e.g., the user or employees
of a service provider to execute a business process, or they may be released
to other parties. Data may be obtained by a party by being entered locally
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through the console (user interface component) or other means, or obtained
from other parties through the identity management system. Once data have
been entered into the system at one party, the data are subject to being han-
dled by the system in a policy-driven way until their deletion, entering and
deletion thereby being the first and last phases in the life-cycle of the iden-
tity data. The architecture defines the management and protection of data
from the initial to the terminal phase of the identity life-cycle with a focus on
privacy-enhanced release of data.

A party also holds policies of various kinds: Access control policies specify
which other parties, or persons or automated processes within the scope of a
party, can get access to which data under what conditions; a part of access
control policies is used for specifying the requirements the access requester
must fulfill. Data handling policies specify how a party wants data to be han-
dled (requirements of a party) how a party proposes to handle data (proposal
of a party), and how data need to be handled by a recipient (agreed policy
as result of a negotiation). The latter is the policy that needs to be enforced
by a recipient of data and has been agreed in a policy negotiation protocol.
Policies can be entered locally into the system, e.g., through a policy editor
that is a part of the party’s console, or obtained from third parties trusted
for the purpose of providing policies, such as data or consumer protection
organizations. Once a policy has been created or obtained by a party, it, or
parts of it, may be communicated to other parties, e.g., together with data
being released to the other party.

Ontologies are lists of rules expressed in a formal language and used by
a party for making automated deductions over data or policies. For exam-
ple, an ontology can define the concept of OECD Government to be a govern-
ment of an OECD country. For example, when a policy uses the concept of
OECD Government to specify the certifier of an identity statement, the party
can infer, using automated reasoning based on this rule, that an identity
statement endorsed by the German Government is an identity statement by
an OECD Government. Ontologies can be defined by the party itself or again
be obtained from third parties trusted for this purpose.

9.2.2 Parties and Interactions

The generic party explained further above captures what any party in the sys-
tem can hold in terms of data and other items such as policies or ontologies.
All parties are capable of performing the same identity management actions
and interactions in our architecture which keeps the architecture flexible and
conceptually simple. We call this property party symmetric. Though, depend-
ing on the tasks parties are commonly performing in a system, it makes sense
that they be specialized into different types of parties. Important types of
parties are users, service providers, certifiers, and conditional data recipients.
Using this nomenclature to refer to different types of parties simplifies our
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types of parties have differences in their concrete instantiation of the archi-
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Fig. 9.1 Items held by a generic party

ment such featuresE

2 Note that in our presentation, we assume that a user has a single system for
her identity management tasks. We want to stress that a user may, in practical
scenarios, have multiple systems, such as her office computer, her personal com-
puter, and her smart phone. The data, policy, and ontology repositories (state)
between those need to be kept synchronized by an appropriate approach. We do
not further elaborate on this as this is an orthogonal problem but assume such a
mechanism being in place. We describe the architecture from the perspective of

each party having a single system as this is sufficient to capture our ideas.
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9.2.2.1 Actions and Interactions

The parties can act and interact in a plurality of ways, each time acting under
a specific role, as depicted in Figure[.2l An action is thereby executed locally
while an interaction is a protocol with another party. We next use a scenario
with generic parties to present some important interactions in our system:

e A can establish an identifier relationship with 5 for creating an identifier
about itself or an other party used to refer to such party in communication
with B.

e A party A can establish an identity relationship with C, thereby obtaining
the capability of later releasing parts of the contained data to other parties
in a certified way.

e A can initiate a negotiation protocol with B by requesting a resource
from the latter. During the execution of the negotiation protocol with
B, both A and B can release certified data to each other, depending on
their authorization policy requirements. B requires attribute data about
A in order to release the service while A requires information such as B’s
privacy practices and identity attributes.

e Party B can release data about A it has received in the negotiation to
another party D. Thereby, B may map the name it uses to refer to B to a
new name used to refer to B in communication with D in order to break
linkability between the different interactions.

e Party B can engage party £ to revoke the anonymity of the transaction
of B with A in case a pre-agreed condition becomes fulfilled, e.g., party
A violating the agreed terms of service. Party B can enforce a policy
agreed with party A on data previously released by the user to the service
provider.

For any interaction where data are released, the involved parties agree on
data handling policies to be applied to the data by the recipient. For such an
agreement process, both involved parties input what they want or propose for
handling the data, based on which the applicable policy is computed.

In such a generic scenario every party of a system could, in our model,
be in any of the places, that is, act under any of the roles, and carry out
the associated actions. Though, in practical identity management scenarios,
a party usually has dedicated tasks and goals, according to who they are and
what they want to achieve in the system. Thus, in such practical scenarios, a
party will be specialized into a user, service provider, certifier, or other party
according to the tasks it performs and goals it has.

The traditional interaction model between users and service providers is
characterized by the key parties being users who are interested in consuming
services offered by service providers. Service providers often require (certified)
identity data about users in order to authorize them for access of the requested
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service. Certifiers come into play for issuing identity relationships to users
and service providers that allow them to release certified attribute data to
each other. Once the service provider has obtained data from the user, the
service provider can release (parts of) these data to another service provider
as needed and allowed by the policies agreed between the service provider and
the user. A conditional data recipient can be engaged by the service provider
in order to de-anonymize transactions with a misbehaving user or realize other
use cases in which the conditional data recipient can obtain data only once
a certain condition gets fulfilled. As one can see, parties act under different
roles in different interactions in such a scenario, for example the user is data
provider and data recipient in a negotiation which equally holds for the service
provider.
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9.2.3 Data

As already mentioned earlier, our architecture deals with privacy-enhanced
identity management which is centered around a single concept: Data. A party
needs to, in order to take part in the identity management system, hold various
kinds of data and uses statements about data to represent subject identifiers
for parties used by the party, knowledge about a party’s identity information
that is vouched for by third parties, knowledge about which data have been
released to which other parties, and knowledge about identity information
about other parties.

When discussing data in an identity management context, we need to dis-
tinguish between identity data and related metadata. We want to note that it
is hard or even impossible to come up with a formal definition of the concepts
of identity data and metadata, though it is still useful to make the distinction
informally for our discussions. We give the following characterization of the
concepts: Identity data are data about attributes of parties in the system in
a wide meaning. This comprises, e.g., a user’s first name, or the predicate
expressing that party A is of age greater than 18 years, or the statement
that a party has passed the e-learning course on advanced accounting with
a positive grade. Protection of data about parties, and particularly about
users, is the primary concern of our architecture. Metadata, in general, are
data about data. Metadata or identity metadata are data about identity data.
This comprises data about the certifying party of identity data, data about
the temporal validity period of a certification, data about when data have
been released to another party, and so on. Metadata are required for various
functions of the architecture, for example, for privacy-enhancing attribute ex-
change or for making trust decisions on identity data. The distinction between
identity data and metadata does not only apply in the electronic world, but
also for real-world credentials. Take as an example a (non-electronic) identity
card. It contains identity data, namely the attributes first name, last name,
citizenship, date of birth etc. In addition, it contains metadata over those
identity data, such as the issuer (e.g., the German Government) and the va-
lidity period of the credential, that is, of the certification of the identity data
contained therein.

In a privacy-enhancing identity management system a party needs to be
able to release data about itself or others to other parties, keep track of its
releases of data, and retain and use data about other parties. Data thereby is
used for creating trust among parties, e.g., as certified attributes. Parties may
appear under different identifiers (names) to other parties and parties may talk
about other parties using multiple identifiers for those. This gives rise to the
following “kinds” or classes of data held by a party: Identifier relationships the
party holds, identity relationships of the party, the data track of the party, and
profile data about other parties held by the party. Our motivation for splitting
the data held by a party into those classes is the different purposes those data
serve: Identifier relationships specify mappings between names of subjects and
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are used by the party when referring to those subjects towards other parties;
identity relationships are used by the party for providing (usually certified)
identity statements about itself to other parties; the data track is used for
keeping a record of all releases of data to other parties; and the profile data
comprises data known about other parties. Each party needs to store those
kinds of data in order to be able to use our architecture for privacy-enhanced
identity management.

The above mentioned kinds of data need a well-defined way of represen-
tation for their formal modeling. The current section discusses the different
kinds of data held by each player in our system. In Section we discuss
how data can be modelled formally for representation, storage, communica-
tion (between parties and components), and reasoning purposes. We already
anticipate here that the data held by a party are expressed in a formal data
model based on formulae in a fragment of first-order logic (FOL). Intuitively,
such a formula is able to express statements about identity data (attributes)
related to parties as well as part of the metadata over those data. For all
classes of data, this concept is used for the data representation. We show in
detail how the data model is applied to represent the different classes of data
in Section We stress that every party in a system maintains the same
kinds of data, but that there are differences in the purposes the data are used
for depending on the kind of party. We note that a record of any of the kinds
of data we present has a holder and a subject associated, with the holder
being the party that stores (holds) the record in its data processing system
and the subject being the party the record is about.

9.2.3.1 Identifier Relationships

Our architecture is, as mentioned already, targeted at interactions between
parties where parties are not necessarily revealing their legal identities to each
other. They rather use identifiers that do not comprise any other attribute
semantics than being an identifier for the party in a specific interaction with
another party. Such an identifier is used as a mutually-known reference to the
subject this identifier refers to — some kind of reference is required to be able
to refer to a party. A party can have many such identifiers, even multiple ones
with a single other party, and control by itself whether it wants to link any
of those or keep them unlinked in the view of the other party. We call such
identifiers subject identifiers. A subject identifier can refer to the party itself
as is the case for pseudonyms of a user with other parties, or it can refer to
other parties which is, for example, the case when a service provider makes
statements about data about one of its customers to another service provider
while using different names for the customer for different parties it talks to or
in different interactions. The concept of subject identifiers thus is a general-
ization of the concept of pseudonyms because a pseudonym is defined as being
only an identifier of the party that uses the identifier [PH10]. In order to be
able to implement the concept of subject identifiers, a party holds identifier
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relationships as one specific kind of data. The party uses these identifier rela-
tionships to maintain the subject identifiers it has established and to address
the subjects of those in interactions with other parties and make statements
about the subjects. An identifier relationship can be established by a party
towards one, a subset of the other parties, or all other parties in the system.
Both the party and the recipient maintain a record for the identifier rela-
tionship, flagged appropriately. We refer the reader to the terminology paper
of Pfitzmann and Hansen [PH10] on a discussion of pseudonyms and other
concepts of privacy-enhanced identity management.

Example (Subject identifiers): For example, a user who is, within the system,
uniquely identified with the name (identifier) janel234 can use the random name
user4567 in one interaction with one party and the independently-chosen random
name user6789 in another interaction with the same or a different party. In both
cases, the name refers to the same subject (user) janel234 and acts solely as an
identifier without conveying any attribute semantics. To continue the example, the
party that knows user janel234 under the name user6789 can make statements about
her under a different identifier userl357 to yet another party. 0

All of this is modeled with the concept of identifier relationships. Attribute
data can be associated with the name as will be shown later. The preferred
use of a subject identifier is semanticless use, thus being like a random identi-
fier to which attribute data can be associated. This is the use of a pseudonym
that is well known in identity management [PH10]. For parties such as service
providers who always use the same identifier with their communication part-
ners, it can make sense that they expose a public identifier towards all parties
in the system. This is the case for service providers on the Internet as they
expose a publicly-known identity towards every party in the system, and thus
they can also expose a public identifier to every party in the system.

9.2.3.2 Identity Relationships

One important functionality of our architecture is the privacy-enhanced re-
lease of certified data. This requires that a certifier C decides to vouch for data
about subject & towards other parties. The decision and related information
of a certifier vouching for data about & is expressed through an identity rela-
tionship established between parties A and C, with an indication of the role of
the party (certifier/certifying party or subject/certifiee/certified party). The
prominent case in the setting of user-centric identity management is that A
and S are the same party. An identity relationship is a protocol-agnostic rep-
resentation of such a decision to vouch for identity data of a party by another
party as well as a representation of the data being vouched for and metadata.

A party maintains an arbitrary number of identity relationships with an
arbitrary number of certifiers. An identity relationship specifies the following;:
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the data about & which C has decided to vouch for towards other parties and
metadata about those data, including information about the certifying party
as well as about the validity of the certification. Identity relationships are
used by A to communicate (certified) identity data about S to other parties,
with or without the online involvement of C, depending on the protocol. An
identity relationship can be technically realized with a range of protocols with
different properties.

Examples for identity relationships are the following: an electronic pass-
port obtained by a user from the government of her home country; an elec-
tronic driver’s license obtained by a user from the responsible administration;
a user’s electronic subscription to the premium edition of an on-line news-
paper; an electronic degree in accounting that a user has obtained from an
on-line course provider; an accreditation of good privacy practices (privacy
seal) that has been awarded to a service provider; or an identity certificate of
a service provider. Numerous more examples will come to the reader’s mind
when thinking of the future electronic society and “credentials” that will need
to be available for an interoperation between parties.

Example (Electronic identity card): An informal example for the data
expressed by an identity relationship representing an electronic identity card that
the user Jane Doe has obtained from the Swiss government is presented next:

Subject of the identity relationship: janel234. Identity data for Jane Doe: firstname:
Jane; lastname: Doe; gender: female; birthdate: 1977-12-24; country of residence:
Germany; idcard serial number: fq3854390976. Metadata about the certifier: unique
identifier of certifier: http://switzerland.gov/idcardissuer. Metadata on the validity
of certification: valid from: 2009-07-01; valid until: 2014-06-30.

The Swiss Government vouches for those data as the certifier and user Jane Doe
as the holder of the identity relationship can use it to release parts of the contained
data to other parties. O

An identity relationship is used by its holder to release the data or parts of
the data contained therein to other parties in certified form, that is, consis-
tent with the data the certifier agrees to vouch for. A single data statement
to be released can comprise data from different identity relationships. Our ar-
chitecture is designed to allow for different protocols to be used for revealing
data based on identity relationships to another party. The protocol we focus
on in this work, because of its strong privacy properties and the possibility
to extend with strong accountability properties without reducing privacy, is a
private certificate protocol called Identity Mizer [CLO1b, CL03, CL04] which
allows for strong privacy properties when revealing data, e.g., by revealing
parts of the data of identity relationships or proving predicates such as the
less-than predicate on attributes instead of revealing their values, and particu-
larly by the unlinkability of transactions at the protocol level. A protocol like
the Identity Mixer private certificate system allows the holder of the iden-
tity relationship to release certified data based on it without involving the
certifying party.
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We conclude this introduction to identity relationships with the note that
the holder and certifier of the identity relationship can be the same party
in which case the relationship refers to a self-issued or self-certified identity.
Such an identity is purely a statement by the holder without any endorsement
through a third party. Still, it has relevance in our architecture for use cases
when such party-declared attributes are required. Particularly, this resembles
the functionality of today’s automated form-filling embedded within the data
exchange functions of our architecture. We explain in detail in Section
how the data of an identity relationship are expressed in our data model.

9.2.3.3 Data Track

Data tracking refers to the idea of a party keeping track of which parties have
obtained what data from this party, regardless of whether the party itself is
the subject of the datald The subject of the data can be either the party
itself or any other party the party is releasing data about. This allows the
party to later make an assessment of to which parties certain data items have
been divulged to. For a user, this is particularly interesting in relation to
the access to data, a right users are given by the European Data Protection
Directive [Eur95]. For a service provider, this mechanism ensures that every
data release of customer data to a third party can be tracked and, if required,
used to support a user in their access to data and also to potentially keep user
data up to date.

The data track of a party consists of data track entries. Each entry com-
prises the following: the data the other party has obtained, expressed through
a formula in our data model, and metadata over the data, such as information
about the recipient, the agreed data handling policy for the data, or the date
of release.

Example (Data track entry): An informal example for a data track entry
based on the identity relationship further above is the following. The record models
only the subject identifier, the gender, a statement on the birthdate that allows for
inferring an age greater than or equal to 18 years taking the release date of the data of
2010-05-30 into consideration, and the country of residence being Germany as well
as metadata. Released identity data: subject identifier: user4567; gender: female;
birthdate: before 1992-05-30; country of residence: Germany. Metadata about the
certifier: unique certifier identifier: http://switzerland.gov/idcardissuer. Metadata
on the validity of certification: valid from: before 2010-05-30; valid until: after 2010-
05-30. Metadata on the release: released on: 2010-05-30: data recipient: service3915.

3 Recent work has put forward the idea of tracking data releases done by other
parties as is relevant in situations such as social networks. We do not consider
this, but note that our model of the data track can also represent such data, if
appropriate protocols are implemented to communicate the updates of the data
track.
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In addition to the data given in the example, the data handling policy mandating
how the recipient needs to handle the data is also included in the data track entry
for reasons of accountability and for inquiring on the enforcement state of it. O

If based on identity or identifier relationships, the statement expressing the
released identity information can combine parts of the statements expressed
by formulae of multiple identity relationships, if the underlying protocol for
data release supports such a combination. Using a different example than the
above, the first name, last name, and nationality attributes can be taken from
an identity relationship representing the party’s electronic identity card, and
the statement that the party is allowed to drive a heavy truck with a hanger
can be taken from the identity relationship representing the party’s electronic
version of her driver’s license.

The data in the data track together with the metadata allow a party
to gain a complete transaction overview in terms of data releases to other
partiesH We give the most prominent uses of the data track next for different
types of parties in the system: For a user, the data track can be utilized for
the following purposes: manual inspection of releases by a user; automated
update of changed attributes; and exercising all functions of access to data. A
service provider can use the data tracking information for multiple purposes
as well: making it available to the user who is the subject of the released data,
thereby allowing the user to make use of their access right to the data even
at third-party recipients of the data; carrying out user requests for the access
to data held by third-parties on behalf of the user. Either a user or a service
provider can use their data track information for the following: querying the
enforcement state of the agreed data handling policy; access to the data; and
as evidence serving accountability purposes, e.g., for the case of disputes.
Other kinds of parties may have different uses of a data track. Considering
the proposed uses of the data track, we conclude that it is an integral source
of information for supporting a user in her identity management.

9.2.3.4 Profile Data

Within an identity management system, each party needs to store data about
other parties it interacts with or has relationships with. Such data about
other parties the holding party has obtained is denoted profile data in this
work where our notion generalizes the usual notion of profile data.

The profile data stored by a party consists of profile data records (entries).
Each such record is related to one party, the record’s subject. Each entry

4 Note that the identity management system of a party only captures data releases
performed by the system, but not such that are performed “out of band” by
the user herself, e.g., through Web forms. Our architecture can account for this
through an extension that captures data releases through the Web browser and
reports them to the identity management system.
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comprises the following: data about the subject, represented as a formulae in
our calculus; metadata on those data.

Example (Profile data entry): Continuing the series of informal examples
from above, the release of the data by our example user Jane Doe results in a profile
data entry as follows held by the data recipient known to the public as service3915:
Released identity data: subject identifier: userd567; gender: female; birthdate: before
1992-05-30; country of residence: Germany. Metadata about the certifier: unique
certifier identifier: http://switzerland.gov/idcardissuer. Metadata on the validity of
certification: valid from: before 2010-05-30; valid until: after 2010-05-30. Metadata
on receiving the data: received on: 2010-05-30. O

The reasons for storing profiles about other parties are manyfold: For a user,
her profile records comprise the identity data known about service providers,
certifiers, and other users she interacts with. The reason for a user to keep
those is on the one hand to enrich the data track information with service
provider information such as privacy seals the provider has released such that
the presentation of data track information to the user can be enriched with
such information on whom data has been released to, as well as to main-
tain required information about other users and service providers, such as
reputation statements obtained from third parties, that may simplify future
interactions with those parties. For a service provider, the profile data com-
prises all identity data known about other parties, that is, for example, the
customer profiles of its customers. Such profiles are congruent with the com-
mon notion of profiles. Profile records are one of the key resources of a service
provider to be protected and properly handled in terms of user data protection
as they may comprise personal data of users. The need for a profile exists as a
service provider may need to store certain data about its customers in order
to provide a service or retain certain data for legal reasons. In addition to
profiles, a service provider also maintains data about other service providers
it interacts with and certifiers.

It is important to note that data about other parties are stored in a profile
related to the other party independent of the origin of the data: Data can have
been provided by the subject itself, but also by third parties. The further is
the case of a user releasing attribute data about itself, e.g., by registering their
identity profile with a service provider, the latter is the case of a third party
receiving (parts of) a user profile from the service provider for secondary use.

We stress that the profile data of all parties also comprises data about
certifiers, that is, attribute information about parties issuing identity rela-
tionships to other parties. This allows for handling the certifier information
within the certification metadata of formulae equally to any other data. The
advantages of this uniform treatment of parties will become clear in Section[@.3]
on the data model when we explain the mechanics and applications of the data
model.
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9.2.4 Components

We next present a high-level overview of the main components of the architec-
ture. A selected set of those components or the mechanisms they implement
are discussed in this chapter. Further details on those and the remaining com-
ponents of the PRIME architecture will be presented in chapters of the book
following this chapter on the architecture.

9.2.4.1 Identity Management

The identity management component implements functionality for assisting
people in their identity management decisions and processes. Its main func-
tionality comprises the following: assisting a user in the selection of her partial
identity to use in an interaction with a service provider or other user; provid-
ing management functionalities for partial identities; automating the process
of updating attribute data of the user at (a subset of) the service providers
it has previously been released to as well as transitive data recipients; access-
ing data for the purpose of inspecting them, rectifying the data or requesting
blocking or deletion. In performing its tasks, the component is a component
that orchestrates the intra-party message flows at the party and performs
inter-party message flows.

The component particularly relies on the negotiation component for en-
suring mutual attribute-based authentication for ongoing interactions and the
enforcement component for protecting access to the party’s data and other
resources. The component has an extensible architecture such that new func-
tionality can be added by adding modules to it.

9.2.4.2 Authorization

This component implements a stateless authorization policy evaluation en-
gine. The engine can evaluate authorization requests to resources of the party.
Relevant state information is passed to the component with each invocation.
In contrast to traditional authorization architectures where the authorization
engine answers a request with an answer from the set {grant, deny}, our com-
ponent allows for a third possibility. This third answer is a request for data
and is issued if neither a grant nor a deny response can be returned given
the current request, that is, if the request cannot be decided on without the
requested data being provided. The data request determines the subsequent
authentication steps of the other party based on which the original request
to the authorization component may be authorized at a later point. A data
request output by a service provider a user requests a service from is the
standard case as users start interactions anonymously and service providers
typically need some information about a party before releasing services to it.

The architecture of allowing this third kind of answer has been originally
put forth by Bonatti and Samarati [BS02b] and consolidated and extended
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with data handling aspects by Ardagna et al. [ACDS08]. A detailed architec-
ture has been put forth and implemented in an effort during the PRIME
project [PRIal]. We build on the same model for a variety of advantages
compared to traditional authorization models: the requestee (e.g., service
provider) does not need to communicate its full policy upfront and can obfus-
cate parts of the policy that it needs to keep private; only relevant policies for
the current resource under access are communicated; the requester (e.g., user)
can obtain precise information on exactly the parts of the policy she still needs
to fulfill and provide precisely this information; the capabilities of generating
such data requests is the basic feature on which we have built a powerful
yet practical privacy-enhanced negotiation protocol for mutual request and
exchange of data.

9.2.4.3 Negotiation

The negotiation component provides the functionality for a mutual request
and exchange of data between two parties as well as an optional agreement on
data handling policies for the data to be exchanged. In our architecture, we
build on top of the functionality of the authorization component in order to re-
alize the negotiation functionality. That is, the negotiation component makes
invocations at the authorization component in order to obtain information
on how to proceed with the negotiation protocol. This architectural idea has
originated early in the process of building the PRIME architecture and al-
lows one to construct a practical negotiation protocol from our authorization
component.

The negotiation component is used whenever a party starts an interaction
with another party and the other party requires some data to be released in
order to proceed. This triggers an instance of the negotiation protocol, or a
negotiation in short. A negotiation can be seen as a mutual authentication
based on (certified) data including an agreement of data handling policies
to be applied to the data. Each negotiation is determined by the initially-
requested resource as well as the authorization policies of the involved parties.
A negotiation proceeds, once triggered, with the mutual request and release
of data.

9.2.4.4 Data Exchange

The data exchange component implements protocols for the privacy-enhancing
exchange of data between parties. This includes the establishment of identifiers
for parties, the establishment of identity relationships, that is, the decision of
a certifier to vouch for specified data of a subject, the release of data, that is,
the use of the identity relationship, the revocation of identity relationships,
as well as a protocol for escrow-like identity handling.

The component shields the complexity of the implemented protocols from
the other parts of the architecture, while having a powerful interface exposed,
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based on our data model. Only the interface needs to be known to other
components that intend to use the services of the data release component while
protocol-specific aspects are hidden from the other parts of the architecture.
Regarding complexity of implementation of data exchange protocols, we want
to note that an implementation of a private certificate system such as the
Identity Mixer system results in one of the most complex subsystems of the
architecture.

9.2.4.5 Logic Reasoner

The Logic Reasoner component implements functionality for making deriva-
tions over the logic our data model is based on. This can, for example, be
used for deciding on whether a set of formulae allow one to derive another
formula, useful for the computation of how a request for data can be fulfilled
with data the party holds. Another example is deriving the resources a target
of a policy rule expresses. A further example is checking whether a list of
formulae satisfies the part of an authorization policy rule expressing its data
requirements.

9.2.4.6 Data Repository

The data repository holds all the data of the party. This comprises all kinds
of data introduced in Section The component can be accessed through
simple queries and return sets of results similar an SQL database, though
specific to identity data in a privacy-enhanced setting.

9.2.4.7 Policy Repository

The policy repository holds all authorization policies, data handling policies,
and negotiation policies of the party. The component can be accessed through
queries and returns sets of results.

9.2.4.8 Console

The console is the user interface component of the architecture. It imple-
ments the user interface concepts for the identity management functionality
of the architecture. This particularly comprises the following: selection of the
data to release for answering a request of another party; customization of
the data handling policies for data to be released; interactive requests of (as-
surance) data from the other party; displaying information required to give
informed consent for a data release, particularly including policies and in-
formation about the other party; giving informed consent for a data release;
administration of ones’s policies and preferences; access to data.
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9.2.4.9 Other Components

In addition to the components that have been outlined above, further com-
ponents are included in our architecture, but not discussed in detail in the
architecture chapter of this book, e.g., components for secure anonymous com-
munication (see Chapter[Ig)), policy management (definition and maintainance
of policies), assurance and trust assessment, or life-cycle data management.
See chapters following in this part of the book and also previous versions of
the architecture document for details on those.

9.3 Data Model

This section discusses the modeling of data in our architecture. As mentioned
in Section [0.2.3] there are multiple kinds of data to be modeled, such as the
identifiers a party uses to address itself or other parties, a party’s releasable
identity data in the form of identity relationships, profile data held by a party
about other parties, or data released by a party to other parties. Furthermore,
the parts of authorization policies that define the (attribute) data require-
ments on the requesting party and the properties of the accessed object, as
well as data requests and data statements communicated between interacting
parties must be captured by our model.

In a practical system, different parties need to interoperate with each other,
that is, need to understand identity requests and statements being made. This
requires a common and mutually-understandable formal language being used
for the interaction between different parties as well as relevant parts of policies
that other parties need to act upon. Such a language has the same meaning—
or semantics—for all parties in the system. Thus, such a language is a prereq-
uisite for achieving interoperability for identity management between different
parties in a system. Within the scope of a single party’s system, data need to
be processed, for example, stored, retrieved, being used for authenticating an
other party, or access being controlled, data handling policies being enforced,
or reasoning being done on them. Many of the processing steps within a party
require an understanding of the meaning of the data. Using the same represen-
tation for data avoids performing mappings between different representations
at different places, each such mapping requiring a formal definition and an
implementation, thereby greatly simplifying the architecture. For those rea-
sons, we have decided to represent data through our data model also within
the scope of a party.

The result of our efforts on data representation is a unified model being
applicable for both communication of requests and statements between parties
as well as processing within a party. In terms of expressiveness, the language
is able to model a wide range of statements about entities (parties and ob-
jects) and at the same time to allow for the parties’ privacy to be protected.
The design has been strongly governed by the concept of data minimization,
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that is, the concept of the minimum possible amount of data as requested
by the other party being revealed in a transaction. Particularly, this includes
the expression of disjunctions of statements as well as predicates used to
reduce the amount of information being revealed about attributes, instead of
always revealing the attribute values. We note here that data minimization
is a concept that, if it is to be realized, does not require only support at
the technical level, which we are discussing in this work, but also at the
level of business processes that need to be defined accordingly to work with
the minimum amount of data possible. Also legal considerations come into
play when discussing data minimization, e.g., what happens in the case of a
dispute if a user is anonymous, or whether anonymous interactions are legal.
The non-technical issues are equally important to the technical ones and have
been treated in other parts of this book. This chapter focuses on technical
aspects of privacy-enhanced identity management.

In this section, we present the formalism for modeling the different kinds
of data and data requests we need in our architecture. The resulting data
model specifies the syntax and semantics of representations of identity data.
Based on the data model, we give insight into certain kinds of processing of
data, e.g., how a satisfying data statement based on the identity relationships
of a party can be found for a data request. In this book chapter we do not
give the formal semantics, but leave this for future work on the data model.

The core of our model is a language based on first-order logic which is
the main subject of discussion of this section. We start our discussion with
the basic concepts underlying our language and then extend it with further,
more advanced, concepts. Our presentation is guided by examples for illus-
trating the introduced language concepts to the reader in an intuitive form.
Our contribution is a language that allows one to express identity information
about entities in a general way and that is particularly suitable for the use
with private certificate systems, today’s most privacy-protecting mechanism
for authenticating users to other parties, as data exchange technology. As al-
ready mentioned, we stress again that a concrete data model as we propose is
a necessary precondition for a deployment of such private certificate systems
in practice because an expressive and machine-processable representation of
the identity data with clear semantics is required for integration with autho-
rization and negotiation frameworks.

9.3.1 Identity

A foundational concept in our formalism of representing identity data is the
identity. An identity is essentially a named group (set) of attributes with their
values. Precisely, it is a named set of tuples comprising an attribute name,
an operator, and an attribute value each. Below, we give an example identity
c1234 comprising the attributes firstname, lastname, and income.

c1234 = {(firstname, Eq, Jane), (lastname, Eq, Doe), (income, Gegq, 3000) }
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Terms referring to identities are the basic building blocks of our data rep-
resentation language. In the language, an identity can be referred to through
an individual constant or a variable, both being terms of our logic-based lan-
guage, e.g., the constant term c1234 of the example below. As a shorthand
notation, we introduce the “.”-notation for qualifying the identity like a record
type for referring to its attributes. The following is an example for referring
to the attribute firstname of identity c1234 and saying that it is equal to the
individual constant Jane. We do not go into the details of the formal semantics
of our language in this book.

Eq(c1234.firstname, Jane)

An identity may characterize a party in terms of the party’s attributes
of its civil identity, such as its name, address, date and place of birth etc.,
other assigned attributes, such as the name and grade of a course a user has
completed on-line, or assign rights to the party, e.g., specify the rights of
the party for accessing an on-line resource such as for a subscription to an
on-line newspaper or movie store. Although, all those cases are different in
terms of what parts of the identity of a party are concerned, there is, from a
technical perspective, no need to handle those cases of the identity of a party
(in terms of attributes) in the strict sense and rights assigned to the party,
differently. Thus we subsume all of those into the concept of identity. This
gives rise to a wide meaning of the term identity in the data model. In the
sequel, the use of the term identity should usually be clear from the context
it is used in, otherwise, we explicitly clarify it. Other semantically meaningful
names to refer to the identity concept are attribute group or attribute set. We
chose the term identity for its genericity as well as the fact that it is related
to the concept of partial identity as it is well known in privacy-enhancing
identity management research.[PH10] A partial identity is the part of a party’s
complete set of attributes it holds about itself that it exposes to another party
in an interaction or a set of related (linked) interactions, whereby an identity
in our meaning captures a part of a party’s attribute information, but not in
the context of its complete attribute information being revealed to another
party.

An identity is typically used as a conceptual grouping of attributes, as it
often occurs in real life, e.g., government-issued credentials such as passports,
driver’s licenses, or residence permits group attributes relevant in the context
of each of those. This grouping provides additional semantics to the contained
attributes of the identity, by stating that they belong together. For example,
both an account balance and a currency attribute for a bank statement need
to be grouped together, otherwise they will not have the intended meaning
of denoting the account balance in its associated currency. Further below, we
introduce the type of an identity modeled as an attribute which is one means
of providing further meaning to an identity and its attributes.

From an identity management perspective, the concept of associating at-
tribute information with identities and identities with parties—in particular
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people—has the big advantage that people can have and use different attribute
values for the same attribute as is commonly done in today’s Web interactions
by users using pseudonyms and picking different names for different accounts,
for example, the various nicknames people on the Web can have in different
contexts. This idea is foundational to privacy-enhanced identity management
in general, see [PH10] for a detailed account.

An identity cannot change over time within a concrete system. Changes to
an identity are implemented by establishing a new identity with the changed
information and rendering the to-be-changed identity obsolete through at-
tached metadata. This ensures that basic properties of the underlying logic
are accounted for.

In the remainder of this section, we will introduce a set of reserved or
predefined attributes of identities that have predefined meaning important
for the purposes of identity management. Any other attributes but those can
be freely defined.

9.3.2 Constants

Another basic building block of our language are constants. A constant is
a value from a value domain, depending on the type of the constant. The
language supports in its basic variant the types integer, date, and string. The
type integer comprises all integers with a total order defined over them. Date is
technically similar and provides essentially “syntactic sugar” over the integers
for easier use of the language. The type string comprises all strings from a
suitable alphabet. This basic set of types can be extended with additional
types and predicates the signatures of which comprise arguments of those
types.

The constants are elements of a typed universe and in our language they
are referred to by terms encoding the constants, so-called self-referential terms.
For example, the integer constant 10 of the universe is referred to by the term
10 in the language. In other words, a constant term is interpreted with itself
in an interpretation of a sentence (formula) in our data model.

9.3.3 Formulae in First-Order Logic

The basic entity for representing identity data is a formula in a fragment of
first-order logic. Such a formula can be used for representing data at different
places, such as in an identity relationship, in a data track, in profile data, in
a data request, in a data statement made to a party, or a data requirements
specification in an access control policy. A formula thereby expresses two kinds
of things: identity data related to one or more subjects and related metadata.
The identity data comprises information on attributes related to the subjects
while the metadata comprises information on the certifiers of the identity
data, the temporal validity of certification, and possibly other metadata. All
of this forms a unit, the formula in our data model.
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Our language allows for specifying predicates over identities and their at-
tributes as defined below and connecting such predicates with the standard A
and V connectives of first-order logic to build up comprehensive formulae mak-
ing (data-minimizing) statements about parties. Particularly the possibility
of the V connective greatly improves the model in terms of data minimization
functionality compared to the standard name-value pairs of today. Further-
more, the language is able to express parties’ data together with certification
metadata for the data. This is useful in terms of integrating both data and
trust aspects of the data in a single model and allowing for policy decisions
based on both.

In the remainder of this section we introduce the fragment of first-order
logic used in our work for modeling data. It has sufficient expressiveness to
satisfy, from a data model perspective, many use cases we have in mind for
user-centric privacy-enhancing identity management. The fragment will be
introduced in a step-by-step manner, with explanation of the underlying con-
cepts and examples for illustration.

9.3.4 Predicates

The example further above has already made use of the concept of predicates
as is standard in first-order logic: Our formulae are built up from predicates to
express relations between attributes of identities, constants, and other objects
introduced further below. The predicate Eq(. . .) with its two arguments above,
for example, expresses that the attribute firstname is equal to the constant
Jane.

In our language we support a set of predefined predicates, depending on
the data types of the arguments. For integer and date arguments, we allow the
predicates Eq, Neq, Lt, Leq, Gt, and Geq which are the standard relational op-
erators on totally-ordered sets with their standard meaning: Equal, not equal,
less than, less than or equal, greater than, and greater than or equal. Nega-
tions of each of those can be expressed as is standard, with a corresponding
predicate: The negation of less than can be expressed through greater than
or equal, for example. For strings we define the predicates Eq and Neq. This
is a restricted set of predicates, the choice of which has been governed by the
requirements for privacy-enhancing identity management based on data mini-
mization as well as what can be efficiently implemented in practice by private
certificate systems for exchanging data. The language and its semantics can
be extended with further predicates if this is required in the future.

9.3.5 Connectives

Two or more predicates are connected to a formula by using the standard A
and V connectives of first-order logic. We allow parantheses in the standard
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way to be used for setting precedences that deviate from the built-in prece-
dences of the language. Standard precedences as known from first-order logic
languages apply: conjunction binds more strongly than disjunction

Example (Predicates): The following is an example of a formula comprising
two predicates over an identity connected with the conjunction connector A.

Eq(c1234.firstname, Jane) A Eq(c1234.lastname, Doe) O

9.3.6 Subject

Our data model can associate an identity with a subject, where the subject is
the entity or party which the data represented through the identity is about.
The association is done through a subject term assigned to the subject at-
tribute of the identity. We establish the convention that this attribute be
available for each identity.

¢ = ... Eq(c.subject, userd567) . ..

The party that is the specified subject of an identity remains the same for the
identity at all times, though the party can be referred to via different terms
in different references to the subject, e.g., in different formulae, as is possible
in first-order logic. Technically, this means that in an interpretation of any
formula talking about the identity, the subject term of the identity always
maps to the same party being the subject.

Considering the possibility of multiple constant terms referring to the same
subject in an interpretation, the subject attribute is different to other at-
tributes in this respect as one may use different terms for the subject term to
refer to the same identity and thus the term is not self-referential as is true for
other attributes. Note that exactly for this reason and also the reason that it
would not be workable from a conceptual point of view, we do not allow that
the subject attribute be related with an attribute of a conditionally-released
identity as introduced further below.

When a party derives a new formula from an existing formula, e.g., an
identity statement ¢’ from a formula ¢ of an identity relationship, it must
follow the following constraints on the renaming of the subject in ¢’: The
term for the subject in ¢’ must be an element of the set of terms represent-
ing the names (pseudonyms) for the party established between the party and
the intended data recipient of ¢'. Note that depending on the technology
used to realize such names and thus also the binding of identities to parties,
pseudonyms can be implemented through cryptographic means, e.g., through

® For a language to avoid parantheses, one can use Reverse Polish Notation
(RPN) for expressing formulae and precedences of connectives without a need for
parantheses.
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the protocols of private certificate systems such as [CL03, CL04], or they
can be based on trust in the party, e.g., a service provider releasing data
about one of its customers to another service provider and making a claim
about the subject identifier. In the further case of private certificate systems,
enforcement of the use of only correct identifiers is done by cryptographic
means, while in the latter case trust in the service provider is required that it
is using the correct subject identifier.

In the below example ¢1, derived from the formula in the above example,
the identity has been renamed to c; and the subject to the term user6257.
Example ¢9 is another (different) use of the same formula with different terms
referring to the identity and subject. This reflects the typical use of a formula
¢ from which new formulae are derived, using different terms for the subject
and identity, to release the derived formulae to interaction partners using a
private certificate system and thereby not introducing linkability.

@1 = Eq(cy.firstname, Jane) A Eq(cy.subject, user6257) . ..
o2 = Eq(ca.firstname, Jane), AEq(ca.subject, user8634) . . .

9.3.7 Identifier Objects

In addition to the concept of identities we use the concept of identifier objects
to model identifiers established between a party and other parties, about po-
tentially other parties. An identifier object is established through the protocol
for establishing an identifier relationship of Section as the main part of
the created relationship. Once this has been done, the relationship and its
identifier object can be used to prove holdership of the object to any of the
parties it has been established with. The special, yet most important case that
the subject and holder of an identifier object and the corresponding identifier
relationship are the same party, equals the concept of a pseudonym.

An identifier object is syntactically represented in a similar way as an
identity, though it is different in that identifier objects can only be released
to, by proving holdership, the parties they have been established with and that
they have an exhaustively-specified set of allowed attributes used to express
their properties, while identities can be used with any other party and can
have arbitrary attributes associated with them in addition to the predefined
attributes. Due to these differences, identifier objects and identities cannot be
cleanly modeled by a single concept, though, their modeling is closely related.
An example of an identifier object is given next:

Eq(p.subject, userd567) A Eq(p.subjectld, userd567)

As the example shows, the identifier object p has an attribute subject that
comprises a term for the subject party of the identifier object which may be
referred to by different terms for different uses of the identifier object. The
attribute subjectld is a constant term used as the identifier of this identifier
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object and must not be renamed throughout different uses of it. Also, p itself
is not renamed when using it because the purpose of an identifier object is
to establish linkability between the interaction of its establishment and all of
its use interactions. Any use of a subject attribute of an identity in a formula
to be released is constrained in that only terms must be used for the subject
attribute that are used for the subject attribute of identifier objects established
with the party the formula is intended to be released to. This reflects the
natural property of an identifier object representing a shared identifier for a
party used by a party with other parties.

A subject identifier is not only relevant for the use case where a user com-
municates with a service provider and uses the subject identifier in this com-
munication to refer to itself. In a scenario where two service providers interact
to exchange customer data, the concept of subject identifiers equally applies.
Though, the trust model is different in that in the former case, cryptographic
protocols are employed to enforce the correctness of subject identifiers while
in the latter case, the service providers trust each other in using correct iden-
tifiers. As the concepts are equal-—a party talks about another party, possibly
itself, towards another party—we use the same concept to model it, while
protocols with considerably different properties can be used for implementing
the concept of identifiers of parties.

Domain Identifier Objects

A domain identifier object is a special kind of identifier object with the mean-
ing that a party may only obtain a single one with one other party comprising
the same domain string. The domain string can be freely specified by the party
the identifier is established with and typically delimits different scopes of this
party where it is a requirement that other parties are known under a unique
identifier. For example, in an e-learning service, the service provider may re-
quire that users can register only under one identifier per course and thus
require domain identifier to be used:

Eq(p.subject, userd567) A Eq(p.subject, userd567)A

Eq(p.domain, Elearning course Finance)

The use of such identifier objects allows a service provider to restrict users to
a single registration for a service. A cryptographic pseudonym system such as
Identity Mixer allows for enforcing the uniqueness of such identifier objects.
When proving holdership of a domain identifier object, its domain needs to
be always revealed, otherwise the underlying cryptographic protocol must
terminate with failure as the purpose of the domain restriction would be
defeated otherwise. In the special, and most relevant, case of the subject and
holder being the same party, the concept is equal to the concept of domain
pseudonyms.
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9.3.8 Certification Metadata

Certification metadata are data associated with an identity and describe as-
pects related to the certification of the identity. This includes specification of
the certifier, e.g., by identifying it through a single attribute, or specifying it
through a combination of attributes, the temporal validity of certification, and
protocol-related parameters. Those identity metadata are required in order to
allow a recipient of a data statement based on the identity to make their trust
decisions on the data as well as to express the certifiation requirements when
requesting data (authentication). Without such certification metadata being
available on identity data, it is often not possible for a recipient of the identity
data to make a decision on whether to trust the data for the purpose at hand.
For this reason, one may claim that those metadata are equally important for
making a policy-based access control decision than the identity data them-
selves they are associated with. We next show how certification metadata are
expressed in our data model.

Example (Certification metadata): The example expresses that party c is
the certifier of dl and that c is as well the subject of the identity cid. Via this identity
cid, statements about the certifier ¢ can be made, here only the statement is made
that its the value of its attribute uniqueid equals German Government.

... AEqg(dl.certifier,c) A Eq(cid.subject, c)A
Eq(cid.uniqueid, German Government) A ... O

As can be seen from the example, we embed the certification metadata directly
into an identity statement, that is, into the formula for expressing the data.
Technically, we associate an identity with the certifier specified as the identity
of the certifier or the “main” identity we are talking about in the formula.
The identity of the certifier can be described through predicates as they are
used for representing any other data in our language. That is, the statements
about the certifier form a sub-formula expressed over the certifier’s identity.
The example introduces the term cid for referring to the identity of the certifier
c and specifies the attribute uniqueid to be equal to German Government, as-
suming that the attribute can uniquely identify parties using a string. Clearly,
more complex sub-formulae as in the example can be used to specify the cer-
tifier’s identity, including the use of disjunctions. This makes the language
expressive in terms of referring to any of a set of certifiers with the properties
specified through the identity. This is a useful property for expressing certi-
fication requirements in an access control policy. Using this approach is also
very dynamic as a policy author is free to refer to any attributes of certifier
identities in the specification of the certification requirements.

We argue that the idea of specifying a certifier by once again reverting to
the concept of identities is the natural choice as there is no strong reason to
introduce an additional concept for data modeling for parties acting in the role
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of a certifier and thereby complicating the language. Particularly, identities
are issued to certifiers in a way that is conceptually the same as identities
being issued to users. Thus, each party is described via identities in our model
regardless of what kind of party it is, that is, under which combination of roles
of user, service provider, certifier, or other roles it acts. There is no conceptual
or modeling difference between identities with their subject being a certifier
or identities with the subject being any other kind of party, e.g, a user.

Technically, an identity of a party not being a certifier comprises an at-
tribute named certifier which can be related to a certifier’s identity that de-
scribes the certifier of the identity. For the certifier identity, the same concepts
apply as for any identity: it comprises a set of attributes and predicates can
be expressed over those in order to specify it. The exception is the case of
the party itself being the certifier for the identity; this case is handled by
not specifying the certifier or by associating it with the subject identifier of
the party. In the latter case, the subject identifier is renamed as usual, when
running a prove protocol based on private certificates.

Delegation and Anonymous or Pseudonymous Certifiers

From a privacy standpoint, the constant term c referring to the certifier can
be renamed to a fresh identifier in different formulae referring to the same
party or always be the same identifier, following the usual rules for renam-
ing. The latter approach of repeatedly using the same term can be used for
most attribute exchange protocols, such as standard private certificate sys-
tems or traditional certificate systems as the certifiers are always identified
parties with a unique public identifier. When considering the case of applying
advanced technology, e.g., hierarchical credential systems [CHK*06] where a
party gives a private certificate to another party in a delegation relationship,
the party is not necessarily identifiable, but rather known by its attributes. A
renaming of the terms for the party’s identity and the party can be performed
to allow for unlinkability of transactions in this setting and the party is then
only specified through attributes. This advanced technology can be used for
realizing delegation without the delegating party being identified. A different
use case, mostly found in collaborative scenarios, is users who may become
certifiers and issue identities to other users, while being known on the basis of
their attributes rather than unique identifiers. Such use cases can be expressed
easily in our data model by specifying a certifier through its attributes.

9.3.9 Conditional Release

The concept of conditional release]BCL04] makes it possible that a party
releases identity information in a way such that only once a predefined con-
ditional release condition is met, a previously-determined third party 7—the
conditional data recipient—can obtain the conditionally-released identity in-
formation. Using cryptographic mechanisms, this concept can be realized in a



9.3 Data Model 183

strong trust model [BCLO04]. This may involve the conditional data recipient
in the release interaction. In our formal language, conditional release is speci-
fied using conditionally-released identities. A conditionally-released identity is
much like any other identity: statements can be made about the attributes of
the identity through predicates in a formula, e.g., by relating them to other
attributes. Like for identities, the attribute values of conditionally-released
identities are not obtained by the data recipient during the data release in-
teraction — it only learns the predicates expressed on it. We give an exam-
ple fragment of a formula to show the use of conditionally-released identities
within a formula to be released:

Eq(c.firstname, Jane) A Eq(c.certifier,u) A ... A
Eq(e.serialnumber, c.serialnumber) A Eq(e.condition, Misuse of service)A
Eq(e.conditionalRecipient, t) A Eq(tid.subject, t)A

(

Eq(tid.party, Swiss revocation services)

The example shows how the attribute serialnumber of conditionally-released
identity e is specified to be equal to the attribute serialnumber of the identity
¢ without revealing the latter. Furthermore, it shows how the conditional
release condition is modeled as an attribute of the identity as well as the
intended recipient being specified through another identity, as is done with
other identities. The recipient is thereby expressed through the dedicated
attribute conditionalRecipient in the identity e.

The choice of again using the identity concept for expressing the condi-
tional recipient of the conditionally-released identity is motivated as follows:
First, it conceptually fits the idea of using identities to specify attribute state-
ments about parties, and thus is integrated into the model and derivations over
it naturally by simply using the same language elements. Second, it allows for
flexibly specifying a set of parties as possible recipients through appropriate
specification of the predicates, which is particularly useful in a policy for giv-
ing choice of one of multiple data recipient parties to the data releasing party
in a data request.

Conditionally-released identities are used along other identities in data re-
lease protocols, usually for establishing revocable anonymity through escrowed
identity information that can identify the party once being de-escrowed. An
actual revocation, the de-escrow, then requires additional protocol flows, de-
pending on the exact scheme being used. Typically, the conditionally-released
identity information for realizing anonymity revocation is the identifier of the
party it had with the certifier at the time of creation of an identity rela-
tionship of another identity the conditionally-released identity relates to. We
use the predefined attribute subjectId WithCertifier which precisely models the
pseudonym of the party with the certifier of the other identity. Details on this
are given below. More generally, any technically-feasible and suitable combi-
nation of attributes can be conditionally released by a party (as required by
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a data request), possibly to multiple conditional data recipients in a single
transaction.

Formulae containing references to conditionally-released identities are ap-
plicable for making data statements to other parties, expressing the requests
hereto, and storing those formulae in the data track and profile data. Though,
such formulae are not applicable for modeling data in identity relationships.

9.3.10 Anonymity Revocation

In systems where users can be pseudonymous or anonymous in an interaction,
legal regulations or other interests of parties may require that anonymity or
pseudonymity can be revoked under well-specified circumstances. We intro-
duce a reserved attribute subjectld WithCertifier for identities that is set dur-
ing creation of an identity relationship to the subject identifier the party has
with the certifier at the time of the creation of the identity relationship; this
attribute gets assigned the actual value of the subject identifier of the party
with the certifier and is modeled as a self-referential constant, that is, it is
interpreted with itself. It is crucial that it is enforced by the implementation
of the system that the value of the attribute is the subject identifier the sub-
ject of the identity has with the certifier in the session of the establishment
of the identity relationship. This approach of introducing a new attribute for
modeling the subject identifier under which the subject was known when the
identity relationship was created avoids to revert to more powerful logic for
expressing this meaning through referring to the subject attribute. For realiz-
ing revocability of a specific transaction, the subjectld WithCertifier attribute
of an identity referred to in the data formula to be released is conditionally
released to the data recipient, and can be obtained only by the specified condi-
tional data recipient (trustee) once the associated conditional release condition
gets fulfilled. The actual revocation of the anonymity, that is, obtaining the
subject identifier, can be carried out by the trustee if asked so by the data
recipient or a third party and after verifying that the condition holds. With
this pseudonymous identifier, it is, depending on the setup, possible to obtain
the identity of the party from the certifier of the identity. Conditional release
has been introduced by Bangerter et al. [BCLO04].

We note that the subject of an identity is not necessarily the party using
the identity, e.g., in delegation use cases the subject is different from the
delegatee. If one intends, in such cases, to allow for anonymity revocation of
the anonymity of the delegatee (the acting party) as well, the policy must be
phrased accordingly to refer to an identity the acting party is subject of, and
not only holder.

9.3.11 Typing

We next explain the typing scheme underlying our language, comprising typ-
ing of the terms of the language through a typed logic as well as an additional
typing mechanism for associating types with identities.
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9.3.11.1 Typing through Typed Logic

All terms of the language are typed through using a typed first-order logic as
a foundation. Such a typed logic extends plain first-order logic by associating
types with all terms of the language. This is done outside of the language.
Concretely, we associate data types such as integer or string to each attribute,
the type identity to identities, the type identifier to identifier objects, the type
cridentity to conditionally-released identities, and the type opaqueidentity to
opaque identities. Proper typing according to this type system is a prerequisite
to well-formedness of formulae in our language. We use the usual ::-notiation
for associating a type with objects of the language: cid :: identity. Types are
stored and communicated with formulae — we usually do not mention the
types explicitly when discussing the processing or storage of a formula for
reasons of notational simplicity.

9.3.11.2 Typing of Identities

We allow that identities may, but need not, have an identity type—in addition
to the one assigned in the typed logic—associated with them. This identity
type defines the identity in terms of the ontology types of its attributes, the
data types of the attributes, and technical features necessary to execute pro-
tocols associated with the identity. The type is technically realized as an
attribute. An identity of an identity relationship usually has such a type, an
identity (variable), e.g., in a data request, may not have one associated for
reasons of greater expressiveness. The reason for having this type optional
is to respond to requirements of real-world identity management systems: A
prominent use case in such systems is to request attributes without imposing
restrictions on the type of the identity the attribute is expressed through. This
is an important use case when a party requests values of attributes that need
not be certified by a third party and where the type of the identity they are
contained in does not matter. We allow for such requests to be expressed in
a succinct way through the identity concept by not specifying the type.

Static Type System

An identity may have an associated type, represented as an attribute denoted
type. This attribute is metadata specified for the identity. A type hierarchy
is induced by relating all types (type identifiers) in a type hierarchy through
rules in our logic. For the case of using single inheritance, this gives a tree
as inheritance graph. The inheritance graph is specified through the types
being its vertices and the directed edges (subtype, supertype) for each subtype
relation, thus implementing an is a relation. The static type of an identity
specifies the ontology types (attributes) the identity comprises, expressed as
a set of ontology types, and is referred to by its type identifier which is a
constant term of the language.
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The requirement on the identities of a type is that each attribute type
of an identity of a supertype must be contained in all identities of its direct
subtype. Furthermore, each identity of a type contains the same attributes.
This adheres to the standard meaning of inheritance, e.g., as used in object-
oriented programming languages. The issuers of identities of those types
need to adhere to the above semantics of the type system. It is crucial that all
identities that a certifier issues for a type comprise the same set of attribute
types. If this is violated, identities with different sets of attributes will not
be usable for fulfilling certain policies, thus violating the expected system
behaviour. Though, it would not have detrimental effects on security, but
rather availability would be compromised.

For implementing the subtype hierarchy, we define a predicate Type( , )
with arguments identity and type to specify types of identities and predicates
of the form Subtype(T,T’) for expressing the hierarchy. Based on the native
type of an identity as specified through its type attribute, as well as on the
type hierarchy, the identity takes on all types upwards the type hierarchy as
well and can be used at places where one of the supertypes is required. Rule
of the following form implement the type system in the deduction system of
our logic:

VC, T, T : Eq(C.type, T) A Subtype(T, T') — Type(C, T)

As basic case for our model, we permit single inheritance as it is suffi-
ciently powerful for the requirements we have in mind within PRIME and it
is conceptually cleaner as well. We do currently not have any specific use case
in mind that would require multiple inheritance of identity types.

It is important that we do not assign the concrete type to an identity
through sorted logic, but rather assign each identity only the generic type
identity through this. The approach of typed logic for this purpose would
restrict us from certain uses of our language which allow for elegant and
powerful ways of expressing policy and data formulae, because this would
rule out the dynamic typing and its applications as introduced next.

We do currently not allow for subtyping of attributes in subtypes of iden-
tities, the reason for this being that we do not have requirements for this and
thus avoid the extra overhead.

Dynamic Type System

In addition to the (static) type system explained above, our definition of the
language allows for a dynamic type system to be used for reasoning in our
logic. The dynamic type system allows for an identity specified through a for-
mula ¢ being of a dynamic subtype of another identity specified through
merely by ¢ referring to at most the attributes ¢ refers to in making state-
ments about their respective identities. This is independent of the static types
specified through the type attributes. The latter must not be specified in a
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formula if dynamic typing is to be used as otherwise the type-attribute would
immediately constrain typing to the static scheme and rule out dynamic
typing.

See the following example for a more concrete scenario and the relevance
of the concept of dynamic subtyping in practice for the matching of a data
formula against a data request. Consider as an example a data request asking
for an attribute of an identity without providing any requirements on the cer-
tifier and type of the identity. This reflects the common case of a self-stated
(declared) attribute being provided as is used in almost all interactions in
today’s Web through form filling. The example request by a service provider
contains Geq(C.salary,3500) as the attribute request part while not making
any requirements on the certifier or the type of C. A user can fulfill this part
of the request by using any of its identity relationships with an identity com-
prising the attribute salary which needs to be greater than or equal to 3500.

9.3.11.3 Architectural Aspects

The type information for identities needs to be distributed to the parties in
the system in order to allow them to utilize these types. That means that for
each new identity type getting vouched for by a certifier, the type information
needs to be communicated to interested “consumers” of this type, among
those being both users establishing identity relationships as well as service
providers accepting data statements based on this type. The security property
that must hold is integrity of the types. A simple approach is to store the type
information in a suitable format and let the certifier sign this storage format
with their signing key. The signed message can be obtained by usual means by
any party in the system and verified in terms of integrity and associated with
the certifier. For a certifier issuing private certificates, the cryptographic key
used for signature verification can be the same one as the cryptographic key
used for verifying zero-knowledge proofs based on private certificates issued
by this party. This approach thus binds types to public keys, not restricting
a public key to a single type for reasons of generality.

The processing of identity statements referring to a type requires a party
who encounters an identity type that is unknown to them to obtain the type
description and verify its data integrity. The latter is crucial for security. Only
having completed this successfully, further processing related to identities of
this type may be performed.

From a scalability perspective it can be expected that a large part of trans-
actions of a party will be based on a reasonable-size set of identity types. Those
can be obtained and verified once and retained by the party locally in order
to avoid overhead when using or verifying identity relationships. Similarly, a
user needs to obtain and check the type descriptions of identities it uses (in
her identity relationships) only once and can then cache them locally.
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We note that it is crucial that those seemingly trivial architectural aspects
are accounted for in a real-world system deployment as they are important
for security as well as availability properties of the system.

9.3.11.4 Discussion

The combination of our orthogonal type systems results in a flexible over-
all type system, combining advantages of a statically-typed and an untyped
language in terms of typing of identities. Particularly, it allows for fulfilling
real-world requirements of allowing for stating a request for attributes without
referring to the type of the related identity.

9.3.12 Automated Reasoning

Automated reasoning is a powerful tool for considering formally-modeled
knowledge of certain aspects of a system in the formal model of the data.
Automated reasoning concretely allows for deriving, based on inputs that are
assumed to hold, e.g., data statements proven by another party, facts that
hold as well. The reasoning is specified through deduction rules. In the rea-
soning process, a new valid formula is derived in each step from the currently
valid formulae by the application of one rule. In our logic we build on the
rules of natural deduction, as discussed in [HR04], as the deduction rules of
our logic

The basis for reasoning is a sequent, a standard logic concept, that ex-
presses that a formula ¢ (or a list of formulae) can be derived from a list of
formulae ¢1, ..., ¢, through the proof theory of the logic. This is expressed
notationally as follows:

Prs-- s PR

This sequent is true if it holds that we can derive from the list of formulae on
the left side of the F symbol the formula on the right side, that is, assuming
all the formulae on the left side are true, the formula on the right side is true.
The derivation is done through successive application of the derivation rules
of natural deduction on the formulae on the left side and the so-far derived
formulae. The sequent holds, if the final derivation step allows for deriving ).
Based on this concept of derivation inherent to first-order logic, we de-
fine derivation in the logic based on an additional input element, a so-called
ontology. An ontology O = (01,09,...,0;) is a fact and rule base expressed
through a list of formulae o1, . .., 0;. For the decision on the truth of a sequent,
the ontology is considered being a part of the formulae on the left side of the
sequent, as shown next. Reasoning is then done exactly as explained above.

5 We use a restricted set of deduction rules and obtain a reasoning system that is
sufficient for our purposes and avoids certain problems when using the full natural
deduction.
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We alternatively express this as follows:

O1, . PO

We require that all free variables in all formulae be instantiated through
an environment £ before checking the validity of a sequent. An environment
thereby is an assignment of free variables with values from the value domains
of those variables. Practically, an environment will comprise the concrete at-
tribute values from identities and identifiers the party holds, that is, it is a
function from free variables to constants.

Note that whenever we use the informal terminology of “a list of formulae
implying a formula”, we mean that an accordingly-specified sequent holds in
our logic. Also note that intuitively a sequent as above means, in terms of
identity information, that the formulae on the left side comprise at least the
identity information as the one on the right side.

The derivation relation, or informally referred to in this work also as impli-
cation relation, between formulae is used at multiple places in the architecture.
We give some important applications of reasoning in the architecture next.

9.3.12.1 Application to Matching Requests against Data

When a party (e.g., user) wants to fulfill a data request i of another party,
the party needs to find a combination of formulae of its identifier or identity
relationships such that the sequent ¢1,..., @1 holds, with the formulae
@1, ..,¢r being from the party’s identity or identifier relationships. Note
that an environment £ defines the instantiation of all free variables in . The
environment is closely related to the choice of formulae ¢1,...,¢r. We give
details on the matching of a request with identity relationships further below
in this chapter.

9.3.12.2 Application to Evaluation of Authorization Policies

Another interesting use case for derivations over our logic is the evaluation
of authorization policies. As a specific step during the evaluation of an au-
thorization policy rule, the policy engine needs to check whether the subject
and object expressions of the rule are fulfilled, given the information available
about the subject (requester) and object (policy target). Thereby, the left
side of the sequent are the formulae comprising information received about
the requester, the right side is the formula comprising the (instantiated) sub-
ject and object expressions. The tight integration of the policy model with
the logic-based data model allows for powerful expressiveness in the definition
of policies as well as use of derivations over the data model within the policy
evaluation algorithm. See Section for details.
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9.3.12.3 Application to the Abstract Expression of Certifiers

As another interesting example for reasoning, consider the abstraction of the
specification of certifiers which facilitates the openness of the system in terms
of flexibility in addressing certifiers within policies by more abstract means
than merely referring to them as identified parties.

01 =VCid, U : Eq(Cid.country, Switzerland)A
Eq(Cid. certifiertype, Governmental) A Eq(Cid.subject, U)A
Reputation(U, 10) —
Trustlevel(U, 10)

The example shows how the truth of a predicate Trustlevel( , ) can be derived
from information about a certifier’s identity as well as other predicates.

Consider furthermore that the following fact P expressed as a predicate
holds and that the given formula v is true.

P =Reputation(u, 10)
1 =Eq(cid.country, Switzerland) A Eq(cid. certifiertype, Governmental ) A
Eq(cid.subject,u) A ...

Now the following sequent can be proven to hold based on the assumptions:
P, o, Trustlevel(u,10) (9.1)

Reasoning similar as in the example is very useful in stating policies more
abstractly than by identifying the certifier or set of certifiers that are accepted
for a given identity. A subject expression in a policy building on such ideas
could contain the following:

Eq(C.lastname, Lastname) A Eq(C.certifier, U) A Trustlevel(U, 10))

A major challenge for a large-scale use of these ideas of reasoning is that
people should be able to obtain and agree on the ontologies to use. The first
challenge requires that there be providers of ontologies that are trusted by
both partners in an interaction. Possible such parties can be independent
data protection authorities such as the German ULDI whose primary concern
is the data protection of users. The second challenge is that two parties need
to agree on an ontology to use for their reasoning within an interaction in
order to leverage the power of automated derivations in the logic. The issue
of interaction partners agreeing on ontologies as well as an overall ontology
architecture for identity management has been addressed in [HS06].

" http://www.datenschutzzentrum.de
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9.3.13 Requests of Data

For our architecture, we need to express requests of data and other resources
in addition to data statements. Such requests are, for example, communicated
during a negotiation protocol between two parties in order to request data or
other resources from the respective other party.

Requests are modeled in a similar way to data statements discussed earlier
in this section, though with some important differences. A main difference is
that instead of referring to identities with individual constants, free variables
are used. Attribute values are requested by specifying a predicate expressing
equality between the attribute of the identity and a free variable instead of a
constant representing the attribute value as in a data statement. Furthermore,
parties are referred to through variables instead of through constants. It is
an integral part of the agreed processing that all free variables need to be
instantiated with concrete terms in a satisfying response to a data request.

Example (Data request): The following example requests the firstname at-
tribute as well as a proof that a predicate holds over the monthly salary of the party,
both based on the same identity of type Bank Statement. The request requires that
both be proved using a specific variant of the Identity Mixer private certificate sys-
tem. Note the free variables C standing for the identity as well as Firstname for the
value of the requested attribute.

Eq(C.firstname, Firstname) A Geq(C.monthlysalary, 3500)A
Eq(C.currency, (EUR)) A Eq(C.type, Bank Statement)A
Eq(C.protocolsuite, Identity Mixer 2048 bit)A

Eq(C.certifier,u) A ... O

A reponse to such a request needs to follow the rule that each of the re-
quest’s free variables needs to be instantiated in the response formula. The
free variables are C representing an identity as well as Firstname representing
the attribute value of the firstname attribute of C. The following is a proper
response:

Example (Minimal data response):

Eq(bs.firstname, Jane) A Geq(bs.monthlysalary, 3500) A\
Eq(bs.